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Abstract

The case study examined two groups of grade 7 students as they engaged in four inquiry phases:
posing a question and collecting, analyzing, and representing data. Previous studies reported analy-
ses of statistical reasoning on a single inquiry phase. Our goal was to identify the modes of statistical
reasoning displayed during group discussions in all phases as children designed and conducted their
own inquiry. A content analysis of audio and video recorded discussions yielded 10 statistical reason-
ing modes: six relate to Garfield and Gal’s [Garfield, J., Gal, I. (1999). Teaching and assessing sta-
tistical reasoning. In L. V. Stiff, & F. R. Curcio (Eds.), Developing mathematical reasoning in grades

K-12. 1999 Yearbook (pp. 207–219). Reston, VA: National Council of Teachers of Mathematics] sta-
tistical reasoning types involved in the collection, analysis, and representation of data and four
modes deal with an aspect of inquiry not exclusively focused upon in the literature on statistical rea-
soning—i.e., the problem-posing phase. Although students’ reasoning reflected an incomplete under-
standing of statistics they serve as building blocks for instruction.
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1. Introduction

Research in the area of reasoning is of great interest to cognitive psychologists (Holy-
oak & Morrison, 2005) and mathematics educators (National Council of Teachers of
Mathematics [NCTM], 1989, 2000) alike. This attention is due in part to the role that rea-
soning plays in problem solving and decision-making in general, and to its key function in
the ‘‘knowing and doing of mathematics’’ specifically (NCTM, 1989, p. 81). Reasoning is
commonly defined as a ‘‘process of drawing conclusions’’ (Leighton, 2004, p. 3), which is
based on how one applies one’s knowledge to reach goals in various situations (Evans,
1993). According to Holyoak and Morrison (2005), it is at times difficult to tease apart
reasoning from problem solving and decision-making. They explain the overlap this
way: ‘‘To solve a problem, one is likely to reason about the consequences of possible
actions and make decisions to select among alternative actions. . . Making a decision is
often a problem that requires reasoning.’’ (Holyoak & Morrison, 2005, p. 2).

Reasoning in the service of problem solving and decision-making is evident in inquiry
situations where the goal is to arrive at decisions that will enable a problem to be solved
and where a solution must be produced rather than retrieved from memory (Zimmerman,
2000). In other words, the solution is based on inferences that people make from the
knowledge they have rather than on their recall of the solution. Two general kinds of rea-
soning, deduction and induction, play a role in inquiry. Deduction is truth preserving (i.e.,
inference is made to confirm a hypothesis) and involves reasoning from premises that con-
tain general statements, rules, or scientific laws to arrive at specific conclusions that follow
logically from the premises (Holyoak & Morrison, 2005; Leighton, 2004). In the context of
inquiry, deductive reasoning is involved in the testing of hypotheses, laws, or theories—
e.g., ‘‘If my hypothesis is true then I should observe some pattern of evidence’’ that follows
from the hypothesis (Zimmerman, 2000, p. 102). Induction is truth expanding (i.e., the
inference leads to new knowledge) and involves reasoning from particular data or obser-
vations to arrive at a general conclusion. In inquiry, inductive reasoning is involved in
making inferences that produce hypotheses, laws, or theories—e.g., If the data show a par-
ticular pattern of evidence then I can make hypothesis X (Zimmerman, 2000).

The mathematics community places a high value on reasoning as illustrated in its cre-
ation of a ‘‘reasoning’’ standard (NCTM, 1989, 2000). According to Russell (1999), rea-
soning is the means by which students learn to understand the abstract ideas that make
mathematics the discipline that it is. In this sense, mathematics is about generalizations
(Russell, 1999), and generalizations are involved in inductive and deductive reasoning.
Both reasoning types are included in the reasoning standard for grades 5–8 (NCTM,
1989)—i.e., students must learn about and use deductive and inductive reasoning and
make and evaluate conjectures and arguments. These goals are reiterated somewhat differ-
ently in the most recent standards (NCTM, 2000; e.g., select and use various types of rea-
soning), but the thrust is the same. One recommendation to foster such reasoning is to use
problem situations, such as group projects involving the use of technology on problems
that are of interest to students, and to augment the complexity by including statistics
(NCTM, 1989). In essence, these proposals call for middle school students to reason
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collaboratively about statistics in inquiry situations, and for them to use various ways of
reasoning to do so.

Deduction and induction are often used in the service of content-based reasoning, such
as scientific reasoning (Zimmerman, 2000) and statistical reasoning in inquiry contexts
where hypotheses are tested and produced from data. Statistical reasoning refers to ‘‘the
way people reason with statistical ideas and make sense of statistical information.’’ (Gar-
field & Chance, 2000, p. 101). Such reasoning includes the ability to make and implement
decisions (e.g., about sampling) based on statistical principles (e.g., the law of large num-
bers [LLN]) and the ability to make inferences from sample data, averages, and graphs to
interpret results and draw conclusions (Garfield & Chance, 2000).

Six content specific reasoning types have been identified: reasoning about samples, rea-
soning about data, reasoning about representations of data, reasoning about statistical
measures, reasoning about uncertainty, and reasoning about association (Garfield &
Gal, 1999). These statistical reasoning types coincide with activities proposed in the data
analysis standard where students are asked to pose questions that involve the collection,
organization, analysis, and representation of data to make inferences and predictions in
order to answer the questions (NCTM, 2000).

Statistical reasoning can accompany deductive and inductive reasoning in inquiry situ-
ations where hypotheses are formulated and tested for experiments or surveys designed to
answer specific questions. For example, one might have a hypothesis that being athletic
changes one’s resting heart rate. We can conduct an experiment and deduce from our the-
ory that if we have matched groups and each group (athletic and couch potatoes) engages
in a 15-min activity then the athletic group should have an average heart rate lower than
the couch potatoes assuming that they are matched for age, diet, gender, etc. In addition,
from this fact we can infer inductively that generally there is something about exercise that
leads to changes in resting heart rate. To come to this conclusion, we must decide which
statistical test is appropriate to the question, and this decision requires some reasoning
about the nature of the tests themselves and the type of data involved. In other words, rea-
soning about data and reasoning about statistical measures are necessary. Thus, while
deductive and inductive reasoning are involved, statistical reasoning is also required for
making sense of the data upon which the general reasoning is based, and this sense-making
is based on inferences made given one’s knowledge of statistics.

Early research on statistical reasoning focused primarily on the first part of the defini-
tion (i.e., reasoning with statistical ideas or rules) by examining how abstract statistical
rules develop in children (e.g., Piaget & Inhelder, 1975) and the extent to which adults
use such rules to make decisions on well-defined hypothetical problems (e.g., Kahneman
& Tversky, 1982). Recent research extends the focus to the second part of the definition
(i.e., drawing inferences from data) by examining the development of children’s ability
to reason with data, as well as the extent to which children apply statistical rules in a vari-
ety of learning situations. This latter research was motivated by the creation of the NCTM
standards (1989, 2000), which espouses data analysis as well as reasoning and problem
solving in the K-12 curriculum.

Research findings suggest that children can reason about uncertainty with instructional
support (Fischbein, 1975; Jacobs, 1999; Metz, 1998). Moreover, children’s ability to rea-
son about data depends on whether they have made the shift from thinking of individual
data points (e.g., 10 data points represent 10 individual responses) to thinking in terms of a
collection of data (aggregates) that are distributed in a particular way (e.g., averages)
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(Cobb, 1999; Hancock, Kaput, & Goldsmith, 1992; Konold, Robinson, Khalil, Pollatsek,
& Well, 2002; Lehrer & Schauble, 2004). This capability provides the basis for students to
be able to reason inductively, that is, to draw conclusions by generalizing a finding from a
set of observed data. It may also facilitate deductive reasoning in cases where students’
data collection is driven by a hypothesis that is being tested by the data.

Personal knowledge and beliefs seem to play a critical role in children’s statistical rea-
soning (Jacobs, 1999; Schwartz & Goldman, 1996; Schwartz, Goldman, Vye, Barron, &
CTGV, 1998). Similar findings are reported in studies involving inquiry situations (Zim-
merman, 2000, 2005). General knowledge and beliefs acquired in social situations can
influence the interpretation of formal properties of a statistical problem. For instance,
Hancock et al. (1992) found that 15-year old students relied on their personal knowledge
about music to reject country and western as an option in a survey on types of music.
These adolescents stated that, ‘‘nobody listens to that stuff’’ (p. 357) and their belief
was that ‘‘nobody should’’ (p. 357). This example reflects inductive reasoning in that
the students are basing a conclusion on a specific case, that is, they are generalizing on
the basis of their observations of music preferences. However, the extent to which the con-
tent of this reasoning is valid depends in part on whether or not it is based on statistical
ideas. The extent to which personal knowledge underlies reasoning in survey contexts and
takes precedence over more normative types of statistical reasoning (i.e., reasoning in ways
that are consistent with statistical ideas accepted in the domain) is an important question.

Studies with adults (Nisbett, 1993) and middle school children (Jacobs, 1999; Schwartz
& Goldman, 1996; Schwartz et al., 1998) suggest that normative statistical reasoning about
sampling is more likely elicited on formal statistical or chance problems involving random
generating devices than on problems that are more social in nature, such as surveys, where
individuals are selected to be in a sample. For example, when the hypothetical sampling
context involved M&Ms (i.e., a chance context), Jacobs (1993) found that middle school
students who had not received any formal statistical training were able to reason on sta-
tistical grounds. However, when students were asked to consider how they would sample
individuals (i.e., an everyday survey context), they allowed their prior beliefs of fairness to
influence their decision about sampling method. Specifically, students refused to believe
that selecting a random sample of individuals from a hat (e.g., Republicans and Demo-
crats) was appropriate because they were concerned that a particular group of individuals
(e.g., Democrats) would be left out, which would not be fair and would result in hurt
feelings.

Note that personal experience can also influence reasoning in certain chance situations.
For instance, children do not always consider dice as fair when they use games as a refer-
ence point for thinking about chance. Children believe that numbers that are given special
status in games (e.g., 6) are least likely to occur (Konold, Pollatsek, Well, Lohmeier, &
Lipson, 1993; Watson & Moritz, 2003). These examples suggest that non-normative statis-
tical reasoning can result from prior beliefs originating in social situations. The extent to
which the social situation or prior beliefs play the biggest role in these studies is unclear.

The research findings on statistical reasoning are based on studies reporting on a spe-
cific phase of the empirical investigation process, that is, sampling, analysis of data, or rep-
resentation of data. For example, Bright and Friel (1998) were interested in 6th–8th
graders’ ability to interpret data presented in a variety of graphical displays (e.g., bar
graph, line plot, stem-and-leaf, histogram) and to draw connections between the represen-
tations. They presented students with the graphs and examined students’ understanding
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and reasoning through interviews. A few researchers, such as Lehrer and Schauble (2000,
2004) and Cobb (1999), conducted studies that blend data analysis with data representa-
tion. In these design and teaching experiments, students’ reasoning about variation is fos-
tered using distribution as the representation. Trying to make sense of the data and
drawing conclusions from them inevitably leads to concepts related to data analysis, such
as averages. These studies represent the extent of overlap between inquiry phases that we
see reported in published work.

To date, few studies have reported on children’s statistical reasoning as they make and
implement decisions in all phases of investigation (i.e., problem posing, data collection,
data analysis, data representation), particularly in the context of surveys. Such research
is warranted given the strong emphasis on inquiry in curriculum standards (NCTM,
1989, 2000). Children who engage in inquiry must think about many statistical ideas,
and always in relation to a question. This situation enables us to explore the reasoning
associated with generating questions, which has been relatively ignored (English, 1998)
despite the window that it can provide into students’ thinking (Silver, Mamona-Downs,
Leung, & Kenney, 1996). Moreover, studies that examine reasoning throughout the inqui-
ry process can provide the impetus for identifying developmental signposts in children’s
ability to reason across inquiry phases. We lack models that describe reasoning at this
level. Presently, researchers are studying the development of children’s statistical thinking
within inquiry phases (Jones, Thornton, Langrall, & Mooney, 2000; Watson & Moritz,
2000a, 2000b). For instance, Watson and Moritz (2000a) have explored how children in
grades 3–9 developed their understanding of average over a period of 3–4 years (i.e., data
analysis phase).

In this paper, we provide an in-depth case analysis of 7th grade students to characterize
the statistical reasoning they displayed as they engaged in all phases of inquiry. Students
worked in small groups to pose their own inquiry questions and implement the design of
their investigation by collecting data, analyzing and interpreting the data, representing the
data graphically, and drawing conclusions from the data. We will illustrate the modes2 of
statistical reasoning that students displayed in each inquiry phase—i.e., problem posing,
data collection, data analysis, and data representation—when they planned, implemented,
and presented their findings to classmates. Later, we discuss how these modes are part of
the statistical reasoning types Garfield and Gal (1999) identified as key outcomes for learn-
ing statistics.

2. Method

2.1. Participants

We selected six 7th grade students for the case study. The students were comparable to
their classmates in terms of demographics. Five students were Caucasian and one student
was of East Indian descent. All came from middle-class families and were 12-years of age.
Three students were male and three were female. The teacher assigned the students to two
mixed groups in terms of gender (i.e., Group A = one male and two females; Group
2 We use this term to indicate the specific and contextualized ways in which students can reason about statistics.
We view modes of reasoning as elements within particular types of statistical reasoning.
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B = two males and one female) and elementary schools attended prior to entering 7th
grade to provide diversity in groups. Mixed-ability grouping was not possible due to
inconsistent grade reporting across elementary schools (K–6) attended prior to beginning
the first year at a co-educational preparatory high school (7–11), which was located in a
large city. We did not provide students with specific training on how to interact collabo-
ratively, but we strongly encouraged students to discuss their ideas with each other by
addressing prompts on a planning sheet.

We selected Groups A and B for an in-depth analysis because the verbal data from the
two groups were the most complete compared to other groups in the class. Our goal was to
document and describe instances of reasoning across two relatively similar groups rather
than to compare contrasting cases.

2.2. Context

Over the course of 2 weeks, we provided students with a framework for thinking
about inquiry through modeling and gave them an opportunity to implement this think-
ing in an investigation that they designed and conducted with classmates. Modeling con-
sists of a more skilled individual carrying out a task so that learners can observe and
build a representation of how to solve that task (Collins, Brown, & Newman, 1989).
Such observation can facilitate learning (Bandura, 1977). We modeled two types of
inquiry, an experiment and a survey, to expose students to a variety of ways in which
inquiry can be conducted and to give them a choice of engaging in the type of inquiry
that interested them later in the study. Prior to engaging in these modeling activities, the
teacher introduced students to the notion of statistics through newspaper articles. In
Appendix A we outline the statistical thinking that the teacher and students demonstrat-
ed in the introduction, the first modeling activity involving an experiment on pulse rates,
and the second modeling activity involving surveys. The manner in which each activity
was structured is described next, followed by a description of the students’ task after the
modeling activities.

2.2.1. Introductory models of statistics presented by the teacher

The purpose of the introduction was to ease students into the inquiry process and to get
a sense of their existing knowledge of the term statistics, the inquiry process, and forms of
data representations. In the first part of the introduction the teacher asked students what
they thought statistics meant. Their responses were that statistics involved ‘‘a collection of
facts about certain things or numbers,’’ provided ‘‘an answer to a question using num-
bers,’’ and included ‘‘scores as well as surveys.’’ The second response reflected a broader
conception of statistics than the other two, which dealt with data and data analysis. The
teacher prompted students to think about what kind of questions could be asked using sta-
tistics, and to consider why data are collected. One student responded to the teacher’s que-
ry by posing the question ‘‘How many people in this room smoke and how many do not?’’
The teacher broadened the scope of the question to ‘‘How many people in Canada are
smokers and how many are not?’’ and asked them to consider who would be interested
in the results of the study (i.e., cigarette companies and the federal government given that
it covers the costs of health care) and who was being targeted in advertisements (i.e., youn-
ger people). The teacher’s elaboration emphasized why questions are posed to put the
inquiry process in a context.
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The second part of the introduction gave the class an opportunity to discuss two ques-
tions posed in their local newspaper (a poll regarding a hotly debated political issue and
average attendance at football stadiums to support the construction of a new baseball sta-
dium) and the graphical representations used to communicate the results (i.e., tables and
bar graphs). The teacher focused students’ attention on the questions that were posed by
the authors of the articles as well as the authors’ choice of data presentation to support
their position on the issues. Sampling was discussed using the political question posed
in one of the articles. The teacher spent quite a bit of time asking students to interpret
the graphs (one presented percentages and the other displayed averages) and to consider
whether tables or graphs were more informative in conveying the answer to the questions.
The teacher concluded the introduction by outlining the four inquiry phases in the context
of the pulse rate activity, which students would engage in on the following day, and by
pointing to some of the examples from the previous discussion.

The aim of the introduction was to provide an overview of the inquiry process in the con-
text of questions that could be asked and answered with statistics, rather than an in-depth
introduction to statistical content. Students learned the content in the next activity—the
teacher-guided experiment on pulse rates (adapted from the American Statistical Associa-
tion Guidelines for K-12, 1991). This activity was intended to show how descriptive statistics
(e.g., variable, sample, population, representativeness, data, measures of central tendency,
range, bar graph, pie chart) could be used to answer a question posed for inquiry. The pulse
rate investigation posed the following question: Do the at-rest pulse rates of grade 7 students
differ from their pulse rates after physical activity (i.e., jogging in place for 5 min)? The class
decided that its population would be grade 7 students in the province of Québec and that the
sample would comprise the entire class. The teacher indicated that this was not a particularly
good sample because it was not sufficiently diverse. Nonetheless, this decision was made in
light of time constraints. The teacher introduced the concepts of variable, sample, popula-
tion, and representativeness on the basis of the question. Students were asked to make a pre-
diction and then to conduct the experiment.

After the data were collected, the teacher showed students how to organize and enter the
data into a spreadsheet in a way that would enable them to compare the before and after exer-
cise pulse rates. Measures of central tendency (mean, median, and mode) were introduced as
students considered how to summarize the data for interpretation. A discussion about which
measure provided the most accurate finding led to the conclusion that the mean and median
were better than the mode for the pulse rate data that the class had collected (the data were bi-
modal), even though there was an outlier in the data that affected the mean. Graphs were
explored as a way to represent the data, and conclusions were drawn on the basis of analysis
and representation. An issue that the teacher raised was whether each individual data point
or average should be represented. Graphs that presented both were constructed.

2.2.2. Models of statistical investigation facilitated with technology: library of exemplars

To illustrate statistical thinking in a different inquiry context, students were shown
examples of surveys that previous students of the same age had presented to peers. In
our research we have used technology as a medium for providing exemplars of student
work through digitized video3 (Lajoie, 1997, 1999; Lajoie, Lavigne, Munsie, & Wilkie,
3 We did not have examples of experiments at the time the LE was developed.
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1998; Lavigne & Lajoie, 1996). Since students would be evaluated on their inquiry, textual
descriptions of evaluation criteria supplemented the video clips and were provided on the
computer in what we refer to as the library of exemplars (LE, Fredriksen & Collins, 1989).
The intent was to give students good (referred to as appropriate) and better (referred to as
more appropriate) examples for each phase of statistical investigation to stimulate a dis-
cussion of the criteria.

A brief description and two examples were presented in the library for each inquiry
phase—i.e., posing a question, data collection, analysis, and representation. For instance,
the posing a question criterion consisted of presenting a clear question, specifying the var-
iable, categories (where applicable), and population of interest. One example illustrated a
general or open-ended survey question, ‘‘What is your favorite fastfood restaurant?’’ The
second exemplar showed the same student who restated the group’s question more precise-
ly, ‘‘What is your favorite fastfood restaurant between McDonald’s, Harvey’s, Wendy’s,
Lafleur’s, Burger King, and other?’’ The teacher asked the students which question was
better according to the criteria. The students decided that the forced-choice question
(the one with categories) was better than the free-response question (without categories)
because it specified what the group wanted to find out (i.e., it met the clarity criterion
in terms of specifying survey categories) and avoided the problem of obtaining an indef-
inite number of free responses. The inclusion of the category ‘‘other’’ was desired because
it eliminated dishonest responses should someone’s preference not be reflected in the cat-
egories that were chosen. The teacher supported the students’ decision that the forced-
choice survey was clearer. At the same time the discussion went beyond the need for devel-
oping a clear research question and emphasized the importance of the clear choice catego-
ries versus open-ended questions.

The LE exemplars focus on a specific element in a criterion (or inquiry phase) rather
than addressing a full range of issues that apply to each criterion. The intention was to
promote discussion and a way of thinking about certain aspects of inquiry within a phase.
The students’ task in the LE was to read each description, view the video clips, and discuss
whether or not the examples met a criterion. They did so in groups for each criterion and
then shared their ideas with the class. Students viewed the question posing and data col-
lection criteria and exemplars on one day, discussed which exemplars were better, and then
discussed possible questions that their group could explore and the manner in which they
would collect that data. On the following day students observed the data analysis and rep-
resentation examples, discussed which exemplars were better and how they could be
improved upon, and then addressed these issues as they planned their group investigation.
The teacher’s task was to extend students’ thinking by modeling questions about the qual-
ity of the exemplars presented in the library.

2.2.3. Student-generated statistical investigations

Students embarked on their own statistical inquiry after completing the modeling activ-
ities. The students’ task was to develop any type of inquiry that their group was interested
in conducting—an experiment or a survey—and to engage in four phases of statistical
inquiry—problem posing or developing a research question, data collection, data analysis,
and data representation—using knowledge of descriptive statistics. Each group was given
two sets of planning prompts that they had to respond to verbally and in writing. The first
set of prompts reminded students of the issues they needed to address in generating a ques-
tion and in collecting the data. The second set of prompts focused on issues pertaining to
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data analysis and representation. All prompts restated the criteria that were presented in
the LE as questions and are displayed in Table 1. All activities took place in the school’s
computer lab during students’ regular mathematics class. Students worked in small groups
at a computer workstation using ClarisWorks� software to enter, analyze, and graphically
represent data (Claris Corporation, 1992). The teacher monitored each group by visiting
each of them and addressing their questions about the criteria.

Two issues need clarification at this point: (a) the similarities and differences between
the two types of inquiries modeled (pulse rate experiment and surveys in LE) and (b)
how closely aligned the modeling activities reflected what was expected of students on
the group inquiry task. To address these issues we need to contrast the concepts and inqui-
ry phases emphasized in the two activities and the concepts and phases that students were
expected to address in their group investigation. The contrast is presented in Table 2. Since
the planning prompts structured the students’ task during group inquiry they provided the
means for examining alignment to the modeling activities. Table 2 outlines the concepts
that the planning prompts focused upon in each phase (e.g., RQ refers to Research Ques-
tion) and how these concepts were addressed the modeling activities.
Table 1
Inquiry planning prompts

Inquiry phase Prompts

Research question Decide on your group project. Write down the research question that you will
investigate in (a). Remember to make your question clear. Then answer (b), (c), and
(d).
(a) Research question:
(b) What is the variable in the question?
(c) Are there any categories associated with it? If so, what are they?
(d) What is the population you are trying to investigate?

Data collection How is your group going to collect the data to answer this question? Consider the
following issues and write down your answer in the space below:
(a) How large will your sample be? Why did you choose this size? If your sample
divides into groups, what is the size of these groups? Why did you choose this size?
(If your question does not involve groups, you do not have to answer this question)
(b) Where are you going to collect the data? Why?
(c) How are you going to make sure that your sample accurately represents the
population you are seeking information about?
(d) What type of data are you going to collect?
(e) How are you going to collect the data?

Data analysis Decide on how your group will analyze the data you collected to answer your
research question.
(a) What type of statistics will you use? Why?
(b) How do you think this analysis will allow you to interpret the results?
(c) Would your findings change if the study was done differently? Why or why not?

Data representation Think about how you will represent the data.
(a) Show how you plan to organize the data in the computer spreadsheet (i.e., before
you do a graph). Show how it would look like in the spreadsheet here.
(b) How do you plan to represent your findings (i.e., in the form of data, tables, and/
or graphs)? Why? If you chose a graph, what type of graph best shows the answer to
your question? Why?
(c) How do you expect to describe the findings and the representation (s) in the oral
presentation? In other words, what do you plan to say to your classmates?
(d) How do you plan to explain what your findings mean (i.e., how does it answer
your question and what does it say about the population addressed in the question)?



Table 2
Alignment of planning prompts guiding statistical inquiry with modeling activities

Concepts in planning prompts Pulse rate activity Library of exemplars

RQ: Variable Pulse rate Favorite fastfood restaurant
RQ: Category Not applicable McDonald’s, Harvey’s, Burger

King, Wendy’s, Lafleur’s, and
other

RQ: Population Grade 7 students in Québec Results would differ for people in
Toronto

DC: Sample and group size Grade 7 students (27). Groups
not discussed (there were 2
groups: before, after)

50 children because they eat
fastfood. An example of groups
was not given and thus not
discussed.

DC: Location The high school Mall or school
DC: Representativeness Not representative but

convenient
If done in one school not
particularly representative

DC: Type of data Not discussed Not discussed
DC: Sampling method Not discussed because sampled

an intact group but the teacher
did randomly select groups to
present their arguments in class.

Variety of children at a mall (no
specific selection method
mentioned) or take a certain
number in each grade if done in a
school

DA: Type of statistics Mode, median, mean Mean, median, mode, range
DA: Facilitate interpretation? Mean and median best Not discussed
DA: How would results change? Not discussed Results would change if sample

were from another province
where local fastfood restaurants
might be more popular

DR: Data organization Two columns (before, after) and
data is sorted to find the median

Not discussed

DR: Which representation? Bar, stacked bar, and line using
individual data points and
average. Chose the line graph
with sorted data points as best.

A table and 4 tiled pie graphs
comparing the data collected by
each group member were
presented. The pie graphs were
thought to be best.

DR: Describe findings and
representation

The line graph of sorted data
hides the outlier

Color as an interesting feature of
pie graphs

DR: Explain findings The after pulse rates were higher
than the before—by 25

The findings displayed in the
table were not discussed at all
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The inquiry phases and the content associated with these phases did not substantially
differ in the two types of inquiry modeled to students. The main differences between the
pulse rate experiment and the LE surveys were the type of questions posed (and thus
the purpose of inquiry), the type of data collected, and the measures appropriate for ana-
lyzing each type of data. Conducting a survey meant that students had to consider whether
or not to include options (or categories), a decision that was unnecessary in the pulse rate
experiment. The teacher allotted quite a bit of class time to the discussion of the survey
question exemplars in the LE precisely for this reason. The second key difference between
the two modeling activities, type of data, was never addressed in the modeling activities.
However, this omission did not hinder students in their ability to gather data or to draw
inferences from either numerical data (i.e., pulse rates) or categorical data (i.e., responses
to surveys).
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Finally, students did get the sense that certain measures of central tendency were more
appropriate to certain kinds of investigations. The teacher explicitly told them that the
mean and median were the most accurate measures for the pulse rate data (note that con-
sidering the outlier in the data may have led to a different conclusion). Although the teach-
er did not indicate that the mode was more appropriate for surveys of the kind discussed in
class; his definition of this term (i.e., most frequent number) and his acceptance of the use
of the mode in the survey examples is an implicit acknowledgement of its viability in this
situation.

To ensure that the differences between the pulse rate experiment and the LE surveys did
not negatively impact students’ thinking when they engaged in their own group inquiry, we
examined the transcripts for instances in which students inappropriately transferred
knowledge gained in the pulse rate activity to the group survey. There were only two
instances of this type of transfer and both had to do with averages. Specifically, one stu-
dent insisted that the frequencies be rank ordered even though the median was not the
measure used because this procedure was employed during the pulse rate activity. The
other instance involved another student who wrote that the mean would be most appro-
priate to the frequency data because it was accurate. Indeed, this was the teacher’s conclu-
sion after analyzing the pulse rate data (although the median was considered equally
valid). These errors were not problematic since both students went on to analyze the data
in terms of the mode. However, such errors need to be avoided in future.

Table 2 shows that all of the content referred to in the planning prompts were addressed
in one or both of the modeling activities, except for two concepts: Type of data and group
size. From this information, we conclude that the statistical concepts and inquiry processes
learned in the modeling activities were fairly well aligned to the concepts and processes stu-
dents were expected to apply in a group inquiry task.

2.3. Measure

Statistical reasoning was examined during Group A and B’s discussions as they
designed and implemented their survey and orally presented the results to classmates.
Groups were urged to think about statistical issues in their planning by responding to writ-
ten prompts orally and in writing before carrying out each inquiry (see Table 1). Earlier
work suggests that structure is needed to guide meaningful student inquiry (e.g., Petrosino,
1998). Groups formulated their own question in class and they had to specify their vari-
ables for their experiments or surveys. For surveys, they had to decide whether or not
to generate categories for the variable. Sampling ideas were generated after decisions were
made about the survey question. Data were then collected outside of class followed by the
creation of analyses and graphical displays. Groups had 4 days to complete their investi-
gation and the teacher provided guidance throughout the process. Each group orally pre-
sented its statistical survey to the class using a computer and projector and was then
evaluated by peers, the teacher, and the group itself.

3. Fidelity to the modeling guidelines

The classroom teacher introduced the topic of statistics and implemented the modeling
framework on the basis of written guidelines that we gave him on how to conduct the
activities and which aspects of statistical thinking to model. To determine the extent to
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which the instructor followed each guideline, we viewed the videotaped sessions and uti-
lized a checklist to indicate whether or not guidelines were implemented. We found that
the teacher applied 70.49% of the guidelines. Omitted guidelines involved sampling, mea-
sures of central tendency and minor issues. While the teacher generally addressed what
made a good sample and gave an example of an unrepresentative sample (i.e., asking peo-
ple in a completely Anglophone community whether the province of Québec should sep-
arate from Canada) he did not elaborate on ways in which sampling bias is reduced (e.g.,
through randomization or sample size). In addition, particular problems associated with
each measure of central tendency (e.g., outlier influencing the mean, bi-modal distribu-
tions) were not discussed. The remaining omissions consisted of not elaborating on exam-
ples and not discussing different types of data that can be collected. The description of
each modeling activity provided previously is based on what the teacher modeled.

4. Coding of the data

The main source of reasoning data consisted of audio and video taped recordings of
group dialogues during the production and presentation of an investigation, as well as
written responses to the planning prompts. The data were coded in seven steps. First,
the verbal data from audiotapes were transcribed based on Bracewell and Breuleux’s
(1994) conventions. Second, the accuracy of audio transcriptions was verified using the
videotapes of group dialogues. Written responses to prompts on the design sheets were
added to the transcript where appropriate to provide the most complete picture of reason-
ing as possible. Third, transcripts were segmented based on change in speakers. When a
student spoke at length, his/her dialogue was segmented into idea units (Chi, 1997).

Fourth, reasoning segments were identified on the basis of explanations that students
provided in response to prompts and to each other to justify their point of view in propos-
ing an idea and in rejecting another’s idea. The conclusions that students drew from data
either through eyeballing the spreadsheet or interpreting the graph they constructed were
also counted as reasoning. Explicit and implicit reasons were coded. We used the following
types of explicit markers: causal (e.g., so that, because, therefore), conditional (e.g., if-
then, and but), and analogies (e.g., like, similar to). A segment, such as ‘‘we want to collect
more data because we’re missing information’’ contains the marker ‘‘because’’ and thus
would get coded as reasoning. In contrast, implicit reasons are not marked by key words.
Below is an example using fictitious names.

Jamie: Let’s do 40 students.
Cathy: No.
Jamie: It balances out, 20 for each grade.

In this example Jamie provides a reason for his proposal after a group member dis-
agrees. Although he does not use a causal connector, it is implied—i.e., ‘‘Yes let’s do [col-
lect data from a sample of] 40 students because it balances out, 20 for each grade.’’ Both of
Jamie’s utterances would be coded as reasoning since they form the explanation; however,
they would count as one instance of reasoning since together they constitute the
explanation.

The fifth step of data coding consisted of performing a content analysis to create rea-
soning categories that encapsulated the statistical thinking that was demonstrated.
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Although there were examples of general reasoning, such as students negotiating who
would collect what data based on time constraints (e.g., Jamie will go out and collect data
from the elementary school because he has the time whereas I do not), our objective was to
document the ways in which students reasoned statistically. Hence, we did not code
instances of general reasoning (i.e., content-free reasoning) in this paper.

Statistical reasoning categories were generated by (a) reading transcripts for each
group, (b) identifying reasoning segments in each transcript, (c) identifying the inquiry
phase that was the focus of a reasoning segment, (d) identifying the main statistical
idea conveyed in each segment (e.g., representativeness, variability, data organization,
interpretation), and (e) creating a code reflecting the main statistical idea. The reason-
ing segments were coded on each transcript to preserve contextual information neces-
sary to make sense of group discussions and reasoning. The coding scheme was
developed iteratively. Initial codes were created and applied to transcripts for one
group, elaborated and refined, and then applied to the larger set of verbal data with
further refinements.

The sixth step consisted of validating the coding categories. A colleague who was not
involved in our research was enlisted in the validation process. Her qualifications were
that she had done previous work on children’s statistical thinking, served as a statistics
consultant for many years, and had extensive experience in coding verbal transcripts of
children’s thinking. We provided her with information on what students were asked to
do (e.g., description of task, a copy of the planning prompts), the coding manual with
information on transcription conventions and the coding categories, and the coded tran-
scripts. Her task was to go through all of the transcripts and to determine whether or
not (a) the reasoning categories reflected the statistical ideas conveyed in the coding
scheme (i.e., were the reasons accurately characterized?) and (b) the coding scheme cap-
tured all of the statistical reasoning that was demonstrated (i.e., were all instances of sta-
tistical reasoning documented?). Changes were made to the coding scheme as a result of
this process.

The final step of data coding consisted of establishing inter-rater agreement between
two raters (the first author and a discourse analyst4) who coded all of the transcripts inde-
pendently. Reliability was determined in two stages. First, the second rater identified seg-
ments in the transcripts that consisted of reasoning. Inter-rater agreement was calculated
by dividing the total number of segments that the two raters agreed upon by the total num-
ber of segments agreed upon plus the total number of segments with disagreement. Overall
agreement was 75.15%. Discrepancies were resolved after discussion. Second, the second
rater assigned reasoning types to the reasoning segments using a description of the reason-
ing categories and a list of the planning prompts that the groups used to conduct their
inquiry. Overall agreement before discussion was 83.47%. Agreement on specific reasoning
types were the following: population relevant = 65%, variety-based = 94%, category-
level = 74%, reasoning about alignment to question = 84%, LLN oriented = 61%, charac-
teristics = 92%, frequency-based = 38%, standardization = 90%, organization-based =
91%, interpretation-based = 94%. Disagreements were resolved through discussion.
4 The second rater was not the same person who validated the reasoning categories.
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5. Results

To provide some context for the results on statistical reasoning, we describe the inquiry
project that each group produced and characterize students’ understanding of key con-
cepts invoked by the inquiry planning prompts. We outline this understanding separately
from reasoning because groups often made decisions that reflected comprehension but the
reasons for the decisions were not explained. This section is followed by a description of
the modes of statistical reasoning displayed during the inquiries. Finally, we conclude with
a description of how the modes of statistical reasoning demonstrated can be traced to the
introduction and modeling activities, and to the teacher’s scaffolding during the inquiry
process.

5.1. Group inquiries produced and students’ understanding of key concepts

Both groups produced surveys, responded to prompts on the planning sheet, and
sought the teacher for clarification on the prompts or for advice on surveys. An overview
of each group’s decisions is presented in Table 3. Each group’s decision and the under-
standing of concepts underlying these decisions are described next.

5.1.1. Group A

The group quickly decided that the survey would involve pets. However, the specifics of
the question changed through students’ discussion with each other and the teacher. Ideas
were as follows: how many people in this school have a hamster, how many people have a
pet, how many people have pets that died in less than 12 years, and how many grade 7
students in this class have more than 2 pets or how many have more than 3 pets? When
the teacher heard that the group intended a survey on number of pets (e.g., 2, 3) he sug-
gested that they make the question more general and pushed them to think about the value
of a question by asking them the following: Would you not also want to know about
Table 3
Overview of surveys produced by groups

Inquiry phase Group A Group B

Research question How many grade 7 students in this school
have pets and how many don’t? If so,
what kind?

Does profession change (helper,
entertainer, scientist, builder,
businessman, other) from grades 7, 9, 11?

Data collection Considered sampling 50 grade 7 students.
Sampled 20 by a list to avoid duplication.
Asked them during lunch. Planned to ask
an equal number of boys and girls.

Considered sampling 10 students per
grade. Sampled 21 (10, 8, 3 making per
grade) by asking anyone in each grade.
Planned to ask the same number of boys
and girls.

Data analysis Percentages to determine the most
popular pets (i.e., mode)

Planned on the mean but used
percentages

Data representation Column graph showing number of dogs,
cats, fish, and birds with ‘‘other’’ and
‘‘none’’ categories. A pie chart identifying
the ‘‘other’’ pets (i.e., gerbil, turtle,
hamster) and main pet types.

Difficulties in organizing data (e.g.,
alphanumeric entries rather than
numeric). Created three pie charts; one
per grade.
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students who only have 1 pet? Why focus on just 2 pets? Why not generalize it to how
many pets? After this exchange the group decided to ask the question ‘‘how many pets
do grade 7 students have?’’

Group A’s survey was distributed to grade 7 students in their school and although the
question focused on the number of pets, students identified the kinds of pets that respon-
dents reported in answering the question. These data enabled the group to answer two
questions: the planned question of how many pets and the question of which kinds of pets
that emerged after the data was collected. This situation created a lot of confusion for one
student when the data had to be organized to answer the question. She did not know
which question the group was answering. The group understood what its variable was,
identifying it as ‘‘number of pets’’ for the initial question. Since the variable was only dis-
cussed during the initial planning phases, the group did not revise it subsequent to changes
to the question.

The students’ grasp of population was not strong. They knew that the population in
their survey consisted of grade 7 students. However, when discussing population their dis-
course implied that they were thinking of the sample. Initially, a student had suggested
that the ‘‘population’’ was 50 students (25 girls and 25 boys) after finding out that this
was the total number of grade 7 students in the school. This suggestion suggests a grasp
of the concept. However, the group’s decision that their population consisted of 15 girls
and 15 boys (30 students) indicates that the concept was not understood. The emphasis
on a subset of individuals from a larger group is more consistent with a sample than a pop-
ulation. The group did understand the term categories as it explained that it involves giv-
ing ‘‘a choice, like, do they say what number of pets between a cat and a dog sort of thing’’
and specified that there were none in its survey. Indeed, the group’s question was open-
ended requiring free responses from respondents.

When prompted about sample size, Group A planned a sample size of ‘‘15 boys and 15
girls,’’ which was the same response it gave in addressing the population prompt. This
statement confirms that the part/whole relationship of the sample with the population
was not grasped. However, there were some interesting elements in their discussion.
One student made a subtle distinction between sample size and sample characteristics
(i.e., gender). He commented that, ‘‘the sample is the amount of people that we’re asking
though. It’s not who we’re asking [gender characteristic].’’

Students in Group A also displayed some general knowledge of sampling that can pro-
vide the building blocks for a deeper understanding. They wanted to be systematic in col-
lecting the data. For instance, students knew that asking a respondent to participate in the
survey twice was not desirable. To avoid this problem, the group decided that each mem-
ber would ask respondents if they had previously participated in the survey, and if so, to
not include them in the sample. Another suggestion was to generate a list of potential
respondents prior to gathering the data and to assign the same number to each person
in the group (i.e., 10 people each). This idea was extended to dividing each person’s list
by gender so that each group member surveyed the same number of boys and girls (i.e.,
5 of each).

Even though students were systematic in planning for data collection from a list of par-
ticipants, reducing duplication of efforts, they did not grasp the notion of random selec-
tion. Although the concept of randomness was not directly taught, the teacher did refer
to the term when he used a calculator to randomly select groups to present their arguments
during the modeling activities. When the teacher asked the group how it was going to sam-
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ple individuals, students said ‘‘randomly.’’ Students did not explain what they meant by
random and what procedures they would use to ensure random selection; however, the
manner in which the group intended to gather the data shows that the students did not
understand it. For instance, the group relied on whom they knew or on who would be
in the next class when sampling. The group ensured that an equal number of boys and girls
were represented in their sample, a procedure that is not random selection. Students never
explained this decision but there seemed to be an implicit agreement that this method was
justified.

Another concept that was not understood was group size (i.e., number of comparison
groups). One student in Group A indicated that the group size was 15 boys and 15 girls
while another took it literally and said that the group size was three because there were
three members in the group. If gender had been a comparison group then the first student’s
response would be related to the concept, but it was not.

Finally, the data revealed that students were confused by the word ‘‘statistics.’’ Students
thought that statistics encompassed the four inquiry phases that were presented in the
teacher’s introduction to statistics. The teacher clarified by explaining that in the planning
prompt statistics referred to the computation of statistics (e.g., averages to analyze data)
rather than the overall process of statistical inquiry. Students did seem to grasp the differ-
ent types of averages, at least procedurally. For instance, one student defined the mean as
‘‘adding up all the numbers and then dividing by how many.’’ For its survey, Group A
presented the mode (i.e., the most frequently occurring pet) using two graphs: a bar chart
showing the frequencies in each pet category, one of which was ‘‘other,’’ and a pie chart
showing the percentages in each category with the ‘‘other’’ category broken down. The
concept of data type was not addressed in the group discussions probably because it
was not discussed in the modeling activities. However, ‘‘numbers’’ was the written
response to the prompt on the group’s planning sheet. This student was likely thinking
of frequencies (and thus a number) although technically, the data were categorical.

5.1.2. Group B
A variety of ideas were generated for Group B’s survey, such as how many people read

books (i.e., children’s books, fiction, etc.), what do children do to relax, what percent of
people watch television, what type of music do you like (i.e., classical, rock, etc.), what
are your favorite classes (i.e., French, geography, drama, math, etc.). Considerable discus-
sion revolved around this last question but it was rejected after the teacher urged the group
to generate a question that it truly wanted to investigate. After this intervention, one stu-
dent suggested the question ‘‘what do you want to be when you grow up,’’ which evolved
into the question the group surveyed. This question was selected because two of the stu-
dents felt that it was the best question out of all the ones generated, although they did not
explain why.

Group B conducted a survey on profession preferences and while selection categories
had been generated, they were not used during data collection. The group understood that
the concept of variable describing it as ‘‘the profession of choice,’’ and even though cate-
gories for this variable were planned, the group did not refer to the options as categories in
discussions or on the planning sheet (which could explain why they forgot these categories
during data collection). Group B initially considered students from grades 1 through 11 in
two schools (one for grades 1–6 and another for grades 7–11). However, due to time con-
straints and logistical problems, sampling from this population was not possible. This
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obstacle was initially quite frustrating to students in the group who wanted to go all out
with the survey. It actually worked out well for the other group member who wanted a
simplified question because she did not want to go to the elementary school to gather
the data. The group changed the population to students in grades 7–11 in their high school
after they realized that it was ‘‘okay’’ to revise their question.

Students in Group B did grasp the part/whole nature of the relationship between a sam-
ple and its population. Like Group A, Group B wanted to sample an even number of boys
and girls even though gender was not a comparison that was planned or made and the
group did not explain why doing so was necessary. The number of students who were
included in the sample was small but there was a disagreement about whether or not it
should be larger. Two students in the group wanted more respondents in the sample
explaining that a larger sample results in more accurate results. However, the third group
member was driven by practical concerns and wanted the sample size to be manageable.
The manner in which respondents were sampled was not random, even though the group
indicated that they had randomly selected its sample during its oral presentation. Each
group member selected five girls and five boys by visiting advisor groups across grade lev-
els that meet at specific times and surveyed ‘‘whoever was there and if they were in the
appropriate grades we chose them.’’ The problem is that the group did not explain how
the advisor groups were selected. Nonetheless, Group B did have some knowledge of sam-
pling that could be used to build upon in future instruction.

Like Group A, students in Group B did not have a sense of the terms group size, data
type, and statistics. Group B did have a comparison group—i.e., grade levels. However,
they did not discuss this planning prompt in discussions or provide a written response
on the planning sheet. Students did not recognize that group referred to grade level. Data
type was described as being ‘‘data about what you’re going to be when you grow up and
how it changes as you get older.’’ This is a restatement of the research question and cat-
egories are implied, but we cannot be sure that this is the manner in which it was under-
stood without more evidence. In addition, students in Group B had to ask the teacher to
explain what was meant by ‘‘statistics’’ when it came time to discuss data analysis. There
was no discussion of the measures of central tendency in this group. However, students did
provide a written response to the statistics planning prompt that the mean would be used
for the survey because it is accurate. Why the mean was thought to be more accurate was
not explained; however, the mean is not the most appropriate measure for frequency data.
In the end, the most frequent response (mode) was used for analyzing the data. The group
constructed three pie charts, one for each grade level, depicting percentages. Although pie
charts are a viable option, a bar graph comparing responses to each category by grade
level would have been more informative.

5.1.3. Summary

Even though Group B had planned to conduct a survey with categories, it investigated
a survey with an open-ended question (i.e., free response) just as Group A did. Both
groups made similar sampling decisions. The sample size tended to be small and sampling
occurred in the school either by making a list of potential respondents or by asking anyone
who happened to be at the sampling location. Both groups insisted on sampling an equal
number of boys and girls even though gender was not a comparison variable. The reasons
for this decision are unknown and appeared to be an assumption that was not questioned
by students in either group. Finally, both groups used percentages to show the mode
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through a pie chart, and Group A included a bar graph representing frequencies. The stu-
dents did have a basic understanding of key concepts while a couple of concepts that were
not addressed in the modeling activities were clearly not grasped (i.e., group size and data
type).

5.2. Modes of statistical reasoning demonstrated in survey investigations

Statistical reasoning categories emerged during discussions centering on four issues: (a)
whether to construct a forced-choice survey with selection categories that the group would
need to establish prior to sampling or whether to pose an open-ended question that would
allow respondents to give their own answers; (b) which categories to include in the survey
if a forced-choice question is used and how many; (c) how many respondents should be
sampled; and (d) how to group responses to an open-ended survey question into categories
subsequent to data collection. Ten modes of statistical reasoning were identified through
discussion of these issues: population relevant, variety-based, category-level, Law of Large
Numbers (LLN) oriented, characteristics oriented, frequency-based, organization-based,
interpretation-based, alignment to question, and standardization oriented.

The frequency with which each statistical reasoning mode occurred during discussions
in each inquiry phase (identified by prompts) is displayed in Table 4. These data show that
most of the reasoning occurred during the analysis and representation inquiry phases (115
reasoning segments) followed by problem posing (64 reasoning segments). The reasoning
during data analysis and representation was mainly organization-based and interpreta-
tion-based, both of which were evenly distributed across groups. The high incidence of cat-
egory-level reasoning in this inquiry phase was due to the fact that both groups collected
nominal data as a result of investigating an open-ended survey. Population relevant rea-
soning and variety-based reasoning occurred most frequently during problem posing
and were displayed mainly by Group B because they discussed categories for two
forced-choice questions (i.e., favorite subject and profession choice) while Group A only
briefly considered a forced-choice question. The less frequently reasoned about inquiry
phase was data collection (31 reasoning segments) where both groups displayed the same
amount of reasoning.
Table 4
Frequency of occurrence of reasoning types per inquiry phase

Modes of reasoning Problem posing Data collection Data analysis/representation Total

Population relevant 19 5 0 24
Variety-based 22 2 2 26
Category-level 10 2 33 45
LLN oriented 2 11 5 18
Characteristics 4 3 17 24
Frequency-based 0 0 10 10
Standardization 4 5 1 10
Organization based 1 3 60 64
Interpretation based 0 0 41 41
Alignment to question 2 0 28 30

Total 64 31 115 292
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Of particular note is that each statistical reasoning mode was most frequent in a specific
inquiry phase (e.g., population relevant and variety-based in problem posing, and interpre-
tation-based in data analysis and representation) except for standardization-based and
category-level reasoning. Still, the fact is that statistical reasoning modes cut across inqui-
ry phases, which illustrates the recursive nature of inquiry where ideas or decisions are
revisited when students consider multiple phases.

Having outlined the frequency with which statistical reasoning modes occurred and
their distribution across inquiry phases, we now describe the modes.

5.2.1. Reasoning about population relevant survey categories

Population relevant reasoning refers to proposing and selecting categories for a forced-
choice survey based on perceived relevance to the interests of the population being sur-
veyed. Groups indicated that the population of interest in all surveys consisted of students
in the school. When discussing categories they considered the interests of students in gen-
eral, an indication that they were focusing on the population rather than on the specific
sample, which consisted of students in a particular grade. This mode of reasoning is often
guided by students’ personal knowledge as they choose peers as the population (e.g., we
are grade 7 students and we love pizza so our peers are likely to as well, so we should
include this category in our survey). Group B specifically displayed population relevant
reasoning in discussions of a possible survey question. For example, Jamie rejected Alex’s
suggestion of sports as a category because he did not feel that it represented general pro-
fessional interests (i.e., ‘‘because some people are not into sports’’) and suggested that
astronaut be added because it reflected the interests of young children (i.e., ‘‘whenever
you talk to little kids, it’s like I want to be an astronaut when I grow up. It’s true.’’).

5.2.2. Variety-based reasoning

Variety-based reasoning occurs when dialogue centers on how many questions or cat-
egories to include in a survey. The goal is to represent the diverse interests of the popula-
tion by providing more than one question or a range of categories because there is a
concern that all respondents will choose the same option (or that they will all say ‘‘yes’’
to a question) because there are no other options. In other words, students want the survey
to elicit different responses. This same reasoning applies to choosing a question that yields
different responses from comparison groups. An example of variety-based reasoning is
provided by Jamie when he discussed a question, ‘‘What’s your favorite subject?’’ with
his group (B). Jamie seemed worried about the responses that the question would generate.
For example, he asked the group ‘‘you don’t think everybody is going to say the same
thing?’’ and then suggested two questions, one on academic subjects and one on nonaca-
demic subjects. This idea was rejected. Later, Cathy and Alex decided on math, gym, and
drama as categories. Again, Jamie asked, ‘‘You don’t think we should have two questions?
‘Cause I doubt anybody will say I like math more than drama!’’ In other words, he antic-
ipated all of the responses to be drama.

5.2.3. Category-level reasoning

Category-level reasoning can occur during problem posing or data organization. In
both cases the issue involves grouping—i.e., categories or responses. Jamie (Group B) pro-
vides an example of category-level reasoning during problem posing. The group had decid-
ed to conduct a survey on professions that students in different grades wanted to pursue in
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the future. The categories for types of professions were generated (i.e., entertainer, scien-
tist, helping profession) along with specific examples of each (i.e., entertainer = musician,
actor; helper = doctor, policeman; scientist = scientist, astronaut). When Cathy suggested
removing the examples, Jamie disagreed saying, ‘‘’cause they won’t know what we’re talk-
ing about, you can’t say scientist, they might not know we’re talking about astronaut.’’ In
essence, Jamie argued against using only one kind of profession as categories, which is a
basic level concept, and made a case for including specific professions, which are subordi-
nate level concepts. Jamie did not want to lose information about what makes an astro-
naut and a scientist distinct.

Category-level reasoning was also evident in dialogues during data representation as
groups discussed how to organize responses from an open-ended survey into categories.
For example, Joly (Group A) wanted to represent every type of pet that was identified
in the first survey (i.e., how many grade 7 students in this school have pets and how
many don’t? If so, what kind?) rather than group some categories into an all encom-
passing category called ‘‘other.’’ Her reasoning was that it was more accurate to be
able to identify the actual types of pets. For example, at Dana’s suggestion that some
responses be grouped as ‘‘other’’ Joly replied, ‘‘No, ‘cause I need to know if the other
is really an ‘‘other’’ or not. I want to know what the other really is. . . ‘cause that’s
being more accurate than other.’’ According to Joly, a pet survey was accurate only
if it represented all pets identified, and since the category ‘‘other’’ lacks pet-like features
it should not be used. Evidence for this idea is provided when Joly responds to Dana’s
suggestion that respondents with no pets (i.e., none) should be added to the ‘‘other’’
category:
Are we doing ‘‘none’’ as ‘‘other’’ animals, which means everybody in the whole entire
world has animals and we’re not mentioning the ‘‘other’’ animals or are we doing . . .
or are we doing the other way where we’re telling what everybody has and if they
have none they have none, and instead of having an animal which doesn’t really exist
in the world [category ‘‘other’’]?
5.2.4. Law of large numbers (LLN) oriented reasoning

LLN oriented reasoning involves making sampling decisions based on a primitive
version of the statistical principle that the larger the sample size and the less variable
the sample, the more accurate the inference is from a sample to a given population.
Jamie and Alex’s (Group B) statements that ‘‘more is better’’ and that ‘‘the more the
people, the more accurate’’ in discussing sample size indicate that they were aiming
for a large sample to enhance the accuracy of their results. Although the students
did not use the term representativeness, the notion that a larger sample is better or
more accurate than a smaller sample is related to the LLN. The consequence of a small
sample for drawing conclusions was acknowledged in discussing the results. Jamie said
to his peers ‘‘but we only did three so this can’t be that accurate’’ and elaborated to
classmates in the oral presentation: ‘‘if we did this like, this project again when there
were actually more than three grade 11s there and they weren’t all on the Stratford trip,
we’d probably get a different result than 100% for businessman ‘cause they were like,
not many people there.’’ Drawing conclusions in light of limitations involves coordinat-
ing sampling and data and is a critical step in completing the inquiry cycle, one often
overlooked by students.
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5.2.5. Characteristics oriented reasoning

Students demonstrated characteristics oriented reasoning when they referred to dif-
ferent characteristics of samples in reasoning about sampling and whether or not the
results would change if the study were conducted differently. This type of reasoning
is primitive in that students do not consider the bias in their sampling procedure,
which reduces the representativeness of the sample to the population, but instead think
about characteristics of a new sample. Jamie from Group B provides an example of
this type of reasoning when he explained to his classmates in the group’s oral presen-
tation, ‘‘Yeah, but if we did it somewhere else then it would be, things would be dif-
ferent ‘cause I mean, say we did it is some little like village, they’d want to be like a
farmer or something like that.’’ In other words, the sample would differ in predictable
ways given its location. This type of reasoning is a by-product of responding to one of
the planning prompts.

5.2.6. Frequency-based reasoning

Frequency-based reasoning involves grouping responses to an open-ended survey ques-
tion into categories on the basis of frequency, which reduces the number of categories.
This type of reasoning was evident when Group A discussed the possibility of grouping
infrequent responses into a general category called ‘‘other.’’ The results of the group’s sur-
vey on pets were 9 dogs, 5 fish, 4 cats, 4 birds, 3 turtles, 1 lizard, and 1 gerbil. Dana and
Joly disagreed about whether or not infrequent pets such as gerbil, turtle, and lizard
should be grouped into a category ‘‘other.’’ The dialogue below illustrates Dana’s frequency-
based reasoning.

Dana: Yeah, but then, ‘cause look. The only other animals there are, are gerbils, lizard,
and

Joly: Lizards, turtles.
Dana: and turtles. So if we do turtles then we’re only gonna have two and then there’s no

point in having an other.
Joly: I know. What’s the point in having an ‘‘other’’?

Dana: Because, in case somebody doesn’t have those ones.

5.2.7. Organization-based reasoning

Organization-based reasoning consisted of explaining how to enter or organize nom-
inal data into a spreadsheet or how to group responses or categorize different types of
responses they obtained from their open-ended survey into a spreadsheet or a graph. An
example of this type of reasoning is an exchange between Cathy and Jamie (Group B)
that occurs as a result of Cathy’s concern about the sample size (40 students, 10 per
grade), which she thinks is too many. Cathy exclaims ‘‘If you have 40 kids then how
are you gonna make a graph with 40 individual things? You have all different things.’’
Jamie responded, ‘‘You don’t! You put them together into a bar graph or a line graph.’’
The issue here is how to organize the types of professions respondents gave. Cathy
thinks that each individual’s response has to be represented separately, whereas Jamie
understands that each response can be organized into types or groups of responses. Joly
also demonstrated organization-based reasoning when she suggested that the data be
organized by rank order.
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5.2.8. Interpretation-based reasoning

Interpretation-based reasoning is evident when students explain measures of central
tendency (or averages), reason about their choice of measure or graph, explain why a
graph does not work, or interpret data and draw conclusions from a graph. Students’ deci-
sions are made to enhance the interpretation of the data or to answer the question appro-
priately. For example, Joly (Group A) explains that the group will ‘‘use pie charts statistics
because I think when most people glance at it they realize which piece is bigger.’’ In other
words, the graph allows her to quickly interpret the data. In addition, Dana argues for the
mode because ‘‘we want to know what number of pets are the most.’’ A final example is
seen when the teacher asked Group B to explain why they obtained different responses
from the different grade levels. Jamie replied, ‘‘Maybe the grade 11s . . . have . . . a more
believable approach. Like you want to go to university, and like be a businessman instead
of just like being a model, which you can but it’s more unlikely.’’

5.2.9. Alignment to question reasoning

This type of reasoning applies to situations in which students reason that they must
make decisions that are consistent with the survey question. Group A’s discussion during
data organization revealed that students were confused about which question they were
answering because respondents were asked about the number and types of pets but the
group’s initial focus of the survey was on the number of pets. When the group discussed
data organization Dana kept saying that the group had to stick with the question and
would reject Joly’s suggestions because ‘‘that was not our question!’’

5.2.10. Standardization oriented reasoning

Standardization oriented reasoning refers to selecting the same number of categories or
respondents in each comparison group to allow for meaningful interpretation. If standard-
ization in this way is not possible then it can be accomplished by converting the data in
some way. For example, Cathy from Group B was concerned about asking a large number
of people to respond to a free-response survey saying, ‘‘But everybody wants to be differ-
ent things. It doesn’t make sense. You have to understand.’’ In response Jamie explained,
‘‘It doesn’t matter how many people we have [because] it’s just percentages. It’s not one or
two people, it’s one percent.’’ Jamie’s comment reflects his solution—i.e., to standardize by
converting frequencies into percentages.’’ Later, Cathy emphasized sampling an equal
number of students per comparison group suggesting a sample size of 40 because ‘‘you
can’t divide 30 up into these groups! It doesn’t fit.’’ Jamie affirms her idea: ‘‘Let’s do
40. It kind of fits well. 1, 5, 9, 11 [grades].’’

5.3. The link between modeling activities, modes of statistical reasoning, and teacher

scaffolding during inquiry

Most of the statistical reasoning modes can be traced to the learning activities. In all of
the activities (i.e., the introduction, pulse rate activity, and LE activity) the teacher empha-
sized making predictions from questions posed. This process makes students sensitive to
the responses that they should expect to a question. Thus, although considering the range
of a population’s interests was not specifically addressed in all activities, the value of antic-
ipating responses was clearly communicated and could have provided a basis for variety-
based reasoning. Specifically, the discussion of the ‘‘other’’ category could have been a
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springboard for thinking of atypical responses and having a way to identify them. In other
words, this category allows for a range of responses.

The LE activity and discussion of the ‘‘other category’’ also provided the basis for two
types of reasoning: frequency-based reasoning and characteristics oriented reasoning.
Dana (Group A) often referred to the LE example to justify organizing infrequent
responses into an ‘‘other’’ category. Presumably, the less typical responses that one would
expect to be in the ‘‘other’’ category for an open-ended question are also the less frequent.
This type of thinking reflects frequency-based reasoning. The LE also modeled character-
istics oriented reasoning. One exemplar discussed in class consisted of a student who
explained that the results of the favorite restaurant survey would be different if it had been
conducted in another province given the different demographics and interests.

The organization and interpretation of data were modeled throughout the three learn-
ing activities. For example, Cathy’s concern about the sample size and its impact on the
graph can be traced back to the pulse rate activity where students constructed graphs rep-
resenting the mean and individual responses. Cathy thought that the 40 responses had to
be presented individually, whereas Jamie realized that the data could be grouped to pres-
ent an average (the mode) as was also done in the pulse rate activity. These are instances of
organization-based reasoning. Interpretation based reasoning was always encouraged as
the teacher asked groups to make a decision about a question or a graph and to present
a compelling case for that decision. Graph selection was discussed in the context of facil-
itating interpretation as well as when graphs were preferable to tables in communicating
information, such as in the pulse rate activity.

Four modes of statistical reasoning cannot be traced directly to the introduction, pulse
rate activity, or the LE activity: standardization-based, reasoning about alignment, LLN
oriented, and category level. Prior knowledge and experience (e.g., a plausible precursor to
standardization-based reasoning is students’ previous mathematics experience), as well as
the specific inquiry experienced by the groups likely played a role. For example, reasoning
about the alignment to the question was necessarily context-specific in this study as it was
based on students coming to terms with what the group consensus was on the research
question. Nonetheless, alignment is critical in inquiry. Consequently, this mode of reason-
ing could be evident in other studies of inquiry in statistics or science.

The teacher did check in on the groups at various points during their inquiry. He clar-
ified the planning prompts to students when they did not remember what a particular con-
cept meant, he urged them to think of a question worthy of investigation, he suggested
ways of collecting data that would be practical (e.g., advisor groups), and he assisted stu-
dents when they encountered computer problems. Thus, the teacher’s scaffolding was crit-
ical to the groups’ design of an investigation and in helping them understand statistical
ideas. Moreover, the teacher’s guidance in selecting a survey question may partly explain
the high incidence of reasoning during problem posing. However, the teacher’s interven-
tion did not explain the reasoning documented in the case analysis. In other words, stu-
dents’ reasoning was more closely related to the teacher’s modeling prior to the
investigation than it was to his scaffolding during the inquiry process.

6. Discussion

The purpose of the case study was to document the modes of statistical reasoning that
are possible when two groups of grade 7 students are given opportunities to engage in all
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phases of a statistical inquiry. We provided simple models of inquiry that engaged students
in specific learning activities to give them a framework for thinking about statistical con-
tent that was relevant. Rather than expecting highly sophisticated forms of reasoning the
intent was to provide situations for students to engage in statistical thinking and to doc-
ument whatever modes of statistical reasoning emerged. We found that the students rea-
soned in a variety of ways that reflected both their personal knowledge and the
framework. Moreover, students’ statistical reasoning reflected primitive forms of thinking
that are emergent and thus have the possibility of growth (Shaughnessy, 1992). The fact
that we observed such reasoning in a short study shows promise for starting with simple
models that can be expanded through instruction and inquiry.

In our study we identified ten modes of statistical reasoning, several of which can be
viewed as underlying the types of statistical reasoning that Garfield and Gal (1999) iden-
tified as key goals for instruction. We have organized our discussion of the statistical rea-
soning modes around the statistical reasoning types and we refer to previous studies to
contextualize the significance of the findings where relevant. We also discuss modes of sta-
tistical reasoning that do not relate directly to Garfield and Gal’s (1999) statistical reason-
ing types, which we suggest calls for an elaboration of the statistical reasoning framework.

6.1. Reasoning about samples

Key ideas underlying the ability to reason about samples include the relationship
between a sample and a population and the representativeness of a sample to its popula-
tion (Garfield & Gal, 1999). Understanding these issues affects what inferences people can
make about a population on the basis of a sample. In our case study, we found two reason-
ing modes—LLN oriented and characteristics oriented—that reflected some signs of rep-
resentative thinking (albeit incomplete)—i.e., thinking about how to sample individuals
from a population (e.g., a large and carefully selected sample is more representative of
the population than a small and biased sample) and making inferences about findings giv-
en the sample characteristics and size.

6.1.1. LLN oriented reasoning

LLN oriented reasoning is a precursor to being able to think about how the size of the
sample affects the variability within the sample, which in turn impacts the representative-
ness of the sample to the population, and thus the validity of the results. LLN oriented
reasoning was evident when students explained the need for a large sample in order to
obtain accurate results. We would hope to see this mode of reasoning during data analysis
or representation when students interpret and attempt to generalize their findings, as well
as during data collection. Indeed we found instances of LLN oriented reasoning in all
inquiry phases. This reasoning appears to be based on students’ prior knowledge since
the teacher did not explicitly address the role of sample size in sampling and drawing
conclusions.

The incidence of LLN oriented reasoning in our study supports previous studies with
middle school students (Watson & Moritz, 2000a). However, our students were not always
consistent in reasoning this way. For example, two students within a group reasoned
according to the LLN principle while a third group member reasoned about sampling
decisions based on task constraints. Moreover, students’ grasp of sampling was fragile.
Although there was some LLN oriented reasoning, most students did not articulate their
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reasoning about sampling method. Moreover, the sampling methods they employed in
their surveys, such as sampling from a self-generated list of respondents and from diverse
groups (e.g., advisor groups), were not normative. Nonetheless, they could be precursors
to developing an understanding of random sampling.

Watson and Moritz (2000b) found that 6th grade students grasped either sample size
(i.e., by suggesting a large sample) or sampling method (i.e., by suggesting stratified sam-
pling) but not both. These findings suggest that an understanding of sampling may be
piecemeal in the early middle school years and that achieving a complete grasp of sampling
may be progressive (Watson & Moritz, 2000b).

6.1.2. Characteristics oriented reasoning

This mode of reasoning occurred in our study when groups considered sample charac-
teristics in interpreting their findings in the data analysis or representation phases. It is an
example of ‘‘reasoning about samples’’ in the sense that the students are thinking about
‘‘how samples are related to the population and what may be inferred from the sample’’
(Garfield & Gal, 1999, p. 211). Students thought about how the results would change with
a new sample whose characteristics differ from the current sample to explain how applica-
ble the findings were to the population. The students did think about sample representa-
tiveness, but not exactly in the way that one would expect, that is, in terms of the
representativeness of the existing sample.

Students’ characteristics oriented reasoning occurred in response to a specific plan-
ning prompt for data analysis (i.e., would your results change if the study were done
differently and why?), which explains why this reasoning mode occurred only in this
phase. Perhaps, students did not reason normatively about sample characteristics when
they responded to the prompt because they lacked sufficient knowledge of sampling
method, which requires thinking about sample characteristics. Nonetheless, providing
students with an opportunity to think about the representativeness of the sample in
terms of its characteristics through the data analysis prompt could serve as a boot-
strap for building students’ thinking of representativeness in the context of sampling
method.

6.2. Reasoning about data

According to Garfield and Gal (1999), reasoning about data involves ‘‘recognizing or
categorizing data as quantitative or qualitative, discrete or continuous, and knowing
how the type of data leads to a particular type of table, graph, or statistical measure’’
(p. 210). Three modes of reasoning from our study are relevant to this reasoning type:
organization-based reasoning, category-level reasoning, and frequency-based reasoning.

6.2.1. Organization-based reasoning

The capabilities underlying reasoning about data enable students to reason about how
the data should be structured in a spreadsheet to draw conclusions from the resulting
graph. For example, setting up a spreadsheet in which the cells to be computed contain
frequencies associated with nominal categories suggests an understanding that the catego-
ries are qualitative and that to perform any computations or create graphs one must
organize the categorical data into frequencies. In contrast, not grouping individual
responses hampers the interpretation of data. The reasoning mode in our study that
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involves explaining how to enter or categorize (or not categorize) the data in a spreadsheet
or graph is organization-based reasoning, which we found in the data analysis and repre-
sentation inquiry phases. Such reasoning can be traced to the pulse rate activity in which
graphs were constructed using individual data and grouped data (e.g., mean).

In previous work, organizing data to represent each individual data point with its own
bar on a graph was referred to as individual-based thinking while grouping data into aver-
ages, each represented by a bar, was referred to as aggregate-based thinking (Bright & Fri-
el, 1998; Hancock et al., 1992). We documented both types of thinking in our case analysis
(except that our examples involved grouping into categories rather than summaries), and
chose to use the term organization-based as a general term that encompasses individual-
and aggregate-based reasoning.

6.2.2. Category-level reasoning
When inquiry involves surveys an added element to consider is how to organize the

responses gathered from a free-response survey into meaningful categories containing
options that are similar in kind. This means that students sometimes have to think about
which concepts are more hierarchical than others (e.g., entertainment vs. actors and
singers) and decide which level of the hierarchy to use in grouping the data, in addition
to which concepts belong together. This was the case in our study. Category-level rea-
soning involved thinking about the representative features of a category with respect
to another category while classifying data. This mode of reasoning is consistent with rea-
soning about data in that it underlies the ability to recognize or group data as either
quantitative or qualitative. In this case, students determined that the data were qualita-
tive, but part of that thinking also involves deciding how to organize the categories in a
way that accurately represents the data. Thus, students were reasoning about data but
about issues that underlie the main ideas articulated in Garfield and Gal’s (1999)
definition.

Category-level reasoning reflects ideas from concept formation studies in which chil-
dren show a preference for basic level concepts (Murphy, 2002). The issue of what consti-
tutes a typical pet, which was raised in one group’s discussion of a category ‘‘other’’ during
data analysis, relates to basic level concepts. One student argued for grouping uncommon
pets into this ‘‘other’’ category while another countered that the label was uninformative
and did not represent pets. The implication of the former student’s point is that infre-
quently occurring objects are atypical and thus not prototypical basic level concepts. By
rejecting the ‘‘other’’ category, the second student implied that infrequent pets were still
members of the pet category regardless of their typicality, and thus could be subsumed
within a general category.

Category-level reasoning has not been previously reported in the inquiry literature.
Perhaps, this is because the way of classifying data in this reasoning mode is more typ-
ical of surveys than experiments given the nature of the data and because few studies
have focused on survey inquiry. The LE exemplar in which five categories are used
(i.e., types of fastfood restaurants) with a category called ‘‘other’’ to accommodate other
tastes could also explain category-level (and frequency-based) reasoning. Though the
actual thinking reflected in these reasoning modes was not modeled in the learning activ-
ities, the example may have provided the impetus for their occurrence. It would be
worth further examining the link between categorization and reasoning about data in
future work.
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6.2.3. Frequency-based reasoning

In frequency-based reasoning responses were grouped into categories based on the fre-
quency with which they occurred in the survey rather than on typicality. Infrequent
responses were grouped into a general category (e.g., other) for this reason and to limit
the number of categories to a reasonable number. As with category-level reasoning, this
mode of reasoning involves reasoning about data but reflects a specific way of thinking
about classifying categorical data. Frequency-based reasoning was less common in our
data and led to lower rater agreement. Future research may determine the significance
of this category.

6.3. Reasoning about statistical measures

Capabilities that underlie students’ reasoning about statistical measures include the fol-
lowing: knowing that measures of center and spread provide valuable information about
data sets, which can be compared; that both measures of center and spread must be used in
conjunction to make accurate inferences about data sets; and that to do so, students must
be able to determine which measures are appropriate and under which conditions (Gar-
field & Gal, 1999). In addition, reasoning about measures involves making inferences
about summaries of data based on the sample size (i.e., summaries derived from large sam-
ples are more accurate than those from small samples).

Two modes of reasoning in our study involve reasoning about statistical measures:
interpretation-based and standardization oriented. Interpretation-based reasoning
involves choosing measures and graphs, interpreting data represented in either form,
and drawing conclusions from them. Typically, reasoning in this way occurs in the data
analysis and representation phases of inquiry. It is consistent with reasoning about mea-
sures in that it involves being able to make decisions about measures of center that enable
meaningful interpretation of data.

Standardization oriented reasoning involves reasoning for categories in the question to
make a meaningful comparison, for the same number of respondents in each comparison
group, and for converting frequency data to make meaningful comparisons. It was there-
fore evident in the problem posing, data collection, and data analysis inquiry phases. Stan-
dardization oriented reasoning can be viewed as providing a foundation for the ability to
reason about data sets that are being compared, which is one capability that underlies rea-
soning about measures. In this sense, the reasoning mode is a part of the reasoning type.
Standardization oriented reasoning was not common in our study, which may reflect the
fact that it is a minor consideration or that standardization was not a major issue in this
particular context.

6.4. Reasoning about data representations

This type of reasoning involves the ability to comprehend information in graphs (i.e.,
read and interpret), to construct and modify graphs in a way that best represents the
sample and is appropriate to the data being displayed, and to determine the shape, cen-
ter, and spread of a distribution of data (Garfield & Gal, 1999). Interpretation-based
reasoning is consistent with reasoning about data representations in cases where stu-
dents make a choice about the type of graphical display to represent and interpret their
data.
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6.5. Reasoning about uncertainty

Key ideas that must be understood to reason successfully about uncertainty consist of
randomness, chance, and uncertainty (Garfield & Gal, 1999). Using these ideas to ascer-
tain the likelihood of an outcome is a fundamental activity in this type of reasoning.
The framework that we provided and the type of inquiry that students engaged in did
not introduce or elicit activities pertaining to this type of reasoning. Consequently, no
modes of statistical reasoning that underlie reasoning about uncertainty were found in this
study.

6.6. Reasoning about association

This type of statistical reasoning occurs when two variables and their relationship
are examined. Consequently, students must be able to interpret the relationship,
interpret a two-way table or a scatterplot depicting the association, and grasp the
distinction between correlation and causation (Garfield & Gal, 1999). Again, since
neither the framework nor students’ inquiries involved more than one variable,
we did not observe modes of reasoning that could underlie reasoning about
association.

6.7. The missing reasoning type: reasoning about questions

Garfield and Gal’s (1999) reasoning types focus on critical issues underlying statis-
tical reasoning and encapsulate much of the thinking that underlies inquiry in this
context. The only inquiry aspect not captured in their framework involves reasoning
about research or survey questions. A fair amount of our students’ reasoning centered
on the survey question, in particular, the selection of categories for the question.
While one might argue that the reasoning modes we identified pertaining to survey
questions were idiosyncratic to this study, keep in mind that statistics inquiry in class-
rooms often begins with surveys and then progresses on to experiments (NCTM,
2000). Moreover, a discussion of ‘‘what’s a good or researchable question’’ is relevant
to all types of inquiry. Three statistical reasoning modes in our study focused on the
general issue of selecting categories for a survey question, which could be one char-
acteristic of reasoning about questions: population relevant, variety based, and cate-
gory-level.

6.7.1. Population relevant reasoning
In survey situations, the concept of representativeness underlies the thinking that

takes place when one considers how to sample categories that reflect the characteristics
of the population. Population relevant reasoning in our study consisted of students rea-
soning about the relevance of survey categories based on perceived interests of the pop-
ulation. There is evidence that this mode of reasoning does occur during problem
posing. In Hancock et al.’s (1992) study students rejected a certain type of music
because they thought that no one actually listened to it. This way of reasoning was
also found in studies involving the sampling of individuals. Schwartz and Goldman
(1996) suggested that statistical rules for sampling are less evident when individuals
as opposed to neutral objects, such as M&Ms, form a population because both
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characteristics (e.g., age, gender, political affiliation) and opinions/interests of that
population are sampled. Students in our study focused on population interests in sam-
pling categories by anticipating responses to a survey question based on their knowl-
edge of the population. Emphasis on population interests rather than population
characteristics reflects a misapplication of statistical ideas. The case analysis suggests
that the influence of personal knowledge on reasoning is not limited to sampling situ-
ations but extends to the sampling of categories (i.e., types of professions) during prob-
lem posing.

6.7.2. Variety-based reasoning

Variety-based reasoning refers to representing a variety of the population’s preferences
in survey categories. This reasoning mode focused on a range of categories to represent
diverse interests in the population. The notion of representativeness is not the focal point
in variety-based reasoning because the emphasis is on the number of categories. However,
the categories must still be representative of the population. Thus, representativeness lies
in the background of thinking about a range of categories, but it is still part of that reason-
ing. In essence, population relevant and variety-based reasoning each are a different side of
the same coin.

Until now, variety-based reasoning has not been documented with respect to
problem posing. However, there is evidence of such reasoning when students think
about sampling (Jacobs, 1999). In judging the validity of various sampling tech-
niques, the middle school students in Jacobs’s (1999) study stated that it was
unsound to sample groups of people who were more likely to select a particular
response because doing so would result in the representation of a single opinion.
Hence, a range of groups or individuals with different opinions must be sampled.
The focus on opinions is reminiscent of population relevant reasoning. However,
the emphasis on representing a range of opinions is consistent with variety-based
reasoning. In this case, students want a survey topic that will generate different
responses or they want to sample a sufficient number of categories to ensure that
multiple preferences are represented.

According to Jacobs (1999), variety-based reasoning is based on the notion of fairness
(i.e., it is unfair to represent one point of view), which provides a foundation for develop-
ing an understanding of randomness. Students in our study may have been sensitive to this
issue as a result of a whole class discussion during the LE activity dealing with a category
‘‘other.’’ Students thought that including this category was important because it allowed
for all of the opinions to be reflected in the question. We wonder whether this notion of
fairness is the reason why students in both groups insisted on sampling genders equally.
Since students did not discuss or explain why they planned to sample in this way, we could
not code for reasoning. However, the parallel is intriguing. Future work could explore the
possibility that variety-based reasoning is the basis for sampling each gender in equal
numbers.

6.7.3. Category-level reasoning

This statistical reasoning mode was discussed in relation to the ‘‘reasoning about
data’’ type because it focused on the classification of data for analysis and graphical rep-
resentation. This mode can also occur during problem posing when students focus on
the generality or specificity (or both) of categories for a survey question. One student
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in our study preferred to add subordinate level categories (e.g., astronaut) associated
with basic level concepts (e.g., scientist) during the problem-posing phase because
respondents might not interpret the categories in the same way. The selection of catego-
ries can make a difference in the validity of the responses obtained, and deciding which
categories to use and whether they mean the same thing to everyone is an important
issue.

6.8. The statistical reasoning mode without a home: alignment to question reasoning

Garfield and Gal (1999) identified types of statistical reasoning that targeted mental
activities on statistical tasks in general, not inquiry in particular. Thus, while many of
the types they point to apply to inquiry, there are aspects of reasoning in this context
that are not addressed. As mentioned previously, one of these is the process of gener-
ating questions and survey categories. Another involves reasoning about all inquiry
phases based on the question driving the inquiry, such as that found in our study. Rea-
soning in terms of alignment to the question involves making decisions that are con-
sistent with the question being investigated. It arose in our study because of specific
challenges faced by a group who had collected more than one type of data for its sur-
vey. This action led to confusion when the data were organized to answer the question.
Relating the data to the question when that question was unclear resulted in reasoning
in terms of alignment.

Although this mode of reasoning seems particular to the circumstance, one would want
students to be able to keep the question in mind at all inquiry phases; after all, the question
does drive the inquiry. Moreover, revising a question based on additional data gathered
does happen in inquiry and beginning students can be uncomfortable with this fact. Per-
haps, reasoning in terms of alignment should be a particular type of statistical reasoning
during inquiry.

7. Conclusion

Students in this study did grasp the inquiry process and several of the concepts
related to the phases of inquiry. This understanding was based on previous knowl-
edge, the introduction and modeling activities, and the teacher’s scaffolding during
the group inquiry task. We found that the students reasoned in several ways or
modes during problem posing (i.e., population relevant, variety-based, category-level,
standardization oriented reasoning), data collection (i.e., LLN oriented, characteris-
tics, standardization oriented), and data analysis/representation (i.e., alignment to
question, standardization oriented, frequency-based, category-level, organization-
based, and interpretive). Most statistical reasoning modes are contextualized particu-
lars of the statistical reasoning types Garfield and Gal (1999) identified as goals for
instruction, namely, reasoning about sampling, reasoning about data, reasoning about
statistical measures, and reasoning about data representation. The modes we docu-
mented capture some but not all aspects of thinking underlying the statistical reason-
ing types, partly because our framework exposed students to statistics in a short time
frame.

The statistical reasoning we found tended to be naı̈ve; however, this provides a good
foundation for more sophisticated ways of reasoning that can be fostered in other inquiry
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experiences. There is evidence for the validity of certain modes of statistical reasoning that
emerged from this study as they have been reported in previous studies, albeit in different
inquiry phases. This added information is noteworthy because it provides a fuller picture
of statistical reasoning across inquiry phases.

Reasoning about research or survey questions was not identified by Garfield and Gal
(1999) as a type of statistical reasoning, and yet modes of reasoning relating to this type
were the second most prevalent in our study. This finding suggests that we consider
expanding the statistical reasoning framework. Moreover, the number of different ways
that students can think about a survey question highlights the potential complexity in chil-
dren’s thinking in this situation, and the value of using survey investigations as a platform
to learn about their thinking.

8. Limitations and future directions

This case study is limited in three ways. First, the possibility that the students could
conduct an experiment or a survey was not clearly articulated to them. Even though the
teacher modeled an experiment with the pulse rate activity, it is possible that the recency
of the library of exemplars and the time spent discussing the criteria in the library led
students to restrict their inquiries to surveys. Second, the exemplars of surveys for each
criterion focused on a specific aspect of the criterion and were not sufficiently rich. The
teacher’s introduction provided other examples of surveys, which was helpful. However,
additional examples of different types of inquiry should be included in the library of
exemplars. As found in previous work, people learn from models but they need to be
sufficiently rich (Lajoie et al., 1998). Finally, as this was a case study, we need to deter-
mine whether we would find the same or similar modes of reasoning with a larger
sample.

It is important to note that the findings in this study pertain to survey situations. Thus,
the reasoning modes identified during problem posing may be less evident during other
types of inquiry, such as experiments. Studies that examine reasoning during problem pos-
ing in various types of inquiry are needed to confirm this possibility. In addition, we sus-
pect that surveys may increase the salience of and reliance on personal knowledge. Future
research could examine the role that various types of knowledge (e.g., real-world, statisti-
cal, scientific) and beliefs have on reasoning as students pose problems involving variables
that are tied to substantive content.

From an instructional standpoint, starting with surveys is a good first step in
learning inquiry because it can build on students’ personal knowledge and provide
a basis for scientific inquiry. Given that learners’ personal interests drive their inqui-
ries we need to assist them to better integrate these interests with statistical content in
conducting surveys. This integration would lead to growth of statistical reasoning in a
planful manner. Future work can build on these research findings by examining
whether specific scaffolding can lead to more sophisticated statistical knowledge in this
age group.
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Appendix A. Statistical thinking conveyed in the introduction and modeled in each
instructional activity by inquiry phase

A.1. Question posing

General introduction

• Ideas generated: How many people in Canada are smokers and nonsmokers? How far
do professional golfers hit the ball in a tournament?

• Newspaper articles: In your opinion does the referendum question as worded express
clearly that Québec wants to be a sovereign country? Is it better to build a new baseball
stadium that is outdoors or to keep the old indoor stadium? These questions are asked
to make a case for a particular point of view.

• Population: People in Québec.

Pulse rate activity

• Are the at-rest pulse rates of grade 7 students different from their pulse rates after phys-
ical exercise?

• We usually have a prediction of what the answer will be when we ask a question (refers
to the baseball stadium example).

• Prediction: Pulse rates after exercise will be higher than pulse rates before exercise.
• Population: Defined as whom we are interested in—i.e., grade 7 students.
• Variable: Defined as the thing that varies or that changes. It is what is measured—i.e.,

pulse rate.

Library of exemplars activity

• In the pulse rate activity it would not have been sensible to have a general question
such as ‘‘What happened to the grade 7 pulse rates?’’ We needed a specific and clear
question like the one that was used. The ‘‘appropriate’’ clip shows a general ques-
tion ‘‘What is your favorite fastfood restaurant?’’ The ‘‘more appropriate’’ clip
shows that more a specific question with categories had been asked: ‘‘What is your
favorite fastfood restaurant between McDonald’s, Harveys, Burger King, Lafleur’s,
other?’’

• Variable: The thing that the class is thinking about: favorite fastfood restaurant.
• Categories: McDonald’s, Harveys, Wendy’s, Burger King, Lafleur’s, other.
• After randomly selecting different groups to present their argument, the consensus was

that the question with the categories was thought to be best because: (a) it gives options,
which makes it clear; (b) it has a category ‘‘other’’ that covers all the bases in case the
preferred option is not in the list of categories (otherwise the survey would yield an
inaccurate response); and (c) the general question can yield 20 completely different res-
taurants so options should be limited.
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A.2. Data collection
General introduction

• Sample: The pollsters did not ask everyone in Québec they asked a certain number of
people.

• Representativeness: They also did not ask the first 100 houses in the most Anglophone
part of the city; must ask all kinds of people.

Pulse rate activity

• Sample: Cannot ask every grade 7 student in Québec but can ask grade 7 students in
this class since the data must be collected tomorrow.

• Representativeness: The class is not a very good sample. It would be better to go to dif-
ferent places (location) and ask people with different interests. However, the class is the
sample that is available.

• Everyone takes their pulse rate twice: once at rest and once after jogging on the spot for
5 min in the hallway. Each time they write their pulse rate on a small piece of paper.

Library of exemplars activity

• Sample size: How many people you ask, how much data you collect. A student suggest-
ed sampling 50 people in a few places. (clips did not work so teacher built on the
research question examples).

• Group size: How many people are considered in all [not in the guidelines].
• Sample: People who eat fastfood—kids because they really like fastfood.
• Location: The mall because a lot of kids hang out there or a school.
• Representativeness: Is the school typical—is it the same as others? In response a student

suggests asking a couple of children from each grade. Teacher supports this idea.
A.3. Data analysis

General introduction

• Not addressed separate from graphs.

Pulse rate activity

• Data for each student is entered into a spreadsheet in 2 columns: Before, after. Students
eyeball the data and infer that most pulse rates go up.

• Outlier: Introduced when a student points to an abnormally low at-rest pulse rate.
Defined as a piece of data that does not fit with everything else.

• Averages can be used to estimate of how much the pulse rates have gone up.
• Mean: Add up the numbers and divide by number of entries. Calculated using software:

Before = 37, After = 63.
• Median: Analogy of median in the road—the middle. Before median = 37, After medi-

an = 60. The data were sorted using the software to find the median.
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• Mode: Defined as the one that happens the most. Results are bi-modal. Teacher says
that the mode is not very good.

• Students must convince classmates whether the mean or median is most compelling.
Teacher concludes that both types of averages are good, and that the average pulse
rates go up by 25.

Library of exemplars activity

• The mode, median, and mean are revisited as a way to analyze data.
• Range: Defined as the difference between the largest and the smallest.
• The appropriate clip shows an output showing the number of cases, the minimum val-

ue, maximum value, and the range. No interpretations of this table are made in the clip.
The more appropriate clip shows a student explaining that the results would be different
if the study had been conducted in another province given the different demographics
and thus different interests. In this clip the results are interpreted.

• There is not much discussion of these exemplars, other than the teacher informing stu-
dents that they will have to consider these aspects of data analysis in their inquiry
projects.

A.4. Data representation

General introduction

• Tables and graphs show the answer to questions.
• A table and a bar graph show results of different pollsters in percentages. The graph is

better because the size of the differences can be quickly ascertained without looking at
the numbers while tables require more work.

• A bar graph compares the average number of spectators who attended football games
in the old stadium and the average of those who attended games in the new stadium
over a period of 1 year. The graph was presented to make a case for building a new out-
door baseball stadium. The large difference was emphasized by the contrasting colors
for the bars on the graph.

Pulse rate activity

• Which data should be used in a graph to show difference: raw data or averages? Both
are used for illustrative purposes.

• Groups are randomly selected to present their argument for best graph.
• Bar chart of individual data points: Students indicate that this graph presents the same

information as the stacked graph but in a different way.
• Bar graph showing averages: Students conclude that the after rates are higher than

before rates.
• Stacked bar graph showing individual data points: Students have difficulty interpreting

the graph. The teacher points out that it is hard to tell that the average has increased.
A student asks why the bars go up to 600 when no one had that pulse rate. Some find
graph useful because the cumulative rates still show an increase.
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• Line graph of individual data points: Shows each data point including outliers but diffi-
cult to make sense of.

• Line graph with sorted individual data points: More organized, easier to see the trend.
The graph may be a little dishonest because it hides the outlier. Considered the best one.

• Connection to research question: Is the research question ‘‘how the pulse rate increased for
each person?’’ No it is to find out overall whether the rates change from before to after.

Library of exemplars activity

• Appropriate clip shows a graph without explanation. The more appropriate clip shows
four tiled pie charts to compare the results of each group member.

• The teacher’s criteria for good a graph: Color for contrasting differences, interesting, and
easy to interpret.

• Advantage of graphs over tables: Immediate interpretation.
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