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Abstract

The charge density at semiconductor surfaces dynamically re-organizes in response to time-

varying electric fields. This charge re-organization has a finite timescale which is associated

with energy loss. This Thesis presents a methodology to quantify energy loss at semi-

conductor surfaces with nanometer spatial resolution and nanosecond temporal resolution.

Charge re-organization timescales are shown to be bias-dependent and to increase signifi-

cantly around defect sites. It is also shown that charge re-organization timescales can fluctu-

ate at defect sites, which is a significant source of low-frequency 1/f noise in semiconductor

devices.
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Résumé

La densité de charge aux surfaces des semi-conducteurs se réorganise dynamiquement en

réponse aux champs électriques variant dans le temps. Cette réorganisation de charge a

une échelle de temps finie qui est associée à une perte d’énergie. Cette thèse présente une

méthodologie permettant de quantifier la perte d’énergie aux surfaces des semi-conducteurs

avec une résolution spatiale de l’ordre du nanomètre et une résolution temporelle de l’ordre de

la nanoseconde. On montre que les échelles de temps de réorganisation de charge dépendent

du biais et augmentent significativement autour des sites de défauts. Il est également

démontré que les échelles de temps de réorganisation de charge peuvent fluctuer au niveau

des sites de défauts, ce qui constitue une source importante de bruit 1/f à basse fréquence

dans les dispositifs à semi-conducteurs.
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Chapter 1

Introduction

The Stone, Bronze, and Iron Ages are periods of human history that are named for the

preeminant technological materials of the time. This materials-based timeline is based,

pragmatically, on archaeological findings,* but it carries a certain poeticism from the per-

spective of a materials scientist: It highlights that materials and human history are intimately

interwoven; that it is by studying material properties and understanding how to engineer

them that humankind builds technologies which revolutionize civilizations. Our modern era

is centered around information and computation which has, as its heart, semiconducting

materials. Our current place in the timeline of humanity is therefore named for the most

important semiconductor that exists today. We belong to the Silicon Age[1].

Silicon is the foundational building block of digital electronics. The reason for this is

that the most fundamental ingredients of logic – “not”, “and”, “or”, etc. – can be expressed

using simple combinations of wires and transistors, and silicon has proven to be an excel-

lent transistor material. The near-unimaginable complexity of digital computation arises

from endless streams of ones and zeros navigating labyrinths of silicon-based logic gates.

Over time, as demands for computational complexity have increased, transistors have gotten

smaller and integrated circuits exponentially denser (following Moore’s Law). Computers

* This timeline was originally developed as a categorization methodology for pre-historic archaeological
findings[2]. It is now considered by many archaeologists to be overly simplistic, since it is Eurocentric and
ignores many regions of the world which had an altogether different technological trajectory.
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1 – Introduction

have transformed from roaring, room-sized calculators into laptops, smartphones, and the

infrastructure of the internet. Today, microfabrication capabilities for silicon-based inte-

grated circuits are wildly unparalleled for any other material. A modern integrated circuit

facility costs more than 10 billion dollars to build, and more than 5 million dollars per day

to operate[3]. Within these factories, atomically flat silicon wafers with diameters of almost

half a meter are patterned with nanoscale precision; this difference in scale is an astounding

9 orders of magnitude.

In addition to transistors, countless other technologies of today are built out of semi-

conductors. For instance, diodes (including light-emitting diodes, laser diodes, photodiodes,

Schottky diodes, pn junction diodes, etc.) are used for light generation, light sensing, and

as circuit components in digital electronics. Diodes are predominantly made out of silicon,

germanium, or gallium arsenide. Solar panels, which have begun to transform global energy

production, are another semiconductor-based technology. Today’s commercially available

solar panels are predominantly silicon-based, but there are vast ongoing research efforts bent

toward developing solar panels based on other photovoltaic materials, including perovskites,

quantum dots, and organic thin films and liquid dyes.

The next revolutionary semiconductor technology may be quantum computers. The

field is still in its infancy, but future quantum computers will exponentially outpace clas-

sical computers in certain applications of optimization and cryptography. Consequentially,

quantum computing could revolutionize many foundational aspects of modern society, such

as currency storage and exchange, personalized medicine, and database searching[4]. One

emerging quantum bit (qubit) contender is the electron spin qubit. Silicon is a particularly

promising material to host spin qubits, in part due to the sophistication of existing silicon

micro- and nanofabrication technology[5]. In one architecture, individual atoms are buried

a few nanometers beneath a silicon surface, allowing for single spins to be electronically

accessed using an applied gate voltage[5–8]. In another design, spins are confined to gate-

defined quantum dots, which are again located a few nanometers beneath the surface[5, 9].

The next step for this technology is to increase the computational complexity of these de-

vices; that is, to increase the number of silicon-based qubits which can be fabricated and

accessed in a reliable way.
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1 – Introduction

In the context of having led to such revolutionary and widespread real-world technolo-

gies, semiconductor physics is arguably (in competition with medicine) the most successful

scientific field of all time. And still, this story is far from its conclusion. The basis of

many of the most exciting materials science discoveries of recent decades is that the elec-

tronic properties of a material depend on its size. Graphene, for example, which was the

first two-dimensional material to be isolated in high quality, became an early cornerstone

of nanotechnology because its electronic structure departs so steeply from the bulk[10, 11].

Transistors are shrinking toward atomic dimensions, atomically thin materials have become

promising photovoltaics, and the most advanced silicon-based quantum processor to date

contains 12 isolated spin qubits, and was announced in June of this year[12].

With all of these progressions, semiconductor devices are shrinking in at least one dimen-

sion. Proportionally, they have less bulk and more surface; less ideal infinite crystallinity

and more atomic-scale variability. And so, it is increasingly important to consider how the

semiconductor’s nanoscale structure affects its global electronic properties. In this thesis,

the most fundamental semiconductor device – a metal-insulator-semiconductor capacitor – is

characterized at the nanoscale with atomic force microscopy. Chapters 2 and 3 introduce the

semiconductor physics and measurement methodology; Chapters 4-6 show bias- and dopant

density-dependent nanoscale spatial heterogeneities in charge re-organization timescales, di-

electric dispersion, and noise of a silicon surface; and in Chapter 7, two widely different

semiconducting materials – MoSe2 and pentacene – are similarly explored. The introduction

to each chapter is intended for the lay reader, with the aim (for the most part) of relating

some of the concepts explored in this thesis to common experiences of everyday life.
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Chapter 2

The electronic properties of a

semiconductor surface

Every semiconductor-based electronic technology involves, as its most fundamental process,

the application of an electric field to the semiconductor. The simplest system to apply an

electric field to a semiconductor, and the device at the core of this thesis, is the metal-

insulator-semiconductor (MIS) capacitor. The importance of the MIS capacitor is stated in

Physics of Semiconductor Devices which, initially published in 1969 and now in its third

edition, has become perhaps the world’s most widely cited materials science reference[1]:

“The metal-insulator-semiconductor (MIS) capacitor is the most useful device

in the study of semiconductor surfaces. Since most practical problems in the

reliability and stability of all semiconductor devices are intimately related to their

surface conditions, an understanding of the surface physics with the help of MIS

capacitors is of great importance to device operations.”

– S. M. Sze and K. K. Ng, Physics of Semiconductor Devices, (2007)

Materials science occurs at the threshold between microscopic and macroscopic. By

consequence, materials tend to be described using an assortment of quantum mechanical

and classical models. The MIS capacitor is an example of such a semi-classical system. A
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2 – The semiconductor surface

basic understanding of the MIS capacitor begins with a simple quantum mechanical model

of an electron in a crystalline solid (Section 2.1) and a semi-classical description of the

global organization of charge in the semiconductor bulk (Section 2.2) and, ultimately, at the

semiconductor surface (Section 2.4).

2.1 Band structure

A simple model of crystalline solids considers a single electron in a periodic potential V (r⃗).

(This derivation is shown in e.g. [2].) If the electron is free – that is, if V (r⃗) = 0 – the energy

eigenvalues are:

E(k⃗) =
ℏ
2k2

2mo

(2.1)

This parabolic E − k⃗ relationship is illustrated in Figure 2.1a. If V (r⃗) is nonzero and small,

the degenerate free electron levels shift away from each other, as illustrated in Figure 2.1b.

The defining feature of semiconducting materials is that the Fermi level Ef* falls within a

band gap Eg. The conduction band energy Ec is the minimum energy of unoccupied states

* Throughout this text Ef is written instead of µ, the chemical potential. Strictly, Ef = µ(T = 0), but
up to room temperature (the temperature of all measurements presented in this work), µ and Ef agree to a
high degree of precision, so Ef was used to match the typical notation in semiconductor texts.

a b

Figure 2.1: Free and nearly free electron band structure. E − k⃗ relationship for a (a)
free and (b) nearly free electron in a 1D lattice with periodicity a. States below the Fermi
energy Ef are occupied, and states above Ef are unoccupied. In the nearly free electron
model Ef falls within a band gap Eg, and the conduction band energy Ec is the lowest
unoccupied energy and the valence band energy Ev is the highest occupied energy at T = 0.
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2 – The semiconductor surface

and the valence band energy Ev is the maximum energy of occupied states when T = 0. The

energy eigenvalues at the conduction and valence band edges are then:

E(k⃗) =















ℏ
2k2

2me

+ Ec

ℏ
2k2

2mh

+ Ev

(2.2)

where me and mh are the effective masses of the electron and hole, respectively, given by:

me,h ≡ ℏ
2

[

∂2E

∂k2

]−1

(2.3)

i.e. the effective mass is defined by the band curvature.

In the free electron model (Equation 2.1), Equation 2.3 gives a constant effective mass for

all E and all k⃗, which is equal to the electron rest mass, mo. In the nearly free electron model

(Equation 2.2), the effective mass depends on the E− k⃗ landscape, which varies from band to

band. Real materials generally have an anisotropic band edge, but all of the carrier density

derivations to follow are done with the approximation that the band is isotropically parabolic

(i.e. me and mh are constant). The validity of this approximation for the materials studied

in later chapters of this thesis, and the degree to which the model depends on effective mass

values, will be discussed in Chapter 7.

Following directly from Equation 2.2, the density of conduction and valence band states

states are:

gc(E) =
1

2π2

(

2mn

ℏ2

)3/2
√

E − Ec (2.4a)

gv(E) =
1

2π2

(

2mp

ℏ2

)3/2
√

Ev − E (2.4b)

where gc(E) is the density of electron states in the conduction band and gv(E) is the density

of hole states in the valence band. Ultimately, many concepts which originate from the

nearly free electron model form the foundation of the MIS capacitor model. These have all

been explicitly stated above (Eg, Ef , Ec, Ev, mn, mp, gc(E), gv(E)).

7



2 – The semiconductor surface

2.2 Bulk carrier statistics

The occupation of the conduction and valence bands is determined by gc(E), gv(E), and

the probability of occupying those energy states. (This derivation is shown in e.g. [1, 3].)

Explicitly, the populations of free electrons (n) and holes (p) in a semiconductor are:

n =

∞
∫

EC

gc(E)fFD(E)∂E (2.5a)

p =

EV
∫

−∞

gv(E)[1 − fFD(E)]∂E (2.5b)

where fFD(E) =
[

1 + exp
(

E−Ef

kBT

)]−1

is the Fermi-Dirac distribution. At typical energy

scales, if the Fermi level is sufficiently far from the conduction and valence band edges, the

Fermi-Dirac distribution approaches the Maxwell-Boltzmann distribution, which is given by

fMB(E) = exp
(

Ef−E

kBT

)

(see Appendix C.1). Therefore, the carrier densities are approxi-

mately:

n = Nc exp

(

Ef − Ec

kBT

)

(2.6a)

p = Nv exp

(

Ev − Ef

kBT

)

(2.6b)

where Nc and Nv are the effective number of conduction and valence band states, respectively.

Nc, Nv, and the derivation of Equation 2.6 are provided in Appendix C.2.

2.2.1 Intrinsic semiconductors

If a semiconductor is intrinsic – that is, completely free of dopants and defects – n and p are

necessarily equal due to charge conservation. n = p = ni is the intrinsic charge density, and

the Fermi level of the intrinsic semiconductor, Ef = Ei, is:

Ei =
Ec − Ev

2
+

kBT

2
ln

(

mp

mn

)3/2

(2.7)

8



2 – The semiconductor surface

which is exactly mid-gap if mn = mp. The intrinsic carrier density is:

ni =
√

NcNv exp

(−Eg/2

kBT

)

(2.8)

Equations 2.7 and 2.8 are derived in Appendix C.3.

2.2.2 Extrinsic semiconductors

An intrinsic semiconductor that has been doped is called an extrinsic semiconductor. Dopants

have a bond mismatch with the native lattice, meaning that they introduce states that can

fall within the band gap (see Figure 2.2). Dopants with excess valence electrons introduce

extra electron states (i.e. they are “donors” of electrons), and n-type (electron) conduction

occurs in the conduction band. For example, phosphorous, which has seven valence electrons,

is a common n-type dopant for silicon, which has six. Dopants that lack electrons as com-

pared to the intrinsic lattice have extra hole states (i.e. they are “acceptors” of electrons),

so p-type (hole) conduction occurs in the valence band. For example, boron, which has five

valence electrons, is a common p-type dopant for silicon. At low dopant concentrations, the

interaction between dopants is negligible, and the lattice remains approximately crystalline.

Donors have an energy ∆Ed below Ec, such that Ed is the ionization energy of the

dopant state. If the electron in this state is thermally excited into the conduction band, due

to charge conservation, the total density of electrons in the conduction band is n = N+
d + p,

Figure 2.2: Carrier behaviour of extrinsic semiconductors. (a) n-type and (b) p-type
semiconductor bulk with band gap Eg. Schematic donor and acceptor dopant states ∆Ed

and ∆Ea below the conduction band and above the valence band, respectively. Electron
conduction occurs in the n-type semiconductor, where n = p + N+

d and hole conduction
occurs in the p-type semiconductor, where p = n + N−

a .

9



2 – The semiconductor surface

where N+
d is the density of thermally ionized donors. Acceptors have an energy ∆Ea above

Ev, such that Ea is the electron affinity of the dopant state. If an electron in the valence

band is excited into this state, the total density of holes in the valence band is p = N−
a + n.

N+
d and N−

a are temperature dependent but, in general, dopants are fully ionized at room

temperature (that is, N+
d ≈ Nd and N−

a ≈ Na). Charge neutrality demands that n = p, and

therefore:

0 = p− n + Nd −Na (2.9)

Given Equation 2.6, the effect of dopants/defects in a semiconductor is to shift the Fermi

energy. In an n-doped semiconductor, Ef moves up toward the conduction band, and in a p-

doped semiconductor, Ef moves down toward the valence band. This is shown in Figure 2.3.

Throughout this thesis and in the MIS capacitor model, Ef is found as a numerical solution

Figure 2.3: Bulk semiconductor carrier statistics. Illustration of the integrals written
in Equation 2.5 for extrinsic semiconductors, showing the electron and hole probability dis-
tribution functions (fn(E) = fFD(E) and fp(E) = 1 − fFD(E)), the density of conduction
and valence band states (gc(E) and gv(E)), and the electron and hole densities (n and p).
(a-b) Show n-type semiconductors with mn = 1,mp = 2, (c-d) show p-type conductors with
mp = 1,mn = 2. (a,c) show lower dopant densities (1e16/cm3), (b,d) show higher dopant
densities (1e17/cm3). Eg = 1 eV for all, and 750 K. (This very high temperature is shown
so that ρ ≫ 0, and the carrier densities can be seen on these axes.)
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2 – The semiconductor surface

to the combination of Equations 2.6 and 2.9.

The total electron and hole populations in the bulk for an n-type and p-type semicon-

ductor are therefore:

nn =
Nd −Na

2
+

√

(

Nd −Na

2

)2

+ n2
i ; pn =

n2
i

nn

(2.10a)

pp =
Na −Nd

2
+

√

(

Na −Nd

2

)2

+ n2
i ; np =

n2
i

pp
(2.10b)

Equation 2.10 is derived in Appendix C.4.

2.3 The MIM capacitor

This section is a detour from semiconductor physics, but is included so that the properties

of the simplest capacitor – the metal-insulator-metal (MIM) capacitor – can be directly

compared to the MIS capacitor (to be discussed in Section 2.4). A central theme of this

thesis involves accounting for deviations between the MIM and MIS capacitors.

The MIM capacitor consists of two neutral perfect conductors (meaning that they have

an infinite density of states at the Fermi energy, and infinite conductivity) separated by a

neutral perfect insulator, where there is no tunneling between the metals. The electrostatic

characteristics of the metals and insulator comprising the MIM capacitor are determined by

Gauss’ Law and Poisson’s Equation: ∇2V (r) = ∇⃗ · E⃗(r) = ρ(r)/ϵ. When there is a potential

difference VAB between the capacitor plates (A and B), an electric field is established between

them. Under the influence of the electric field, electrons in A move toward / away from the

metal surface and the electrons in B move away from / toward the metal surface, until each

plate carries an equal and opposite charge Q = QA = −QB. Because each metal plate

has an effectively infinite density of states, Q assembles over an extremely short depth at

the metal surfaces, such that the electric field E⃗ is completely screened, and is equal to

zero everywhere within the metals (and, equivalently, the potential V is spatially uniform).

Within the insulator, Q = 0, meaning that E⃗ is constant and V varies linearly.

11



2 – The semiconductor surface

2.3.1 Contact potential difference

VAB can be more precisely understood as the difference in chemical potential between the

MIM capacitor plates (where, as stated previously, the “chemical potential” is denoted

throughout this thesis as Ef ). VAB, therefore, depends on Vg, the applied (gate) voltage

across the plates, which raises or lowers the chemical potential of one plate Ef,A with respect

to the other Ef,B. In an “ideal” capacitor, it is assumed that under the floating condition

(where the vacuum levels are aligned i.e. EF
vac,A = EF

vac,B) the chemical potentials are equal

(i.e. EF
f,A = EF

f,B). In this case, VAB = Vg. However, this situation is usually untrue: Gen-

erally, EF
f,A ̸= EF

f,B (for example, if the two plates are different metals). This inequality is

called the contact potential difference, VCPD, which is equal to EF
f,A − EF

f,B. Equivalently,

VCPD corresponds to the difference in work function ϕ (i.e. the energy required to move an

electron from the material bulk to the vacuum level) between the two materials:

VCPD =
EF

f,A − EF
f,B

−e
=

(Ef,A − Evac,A) − (Ef,B − Evac,B)

−e
=

ϕA − ϕB

−e
(2.11)

Given the requirement that the potential across the MIM capacitor is continuous, it is

necessarily true that:

0 = Vg − VCPD − VAB (2.12)

Consequently, the condition where the capacitor is uncharged (Q = 0), which necessarily

corresponds to VAB = 0, occurs when Vg = VCPD, not when Vg = 0. This equipotential

condition is illustrated in Figure 2.4.

In the case of a perfect MIM capacitor, VAB = Vins, the potential drop across the insulator

(where Vins = −eQ/Cins). This is necessarily true because, as stated previously, in a perfect

MIM capacitor the plates are neutral and the potential drop across a metal equals zero.* In

practice there are many “non-perfect” cases in which there is a charge density localized at the

surface of one or both capacitor plates, which leads to an extra potential contribution in the

capacitor in the form of a surface dipole, VSD. For example, the surface charge density varies

depending on the crystal face structure (e.g. a [111]-oriented cubic structure has a larger

* To clarify a potential source of confusion: A “perfect” MIM capacitor, which consists of perfect metal
plates and a perfect insulator, is not the same as an “ideal” capacitor, in which VCPD = 0.
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2 – The semiconductor surface

a

A B

b c d

Figure 2.4: Potential continuity of the MIM capacitor. Band diagrams of an MIM
capacitor with plates A and B of work functions ϕA and ϕB, where ϕA < ϕB and therefore
(according to Equation 2.11) VCPD > 0. The MIM capacitor is shown (a) floating; (b-d)
with an applied bias Vg (with respect to ground, applied to plate A). (b) Vg < VCPD, (c)
Vg = VCPD, and (d) Vg > VCPD. The capacitor charge is not shown explicitly, but in (b)
−QB = QA < 0, (c) QB = QA = 0, and (d) −QB = QA > 0.

density of surface states than a [100]-oriented structure); crystalline step edges, adatoms,

and vacancies all similarly have variable charge density; as do, of course, adsorbates and

other defects.

VSD can be thought of as a modification to VCPD: Given that any electron moving from

bulk to vacuum necessarily passes through a surface, the work function is necessarily a surface

concept, so a variable surface charge density could be thought of as a surface-dependent ϕ.

Then, whether a VSD is a positive or negative additive contribution VCPD depends on the sign

of the surface dipole. Then, given that Ef of the bulk is essentially unaffected by the surface

dipole, VAB = VSD + Vins so the potential continuity equation in Equation 2.13 becomes:

0 = Vg − VCPD − VSD − Vins (2.13)

The behaviour of the MIM capacitor, then, depends highly on the nature of VSD. For

instance, VSD might be spatially non-homogeneous, so the charge in the capacitor would

be dependent on the area of the capacitor plates, and on their positions with respect to

one another. Or, perhaps VSD could be a non-constant term; that is, it might depend on

the insulator thickness zins or Vg. The implications of both of these examples for the MIM

capacitor will be discussed in greater detail in Section 3.3.
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2 – The semiconductor surface

2.3.2 MIM capacitor force

The energy of a capacitor with plates A and B is generically:

UAB =
1

2





∫

A

ρAVA∂vA +

∫

B

ρBVB∂vB



 (2.14)

where ρ is the volume charge density, V is the potential, and v is the volume. For a MIM

capacitor, the charge density and potential are spatially constant, so the above expression

reduces to:

UAB =
1

2
CV 2

AB (2.15)

and, given Equation 2.12, if VSD = 0, the force acting between the capacitor plates is:

FAB = −1

2

∂C

∂zins
(VAB)2 = −1

2

∂C

∂zins
(Vg − VCPD)2 (2.16)

where C is the capacitance and zins is the insulator thickness. Derivations of Equations 2.15

and 2.16 are shown in Appendix C.5. Equation 2.16 shows that VAB(Vg) varies linearly (given

that VCPD is constant), and FAB(Vg) varies parabolically. The curvature of the FAB(Vg)

parabola (called the Kelvin parabola) is proportional to the capacitive gradient. The peak

bias corresponds to VCPD, so if Vg = VCPD, FAB = 0.

a b

Figure 2.5: The MIM capacitor potential and force. Modelled curves for an MIM
capacitor with ∂C/∂z = 0.1 pF/m, VCPD = 0.4 V , and VSD = 0. (a) MIM potential
VAB = Vg − VCPD and (b) force FAB, given in Equation 2.16 (the force and capacitive
gradient are given per unit area of the capacitor). When Vg = VCPD, VAB = 0 and FAB = 0.

14



2 – The semiconductor surface

If VSD is nonzero with zero penetration of the surface charge density into the metallic bulk,

UAB can be found following the same procedure as in the derivation in Appendix C.5, where

VSD = 0. Accounting for the additional surface charge density, UAB = 1
2
C(VAB − VSD)2.

Assuming that VSD does not depend on zins, FAB = −1
2

∂C
∂zins

(Vg − VCPD − VSD)2, and the

Kelvin parabola peak corresponds to VCPD + VSD. If the spatially localized surface charge

density is non-linearly bias dependent, FAB(Vg) exhibits some non-parabolicity.

2.4 The MIS capacitor

The metal-oxide-semiconductor (MOS) capacitor, specifically a MOS capacitor comprised

of metallically doped Si, a SiO2 insulating gap, and doped Si, is the most widespread mi-

croelectronic structure in existence today. This is because the MOS capacitor is a central

component of the MOS field effect transistor (MOSFET), which numbers in the billions

in modern microelectronic circuits. While the description “MOS” capacitor indicates the

specific case in which the insulator is an oxide, its more general form is the MIS capacitor,

in which the insulating layer is comprised of any neutral medium which prohibits charge

transport between the metallic and semiconducting plates. In this thesis (to be discussed

in Chapter 3), the insulator always consists at least in part of a vacuum gap, so the generic

title “MIS” capacitor is used throughout.

The electrostatic characteristics in each of the three materials comprising the MIS capac-

itor are completely distinct. The nature of the potential, electric field, and charge in metals

and insulators were discussed in Section 2.3. In a semiconductor, the density of mobile car-

riers is nonzero but much smaller than in the metal (due to the finite g(E) and the width

of FFD(E), see Figure 2.3), meaning that the field penetrates some distance into the semi-

conductor before it is completely screened. This leads to a spatially varying potential (Vz),

electric field (Ez), and charge (Qz), which is an effect called band bending. (This derivation

is shown in e.g. [1, 4].)
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2 – The semiconductor surface

2.4.1 Band bending

In an MIS capacitor, the number of electrons and holes near the semiconductor surface (nz(z)

and pz(z)) is z-dependent due to the z-dependent electric field, such that the total charge

density ρz(z) is:

ρz(z) = |e| (pz(z) − nz(z) −Na + Nd) (2.17)

where

nz(z) = n exp

( |e|Vz(z)

kBT

)

(2.18a)

pz(z) = p exp

(−|e|Vz(z)

kBT

)

(2.18b)

where Vz(z) is the spatially variable potential and n and p are the bulk carrier densities given

by Equation 2.10. Substituting Equations 2.17 and 2.18 into the one-dimensional Poisson

equation (−∂2V (z)
∂z2

= ρz(z)
ϵ

) gives the spatially variable electric field:

E2
z (z) =

kBT

ϵ

[

p

(

exp

(−|e|Vz(z)

kBT

)

+
|e|Vz(z)

kBT
− 1

)

+ n

(

exp

( |e|Vz(z)

kBT

)

− |e|Vz(z)

kBT
− 1

)]

(2.19)

Equation 2.19 is derived in Appendix C.6. The spatially variable charge per unit area Qz(z),

according to Gauss’ Law (given the symmetry of the capacitor), is:

Qz(z) = −ϵEz(z) (2.20)

The total potential drop across the semiconductor surface is Vz(z = 0) = VS. (Correspond-

ingly, the electric field and charge at the surface are ES = Ez(z = 0) and QS = Qz(z = 0).

Therefore, the potential continuity equation for the MIS capacitor is:

0 = Vg − VCPD − VS − Vins (2.21)

where Vins = −eQS/Cins is the potential drop across the insulator (if the insulator is vacuum,

such that ϵins = ϵo, then Cins = ϵo/zins) and VCPD is the difference in the chemical potential

of the metal and semiconductor when their vacuum levels are aligned. The work function of
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a semiconductor, like that of a metal, is the energy required to remove one electron from the

surface to vacuum (i.e ϕS = Evac − Ef ). So, for an n-type and p-type MIS capacitor, VCPD

can be written as:

VCPD,n =
ϕM − ϕS

−e
=

ϕM −
[

χ + (EB
c − Ef )

]

−e
(2.22a)

VCPD,p =
ϕM − ϕS

−e
=

ϕM −
[

χ + Eg/2 − (EB
v − Ef )

]

−e
(2.22b)

where χ is the semiconductor electron affinity (Evac − Ev) and EB
c and EB

v are the bulk

conduction and valence band energies. (Equations 2.22a and 2.22b are actually equivalent,

but are written this way according to the norm.)

The generic solution to VS is found numerically by solving Equation 2.21, given Equa-

tions 2.19 and 2.20 at z = 0 (and given the bulk n, p, and Ef defined in Section 2.2). The

potential and position inside the semiconductor are related by E = −∂V
∂z

, such that for any

given potential V ′
z , the corresponding position z′ is:

z′ =

V ′
z

∫

VS

1

E(V )
∂V (2.23)

Then, at this z′, E ′
z, and Q′

z are known according to Equations 2.19 and 2.20. So, once VS is

known, the full spatially dependent band diagram, Vz(z), Ez(z), Qz(z) can be calculated.

2.4.2 Bias regimes

Figure 2.6 shows band diagrams and Ez(z) and Qz(z) of an n-type and p-type capacitor at

various Vg, with the potentials of Equation 2.21 labelled. In the MIS capacitor, the chemical

potential difference between the capacitor plates is VAB = VS + Vins. The value of Vg for

which there is no charge on the capacitor plates (corresponding to VAB = 0) is called the

flatband potential VFB, so named because at Vg = VFB there is no band bending (VS = 0).

In the ideal MIS capacitor (where VCPD = 0), VFB = 0. In the more general case where

VCPD ̸= 0, VFB = VCPD. The flatband condition is illustrated in Figure 2.6(a,e) for an

n-type and p-type capacitor, respectively.
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Figure 2.6: Potential continuity of the MIS capacitor. Modelled band diagrams (top)
and spatially variable electric field Ez (bottom, dashed) and charge Qz (bottom, solid) for an
n-type (a-d) and p-type (e-h) MIS capacitor at various Vg. The potentials of Equation 2.21
are indicated with black arrows (or, if the potential equals zero, a black circle). In each
band diagram, clockwise from the gate they are: Vg, VCPD, Vins, and VS. The n- and p-type
models correspond to: zins = 1 nm, Eg = 1 eV , ϵ = 1, ϕM = 1.3 eV , χ = 0.8 eV , me = 1,
mh = 1, T = 300 K, Nd,a = 1018/cm3, and Na,d = 0/cm3. The y-scales are the same for all
band diagrams ([0 : 4.8] eV ), Ez ([−0.7 : 0.7] V/nm), and Qz ([−0.04 : 0.04] e/nm2), and
the x-scale for all z is ([−2 : 4] nm).
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In an extrinsic semiconductor, as was discussed in Section 2.2.2, the Fermi level is located

either near the conduction band edge (for an n-type semiconductor) or the valence band edge

(for a p-type semiconductor). Consequently, there is an inherent asymmetry in the carrier

populations in the conduction and valence bands. Due to this asymmetry, there is also

an inherent asymmetry in the carrier organization at the semiconductor surface of an MIS

capacitor depending on whether the bands bend up or down. An intuitive explanation of

these different characteristic Vz, Ez, and Qz spatial dependencies on Vg are provided below

for an n-type MIS capacitor.

At biases where Vg > VFB (Figure 2.6d), VS < 0 and the bands bend downward. There is

a large increase in the electron population at the surface, since the conduction band edge at

the surface (ES
c ) quickly passes into the nonlinear regime of fFD(E). This results in a large

accumulation of electrons in the conduction band, and consequently, the potential VS drops

off over a very small distance near the semiconductor surface. This is called the accumulation

regime.

At biases where Vg < VFB but the band bending is minimal (ES
i < Ef , Figure 2.6c),

VS < 0 and the bands bend upward. However, in this case the valence band edge at the

surface ES
v does not quickly pass into the nonlinear regime of fFD(E), since Ef is far from

Ev. Consequently, there is a reduced capability for holes to accumulate at the valence band

edge, and so the potential VS drops off over a large distance near the semiconductor surface.

This is called the depletion regime (since there is a region near the surface which is depleted

of electrons), and the depth of this depletion layer is called the depletion width wd. As the

negative bias increases, wd increases.

When Vg < VFB and upward band bending (VS < 0) is appreciable (Figure 2.6b), the

difference between the Fermi level and the conduction band edge at the surface increases,

meaning that the population of electrons at the surface is smaller than the population of holes

at the surface. The layer of holes (i.e. minority carriers) at the surface represents an inversion

in the dominant carrier type as compared to the bulk, so this case is called the inversion

regime. In the intermediate case where ES
i > Ef but ES

v < Ef , this population of surface

holes is minimal, and wd continues to increase with negative bias. This is the weak inversion

regime. When there is significant band bending such that ES
v > Ef , the population of surface

19



2 – The semiconductor surface

holes increases rapidly, and wd is approximately constant as the negative bias increases. This

is the strong inversion regime.

As mentioned previously, the descriptions above of the MIS bias regimes (accumulation,

depletion, weak inversion, and strong inversion) are for an n-type semiconductor, in which the

majority carrier is electrons. In a p-type semiconductor, the Fermi level is near the valence

band edge and the majority carrier is holes. So, for a p-type MIS capacitor, the accumulation

regime occurs when the bands bend upward (VS < 0 and Vg < VFB, Figure 2.6f) and there

is accumulation of holes at the surface; depletion occurs when Vg > VFB but ES
i > Ef

(Figure 2.6g), VS > 0 and the bands bend downward, such that there is a region near the

surface of depth wd which is depleted of holes; in the weak inversion regime ES
i < Ef but

ES
c > Ef and there is a small population of electrons at the surface; and in the strong

inversion regime (Figure 2.6h), ES
c < Ef and there is a large population of electrons at the

surface.

The bias regimes of the MIS capacitor can also be understood given the characteristic

capacitance curves shown in Figure 2.7. In the accumulation and strong inversion regimes,

there is an exponential relationship between |QS| and VS. This is due to the exponential

relationship between charge and potential in Equation 2.18: Given that wd is approximately

constant in these regimes, most of the surface charge organization due to the potential drop

Figure 2.7: MIS capacitance curves. |QS| − VS curves for n-type (a) and p-type (b)
MIS capacitors, where the interfacial capacitance Cint = ∂QS/∂VS. The labelled points
correspond to (a-h) in Figure 2.6. The accumulation, depletion, weak inversion, and strong
inversion regimes are coloured blue, green, yellow, and red, respectively. The capacitor
parameters here correspond to those of Figure 2.6.
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across the semiconductor (VS) occurs at the surface (QS). (Note that the validity of the

Maxwell-Boltzmann approximation in Equation 2.10 deteriorates as the absolute value of Vg

increases, in strong and weak inversion. These effects are not considered here.) However, in

the the depletion and weak inversion regimes, wd increases significantly with bias, meaning

the charge nz(z) or pz(z) is not concentrated at the surface, so the exponential relationship

between |QS| and VS is reduced.

2.4.3 MIS capacitor force

The potential continuity equations for the MIM capacitor (Equation 2.12) and the MIS ca-

pacitor (Equation 2.21) are in some sense identical. In Sections 2.3.1 and 2.3.2, the influence

a hypothetical surface dipole VSD could have on the MIM capacitor potential and force was

briefly discussed. For the MIS capacitor, VAB = Vins + VS, and VS, therefore, is a specific

case of VSD. In the MIS capacitor, the surface charge density is not localized exactly at the

semiconductor surface, but rather penetrates some distance into the semiconductor bulk,

meaning that Equation 2.14 does not simplify to Equation 2.15. Following the result shown

in Hudlet (1995)[5], the energy of a one-dimensional MIS capacitor is:

U =
QMVM

2
+

QSVS

2
+

ϵ

2

0
∫

VS

∂V (z)

∂z
∂V (2.24)

where the subscripts M and S for Q and V denote the charge and potential of the metal

and semiconductor surfaces, respectively. The force between the MIS capacitor plates is:

F =
−Q2

S

2ϵo
(2.25)

Derivations of Equations 2.24 and 2.25 are provided in Appendices C.7 and C.8.

In comparison with the linearly Vg-dependent MIM potential and parabolic MIM force

shown in Figure 2.5, the MIS potential is nonlinear with Vg, and consequently the force is

non-parabolic. These bias dependencies are shown for an n-type and p-type MIS capacitor

in Figure 2.8. More precisely, the F (Vg) relationship for the MIS capacitor depends on its

bias regime: In the accumulation and strong inversion regimes, VS(Vg) is approximately
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Figure 2.8: The MIS capacitor surface potential and force. Modelled bias dependen-
cies corresponding to the n-type (a-d) and p-type (e-h) MIS capacitor in Figures 2.6 and
2.7. (a,c) MIS surface potential VS and (b) force F . When Vg = VFB, F = 0. As compared
to the MIM capacitor (Figure 2.5), the MIS force has a non-parabolic bias dependence. The
accumulation, depletion, weak inversion, and strong inversion bias regimes are coloured blue,
green, yellow, and red, respectively. The capacitor parameters here correspond to those of
Figure 2.6.

linear, so F (Vg) is approximately parabolic; in the depletion and weak inversion regimes, the

nonlinearity of VS(Vg) is maximized, and therefore so is the F (Vg) non-parabolicity. When

Vg = VFB, VS = 0 and VAB = 0, meaning that QS = −QM = 0 and so F = 0.

The capacitor parameters for Figures 2.6, 2.7, and 2.8 are the same (listed in the caption

of Figure 2.6), so they can be directly compared to each other. Most are “reasonable” values

(Eg, me, mh, T , Nd, and Na) for typical semiconductors, but some are less realistic, and were

chosen instead so that the semiconductor physics is easier to see on these axes. ϕM and χ, for

example, tend to be about half an order of magnitude larger, but smaller values were chosen

so that the total y-scale could be reduced in Figure 2.6. More significantly, the value of zins

is much smaller than the experimental values that will be shown throughout this thesis –

in fact, at such a small zins, various approximations in the measurement operating principle

suffer. This will be revisited in Chapters 3 and 4. The extreme zins shown here essentially
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leads to a stretch along the horizontal axis of the VS(Vg) curves in Figure 2.8, resulting in a

much more extreme nonparabolicity in F (Vg). This will be revisited in Chapters 4 and 7.
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Chapter 3

Frequency-modulated atomic force

microscopy

The question What is “contact”? seems immediately obvious, but on reflection is non-

obvious and even arbitrary. Are two objects in contact if there is a force interaction between

them? If so, then all materials in the universe are in constant contact with one another,

because the electromagnetic and gravitational forces have infinite range. Are materials in

contact if they have significant wave function overlap? If so, what is the threshold for

“significant”? Though elusive, the concept of “contact” must be real in some sense. After

all, solids do not pass through one another: At some point, it is effectively impossible to

push two objects closer together. This effect, macroscopically, is the “normal force”, which

arises specifically when two solid objects are in “contact”.

One definition of “contact” considers the cumulation of forces acting between two solid

objects as they are brought together from an infinitely large separation distance. At atomic-

scale separations there is appreciable interference of their electron wave functions, leading

to the creation of new orbitals which might have a higher and/or lower energy with respect

to the energies when the objects are isolated. Due to the Pauli exclusion principle, only two

electrons of opposite spin can occupy the lowest-energy states, so as the two materials are

brought closer and closer together and more hybrid states are created, the electrons need
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3 – fm-AFM

to occupy higher and higher levels. At some point, the average electron energy is much

larger than when the two objects are isolated, so much so that the energy cost to continue

to push the materials together diverges to infinity. “Contact” occurs at the distance where

this effect, called Pauli repulsion, dominates all other forces. Pauli repulsion is the origin of

the macroscopic “normal force”.*

The concept of “contact” is integrally significant for atomic force microscopy (AFM).

The basic principle of AFM is to bring a probe (tip) close to a sample surface and observe

the net force between them. There are three main AFM operating modes: Contact mode,

in which the tip is very close to the sample, where the tip-sample force (Fts(z)) is repulsive;

tapping mode, where the tip oscillates between the attractive and repulsive regimes; and

non-contact mode, in which the tip is comparatively far from the sample, where attractive

forces (assuming a net charge-neutral, non-magnetic system) dominate. The dominant forces

in contact mode are short-range forces (such as Pauli repulsion, the van der Waals force,

chemical forces, adhesion, and the capillary force), whereas in non-contact atomic force mi-

croscopy (nc-AFM), long-range forces (such as electrostatic and magnetic forces) dominate.

The AFM results in this thesis were measured in the non-contact regime, so Fts(z) is due

* Pauli repulsion is not technically a force, since it is not mediated by force carrier exchange, but it
tends to be identified as one for convenience, and is here labelled FP .

Figure 3.1: AFM approach curve. (a) The total distance-dependent Fts and interaction
energy Uts, indicating the repulsive (Fts > 0) and attractive (Fts < 0) regimes. “Contact”
and “non-contact” AFM operation regimes are highlighted. (b) The total tip-sample force
Fts, which depends on the tip-sample separation distance z, is the sum of different force
contributions, in this case an attractive electrodynamic force Fel, an attractive van der
Waals force FvdW , and Pauli repulsion FP .
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to a long-range capacitive electrodynamic force Fel(z), an intermediate-range van der Waals

force FvdW (z), and a short-range Pauli repulsion force FP (z), as shown in Figure 3.1. The

tip-sample separation z was large, in the regime where Fel dominates, so for the remainder

of this thesis, contributions from FvdW and FP (and all other forces) are assumed to be zero.

In the most common version of an AFM apparatus, the tip is situated at the end of a

flexible cantilever. The tip is small, so by scanning it over the surface, a map of the spatial

nonhomogeneity of the tip-sample interaction Fts(x, y, z) can be measured by detecting the

deflection of the cantilever as it interacts with the sample. (This is discussed in greater detail

in Section 3.1.1.) The forces measured in contact mode AFM are generally large, and so can

be detected simply by measuring the static deflection of the cantilever. In nc-AFM, however,

the forces are generally too small to be detected as a static measurement. Therefore, in nc-

AFM, the cantilever is oscillated, and variations in the oscillation amplitude or frequency

are used to determine Fts(x, y, z). The version of nc-AFM used for all AFM measurements

in this thesis is frequency-modulated AFM (fm-AFM), in which the oscillation amplitude

is held constant and variations in Fts lead to variations in the oscillation frequency[1]. The

mechanism by which Fts is measured using fm-AFM is described in Section 3.1.

3.1 fm-AFM operating principle

There are two common descriptions of the fm-AFM operating principle. The difference

between them is central to this thesis, so both are presented here for clarity. In both, the

fm-AFM cantilever is described as a damped, driven harmonic oscillator experiencing an

external tip-sample force Fts(z, t):

mz̈ + ξż + kz = Fdrive + Fts(z, t) (3.1)

where m is the cantilever mass, ξ is the damping coefficient, k is the spring constant, and

Fdrive is the driving force. This is an experimental thesis, so re-written in terms of experi-

mentally measurable variables (the free cantilever resonance frequency ωo =
√

k
m

and quality
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factor Q = mωo

ξ
, see Figure 3.2), Equation 3.1 becomes:

kz̈

ω2
o

+
k

Qωo

ż + kz = Fdrive + Fts(z, t) (3.2)

When the cantilever is very far from the sample surface, Fts(z, t) ≈ 0, the cantilever is “free”

and the frequency-dependent amplitude and phase are related according to the equations

derived in Appendix C.9. When ω = ωo, A is maximized and θ = −90◦. Modelled and

measured free resonance curves of a typical fm-AFM cantilever are shown in Figure 3.2.

In fm-AFM, the cantilever oscillates at its resonance frequency ω, and the tip motion is

assumed to be sinusoidal with constant amplitude A, such that z = zo+A cos(ωt). The ampli-

tude is maintained using a self-excitation loop which applies a driving force at the resonance

frequency that is 90 degrees out-of-phase with the position, such that Fdrive = Fd sin (ωt).

(The controllers required to maintain this oscillation will be described in Section 3.1.1.) In

the original derivation of fm-AFM[2–4], the driving force is assumed to exactly compensate

for cantilever damping, and the tip-sample force is assumed to be in-phase with z, such that

a b

Figure 3.2: Free resonance curves. (a) Amplitude and (b) phase of a free (Fts = 0)
damped, driven harmonic oscillator. The dashed lines are modelled curves according to
Equation 3.2 (specific equations given in Appendix C.9), and the solid lines are the exper-
imental curves. This measurement is done for each cantilever to determine Q and ωo by
fitting. k is estimated by the cantilever manufacturers. For this cantilever, k ≈ 42 N/m,
Q ≈ 20000, and ωo ≈ 300 kHz.

27



3 – fm-AFM

Equation 3.2 becomes:

kz̈

ω2
o

+ kz = Fts(z) (3.3a)

k

Qωo

ż = Fd sin (ωt) (3.3b)

Fts(z) is then expressed as a Taylor series:

Fts(z) = Fts(zo) +
∂Fts(zo)

∂z
(z − zo) +

1

4

∂2Fts(zo)

∂z2
(z − zo)

2 + ... (3.4)

and the oscillation amplitude A is assumed to be small, such that Fts(z) is approximately

linear (i.e. ∂nFin(zo)
∂zn

= 0 for n > 1).

The shift in the cantilever resonance (∆ω = ω − ωo) due to Fts(z) is found by writing

Equation 3.3a in terms of an effective spring constant keff = k − ∂Fts(zo)
∂z

(by collecting

powers of z), and taking the instantaneous cantilever resonance frequency ω =
√

keff
m

and

1−
√

1 − x ≈ x
2
. The drive Fd required to maintain A (i.e. compensate for damping) is found

given Equation 3.3b by making the approximation that ω ≈ ωo. So, in this first fm-AFM

description,

∆ω = −ωo

2k

∂Fts(z)

∂z
(3.5a)

Fd =
kA

Q
(3.5b)

meaning that ∆ω is proportional to the z-dependent force gradient and Fd is independent

of Fts and is constant, depending on the intrinsic damping properties of the cantilever.

The assumption between Equations 3.2 and 3.3 is that Fts conservative – that is, Fts

and z are in-phase. However, this is not generically true. There could be, for example,

displacement currents in the sample as the tip oscillates, leading to energy dissipation over

every oscillation cycle by Joule heating[5–7]. Structural interactions between the tip and

sample, such as adhesion[8] or changes in atomic positions in the tip or sample[9], can also

lead to energy dissipation. In such cases, Equation 3.2 does not apply. There are a few

ways to account for non-conservative effects in the equation of motion: Including a velocity
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dependence in Fts(z, ż)[10]; equivalently, the damping can be said to be dependent on the

tip-sample position z, such that ξ = ξ(z, t)[6]; or by using a more generic representation of

Fts(z, t) which includes components which are in-phase and out-of-phase with z[11–13]. All

of these are variants of the second prominent derivation of fm-AFM, which is more generic

in that it accounts for non-conservative tip-sample interactions.

Using the latter approach, in the second fm-AFM description Fts(t) is expressed as a

Fourier series with the orthonormal basis of sin(t) and cos(t). Since Fts(t) necessarily takes

on the periodicity of z(t) (i.e. T = 2π/ω), in the approximately linear force regime (i.e.

taking only the term at ω), Fts(t) can be expressed as:

Fts(t) = Fin cos(ωt) + Fout sin(ωt) (3.6a)

Fts(t) =





ω

π

2π/ω
∫

0

Fts(t) cos(ωt)∂t



 cos(ωt) +





ω

π

2π/ω
∫

0

Fts(t) sin(ωt)∂t



 sin(ωt) (3.6b)

where Fin and Fout in Equation 3.6a are the amplitudes of the in-phase and out-of-phase

force contributions, with the Fourier coefficients written explicitly in Equation 3.6b.

Substituting z = zo + A cos(ωt), Equation 3.2 is:

Fts(t) =

[

kA

ω2
o

(ω2
o − ω2)

]

cos(ωt) +

[

kA

ω2
o

ωωo

Q
− Fd

]

sin(ωt) (3.7)

so that by comparing Equations 3.6 and 3.7 and assuming that ω ≈ ωo, solutions for ∆ω

and Fd are:

∆ω = ω − ωo =
−ωo

2kA

ωo

π

2π/ω
∫

0

Fts(t) cos(ωt)∂t (3.8a)

Fd =
kA

Q
− ωo

π

2π/ω
∫

0

Fts(t) sin(ωt)∂t (3.8b)

Consequently, components of the tip-sample force which are in phase with the cantilever

position shift the cantilever resonant frequency, and the out-of-phase force components lead

to an additive contribution to the drive signal. The most obvious distinction between Equa-
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tions 3.5 and 3.8 is that Fd, in addition to the constant term kA/Q which is due to intrinsic

damping, depends on Fts(z, t).

In the regime where ω ≈ ωo, the drive amplitude Fd may be expressed as an energy loss

per cycle as[13, 14]:

Ets = Eo

[

Fd − Fdo

Fdo

]

(3.9)

where Eo = πkA2

Q
is the intrinsic damping loss of a high quality factor oscillator[14] and Fdo =

kA
Q

is the intrinsic offset in Equation 4b. Experimental drive signals are sometimes reported

in units of Hz, but can also converted to units of energy loss per cycle given the above

expression, where Fd = Aexc is the measured drive amplitude in Volts and Fdo = Aexco is the

drive amplitude in Volts measured in the absence of a tip-sample interaction (if the Aexc : Fd

transfer function for the drive piezo excitation is flat, i.e. frequency-independent[15]).

3.1.1 Optical detection and feedback controllers

In fm-AFM, the cantilever oscillates at its resonance frequency ω at a constant setpoint

oscillation amplitude AS. In the JEOL system (the apparatus used for all of the fm-AFM

measurements in this thesis, introduced in Appendix A.1), the deflection of the cantilever is

measured optically, by deflecting light from a photodiode off of the back of the cantilever and

into a four-quadrant photodetector (FQ-PD). The FQ-PD measures the cantilever deflection

by comparing the illumination intensity in the four quadrants of the photodetector: For

example, when labelling the quadrants in clockwise direction starting from the top left as

Q1, Q2, Q3, and Q4, then (Q1+Q2)−(Q3+Q4) reveals the vertical deflection of the cantilever

and (Q1 + Q3) − (Q2 + Q4) reveals the horizontal deflection of the cantilever. Since in fm-

AFM the cantilever is oscillating (and presumed to be oscillating vertically, with horizontal

deflections due to lateral tip-sample forces approximately zero – the cantilever stiffness is

orders of magnitude higher for its torsional modes[16]) the (Q1 + Q2) − (Q3 + Q4) signal

varies at ω with an amplitude related to the cantilever oscillation amplitude A.

The cantilever oscillation is controlled using a phase-locked loop (PLL) and an amplitude

controller. A PLL compares the phase of a reference signal to the phase of the input signal:

If the phase difference (θ) is constant, the signals necessarily have the same frequency. In

30



3 – fm-AFM

fm-AFM, the PLL is used to measure ∆ω = ω − ωo (which is due to a non-zero Fts(z) as

shown in Equation 3.8). The amplitude controller maintains a constant oscillation setpoint

AS by applying a periodic drive at ω to the drive piezo. The drive is maintained at 90◦ out-

of-phase with the tip position using a phase shifter, so that the system is necessarily always

on resonance. The drive amplitude, which incorporates the voltage: deflection calibration

constant of the piezo, is Fd. The oscillation control system therefore has four outputs: ∆ω

and Fd provide information about Fts(z), and θ and A are constant and equal to 90◦ and

the setpoint amplitude AS, respectively. For the remainder of this thesis, it is taken as true

that θ = 90◦ and A = AS.

The second fm-AFM feedback mechanism is a proportional-integral (PI) controller, which

is used to control the tip-sample separation z. A PI controller compares a process variable

to a setpoint, and works to keep the process variable as close to the setpoint as possible.

To do this, it continually applies a correction to the error value e(t) (difference between the

setpoint and process variable). The P-controller accounts for proportional errors (i.e. it

works to keep a constant offset), and the I-controller brings the integral of e(t) with respect

Figure 3.3: fm-AFM operation systems. Simplified block diagram of the fm-AFM detec-
tion system, oscillation control system, and z-control system. Input parameters are ωo, AS,
and ∆ωS, and the measured variables are ∆ω (or ω), Fd, θ, A, and z. Several components of
the circuitry, such as amplification of the deflection signal and multiplications by the voltage:
deflection piezo constants, are not shown.
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to time to zero (i.e. it works to make the offset zero). In the fm-AFM z-control system,

the PID controller compares a setpoint frequency shift ∆ωS to ∆ω. Since, according to

Equation 3.8, ∆ω is related to Fts(z), e(t) = ∆ω − ∆ωS = 0 is maintained by adjusting the

tip-sample separation zins.

In fm-AFM experiments, the oscillation control system is always activated, but the z-

control system might be on or off depending on the experiment that is being performed. One

common fm-AFM experiment is to raster scan the tip over the sample surface, to measure

an area spanning the x and y directions. In such experiments, when the z-control system

is turned on, ∆ω is constant and z reflects variations in Fts over the sample surface. (If

the electrostatic force Fel = 0, Fts is generally assumed to be due to height variations in

the sample, which is why these tend to be called topography images. This point will be

revisited in Section 3.2.) Another common fm-AFM experiment is to maintain the tip at

a constant x,y position and vary a parameter such as the tip-sample bias, Vg. These are

sometimes called fm-AFM spectroscopy experiments. In bias spectroscopy experiments, the

z-control system is usually turned off, such that z is constant (assuming negligible drift) and

∆ω, which is related to Fts, varies with Vg. In a grid bias spectroscopy experiment, a bias

spectrum is collected for every (x, y) pixel in a specified grid. While the tip moves between

pixels, the z-controller is on, but while the bias spectrum is being measured, the z-controller

is off. Another kind of measurement shown in this thesis is multipass bias imaging. In this

experiment, the tip is passed multiple times over each line in the slow scan direction. On the

first pass, the z-controller is on and z is recorded. On the remaining passes, the z-controller

is turned off, Vg is set to a different value, and the tip traces the same path z as the first

pass, and ∆ω is recorded.

3.2 Elecrostatic force microscopy

If the dominant force in an fm-AFM experiment is the electrostatic force Fel, Fts ≈ Fel and

the tip-sample junction resembles a capacitor. Electrostatic force microscopy (EFM) and

Kelvin probe force microscopy (KPFM) are techniques that are used to characterize Fel.

Standard descriptions of EFM and KPFM, presented here, describe a perfect MIM capacitor
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(i.e. VSD, if nonzero, is localized exactly at a surface and does not depend on Vg.). Deviations

from the MIM capacitor in the case of an MIS capacitor are discussed in Section 3.3.

3.2.1 fm-EFM operating principle

There are many variants of EFM. Universally, however, EFM involves applying a gate bias Vg

to a tip or sample in order to characterize Fel. In an MIM capacitor, VAB is zins-independent

(Figure 3.4a), and Fel, given by Equation 2.16 is zins-dependent (Figure 3.4c). In fm-EFM

(i.e. fm-AFM with an applied bias), as the cantilever oscillates above the surface, the

insulator thickness zins varies sinusoidally in time. (In Figures 3.4a,c, the cantilever oscillates

between the dashed lines.) Consequently, due to the zins-dependent capacitive gradient, Fel

also varies in time. The constant VAB and time-dependent Fel are shown for variable Vg in

Figure 3.4b,d.

Fel leads to a modification of ∆ω, according to Equation 3.2. In a perfect MIM capacitor,

the carrier mobility is essentially infinite, so the time to charge the capacitor equals zero and

there is no lag between tip motion and Fel. Given Equation 3.5, Fd is constant and ∆ω is:

∆ω =
ωo

4k

∂2C

∂z2ins
(Vg − VCPD)2 (3.10)

a b

c d

e

Figure 3.4: The MIM capacitor frequency shift. (a,c) zins and (b,d) time-dependent
potential VAB (a,b) and force F (c,d) of the MIM capacitor, and the resulting bias-dependent
frequency shift ∆ω. Thirteen curves are shown for (a-d) corresponding to the biases indicated
in (e), and the order of increasing bias is shown with arrows. All F values are below 0, but
in (c,d) F (V g > VCPD) have been reflected above the x-axis so that they are visible. The
cantilever is oscillating sinusoidally, such that zins varies between the dashed lines in (a,c).
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Equation 3.10 shows that, like Fel, the MIM ∆ω(Vg) is parabolic, and the parabola peak

corresponds to VCPD, as shown in Figure 2.5b.

In Figure 3.4, at certain biases the assumption that Fts(z) is approximately linear (re-

quired for the ∆ω derivation, see Section 3.2.1) is untrue. This is clear in Figure 3.4c, where

within the dashed lines Fel is clearly nonlinear. This manifests as a non-sinusoidal Fel(t) in

Figure 3.4d, which would violate both ∆ω derivations shown in Section 3.1. This highlights

the importance of conducting an fm-AFM experiment at a large enough zins (or a small

enough A) that the linear Fts(z) approximation remains valid. The validity of the linear

force approximation for the experimental tip-sample separations used in this work, which

are much larger than that shown in Figure 3.4, is demonstrated in Chapter 4.

3.2.2 fm-ac-EFM operating principle

In another common variant of EFM, which is here referred to as ac-EFM, an oscillating bias

Vg = VDC + VAC sin(ωACt) is applied between the tip and sample. In the case of an MIM

capacitor, the potential becomes:

VAB = (VDC − VCPD) + VAC sin (ωACt) (3.11)

and the electrostatic force becomes:

Fel = −1

2

dC(z)

dz
[(VDC − VCPD) + VAC sin(ωACt)]

2 (3.12)

such that in fm-ac-EFM, the cantilever frequency shift is ∆ω = ∆ωDC + ∆ω1ωAC
+ ∆ω2ωAC

(derived in Appendix C.10), where:

∆ωDC =
ωo

4k

∂2C

∂z2

(

V 2
AC

2
+ (VDC − VCPD)2

)

(3.13a)

∆ωωAC
=

ωo

4k

∂2C

∂z2
(−2VAC(VDC − VCPD)) cos (ωACt) (3.13b)

∆ω2ωAC
=

ωo

4k

∂2C

∂z2

(−V 2
AC

4

)

sin (2ωACt) (3.13c)

Figure 3.5 illustrates the various signals involved in an fm-ac-EFM experiment. The

signal which modulates the carrier frequency ωo is Fel which, since it is quadratically related
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a

b

c

d

e

f

Figure 3.5: fm-ac-EFM signals. (a) Free oscillating cantilever position zo (at
its free resonance ωo); (b) applied bias VAB incorporating VCPD and a modulated
Vg = VDC + VAC sin (ωACt); (c) the resulting electrostatic force Fts according to Equa-
tion 2.16 (with contributions at 2ωAC due to the square exponent); (d) the resulting can-
tilever position z with variable instantaneous frequency (derived in Appendix C.10); (e) the
resulting ∆ω, which is the measured fm-EFM signal; (f) Fourier transform of z, showing
sidebands.

to VAB, means that sidebands appear in the FFT at f ± fAC and f ± 2fAC (where f = ω/2π

and fAC = ωAC/2π). The sideband amplitudes, according to Equation 3.13, depend on

experimental parameters VDC , VAC , k, and ωo and sample parameters VCPD and ∂C
∂z

.

3.2.3 fm-ac-KPFM operating principle

fm-ac-KPFM is a sub-category of fm-ac-EFM which is used specifically to measure VCPD.

In fm-ac-EFM, VDC can take any value, but in fm-KPFM, a PID controller is used to set

VDC to the value at which the amplitude of the ∆ωωAC
sideband is minimized. At this bias,

according to Equation 3.13b, VDC = VCPD, so VCPD is known. (If there is a non-zero VSD,

the ∆ωωAC
sideband is minimized at VDC = VCPD +VSD.) An intuitive demonstration of the

bias-dependence of the ∆ωωAC
sideband amplitude is shown in Figure 3.6.

The main benefit of fm-ac-KPFM is that it allows for an accurate measurement of the

sample topography. In a standard fm-AFM image with the z-controller on, ∆ω is due to the

net Fts which, as demonstrated in Figure 3.1, is made up of many different contributions. If

VCPD is spatially heterogeneous, then if Vg is held constant, Fel is spatially heterogeneous as

well. In this situation, the apparent “topography” (measured z signal) is due to a convolution
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Figure 3.6: MIM Kelvin parabola. The amplitude of ∆ωωAC
is shown for two Vg. When

Vg = VCPD, the sideband amplitude is minimized.

of Fel and the true sample topography. Sometimes, Fel can be inverse to the sample height,

meaning that the apparent “topography” measured in fm-AFM could be inverted. Both

of these examples are demonstrated experimentally in Appendix A.2. During an fm-KPFM

measurement, however, the Kelvin controller (which is used in conjunction with the fm-AFM

oscillation and z-controllers) continually adjusts VDC such that Fel is nulled (i.e. VDC is set

to correspond to the peak of the Kelvin parabola, see Figure 3.6). Consequently, even if

VCPD is spatially heterogeneous, since Fel is nulled, the z channel contains only information

about the sample topography, so that the measured z (assuming negligible lateral tip-sample

interactions) corresponds to the true sample topography. Furthermore, by recording VDC for

all (x, y) during a fm-ac-KPFM experiment, a map of the spatial variability of VCPD is

simultaneously measured. fm-ac-KPFM is the only type of KPFM measurement shown in

this thesis; it will henceforth be referred to simply as KPFM.

Of course, VCPD can also be measured by performing bias spectroscopy, since VCPD

corresponds to VDC at the parabola peak. However, since VCPD is not typically constant

over the entire surface of non-homogeneous samples, measuring the spatial variability of

VCPD using bias spectroscopy would require grid bias spectroscopy, which tends to be slow

and therefore prone to drift and limited spatial resolution. KPFM, comparatively, allows

for a fast measurement of the VCPD since the entire Kelvin parabola does not need to be

measured, and it can be used in conjunction with the z feedback during imaging.

All fm-AFM data shown in this work were measured using a Nanonis control system. The

typical oscillation amplitude was 6 nm, and typical setpoint frequencies for the z-controller
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were between −1 : −5 Hz. For KPFM images, the AC amplitudes and frequencies were

between 200 : 700 mV and 200 : 900 Hz. Imaging speeds were 1 : 100 nm/s, such that

images took ∼ 2 : 6 hours to measure. Grid spectroscopy and multipass data were longer

measurements which took ∼ 8 : 20 hours to measure. Bias spectroscopy sweep rates were

∼ 1 V/s or more (such that each pass of the sweeps took ∼ 20 s to measure).

3.3 The MIS fm-AFM model

The EFM derivation in Section 3.2.1 assumes that the tip-sample junction behaves like a

perfect MIM capacitor. However, as was noted in Section 2.4.3, Fel for the MIS capacitor is

not given by Equation 2.16, so the standard fm-EFM derivation does not apply. This section

outlines the main experimental differences between the MIM and MIS capacitors.

3.3.1 MIS frequency shift

For the MIS capacitor, like for the MIM capacitor, Fel is distance dependent, so in an fm-

AFM experiment, where the tip oscillates above the sample surface, Fel varies in time. Unlike

the MIM capacitor, VS also varies in time. Both of these time dependencies are shown for an

n-type and p-type capacitor in Figure 3.7a-d,f-i (which is intended to be directly compared

to Figure 3.4, which shows the MIM capacitor time dependencies). In the MIS capacitor,

the force expression is not analytical, so ∆ω must be found numerically. This is done by

first calculating Fel(t) over a full oscillation cycle given zins = zo +A cos(ωt) and integrating

Fel(t) according to Equation 3.8a. The distance dependence of VS (Figure 3.7a,f), and corre-

spondingly, the time-dependence of VS as the cantilever oscillates (Figure 3.7b,g) correspond

to the non-linearly distance-dependent band bending at the semiconductor surface. Fel also

correspondingly depends on band bending. To model the Vg dependence of ∆ω, this process

of calculation of the time-dependent Fel and subsequent integration, is repeated for an array

of Vg values (i.e. −1.5 to 1.5 V in Figure 3.7e,j). ∆ω(Vg), like Fel(Vg), is non-parabolic.
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a b

c d

e n-type

f g

h i

j p-type

Figure 3.7: The MIS capacitor frequency shift. zins and time dependencies of VS and F ,
and the resulting ∆f for an n-type (top) and p-type (bottom) MIS capacitor. The capacitor
parameters correspond to those of Figures 2.6-2.8. The AFM parameters are: A = 6 nm,
ωo = 300 kHz, k = 42 N/m, a = π(5 nm)2, and Q = 18, 000.

3.3.2 MIS excitation

In a semiconductor, the carrier mobility is finite, meaning that there is a finite timescale

(τ) to establish the equilibrium VS in a MIS capacitor. In other words, τ is the capacitor

charging time constant, where if the equilibrium discharged capacitor has VS = 0, then:

VS,discharging(t) = VSoe
−t/τ (3.14a)

VS,charging(t) = VSo(1 − e−t/τ ) (3.14b)

where VSo is the equilibrium charged surface potential. Given that the carrier organization

at the semiconductor surface depends on zins (recall Figures 3.7a,f), if zins varies according

38



3 – fm-AFM

to zins(t) = zo + A cos(ωt) (Figure 3.8a,e), τ leads to a phase shift δ between zins(t) and

VS(t), according to δ = ωτ . Consequently, there is also a phase shift δ between Fel(t) and

zins(t) (Figure 3.8b,f). In a fm-AFM experiment, any non-zero δ manifests as an increase

in Fd, according to Equation 3.8b (Figure 3.8c-d,g-h). The tip-sample junction, then, could

be thought of effectively as an an alternating current (AC) - resistor-capacitor (RC) circuit,

where the resistance (i.e. the equivalent series resistance) corresponds specifically to carriers

moving within wd. A more rigorous description of τ will be presented in Chapter 4.

The approximate upper bound of measurable τ is imposed by the MIS capacitor model,

which describes the static (equilibrium) state of the surface charge organization. If τ is

small with respect to the oscillation period, the system can be described as quasi-static –

that is, the MIS capacitor is essentially at equilibrium at every time t in its oscillation – so

the equilibrium MIS capacitor model from Section 2.4 still applies. This sets τ ≪ 2π/ωo as

an upper limit on the measurable τ using this approach (or, equivalently, the minimum ωo

for the cantilever). The cantilevers used in this work have ωo/2π ≈ 300 kHz, meaning that
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Figure 3.8: The MIS capacitor lag. Time-dependent zins(t) (a,e) and Fel(t) (b,f) at
Vg = 0. Integrating Fel(t, τ) according to Equation 3.8 for variable Vg gives ∆ω(Vg, τ) and
Fd(Vg, τ). The arrows indicate the direction of increasing τ , from 0 − 500 ns. (a-d) are
an n-type MIS capacitor and (e-h) are a p-type MIS capacitor. The capacitor and AFM
parameters here correspond to those of Figure 3.7.
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they have an oscillation period of approximately 3 µs, so it is necessary that τ ≪ 3 µs.

The approximate lower bound of measurable τ is mainly determined by the noise char-

acteristics oscillation controller. The minimum measurable phase is theoretically δ = 0 (i.e.

τ = 0), but practically, if the damping of the equivalent series resistor is smaller than the in-

trinsic cantilever damping, variations in τ will be within the measurement noise of the PLL.

In the JEOL system, the sampling period is 20 ms and the phase noise amplitude ∆θ < 0.2◦.

Since the phase noise is normally distributed (the uncertainty goes as 1/
√
N), for a ∼ 1 s

experiment (N = 50) and a 300 kHz cantilever, at small |Vg|, τ ≈ 1 ns is an approximate

lower bound on the measurable τ . Once again – these bounds, for now, are somewhat vague

and are included in this section as more of an introduction. A more rigorous description of

the measurement bounds of τ will be presented in Section 4.2.

3.3.3 Geometrical considerations

The MIS capacitor derivation in Section 2.4 describes a one-dimensional system, in which

the surface charge organization occurs uniformly along ẑ over the capacitor area a, with

no edge effects. This geometry does represent the fm-AFM tip-sample junction to first

order, but neglects force contributions from the tip shank and the cantilever, which are

known[17] to contribute to the total electrostatic force, Fel. A cantilever contribution has

been incorporated for this model by calculating the MIS force for a second metallic plate of

large area (ac ≫ a) and large tip-sample separation (zins,c ≫ zins). The total force, therefore,

a n-type b p-type

Figure 3.9: Cantilever contribution to the MIS capacitor. ∆ω for an n-type (a) and
p-type (b) MIS capacitor without (grey, dashed) and with (black, solid) a cantilever force
contribution Fcs, where zins,c = 8 µm, ac = 3750 µm2, and τ = 0. The model parameters
here correspond to those of Figure 3.7.
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is a combination of the tip-sample force and the cantilever-sample force, Fel = Fts + Fcs. The

metal-coated tips used for the JEOL system have a tip shank length of approximately 8 µm

and an area of approximately 125 × 30 µm2[18]. A comparison of Fel with and without

this Fcs contribution is shown in Figure 3.9. The cantilever correction is minor, and so the

cantilever geometry (zins,c and ac) are not expected to be sensitive model parameters.
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[4] Garćıa, R. “Dynamic atomic force microscopy methods”. Surface Science Reports 47.6-

8 (2002). doi: 10.1016/s0167-5729(02)00077-8.

[5] Denk, W. and Pohl, D. W. “Local electrical dissipation imaged by scanning force

microscopy”. Applied Physics Letters 59.17 (1991). doi: 10.1063/1.106088.

[6] Suzuki, K., Kobayashi, K., Labuda, A., Matsushige, K., and Yamada, H. “Accurate

formula for dissipative interaction in frequency modulation atomic force microscopy”.

Applied Physics Letters 105.23 (2014). doi: 10.1063/1.4903484.

[7] Arai, T., Kura, D., Inamura, R., and Tomitori, M. “Resistivity change in Joule heat

energy dissipation detected by noncontact atomic force microscopy using a silicon

tip terminated with/without atomic hydrogen”. Japanese Journal of Applied Physics

57.8S1 (2018). doi: 10.7567/jjap.57.08nb04.

41



3 – fm-AFM

[8] Oyabu, N., Pou, P., Sugimoto, Y., Jelinek, P., Abe, M., Morita, S., Pérez, R., and
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Chapter 4

The time-dependent interfacial

polarization

A fundamental theme of solid state physics is to explore how materials respond to external

electric fields. In general, the response can be understood in terms of the free and bound

carriers in the solid. When free charges are subjected to an electric field, they move, leading

to current flow through the material. Bound charges, by contrast, are in some way or another

spatially restricted, and do not contribute to the current density. This is why wires, whose

role it is to carry current between different elements in a circuit, are made out of metals,

which have a high free charge density, instead of wood or plastic, which have low free charge

densities. Bound charges give rise to a dielectric polarizations, or charge separations of some

finite radius within the material. Charges can be bound in a material in various ways, and

the resulting polarizations are categorized in terms of the radius of charge separation and

the time required to establish the polarization. The total polarization is additively due to

each polarization mechanism in the solid. Processes with characteristic frequencies less than

the impinging field frequency are unable to establish and so do not contribute to the total

polarization. In this way, the polarization response of a material is frequency-dependent[1].

Material polarizations tend to be categorized as electronic (orbital distortions around

atomic nucleii, resonating at ultraviolet and optical frequencies), ionic/atomic (non-symmetric
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4 – The time-dependent interfacial polarization

distributions of electrons in the lattice, resonating at optical and infrared frequencies), dipo-

lar (related to structural configurations of the lattice, such as is the case for acoustic or

optical phonons, which resonate around GHz and the infrared, respectively), and interfacial

polarizations (charge re-organization at interfaces between either like or unlike media, res-

onating around kHz −MHz)[1–5]. Band bending at the semiconductor surface of an MIS

capacitor is an example of an interfacial polarization (P⃗int), since the distribution of charge

can be considered as a series of surface dipoles[6, 7].

In the time domain, the frequency dependence of P⃗int corresponds to a non-zero surface

charge organization timescale τ . In different terminology, this frequency dependence can be

understood as a nonzero equivalent series resistance[6], nonzero loss tangent, nonzero dissi-

pation coefficient, dielectric loss, or even as the frequency-dependent interfacial capacitance.

The latter comes from describing the MIS system as two capacitors in series:

1

Ctot

=
1

Cins

+
1

Cint

(4.1)

where Cins = ϵoa/zins (if the insulator is vacuum) and Cint = ϵa/zint, where zint > wd. The

interfacial capacitance has different high- and low-frequency limits under inversion[6], due

to the finite response times of the carriers which establish the surface potential.

These various ways of representing the dynamic charge organization at a semiconductor

surface span several different fields, principally condensed matter physics, materials engi-

neering, and electrical engineering. This chapter aims, in part, to provide a wholistic un-

derstanding of the dynamic charge organization that occurs under a time-varying field at

the semiconductor surface. Section 4.1 discusses the measured bias and dopant density de-

pendencies of τ at the Si/SiO2 surface, Section 4.2 outlines the relationship between τ , P⃗int,

and the susceptibility χe, and Section 4.3 extends these relationships to dielectric loss, and

quantifies dielectric loss at the Si/SiO2 surface. The MIS capacitor parameters for models

of the Si/SiO2 surface presented throughout this chapter will be given in Chapter 7. An

assessment of the model fit is provided in Appendix B.2.
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4.1 Measured lag time of Si/SiO2

In Chapter 3, it was argued that an increase in Fd indicates an increase in the RC time

constant τ of the interfacial capacitance. This section shows fm-AFM measurements of

an n-type Si(001)/SiO2 surface which exhibits non-instantaneous interfacial charging and

discharging (band bending) as the cantilever oscillates.

4.1.1 Bias dependence

Figure 4.1 shows a bias spectrum measured above the Si/SiO2 surface. Throughout, the

experimental spectrum is in colour, and spectra corresponding to eight different MIS models

with variable τ (between 1 − 100 ns) are shown in grey. Null curves, measured at a large

tip-sample separation where Fts ≈ 0 are also shown. The frequency shift (∆f = 2πω) bias

spectrum (Figure 4.1a) appears parabolic, certainly as compared to the spectra shown in

Chapters 2 and 3. This is because – as was mentioned previously – zins,c is comparatively

large (zins,c = 12 nm here, as opposed to zins,c = 1 nm in Chapters 2 and 3). Despite
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Figure 4.1: Bias dependencies at the Si/SiO2 surface: Experimental bias spectra
above Si/SiO2 (colour) and null (zins ∼ 1 µm, grey). Eight modelled curves are also shown,
corresponding to a MIS capacitor with variable τ , indicated. The colours indicate the six
bias regimes, defined in the main text. (a) shows ∆f(Vg) spectra; (b) shows the residual of
∆f(Vg) with a parabola fitted to its right-hand side (Vg > VFB); (c) Fd(Vg) spectra; (d) best-
fit τ results, where biases around VFB (where the uncertainty diverges to infinity) omitted.
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its apparent parabolicity, the measured ∆f(Vg) spectrum is non-parabolic. This is demon-

strated in Figure 4.1b, which shows the residual of the experimental ∆f(Vg) spectrum with

a parabola fitted for Vg > VFB. The modelled ∆f(Vg) curves at variable τ , and their residual

with their own fitted parabolas, are also shown, demonstrating similar trends. The modelled

curves all essentially overlap, which indicates that ∆f is very insensitive to τ .

Fd, on the other hand, is sensitive to τ . Figure 4.1c shows that the modelled curves

at variable τ do not overlap. The experimental Fd(Vg) spectrum does not follow any single

modelled result, which indicates that τ is bias-dependent. Figure 4.1d shows τ(Vg), which was

found by comparing the experimental Fd(Vg) spectrum to MIS models with τ = 0 : 100 ns.

For every Vg, the model which is closest to the measurement is recorded as the “best-fit” τ .

(tan(δ) on the right axis of Figure 4.1 will be discussed in Section 4.3.) The uncertainty in

τ found with this method is highly bias-dependent, because the modelled Fd curves diverge

as Vg increases. At large Vg, the uncertainty is small, which is reflected by the low “noise”

in the best-fit τ spectrum. As Vg → VFB (i.e. where Fd goes to zero), the uncertainty in

τ goes to infinity, since here all of the Fd curves overlap. This region around VFB (which

is shown by a vertical line in Figure 4.1b) is therefore omitted. Note, however, that the

experimental Fd spectrum does go to 0 when Vg = VFB, so even in the omitted region, the

model is consistent with experimental results.

The shapes of ∆f(Vg) and Fd(Vg) are related to the bias-dependent charge organization

in the MIS capacitor. As the cantilever oscillates, zins varies, which can be understood

as the system moving along zins-dependent curves (this was shown in Chapter 3). For

example, modelled Fts(zins) curves at variable Vg corresponding to the the model in Figure 4.1

are shown in Figure 4.2. At large bias, Fts(zins) is steeper, which (recall Equation 3.8)

corresponds to an increase in ∆f and the modelled Fd. Comparing Figures 4.1 and 4.2,

however, the experimental τ at Vg = −9 V is smaller than τ at Vg = −5 V . This means that,

unlike ∆f , τ is not directly related to the steepness of Fts(zins). An intuitive explanation of

the origin of the bias dependence of τ follows.

Figure 4.3a shows the zins dependence of VS for an MIS capacitor with a closest tip-sample

separation (zins,c) of 3 nm. In this example, the tip is oscillating sinusoidally between zins,c

and the farthest tip-sample separation zins,f = zins,c + A, where A = 6 nm is the constant
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Figure 4.2: Distance-dependent MIS force. MIS model corresponding to the models
in Figure B.1. Fts(zins,c) for four values of Vg are shown (indicated). The measurement in
Figure 4.1 corresponds to zins,c = 12 nm and A = 6 nm, which is the region between the
solid lines. The closest spectrum measured on Si/SiO2 in this thesis is at zins,c = 10 nm,
which is the region between the dashed lines.*

fm-AFM oscillation amplitude. VS is correspondingly time-dependent (Figure 4.3b), as is Fts

(Figures 4.3c,d). Figure 4.3 demonstrates that even though Vg is constant, as the cantilever

oscillates, the MIS capacitor switches through different bias regimes. At the closest tip-

sample separation, the system is under strong inversion (red, Figure 4.3e); at intermediate

tip-sample separations, the system is under weak inversion (orange, Figure 4.3f); and at

large tip-sample separations, the system is in depletion (green, Figure 4.3g).

In Figure 4.3, zins,c = 3 nm, but for the fitted results in Figure 4.1, zins,c = 12 nm. The

3 nm example is shown to exaggerate the regime-switching effect for illustrative purposes,

but for the experimental Si/SiO2 measurements shown in this work, the system only switches

between two regimes over every oscillation cycle when A = 6 nm. This is what the colours

represent in Figure 4.1: Red indicates that the capacitor is under strong inversion over its

entire oscillation cycle (ss), brown is the system switching between strong and weak inversion

(sw), orange is under weak inversion over the whole cycle (ww), yellow is switching between

* A central assumption in the fm-AFM derivation shown in Chapter 3 is that the experiment is conducted
in a linear force regime. The MIS capacitor model affords an opportunity to assess this approximation.
Figure 4.2 shows that overall for the zins throughout this thesis, the linear approximation is reasonable.
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Figure 4.3: Dynamic charge organization at the semiconductor surface. (a) zins
dependence of VS and (b) corresponding time dependence of VS as the cantilever oscillates
between zins,c = 3 nm and zins,f = zins,c + A = 9 nm. (c-d) Corresponding zins and
time dependence of Fts. (e-g) Band diagrams at various points during the oscillation cycle.

Vg = −2 V for all plots. The arrows represent P⃗int, to be discussed in Section 4.2.

weak inversion and depletion (wd), green is under depletion for the whole cycle (dd) and

blue is under accumulation for the whole cycle (aa).

It is in this context that the bias dependence of τ (Figure 4.1b) can be understood: τ

is maximized when the charge reorganization over every oscillation cycle is maximized. The

charge organization is related to the separation of the charge from the interface, loosely wd.

In the aa and ss bias regimes, wd is approximately constant and there is only a change in

charge density very near to the surface as the cantilever oscillates; therefore, τ is small. In

the dd, wd, and ww regimes, wd varies significantly over every oscillation cycle; so τ is large.

4.1.2 Dopant density dependence

The Si/SiO2 sample measured here contains squares patterned by hydrogen resist lithogra-

phy. The fabrication methodology is described in detail in [8], but essentially, first hydrogen
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is selectively removed from a passivated Si(001) surface by scanning tunneling microscopy

(STM), and then the surface is exposed to arsenic, which favourably binds to de-passivated

sites. 3 nm of Si are then epitaxially grown over the whole surface, which is subsequently

terminated by 1 nm of native SiO2. The patterned squares therefore have a higher dopant

density than the background, where the dopant density is related to the number of hydrogen

atoms that were de-passivated during the STM hydrogen removal step. Measurements of a

similar sample using time of flight secondary ion mass spectrometry show that the dopants

are confined to a layer ∼ 2 nm thick beneath the epitaxially grown Si layer[8]. The Si wafer

is n-doped with phosphorous, so the background (where the bias spectrum in Figure 4.1 was
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Figure 4.4: Dopant density-dependent ∆f and Fd. Grid spectroscopy of variably-doped
patterned squares in a Si/SiO2 sample. At each pixel a full spectrum was acquired; the
images shown here are “slices” at the Vg indicated. The dots correspond to the spectra
shown in (b,c). The dopant density is highest at the bottom left and lowest at the top right,
and the background has the lowest dopant density. (a) shows ∆f at Vg = −1 V and (b)
shows Fd at Vg = −6 V . (c) shows the residual of the ∆f(Vg) curves with parabolas fitted
for Vg > VFB (the inset shows ∆f(Vg), and (d) shows Fd(Vg).
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measured) has the lowest dopant density.

Figure 4.4 a,b shows a grid spectroscopy image of these patterned squares. The dopant

density is highest in the bottom left corner, and decreases first moving upward and then

column-by-column moving right. The high dopant density squares can be easily distinguished

from the substrate in both the ∆f and Fd channels at negative bias, whereas the low dopant

density squares are progressively indistinguishable from the background.

Figure 4.4c shows the residual of the ∆f(Vg) curve with a parabola fitted for Vg > VFB at

various positions on the sample. Here, red corresponds to the highest dopant density, purple

to the lowest patterned dopant density, and grey to the background (that is, the un-patterned

region, which has the lowest dopant density). The non-parabolicity of the measured spectra

gradually increases as dopant density decreases. This is because at larger dopant densities,

VS(Vg) becomes increasingly linear over the bias range measured here. This is demonstrated

in Figure 4.5a,b. Specifically, the increase in linearity of VS(Vg) for increasing dopant density

is due to an increase in the screening capability of the Si surface (recall Appendix C.6).

Practically, this means that high dopant density Si is more “metallic” than low dopant

density Si. The increased linearity of VS(Vg) manifests as an increased constancy of the ∆f

Figure 4.5: Modelled dopant density-dependence. (a-b) VS(Vg) curves at varying bias
for the Si MIS capacitor with zins = 12 nm and A = 6 nm at the bottom (a) and top (b) of
the cantilever oscillation. Purple corresponds to the lowest dopant density (1e15/cm3) and
red to the highest dopant density (1e19/cm3). (c) Residual of each corresponding ∆f(Vg)
spectrum with its parabolic fit for Vg > VFB. (d) The change in VS over the cantilever
oscillation (∆VS) corresponding to the difference of (a) and (b).

51



4 – The time-dependent interfacial polarization

parabola fit (Vg < VFB) residual. This is shown in Figure 4.5c. By comparing Figures 4.4c

and 4.5c, the effective dopant densities of the Si sample squares measured here are between

Nd = 1e17 − 1e19/cm3.

Figure 4.4d shows that as dopant density decreases, Fd at negative bias increases. This

means that τ increases with decreasing dopant density at negative bias. This can be under-

stood in terms of the discussion of the previous section: Since the change in VS over every

oscillation cycle (∆VS) is dopant density-dependent, so is τ . Figure 4.5d shows the modelled

change in VS over every oscillation cycle (∆VS). At high dopant densities at negative bias,

∆VS is small in the experimental bias range, so τ is expected to be small. For the minimum

Nd expected in this sample based on the discussion above, ∆VS is large, so τ is expected to

be large. At positive bias, ∆VS is small for all dopant densities, so τ is expected to be small.

These trends agree with the experimental results in Figure 4.4.

4.2 fm-AFM measurement of the interfacial polariza-

tion

The method of finding the “best-fit” τ given Fd, described in the previous section, implicitly

contains several assumptions regarding the spatial and temporal characteristics of the surface

charge density. A more thorough evaluation of this relationship follows in this section. The

basis of this discussion is that the charge organization at the semiconductor surface can be

described as P⃗int, which accounts for both the magnitude of the charge and its distance

from the interface. Specifically, if the semiconductor surface is located at z = 0, the spatial

distribution of charge can be represented by writing the interfacial polarization at any time

t as a sum of i dipole moments qizi:

P⃗int =

∑

i qiz⃗i
v

(4.2)

where qi are the charges contributing to band bending at the surface, zi is their position,

and v is the effective probing volume. In correspondence with the previous section, a large

change in P⃗int over every oscillation cycle is expected to correspond to a large τ .
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The temporally- and spatially-dependent polarization P⃗ (r⃗, t) of a dielectric material is

not necessarily linearly related to the impinging electric field E⃗(r⃗, t), and therefore is more

generically described using a Taylor series expansion of E⃗(r⃗, t) with proportionality constant

χe, where χe is the spatially and temporally dependent susceptibility tensor[9]:

P⃗ (r⃗, t) = ϵo

∫

∂3r⃗′
t

∫

−∞

∂t′ χ(1)
e (r⃗, r⃗′, t− t′)E⃗(r⃗′, t′)...

+ ϵo

∫

∂3r⃗1
′

∫

∂3r⃗2
′

t
∫

−∞

∂t′1

t
∫

−∞

∂t′2 χ(2)
e (r⃗, r⃗1

′, r⃗2
′, t− t′1, t− t′2)E⃗(r⃗1

′, t′1)E⃗(r⃗2
′, t′2)...

+ ϵo

∫

∂3r⃗1
′...

∫

∂3r⃗n
′

t
∫

−∞

∂t′1...

t
∫

−∞

∂t′n χ(n)
e (r⃗, r⃗1

′, ...r⃗n
′, t− t′1, ...t− t′n)E⃗(r⃗1

′, t′1)...E⃗(r⃗n
′, t′n)

(4.3)

(and χ
(n)
e has units of dimensionality 1/E⃗(n−1)). The polarization response is not necessarily

temporally instantaneous or spatially isotropic: The integrals* over t describe the non-

instantaneity of the response, and the integrals over r⃗ represent the spatial anisotropicity or

non-locality of the response.

The nonlinear dependence of P⃗ on E⃗ is a central concept in the field of nonlinear op-

tics, which describes electronic polarizations resulting from large-amplitude excitations at

visible/ultraviolet frequencies. However, despite finding this description most commonly in

optical textbooks, Equation 4.3 is simply the most generic description for dielectric polar-

ization, and is not specific in and of itself to optical frequencies. In Sections 4.2.1 and 4.2.2,

the significance and applicability of the temporal and spatial considerations of Equation 4.3

will be discussed specifically in the case of a fm-AFM MIS capacitor. Throughout these

sections, a linear response is assumed; the non-linear bias-dependence is accounted for as a

bias-dependent χe.

* For terms beyond the linear term, the electric field product is not only between electric field terms
at the same position at the same time – the electric field product is taken over all positions and all times.

This is why there is a distinction between integration constants r⃗1
′
...r⃗n

′ and t⃗1
′

...t⃗n
′

, rather than simply
integrating over space and time as r⃗′ and t⃗′.
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4.2.1 Temporal dispersion

In the fm-AFM MIS capacitor, E⃗ varies temporally due to the oscillation of the tip above the

sample surface. (This was discussed in Chapter 3.) E⃗ is maximized when zins is minimized,

and there is a lag due to the charging time of the MIS capacitor over every oscillation

cycle. Consequently, Fts has components which are out-of-phase with zins, manifesting as an

increase in Fd. Experimentally, Fd is non-zero (as shown in Figure 4.1a), which means that

the interfacial polarization is non-instantaneous. This section aims to quantify the nature of

this non-instantaneity.

Assuming (for the moment) spatial isotropicity and homogeneity, P⃗ (t) for a linear mate-

rial is:

P⃗ (t) = ϵo

t
∫

−∞

∂t′ χ(1)
e (t− t′)E⃗(t′) (4.4)

where the bounds (−∞, t) are an explicit causal restriction, since electric fields from the

future (that is, t′ > t) cannot influence P⃗ (t). If under some condition “C” there is a single

timescale (“lag time”) t− t′ = τC corresponding to a phase offset ϕC between E(t) and P (t),

then the linear susceptibility is:

χ(1)
e (t− t′) =







0 , t− t′ ̸= τC

χ
(1)
e

∣

∣

C
, t− t′ = τC

(4.5)

where χ
(1)
e

∣

∣

C
is a scalar under the condition C and (by causal restraints) τC > 0. Then,

Equation 4.4 becomes:

P⃗ (t)
∣

∣

C
= ϵo χ(1)

e

∣

∣

C

∞
∫

−∞

∂t′ δ((t− t′) − τC)E⃗(t′)

= ϵo χ(1)
e

∣

∣

C
E⃗(t− τC)

(4.6)

At first glance, Equation 4.6 takes the form of the standard linear, isotropic non-dispersive

polarization equation (i.e. P⃗ = ϵoχ
(1)
e E⃗). However, the explicitly stated lag τC between E⃗ and

P⃗ is paramount for the interpretation of Fd in a fm-AFM measurement of a MIS capacitor,

as was discussed at the end of Chapter 3.
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Equation 4.5 is a simplification which must be treated with care. In general, the permit-

tivity of a capacitor is not given by a scalar. This is necessarily true, since the time-dependent

polarizations of a discharging and charging capacitor (as in Equation 3.14) are:

Pdischarging(t) ≈ Poe
−t/τ (4.7a)

Pcharging(t) ≈ Po(1 − e−t/τ ) (4.7b)

where Po is charged system at equilibrium under a static electric field Eo, and where for

the discharged system, P = 0. Pdischarging(t) is shown in Figure 4.6a for capacitors with

variable τ under the influence of a step-function electric field. The characteristic τ for

each curve is shown by a dashed line. This polarization response is clearly not generally

well-represented by the delta-function response given in Equation 4.5; rather, capacitors

have a Debye-like relaxation with timescale τ . However, as τ decreases, the delta function

approximation improves. For the fm-AFM MIS capacitor, the τ for which Equation 4.5 is

reasonable depend on the frequency of the cantilever. A 300 kHz cantilever has a period of

∼ 3 µs, which corresponds to the x-axis range after t = 0 in Figure 4.6a. Highlighted in red

is a discharging capacitor where τ = 100 ns, which is here proposed as a reasonable limit

where Equation 4.7 starts to approximate a delta function response. Figure 4.6b shows a

capacitor with a delta function response at τC = 100 ns. For a 300 kHz cantilever, then,

Equation 4.5 is a reasonable approximation for τC < 100 ns.

The linear frequency dependent permittivity of the delta function response is found by

taking the Fourier transform of Equation 4.5[10]:

χ̃e
(1)(ω) =

∞
∫

−∞

∂t χ(1)
e (t) eiωt

= χ(1)
e

∣

∣

C

∞
∫

−∞

∂t δ(t− τC) eiωt

= χ(1)
e

∣

∣

C
eiωτC

(4.8)

If the material has an instantaneous polarization (i.e. τC = 0), χ̃e
(1)(ω) is real. Conversely, if
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Figure 4.6: Time-dependence of the polarization response. (a) Time dependence of
a step function electric field (top) and resulting discharging capacitor polarization (bottom)
for four capacitors with variable τ (10, 100, 500, and 1000 ns). The τ = 100 ns capacitor
is highlighted in red. (b) Step function polarization response where τC = 100 ns. (c) τC
dependence of the real (solid) and imaginary (dashed) components of χ̃e

(1)(ω). τC ≤ 100 ns
is highlighted in red. (d) Illustration of the real (solid) and imaginary (dashed) components
of the frequency-dependent permittivity with resonances at 10 MHz, 1 GHz, 1 THz, and
500 THz. The grey line shows 300 kHz, and the red shaded region corresponds to τ =
100 ns-τ = 1 ns, which is the frequency range over which the delta function approximation
is valid for a 300 kHz cantilever.

the response is non-instantaneous (τC > 0), χ̃e
(1)(ω) is complex. In the quasi-static assump-

tion required for the fm-AFM MIS capacitor model, τC ≪ 2π/ω, which (since ϵ = 1 + χe)

corresponds to the low-frequency limit of the permittivity. In other words, ϵ̃(ω) ≈ ϵ, where

ϵ̃(ω) is the complex, frequency-dependent permittivity and ϵ is the static permittivity used

throughout Chapter 2. The real and imaginary components of χ̃e
(1)(ω) are shown for vari-

able τC in Figure 4.6c, where the range τ < 100 ns is highlighted in red. The x-axis range

of Figure 4.6c corresponds to one period of a 300 kHz cantilever oscillation, showing that

100 ns is a reasonable upper limit at which the quasi-static approximation applies.

Another requirement for the quasi-static approximation is that the cantilever frequency

is far from any natural resonances in the system. Examples of such natural resonances are
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illustrated in Figure 4.6d. Dielectric loss (i.e. attenuation of the impinging electric field) is

large at the resonance frequency of each polarization mechanism in the material. Therefore,

near any resonance frequency, it is no longer true that ϵ̃(ω) ≈ ϵ. Figure 4.6d shows an illus-

tration of the real and imaginary components of the frequency-dependent permittivity. The

material has several resonances, intended to illustrate an interfacial polarization (10 MHz),

an acoustic phonon (1 GHz), an atomic polarization (1 THz/ infrared), and an electronic

polarization (500 THz/ optical). The 300 kHz cantilever is indicated by a grey line. In this

example, the quasi-static approximation is valid, since the cantilever resonance is far from

any material resonances, in a regime where ˜ϵ(ω) ≈ ϵ and the imaginary component of the

permittivity is approximately zero.

4.2.2 Spatial anisotropicity and non-homogeneity

The spatial integrals in Equation 4.3 describe any spatial anisotropicity that might occur

in the polarization response. Such anisotropicity could be due either to a spatially non-

homogeneous electric field E⃗(r⃗) or a spatially non-homogeneous susceptibility χe(r⃗). Both

of these two forms of spatial anisotropicity manifest in an fm-AFM MIS capacitor experi-

ment. First, the electric field at the semiconductor surface arises due to an applied Vg at the

tip, and the tip-sample geometry is far from the ideal case of an infinite parallel plate capac-

itor for which E⃗(r⃗) would be spatially uniform. Such geometrical considerations were briefly

addressed in Chapter 3, but ultimately the MIS capacitor model presented in Chapter 2

does not consider any spatial variability of E⃗(r⃗) due to non-planar/edge effects. In general,

however, such geometric effects are treated as corrections in electrostatic nc-AFM experi-

ments[11, 12]. The lateral motion of charges corresponding to variable lateral band bending

as the cantilever oscillates is expected to contribute to τ [13]. These lateral effects should

be explored in future work, in particular near features such as defects or step edges which

might increase the lateral resistance, but these effects are also not considered here. Second,

a spatial variability of χe(r⃗) could occur if the semiconductor surface is non-homogeneous. If

there is more than one type of material in the fm-AFM scan range, for example, of course χe

depends on which material is immediately under the tip and contributing to the tip-sample

force. Additionally, χe depends on imperfections or defects in the semiconductor, such as
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adsorbates, vacancies, step edges, trap states, etc.

The small plate area a of the fm-AFM tip affords a unique opportunity to explore the

spatially variable χe(x, y) at the surface. This, combined with the phase information which

allows for a measurement of τ , discussed in the previous section, is the most important

benefit of using fm-AFM to study semiconductor surfaces. The polarization P⃗ (r) of a linear

material (neglecting, for the moment, temporal dispersion) is:

P⃗ (r) = ϵo

∫

∂3r′ χ(1)
e (r, r′)E⃗(r′) (4.9)

where the spatial integral has bounds over all space. For the MIS capacitor, the spatial

integral is over the capacitor volume v = azint, where a is the capacitor plate area, and

zint is the spacecharge depth. If (as for the MIS capacitor derivation in Chapter 2) the

semiconductor bulk is infinite, and if the semiconductor surface is located at z = 0, the

bounds over depth are (0, zint). The bounds over area are (0, a), assuming that lateral tip-

sample forces are zero. Here, perhaps, is a clearer way to explain the main benefit of the

fm-AFM MIS capacitor measurement: In fm-AFM, a is small, meaning that there is less

spatial averaging and more opportunity to look for spatial heterogeneity in χ
(1)
e (x, y), as

long as that spatial heterogeneity occurs at a scale larger than the tip radius r. In this work,

r ≈ 5 nm, so spatial heterogeneity on that scale can be measured. The spatial heterogeneity

of χ
(1)
e for a one-dimensional MIS capacitor is then:

χe(1)(x− x′, y − y′) =







0 , x ̸= x′, y ̸= y′

χ
(1)
e (x, y) , x = x′, y = y′

(4.10)

where χ
(1)
e (x, y) is a scalar which can vary depending on the tip position (x, y). If (as

discussed above) the electric field is assumed to be spatially uniform, E(x, y) = E is constant

over a = xaya. The surface polarization can be defined to occur at z = 0, and since
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E(z = 0) = ES, Equation 4.9 becomes:

P⃗ (x, y) = ϵo

zint
∫

0

∂z′
xa
∫

0

∂x′

ya
∫

0

∂y′ χ(1)
e (x, y) δ(z′, x− x′, y − y′) E⃗(a′)

= ϵo χ(1)
e (x, y) E⃗S

xa
∫

0

∂x′

ya
∫

0

∂y′ δ(x− x′, y − y′)

= ϵo χ(1)
e (x, y) E⃗S

(4.11)

Equation 4.11, once again, at first glance takes the standard form P⃗ = ϵoχ
(1)
e E⃗, but actually

it acknowledges the fact that χ
(1)
e (x, y) might be spatially heterogeneous. The derivation

of this section is perhaps roundabout, since the result in Equation 4.11 essentially exactly

repeats the assumptions stated above, without providing any independent insights. This

derivation is included to complete the generic polarization Equation 4.3, and to provide a

framework for future extensions of this work incorporating lateral band bending effects.

4.2.3 fm-AFM MIS expression

Combining Equations 4.6 and 4.11, P⃗int at any tip position (x, y) and time t is:

P⃗int(t, x, y)
∣

∣

C
= ϵo χ(1)

e

∣

∣

C
(x, y) E⃗S(t− τC) (4.12)

It might seem strange to express semiconductor band bending in this way, but quite a few

important concepts “pop out” of this polarization representation: First, the response is not

necessarily instantaneous; second, the susceptibility is not necessarily spatially homogeneous;

and third, perhaps most importantly, there is a spatial distribution of charges near the surface

which varies over every oscillation cycle.

The actual lag (it should be emphasized again) is a Debye process, as expressed in Equa-

tions 3.14 and 4.7. However, in the context of an fm-AFM experiment, it is much more

complicated to model a capacitor which is continually relaxing over the continuous oscilla-

tion of the cantilever. The delta function approximation shown here (within the frequency

constraints that have been discussed in detail above) allows for a much-simplified analysis

methodology.
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4.3 Dielectric loss at the Si/SiO2 interface

“Dielectric loss” refers to electromagnetic energy dissipation in a material. This energy can

be dissipated by a variety of different mechanisms, depending on various material parameters

(including its natural polarization resonances, discussed previously) as well as the charac-

teristics of the impinging electric field. Dielecric loss can in general also be characterized

as energy absorption by the material, as attenuation of the impinging field, or dielectric

dispersion.

One form of dielectric loss is related to the frequency-dependent complex susceptibility[1],

as demonstrated in Figure 4.6, which describes the various polarization resonances of a

material. If the excitation frequency corresponds to a resonance frequency, the amplitude

of the resulting polarization oscillation is maximized, meaning that the excitation energy

is maximally converted into kinetic energy. As the (material) oscillator relaxes, its kinetic

energy is converted into/ “dissipated as” heat, which corresponds to the damping of each

oscillator[1]. This is the basis of several spectroscopies, such infrared spectroscopy (where

an absorption peak corresponds to an atomic polarization resonance, e.g. stretching of

molecular bonds) or sub-band gap nonlinear optical microscopy (where an absorption peak

corresponds to an electronic polarization resonance). Excitations which are not typically

modelled as single harmonic potentials, such as excitons[14] (which are commonly measured

by linear ultraviolet/visible absorption spectroscopy) may also have non-radiative relaxation

pathways which lead to energy “loss”[15].

Additionally, there is loss associated with the finite conductivity of the material[1]. The

electrical conductivity is principally limited by various scattering mechanisms in the mate-

rial, such as electron-phonon scattering, electron-electron scattering, defect scattering, and

surface roughness scattering[1, 4]. At the macroscopic scale, such conductivity losses are also

called “Ohmic loss” or “Joule heating”. Note that these losses are not shown in Figure 4.6,

which only describes the system as a series of oscillators; Ohmic loss leads to an increase in

the imaginary component of the permittivity at low frequencies in the sub-microwave regime.

Dielectric loss goes hand-in-hand with temporal lag in the material response[10, 16].

For an oscillator, this is because the polarization requires some time to establish. For a
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capacitive circuit, losses introduce an equivalent series resistance, which shifts the phase

of the capacitive response. In the context of fm-AFM, then, it is intuitive that a Fts(t)

(i.e. material response) which is lagged with respect to zins(t) (i.e. the impinging field) is

associated with energy dissipation[17–20]. (The total interaction might have both energy

gaining and dispersive contributions[21], but the net effect is dissipative.) The increase in Fd

due to this lag (required to maintain a constant oscillation amplitude, shown in Chapter 3)

compensates for this energy loss in the material. In other words, if energy is being added to

the system in the form of an increased drive amplitude (i.e. there is more energy than should

be required to compensate for intrinsic cantilever damping) while the oscillation amplitude

is constant, the energy must be going somewhere: It is being dissipated in the sample.

4.3.1 Loss tangent

The loss tangent (tan(δ)) is a parameter that is used to quantify the total electromagnetic

energy loss in a material. tan(δ) is usually defined in terms of high-frequency losses (tan(δb))

which are due to atomic and electronic polarizations of the intrinsic lattice, and low-frequency

(including zero-frequency) losses (tan(δc)) which are due to Ohmic loss [22, 23], as:

tan(δ) =
im [ϵ̃]

re [ϵ̃]
= tan(δb) + tan(δc) (4.13)

In other words, δb is due to bound charge carriers in the material, and δc is due to conduction

losses according to[22, 23]:

tan(δc) =
σ

ωϵϵo
(4.14)

where σ is the conductivity and ω is the frequency of the impinging field. tan(δ) is frequency-

dependent, given that the loss mechanisms are themselves frequency dependent, as discussed

above. At low frequencies, tan(δc) ≫ tan(δb), and at high frequencies, tan(δb) ≫ tan(δc).

At radio and microwave frequencies (which includes the 300 kHz fm-AFM cantilever),

tan(δb) ≈ 0[23], meaning that the dominant loss mechanism associated with band bending

in an fm-AFM experiment are Ohmic[7, 23, 24].

Given the discussion of Section 4.2, where the surface charge organization follows a
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delta-function re-organization at lag time τ (Equation 4.12), in fm-AFM tan(δ) is simply

a measure of the phase difference between Fts and zins, where the total tip-sample force is

Fts = Fin cos(ωt) + Fout sin(ωt) as expressed in Equation 3.6. The “charge re-organization

time” τ is equivalent to a measurement of this angle. Given the small-angle constraint

described in Section 4.2, tan(δ) ≈ δ and tan(δ) and τ are proportionately related:

tan(δ) ≈ δ = ωτ (4.15)

where ω is the cantilever oscillation frequency. The loss tangent is frequency and temperature-

dependent, but the ∼ 0.01 − 0.1 order of magnitude shown in Figure 4.1b is consistent with

the generic observation that tan(δ) < 1[10], as well as with previously reported values in

the kHz to low GHz at room temperature (> 0.2, measurement[25]; ∼ 0.01 − 0.1, mea-

surements[22], ∼ 0.01, calculation[26]). At low temperature (< 15 K), loss tangents are

typically two to three orders of magnitude smaller (< 1e−5, measurements in the GHz[27,

28]), which can be attributed to the “freezing out” of free carriers. High-purity silicon, which

has fewer scattering centers, also exhibits smaller loss tangents (< 1e−5, measurement in

the GHz[23]).

4.3.2 Relation to mobility

The shape of the Fd(Vg) curve is also related to the carrier mobility µ. In general, the

mobility can be understood in the context of Matthiessen’s rule, where the total mobility

µtot is due to the combination of all mobility-limiting mechanisms in the solid[29]:

1

µtot

=
1

µbulk

+
1

µsurface

+
1

µdefect

(4.16)

where µbulk represents the lattice phonon scattering-limited mobility, µsurface is the mobility

limited by surface scattering (including surface phonon scattering and surface roughness

scattering), and µdefect is the mobility limited by defect scattering. In terms of the average

total scattering timescale for electrons and holes τtote,h , the total electron and hole mobilities
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µtote,h are:

µtote,h =
τtote,he

me,h

(4.17)

where me,h are the effective electron and hole masses. (Note that τtot here corresponds to

the scattering timescale, as compared to τ which is the RC time constant of the interfacial

capacitance.) For an n-type semiconductor, for Vg < VFB the carrier reorganization at the

surface is predominantly constituted of holes, µh dominates. For Vg > VFB, µe dominates.

Given Equation 4.17 and acknowledging this sensitivity to carrier type, Equation 4.16 can

equivalently be written as:

1

τtot
=

1

τbulk
+

1

τsurface
+

1

τdefect
(4.18)

where τbulk, τsurface, and τdefect are the scattering times in the bulk, at the surface, and near

a defect, respectively.

The conductivity is related to the total mobility and number of carriers N according to:

σ = µtotNe (4.19)

and therefore, in comparing to Equation 4.14, an increase in µtot or N corresponds to an in-

crease in loss. A complete understanding of loss as measured during an fm-AFM experiment

accounts for variations in both N and in µtot. In the low-frequency regime of this work, then,

τ is essentially an indirect measurement of N and µtot.

The measurement shown in Figure 4.1 was measured above an apparently featureless

location at the surface, so µdefect is presumed to be zero, and loss is dominated by µsurface.

The bias dependence can be understood as being due to a bias-dependent N ; that is, at

biases where ∆VS (or ∆wd or ∆P⃗int) are large, N (the number of carriers that are actually

participating in the surface charge re-organization) is large. Empirically, it has been observed

that the surface mobilities of Si are significantly lower than those measured for the bulk:

Bulk µe values are on the order of 1500 cm2/V s[22], whereas surface sensitive mobility

measurements at both room temperature[30] and cryogenic conditions[31] are about an order

of magnitude smaller. This is attributed to significant surface scattering[29].
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From Equation 4.18, it follows that an increase in τtot corresponds to an increase in

tan(δ). Far from any defects, τtot is expected to be dominated by τbulk and τsurface according

to Equation 4.18. This is the result presented in Figure 4.1. Measurements above impurities

at the surface are expected to contribute a scattering timescale τdefect, increasing τtot, which

manifests as an increase in Fd. This will be demonstrated in Chapter 5.
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Chapter 5

Defect scattering at Si/SiO2 trap

states

“Uniformity” and “homogeneity”, like “contact” which was discussed in the introduction

to Chapter 3, are macroscopic concepts that begin to break down at the nanoscale. A

large sheet of metal, for example, by eye is homogeneous, but when viewed under an optical

microscope, some dirt or contamination might become visible at millimeter and micron scales.

If the surface could be perfectly cleaned, then imaging it with AFM or STM at the nanoscale

would show step edges corresponding to the planes of atoms that make up the material. If

the surface could be perfectly polished so that it is atomically flat, then imaging it at the

atomic scale (which is sub-Angstrom, i.e. less than one tenth of a nanometer) would show

heterogeneity corresponding to the individual atoms that make up the material.

It is the lowest level of inhomogeneity which is at play in modern silicon devices. Silicon

nanofabrication capabilities are unparalleled for any other material[1, 2] – that is, they

are clean and they are flat – yet some degree of surface heterogeneity at the nanoscale is

inherently unavoidable. This is because a bare Si surface is energetically unfavorable (it only

exists at high temperatures in UHV), and so for the purpose of devices it necessarily has some

kind of capping layer (which is most commonly SiO2, which naturally grows at the Si surface

when it is exposed to air). At the atomic scale, there is a “mismatch” of the two materials
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at the interface. This natural “mismatching” leads to defects which modify the surface

charge organization at the nanoscale[3]. In MOSFET devices, such defects are thought to

be the origin of 1/f noise[4, 5] (to be discussed in Chapter 6), as well as other various

instabilities[6]. In silicon-based quantum devices, such defects lead to heterogeneities in the

dielectric dispersion, which will complicate the realization of many-qubit quantum senors

and computers[7]. This chapter demonstrates the defect-originated spatial heterogeneity of

dielectric loss at the Si/SiO2 interface.

5.1 Spatial heterogeneity of Si/SiO2

There are many different types of trap states at the Si/SiO2 interface which can be categorized

in terms of their spatial position with respect to the interface and their energy with respect

to the semiconductor band edges. The Si/SiO2 interface has four main categories of traps:

Class a, which are close to the Si surface and have energies between Ev and Ec; Class b,

which are also close to the Si surface but which have energies > Ec or < Ev; Class c, which

are present within the oxide, removed from the Si surface; and Class d, which are mobile

within the oxide[8]. These categorizations of traps are relevant for many semiconductor-

oxide interfaces, but have been most widely studied for Si/SiO2. In general, these traps can

be in various charge states (this is a central theme of Chapters 5 and 6, to be discussed in

detail throughout).

Class a traps have many different names, including “interface traps”, “interface states”,

“interface-trapped charge states”, “fast states”, and “surface states”[4, 6, 8, 9]. In general,

these are due to the natural bond mismatch between Si and SiO2 which gives rise to a silicon

dangling bond[4, 6, 8, 9]. They are named Pb centers in Si(111) and Pb0 and Pb1 centers

in Si(100). Class a trap states exist within the band gap, and therefore it is energetically

“common” for them to interact with the surface charge density. They are either donor-like,

meaning that they have an energy level in the lower half of the band gap and carry either

neutral or negative charge, or acceptor-like, meaning that they have an energy level in the top

half of the band gap and carry either positive or neutral charge[4, 6, 8, 10]. The occupancy of

a Class a trap depends on the position of the trap with respect to Ef (due to VS and therefore
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Vg). Because they are located at the Si surface, they also participate appreciably in scattering

with the surface charge density[8, 11]. Additionally, these interfacial dangling bond states

can be either bonded or un-bonded with hydrogen. The of role hydrogen passivation for

these defects will be discussed in Chapter 6.

Class b traps are called “fixed interface charges” or “fixed surface states”. Like Class a

traps, they are located immediately at the Si/SiO2 interface and are due to a bond mismatch

between Si and SiO2[8]. The only difference between Class a and b traps is their energies:

Class b trap energies are far above Ec or below Ev. This means that capture and re-

emission from the conduction and valence bands is energetically unfavorable under ‘typical’

experimental conditions, However, because of their spatial proximity to the surface, they are

still believed to participate in scattering[8].

Class c traps, also called “border traps”, “near-interfacial oxide traps”, “slow states”,

and “fixed oxide states” are due to imperfections in the bulk SiO2[6, 8]. The main types of

Class c traps in SiO2 are oxide vacancies (E’ centers), which are common radiation-induced

defects[4, 8], as well as oxide-trapped charge[4]. Class c traps are found deep within the

oxide (i.e. several atomic distances up to nanometers removed from the Si surface), and so

scattering at these states is expected to be minimal[11]. Additionally, the barrier for charge

transfer between the surface charge density and Class c states is significant, and so occurs

mainly by tunneling. This means that timescales related to filling and depleting these states

depend on the position of the trap within the oxide (i.e. the barrier width), the trap energy,

the Si/SiO2 barrier height, and the concentration of Si surface carriers[4, 8, 12].

Class d traps, also called “mobile oxide charges”[8], are due to Group I contaminants

(principally Na+) in the oxide, which have large lateral mobility[6, 8]. These contaminants

are largely suppressed with modern Si microfabrication methods[8], and so are not presumed

to contribute to any of the phenomena measured in this work. Finally, as for any material,

grain boundaries are another type of defect, as are point vacancies and atomic impurities.

Even “intentional” atomic dopants can be thought of as defects at the atomic scale, in the

sense that their scattering coefficients and charge transfer characteristics will differ from the

native material.
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5.1.1 Loss peaks at an interfacial trap

Class a traps, henceforth in general referred to as interfacial traps (ITs), are expected to be

the most significant origin of dielectric loss at the Si/SiO2 interface because, for the reasons

described above, they participate appreciably in scattering of the surface charge density.

Furthermore, because interfacial trap energies are within the band gap, the interaction of

the trap with the surface charge density is expected to be bias-dependent. This is because

the electric potential energy at the trap location is determined by the potential continuity

of the MIS capacitor (Equation 2.21), i.e. band bending.

Figure 5.1 demonstrates the bias-dependent IT energy associated with band bending

at the Si/SiO2 interface in an fm-AFM experiment. There is a continual re-organization

of the surface charge density as the cantilever oscillates, as was described in Chapter 4.

Figure 5.1 shows the band diagrams at the top (i.e. largest tip-sample separation, dashed

lines) and bottom (i.e. smallest tip-sample separation, solid lines) of the cantilever oscillation

at variable Vg. The bottom of the oscillation corresponds to zins,c = 12 nm, and the top

corresponds to zins,f = 18 nm (A = 6 nm).

-1

-0.5

0

-1

-0.5

0

-1

-0.5

0

0 20 40

-1

-0.5

0

0 20 40

-1

-0.5

0

0 20 40

-1

-0.5

0

-6.0 V

b
o
t

to
p

a -4.0 V

b
o
t

to
p

b -2.0 V

b
o
t

to
p

c

+1.0 V

b
o
t

to
p

d +3.0 V

b
o
t

to
p

e +9.0 V

b
o
t

to
p

f

Figure 5.1: Bias-dependent IT charge state: Energy of a donor-like (orange) and
acceptor-like (blue) IT at variable Vg at the bottom (bot) and top of the A = 6 nm cantilever
oscillation where zins,c = 12 nm, at variable Vg (indicated). Si surface band bending is also
shown at the bottom (solid lines) and top (dashed lines). Filled circles correspond to the
filled (electron) charge state. [Figure adapted from [13].]
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A donor-like trap, which can become positively charged via capture of a hole from the

valence band, is shown in orange; an acceptor-like trap, which can become negatively charged

via capture of an electron from the conduction band, is shown in blue. Empty circles show

empty (electron) states: That is, at large negative bias, the donor-like trap is positive and

the acceptor-like trap is neutral; around 0 V both traps are neutral; and at large positive

bias, the donor-like trap is neutral and the acceptor-like trap is negative.

Figure 5.2a,b show bias spectra measured at three positions on the Si/SiO2 surface (on the

order of 100 nm apart). In dark grey is the bias spectrum above an apparently “featureless”

location (as shown in Chapter 4); the two other locations exhibit peaks in Fd at negative and

positive bias. The ∆f spectra in Figure 5.2a for each are the same (except for the orange

spectrum – this difference can be attributed to ∼ 2 nm drift between experiments. The light

grey parabola in Figure 5.2a shows a model which is 2 nm closer).
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Figure 5.2: Bias-dependent loss. (a,b) Bias spectra measured above three locations at the
Si/SiO2 surface (grey, orange, blue), and models (also grey). (a) The measured and modelled
(zins,c = 12 nm) ∆f(Vg) spectra all overlap, except for the orange curve; This difference can
be attributed to 2 nm drift (a model with zins,c = 10 nm is also shown). (b) corresponding
Fd(Vg) curves, with models at variable τ (1, 5, 10, 15, 25, 40, 60, 100, and 150 ns). Models
corresponding to the zins,c = 10 nm curve are not shown. (c) E(Vg) dependence of the ITs
in Figure 5.1 at the bottom (solid) and top (dashed) of the oscillation. Crossing points are
shown by vertical lines, and a summary of the charge states in each bias regime is included
at the top. (d) τ(Vg) and tan(δ) corresponding to (b) above a donor-like trap (orange),
acceptor-like trap (blue), and featureless region (grey). [Figure adapted from [13].]
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The full bias dependence of the trap energies (corresponding to Figure 5.1) at the top

and bottom of the oscillation are shown in Figure 5.2c. The shape of these curves comes

from the shape of the bias-dependent VS (recall Figure 2.8a). The value of Vg where the trap

energy (ET ) equals Ef is called a crossing point. There are therefore four crossing points

in total (corresponding to donor-like and acceptor-like traps at the bottom and top of the

oscillation), which are indicated by vertical lines. When Vg is greater than (more positive

than) the crossing point, the trap has a greater proability of being occupied (by an electron)

than it does of being unoccupied, and within the crossing points, the trap has the highest

probability of switching its charge state[14].

Figure 5.2d shows that there is a sharp increase in the τ at biases between the crossing

points of each trap. The orange curve, therefore, corresponds to increased loss above a

donor-like trap, and the blue curve to an acceptor-like trap. The trap energies shown in

Figure 5.1 and Figure 5.2c were found by comparing the crossing points to these spectra.

They are 0.17 eV above the valence band for the donor-like trap and 0.65 eV above the

valence band for the acceptor-like trap. These values are in good agreement with accepted

levels for Si/SiO2 IT energies[9, 15].

A description of the energy loss mechanism for Vg between the donor-like crossing points

follows. Figure 5.1b shows a donor-like trap which switches occupancy over every oscillation

cycle. Beginning with the cantilever at the bottom of its oscillation, ET > Ef and the trap

is unoccupied. As the cantilever moves upward, the trap energy decreases until ET = Ef .

From this point on, the trap energy is less than the average energy of electrons in the

semiconductor, meaning that the capture probability is high[16]. When the electron is

captured at ET > Ef , it loses energy as it relaxes to its electronic ground state, in a process

attributed to phonon scattering[14, 17, 18]. The trap, now occupied, has a low probability of

electron emission while ET < EF , and therefore remains occupied until the cantilever reaches

the top of its oscillation. The reverse occurs as the cantilever moves downward again: While

ET < Ef , the probability of losing the electron is low, but when ET ≥ Ef , the probability of

losing the electron is high. Any difference of energy between the trap and the semiconductor

(ET − EF ) is dissipated in a phonon “cascade”[8, 14, 17, 18]. Between the acceptor-like

crossing points (Figure 5.1e), an analogous loss mechanism occurs.
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It should be noted that screening and the additional capacitance of the charged interfacial

states[19] are not taken into consideration in the fm-AFM MIS capacitor model presented

here. It is well-known that ITs lead to stretching (along the Vg axis) of the VS(Vg) curve[6].

MIS models which do account for this extra capacitance have been developed elsewhere[6,

8]. There are also fm-AFM models which include this capacitance[20, 21], though in these

models the state occupancy is presumed to be static over each oscillation cycle, and there is no

discussion of loss (that is, an equivalent series resistance is not included). Here, the in-phase

force components (∆f) corresponding to the Figure 5.2h spectra overlap within measurement

uncertainty (even at large biases where the traps are certainly charged). This indicates that

screening effects (as well as the additional Coulomb force and image charges[22]) are not

significant in this measurement, and would lead only to a minor correction of the values of

τ and tan(δ) in Figure 5.2h.

5.1.2 Dispersion rings

In fm-AFM experiments, spatially localized features which have a peak in a bias spectrum

manifest as rings when imaged at constant height[23]. This is due to the spatial localization

of the tip (i.e. top gate), which (presuming a spherically symmetric tip) introduces circular

equipotential lines in the insulator and sample. For example, when the tip is positioned

directly above a donor-like trap at Vg ∼ −4 V , there is an increase in the measured Fd

corresponding to the peak in Figure 5.2h. However, when the tip is moved some distance

away in x, y, or z, the potential at the trap site decreases, and Vg must be increased to observe

the Fd peak. Similar peaks[24] and rings[25] associated with ITs at semiconductor surfaces

have been measured by STM. The contrast mechanism in STM, which measures tunneling

between the tip and sample, is different than the contrast mechanism here (STM measures

the local density of states at the Fermi energy), though it should be noted that similar

dynamics are at play: The measured current in STM depends on the IT occupancy, and so

is related to the lifetime of charged IT state; in the STM experiments where peaks and rings

were observed, Vg was modulated[24, 25], and so frequency-dependent STM experiments on

these systems should exhibit a frequency-dependent tunneling current. This is a possible

future avenue to be explored.
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Figure 5.3: Rings associated with dielectric loss. Multi-pass images showing Fd at
variable Vg above a donor-like IT (top, a-c) and an acceptor-like IT (bottom, d-f). The color
scale is the same for all images: Fd = [27 : 50] mV . [Figure from [13].]

Rings corresponding to a donor-like trap (negative bias) and an acceptor-like trap (pos-

itive bias) are shown in Figure 5.3. The ring shape is a simply a consequence of raster

imaging with a tip as discussed above, so in some sense these rings are nothing more than

an imaging artefact (that is, these rings are not present in the sample when the tip is re-

moved). However, measuring the surface in this way is informative on several fronts. First,

ring imaging is a straightforward way to demonstrate the stability of ITs. The images shown

in Figure 5.3 were measured over the span of hours at large biases (up to ±8 V ), which

means that the traps are extremely robust as a function of both bias and time. Second,

the IT number density at the surface can be estimated by counting the number of rings in

an image. Third, ring imaging is an effective way to spatially locate traps. For example,

consider a bias spectroscopy experiment for which there was no prior ring imaging. If the

spectrum exhibits a peak, it would be challenging to know whether the measurement was

done directly above above the trap, or whether the peak corresponds to a ring edge at a

shifted bias.

5.1.3 Peak shape dependencies

The three main characteristics of the loss peaks in Figure 5.2d are their position (along the

Vg axis), width (along the Vg axis), and height (along the Fd, τ , or tan(δ) axis). These

characteristics depend on the oscillation amplitude A as well as the distance between the
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tip and the trap. These dependencies are demonstrated experimentally in Figure 5.4, which

shows bias spectra measured at varying A and tip lift (zTL) above a trap.

The peak position is related to the tip-sample distance, as explained previously: At large

distances, a larger Vg must be applied to excite the trap which leads to a peak. This is why,

in Figure 5.4a-c, as zTL increases, the peak position shifts toward larger negative biases. In

Figure 5.4, when zTL = 6 nm (i.e. when the distance between the tip and the trap increases

by 6 nm), which corresponds to comparing the red and green spectra, the peak position

shifts by ∼ 2.5 V toward negative biases. This agrees with the rings shown in Figure 5.3,

where when Vg increases by 2 V (which corresponds to comparing Figures 5.3a and b) the

* Figure 5.4e shows another experimental test of a fundamental fm-AFM assumption. In both of the
fm-AFM derivations shown in Section 3.1, ∆ω is independent of A (note that in the linear force regime,
Fts(t) is directly proportional to A, which cancels with the denominator in Equation 3.8a). Figure 5.4e,
which shows all of the ∆ω(Vg) spectra corresponding to the Fd(Vg) spectra in Figure 5.4a-c, demonstrates
the ∆ω is indeed A-independent within experimental uncertainty.
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Figure 5.4: Amplitude and distance dependencies. (a-c) Fd(Vg) spectra measured at a
constant (x, y) at variable zTL (red=0 nm, yellow=2 nm, green=4 nm, and blue=6 nm) and
variable A, indicated. The horizontal lines show the peak half-maximum and the vertical
lines correspond to the PW of each spectrum. (d) A-dependent PW . The trend here is not
expected to be linear; the lines serve to guide the eye. (e) All 12 ∆f(Vg) spectra measured
simultaneously with the Fd(Vg) spectra in (a-c), overlaid. The inset demonstrates that ∆f
is amplitude-independent. [Figure from [13]].*
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ring radius increases by ∼ 5 nm.

The peak width is related to the separation of the crossing points along the Vg axis: If

there is a large separation, there is a larger bias range over which loss is enhanced, and so the

peak broadens. In this experiment, the separation between the crossing points increases with

A, since at large A there is a significant change in band bending over every oscillation cycle.

Figure 5.4d demonstrates this dependence of the peak width (PW ) on A. (Note that this

relationship is not expected to be linear - the lines simply serve to guide the eye.) Finally,

the peak height corresponds to the amount of energy that is dissipated at the defect site.

When A is small and when zTL is large, the change in surface potential as the cantilever

oscillates is small, and by consequence there is less energy loss.

5.2 Dopant density-dependent defect scattering

All of the data shown in Section 5.1 were measured in the “background” (i.e. unpatterned,

lowest dopant density) region of the Si/SiO2 sample. This section demonstrates the dopant

density dependence of IT scattering.

Figure 5.5 shows multipass images measured at negative and positive bias. Three of the

squares in Figure 4.4 can be seen: Two at high dopant density (left) and one at intermediate

dopant density (right). Figure 5.5a-c shows that there are many donor-like rings in the

background region of the surface (the ring density is about 10 rings/100 nm2) but in the

highest dopant density squares only one ring is visible. Acceptor-like rings throughout are

rare: Less than 5 are measured in Figure 5.5d-f, all in the background region.

ITs are presumably present at approximately the same density everywhere at the Si/SiO2

interface, but the bias-dependent interfacial charge organization is highly dopant density-

dependent (this was demonstrated in Section 4.1.2). In the high dopant density regions

within this bias range, there is less band bending, so less surface charge organization overall,

corresponding to less loss – this is why Fd in Figure 5.5a-c is lower overall. The absence

of rings in the highly doped regions is also due to the reduced band bending: Due to the

increased metallicity of the highly doped regions, larger biases required to shift the trap

energy with respect to the band edges – i.e. the crossing points are shifted to more extreme
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-4 V

a

-6 V

b

300 nm
-8 V
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f

Figure 5.5: Variable ring densities. Multi-pass images showing Fd at variable Vg. (a-c)
were measured simultaneously (line-by-line), and (d-f) were measured simultaneously. The
scale bars are the same for both; but the (a-c) images are 300 nm tall whereas the (d-f)
images are 200 nm tall. (Note that the images are vertically offset from one another.) The
colour scale bar is the same for all images: Fd = [25 − 43] mV . [Figure adapted from [13].]

biases.

The general lack of acceptor-like traps can be similarly understood: In the accumulation

regime, ∆VS is small for all dopant densities (see Figure 4.5. Therefore, only traps with

energies very close to Ef are expected to participate in scattering. The bright ring in

Figures 5.5d-f, therefore, corresponds to an acceptor-like trap with an energy close to Ef .

This corresponds with the analysis in Figure 5.2, where the acceptor-like peak actually

corresponds to this ring. Given the crossing points analysis discussed, the acceptor-like trap

energy is merely 50 meV above Ef .

All of the spots in Figure 5.5a,d correspond to spatially localized decreases in mobility

due to scattering by defects (i.e. τdefect). The rings in Figure 5.5b,c,e,f demonstrate the bias-

dependent spatial heterogeneity of dielectric dispersion in nanoscale semiconducting devices.

For example, if in the development of a Si-based quantum computer two dopant atoms were

buried ∼ 2 nm apart beneath a 2 nm surface, Figure 5.5 shows that at intermediate dopant
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5 – Defect scattering at Si/SiO2 trap states

densities (∼ 1e17/cm3) the electrostatic environment of one is significantly impacted by the

other, and additionally by the (unavoidable) Si/SiO2 ITs.

In the future, measuring loss peaks and rings at variable temperature with this method-

ology would lead to valuable insights regarding the capture and emission mechanisms of

ITs. Capture and emission by ITs are thermally activated processes which involve acoustic

phonon interactions with the trap[8, 17, 26, 27]. The ground and excited IT states can be

represented as displaced harmonic oscillators where, for an electron to be captured by the

trap from the conduction band, it must first gain (vibrational) energy and then relax by

phonon scattering or emission.

Specifically, two main mechanisms are proposed to dominate loss during electron capture

and emission by ITs. In the first mechanism[17, 27], an IT close to the band edge captures an

electron and vibrationally relaxes into its lowest electronic state via a phonon “cascade”, i.e.

energy loss due to phonon-phonon scattering between the trap – which has a series of closely-

spaced vibrational levels – and phonon modes in the conduction band. In this mechanism,

as temperature increases, the probability that a the trap will relax is small because there is

a substantial population of phonons in the bulk which can readily excite the electron back

into the conduction band. The temperature dependence of this mechanism is T c, where

1 < c < 4[17, 26]. In the second mechanism[28], the ground state IT energy is closer to

mid-gap, and there is a significant relaxation after the electron is captured; this energy is

lost by multiphonon emission. The temperature dependence of the second mechanism is

exp (−(EC − ET )/(kBT ))[26].
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Chapter 6

Interfacial noise

In experimental science, “noise” means that measured processes fluctuate in a random way

about a value. “Noise” is often contrasted with “signal”, where the signal is the “meaningful”

information of the measurement and the noise is some undesired effect. However, in any

process, the noise itself has some physical origin, and understanding the noise can lead to

powerful insights about the system as a whole.

Noise is commonly characterized by measuring its power as a function of frequency (i.e.

its power spectral density, or PSD). White noise has equal power at all frequencies, meaning

that its PSD is flat. The name is derived from “white light”, which also has equal power at

all visible frequencies. In the time domain, this means that the mean of the noise (i.e. the

average of the measurement with the signal subtracted) is zero, and the variance is constant.

The noise of a fan, for example – which is due to variations in air pressure as the fan blades,

which cover a wide range of tangential speeds, impact air molecules – has a flat PSD. Two

common kinds of white noise in electronic signals are Johnson noise, which is due to random

thermal motion of electrons in metals, and shot noise, which is due to the quantized nature

of electrons which make up electrical current.

Pink noise, in contrast, exhibits higher power at low frequencies. Pink noise is often

referred to as “1/f noise”, since its PSD is proportional to 1/fα, where 0 < α < 2[1]. The

name “pink noise” again comes from an analogy with light: The limit where α = 2 is called
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6 – Interfacial noise

“red noise” or “brown noise”, since red is the lowest frequency of the visible spectrum; α = 0

is flat (i.e. white); so “pink noise” has values of α somewhere between the two. In processes

that give rise to 1/f spectra, the mean and variance of the noise vary as a function of time.

1/f noise manifests in a huge variety of systems, from traffic flow rates to ocean current

velocities, and even loudness fluctuations in radio and music (such as Scott Joplin’s piano

rags)[2, 3]. 1/f noise also ubiquitously manifests in semiconductor devices, which can reduce

the efficiency of CMOS technologies and presents challenges for the continued development

of semiconductor qubits.

It is widely accepted that 1/f noise in semiconducting devices emerges principally at

surfaces[3, 4]. In particular, 1/f noise is thought to be due to two-state fluctuations (i.e.

random telegraph signals, RTSs) associated with individual defect states. The overall 1/f

trend in the PSD emerges when there are many traps in the device, each with their own

characteristic timescales. Huge research efforts have been devoted to understating the origin

of random telegraph noise (RTN) in semiconductors, but pinpointing specific reaction path-

ways responsible for RTN is challenging. This is in part because RTN is typically measured

as drain current or resistance fluctuations in MOSFET devices[3, 5, 6], which are microscopic

and so it is hard to extract the behaviour of individual traps.

It is also challenging, in MOSFET measurements, to disentangle whether the measured

RTSs are due to fluctuating carrier numbers or fluctuations in the mobility. The spatially

localized fm-AFM MIS model presented in Chapter 4 allows for spatially localized measure-

ments of noise, as well as the ability to directly measure variations in mobility associated

with RTN at semiconductor surfaces. This chapter demonstrates spatially resolved RTN of

individual trap sites at the Si/SiO2 surface. The noise is shown to have a variety of timescales

(Section 6.1) and to manifest as correlated number and mobility fluctuations (Section 6.2).

Possible reaction pathways are identified (Section 6.3) and related to the observation that

RTN timescales and amplitudes are bias-dependent (Section 6.4).
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6.1 Defect-localized noise

Noise at the Si/SiO2 surface is localized to defect sites. Figure 6.1 shows a multi-pass image

where, like in Chapter 5, the Fd channel shows rings with a bias-dependent radius. In this

measurement, the rings exhibit noise with a variety of timescales: The Ta ring does not

appear to switch at all (this is the kind of ring that was presented in Chapter 5); the Tb ring

switches several times as the tip passes over it (the scan speed in these images is 5 nm/s, so

this slow switching corresponds to a timescale on the order of Hz); and the Tc ring switches

many times as the tip passes over it (which corresponds to fast (ms) timescales on the order

of kHz). The data shown in this chapter were measured in the “background” (lowest dopant

density) region of the Si/SiO2 sample. The doped regions, which did not exhibit rings, also

did not exhibit noise above the base measurement noise. The analysis to follow was measured

near the center of a Tc-type ring.

30 nm-6 V

a

-8 V

b

10 nm-6 V

c

-8 V

d

Figure 6.1: Spatially localized noise. Multi-pass Fd measurements at the Si/SiO2 surface
at variable bias (indicated). (a-b) and (c-d) were each measured simultaneously. In (a-b),
three traps are identified: Ta, which has no apparent switching; Tb, which has slow switching;
and Tc (hard to see), which has fast switching. (c-d) are “zoom in” measurements of the Tc

trap.
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6.2 Quantifying RTSs

Figure 6.2 shows two-state noise in the ∆f and Fd channels, measured simultaneously at

Vg = −6.5 V near the center of a “fast-switching” site. Various quantitative analyses of the

time traces are also shown – these analyses will be explained in detail in this section. The

two states of this system are labelled “0” and “1”: this will be revisited in Section 6.3. There

was some drift (< 1 nm) over time as the noise time traces were measured, so the running

mean (where the time average of the mean was much larger than the fluctuation period) was

subtracted from the measurements. ∆(∆f) and ∆(Fd) correspond to the difference in the

measured ∆f and Fd from this background.

Figure 6.2: RTS above an IT at Vg = −6.5 V . Simultaneously measured (a-d,i) ∆f (red)
and (e-h,j) Fd (blue) above an IT. 60 s of the 400 s time trace are shown (a,e). Histograms
of the time trace show two clearly distinguishable states (b,f). The mean and FWHM of
the Gaussian fits (colour) in (b,f) are shown in (a,e) as coloured lines and shaded regions,
respectively. The wait time between 0 → 1 transitions (τ0; c,g) and 1 → 0 transitions (τ1;
d,h) are exponentially distributed; exponential fits are shown. (i,j) PSD of the ∆f and Fd

time traces, respectively (colour) and the base instrument noise (grey). Lorentzian fits are
overlaid, and the corner frequency fC is shown. (k) Correlation matrix of the ∆f and Fd

signals.
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6.2.1 Fluctuation amplitude

The amplitude of the RTS (A01) is measured by fitting Gaussian distribution functions to

the time traces (Figure 6.2a-b,e-f) such that:

A01 = |0̄ − 1̄| ±
√

(δ0̄)2 + (δ1̄)2 (6.1)

where 0̄(1̄) is the mean value of 0(1) peak and δ0̄(1̄) is the standard deviation of the Gaussian

fit. In Figure 6.2a,e, the mean of each Gaussian fit is a solid coloured line, and the standard

distributions are shaded coloured regions. Note that in using a Gaussian fit, there is an

assumption that the noise in each state is normally distributed. This is a good assumption:

The R2 values for the fits are close to 1 (for the four fits in Figure 6.2b,f, from top to

bottom they are 0.9971, 0.9973, 0.9983, and 0.9929). The peak widths are also approximately

constant, and correspond to the measurement noise in a non-fluctuating system at this bias.

6.2.2 Exponential wait times

Next, the “wait time”, or time between state transitions, is measured. The random tele-

graph fluctuations studied here are two-state Poisson point processes (discussed further in

Section 6.3), and therefore the time between transitions is exponentially distributed (deriva-

tion in Appendix C.11):

P0→1 =
1

τ̄0
exp

(

−τ0
τ̄0

)

(6.2a)

P1→0 =
1

τ̄1
exp

(

−τ1
τ̄1

)

(6.2b)

where P0→1(1→0) is the probability of a transition occurring at a given τ0(1), which is the wait

time in the 0(1) state before a 0 → 1 (1 → 0) transition. τ̄0(1) is the average wait time in

the 0(1) state. The uncertainty of τ̄0(1) corresponds to the 95% confidence interval of the

87



6 – Interfacial noise

exponential fit. The rates of the 0 → 1 and 1 → 0 transitions are correspondingly:

k01 =
1

τ̄0
± ∂τ̄0

τ̄ 20
(6.3a)

k10 =
1

τ̄1
± ∂τ̄1

τ̄ 21
(6.3b)

Figure 6.2c-d,g-h show the wait time distributions with exponential fits. In each his-

togram, the first data point is omitted from the fit because it is artificially lowered due to

the finite sampling period (20 ms). A description of the analysis to evaluate the timescales

in Figure 6.2c-d,g-h is provided in Appendix B.5.

6.2.3 Lorentzian power spectral density

The power spectral density (PSD, Figure 6.2i,j) of a two-state RTS time trace is Lorentzian

in the form[7, 8]:

S(fF ) =
4A2

01

(τ̄0 + τ̄1) ×
[

(

1
τ̄0

+ 1
τ̄1

)2

+ (2πfF )2
] (6.4)

where fF is the Fourier frequency. The corner frequency fC is:

fC =
1

τ̄0 + τ̄1
(6.5)

such that S(fF ) exhibits a f−2
F dependence for fF > fC . In Figure 6.2i,j, the Lorentzian

curves and fC values shown (Equations 6.4 and 6.5) correspond to the A01, τ̄0, and τ̄1 values

which are found from the RTS analysis (Equations 6.1 and 6.2), and there are no free fit

parameters. (This serves as a way to check that the signal only has one RTS, within noise,

and that the RTS analysis is accurate.) The corner frequency is shown by a vertical line.

The 1/f trend in the PSD of macroscopic devices is an emergent effect that arises in when

there are many different two-state fluctuators with different corner frequencies[9–11]. For

example, Figure 6.3 shows power spectra corresponding to two different traps at the Si/SiO2

surface, along with their Lorentzian fits (Equation 6.4) and corner frequencies (Equation 6.5).

Two dashed black lines show S = fF
α for α = −1 and α = −2. The slope of PSD of

each individual trap (at frequencies higher than its corner frequency, i.e. where the second
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Figure 6.3: Emergent 1/f trend for multiple RTSs. (a) Power spectra of the ∆f
channel for two traps (orange and pink) and the base sample PSD (grey). Lorentzian fits
and corner frequencies are shown for both traps in their respective colours. The black lines
show S = fF

α for α = −1 and α = −2 (indicated). (b-c) Time traces of both traps in their
respective colours. The total time traces were measured for 500 s; only the first 30 s are
shown. Note that the x- and y-axes are the same for both traps to allow for easy comparison
between them.

term dominates the denominator in Equation 6.4) is proportional to −2 (i.e. α = −2),

but together, Figure 6.3 shows that the combined PSD slope (for fF between the corner

frequencies) is proportional to −1 (i.e. α = −1).

The two measurements shown in Figure 6.3 were not chosen arbitrarily. The orange

measurement has one of the longest sets of up and down timescales measured on the sample,

and the pink measurement has one of the shortest sets of timescales. These particular mea-

surements were selected for this figure to maximize the difference in their corner frequencies,

so as to better visualize the effect of adding the two power spectra. The fact that these

are the smallest and largest corner frequencies observed on this sample is due to experi-

mental constraints: The longer measurement times required to study lower-frequency traps

would be prohibitively long because drift artifacts would become appreciable; the measure-

ment of higher-frequency traps is prohibited by the finite sampling period, which was 20 ms

(= 50 Hz). It can be noted, however, that in the absence of these experimental constraints,

the frequency range over which a PSD exhibits an α = −1 trend is related to the range of

characteristic timescales of its individual fluctuators.
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6.2.4 Correlated number and mobility fluctuations

Figure 6.2k shows the correlation matrix of the ∆f and Fd time traces in Figure 6.2a,e,

where N11, N10, N01, and N00 are the number of instances (over a time trace) where ∆f and

Fd, respectively, are in the given state. For example, N01 is the number of points where ∆f

is in state 0 and Fd is in state 1. The off-diagonal elements of the correlation matrix are close

to zero, which indicates that the two variables are correlated, and N11 ≫ N00, which means

that the lifetime of the 1 state is longer than the lifetime of the 0 state (see Figures 6.2c-d,g-h

for comparison).

The correlation between ∆f and Fd is quantified as the phi coefficient:

Φ =
N11N00 −N10N01

√

(N11 + N10)(N10 + N00)(N00 + N01)(N01 + N11)
(6.6)

where Φ = 1 indicates perfect correlation, Φ = −1 perfect anti-correlation, and Φ = 0

indicates no correlation. For this RTS, Φ = 0.87, so ∆f and Fd are strongly correlated.

In these measurements, Fd is related to a phase lag, scattering, mobility, and loss (recall

Chapter 4), so two-state fluctuations in Fd mean that the system is switching between a

state where there is much inelastic scattering and a state where there is little. ∆f is a

measure of the charge at the semiconductor surface, or VS (recall Chapter 2), so two-state

fluctuations in ∆f correspond to the system switching between two different VS(z) curves as

a result of variations effective dopant density, band gap, or screening of the surface charge

density by the trap.

The large Φ value found here, therefore, indicates that at a single site at the Si/SiO2

interface, surface potential fluctuations and mobility fluctuations are correlated. Consider

the results in Figure 6.2 as an example: When the system is in state 0, Fd is lower, meaning

that timescales associated with scattering in state 0 are very short. In fact, considering the

ring fluctuations in Figure 6.1, the “low Fd” state approximately matches the background,

so it is a reasonable approximation that defect scattering is negligible in the 0 state. The 1

state, however, exhibits a higher Fd, meaning that in the 1 state there is more energy loss

and non-negligible defect scattering.
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RTSs are most commonly measured in MOSFET devices as a fluctuating drain current

Id. In the correlated mobility fluctuation (CMF) model, the change in drain current when a

carrier is captured (i.e. the RTS amplitude) is[3, 12–15]:

∆Id = − Id
WL

(

1

N
± αµ

)

(6.7)

where L and W are the MOSFET channel length and width, N is the channel carrier density

per unit area, α is the carrier-defect scattering coefficient, and µ is the mobility. The sign in

front of the mobility depends on whether the trap becomes charged (mobility decreases due

to increased Coulomb scattering) or neutral (mobility increases) when a carrier is captured.

In this simplest model, α is assumed to be constant (that is, independent of the trap charge

state)[15]. Because both N and µ manifest in the same signal Id, it can be difficult to

disentangle the two. The measurement in Figure 6.2 is a straightforward demonstration of

correlated number and mobility fluctuations at a single trap.

6.3 Multi-state reaction pathways

There has been significant debate regarding whether 1/f noise in semiconducting devices is

dominated by charge trapping and emission at defect states (i.e. number fluctuations) or

variable carrier scattering (i.e. mobility fluctuations)[8]. It is increasingly recognized that

number and mobility fluctuations likely both play critical roles in low-frequency noise[13, 14],

and there is generally consensus that defects play a role in 1/f noise, but the question of what

kinds of defects are involved in RTN persists[13]. Oxide traps (OTs), which are removed some

distance from the Si/SiO2 interface, are consistent with tunneling-originated RTSs, where

the tunneling rate decays exponentially with the distance of the OT from the interface.

However, these traps are too far removed from the interface to participate appreciably in

scattering, and therefore cannot explain mobility fluctuations[13]. Furthermore, slow (Hz)

1/f noise has been demonstrated in MOSFETS with very thin oxides[16], and even at oxide-

free Si surfaces[17], which is inconsistent the fast (MHz) tunneling rates that would be

predicted over such small distances[5, 16, 18]. Interface traps (ITs) such as Pb0 and Pb1
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centres in Si(001), by comparison, are located exactly at the Si/SiO2 interface, and therefore

are expected to participate appreciably in scattering. However, also due to their being

located at the interface, tunneling rates are expected to be much faster than the ms − s

(Hz − kHz) RTS fluctuations which have been empirically observed. Recently[3, 19, 20], it

has been proposed that many-state pathways are likely associated with RTN, which further

complicates identification of their origin. Two possible mechanisms evaluated below.

6.3.1 Hydrogen passivation / activation of Pb centers

In one proposed mechanism, Pb centers – which, recall Section 5.1, are ITs corresponding to

Si danging bonds (DBs) – are slowly kinetically activated and passivated by hydrogen[13, 19,

21]. In this sample, the Si surface is capped by SiO2, so the hydrogen participating in these

reactions is presumably interstitial. Interstitial hydrogen can exist in molecular or atomic

positive, negative, or neutral charge states[21], but in the atomic form reacts with Pb centers

according to[21–26]:

Pb-H + H· k01−−→ Pb· + H2 (activation: 0 → 1) (6.8a)

Pb· + H· k10−−→ Pb-H (passivation: 1 → 0) (6.8b)

where k01 and k10 are the activation and passivation rates, respectively. The passivated trap

(Pb-H, i.e. Si3 ≡ Si-H) is here defined as the “0” state, and the activated trap (Pb·, i.e.

Si3 ≡ Si·) is the “1” state. The DB state in Equation 6.8 is neutral (i.e. in the notation that

will be used here, Pb· is equivalent to Pb∅), but donor-like DBs also exist in the positive

charge state:

Pb∅ + h+ k∅+−−→ Pb+ (charging) (6.9a)

Pb++
k+∅−−→ Pb∅ + h+ (discharging) (6.9b)

where k∅+ and k+∅ are the charging and discharging rates, respectively. Equation 6.9 was

the reaction identified in Chapter 5. Combining Equations 6.8 and 6.9, there is a four-

fold competition of rates. The simplified balanced reaction of the Pb center with atomic
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hydrogen, where the dissociation of H2 is not written explicitly but rather is included in the

rate constant k10, is:

Pb-H + H + h+ k01−−⇀↽−−
k10

Pb∅ + H2 + h+ k∅+−−⇀↽−−
k+∅

Pb+ + H2 (6.10)

In this description, the number of DBs in the device fluctuates. Additionally, as the

DB is randomly activated and passivated by hydrogen, the mobility also fluctuates. In the

activated (1) state, the trap is able to be charged and discharged, and so has associated loss

according to the description in Chapter 5 (that is, loss is maximized at the crossing points

VC). The passivated state (0) does not experience this charge switching and associated

energy loss. Correspondingly, in Figure 6.2 (by definition) Fd is larger in the 1 state than in

the 0 state. In this description, it is expected that various rate constants are bias-dependent.

This will be discussed in Section 6.4

Differential conductance measurements[17] point to k+∅ and k∅+ rates on the order of

MHz, which corresponds to the ∼ 100 ns charge re-organization timescales attributed to IT

charging and discharging in Chapter 5. Bi-stabilities attributed to hydrogen adsorption and

desorption at a DB site have been measured by STM at the Si(001) surface with timescales

on the order of milliseconds to seconds[27, 28], indicating slow k01 and k10 rates on the

order of Hz, which correspond to the Hz timescales that are commonly observed in RTSs,

including in this chapter. In fact, the body of STM literature on activation of Si DBs

by hydrogen desorption is appreciable, granted that such experiments are performed under

cryogenic conditions in the absence of an SiO2 overlayer. An informative experiment would

be to selectively activate a single site by STM and subsequently use the methodology and

understanding outlined in Chapters 4 and 5 to measure a corresponding increase in loss

at that site using fm-AFM. If a sample can be prepared with appreciable concentrations of

interstitial hydrogen, the site may also exhibit RTN which could be associated with hydrogen

activation and passivation directly. Furthermore, this experiment would be performed in the

absence of SiO2, meaning that it could at last resolve the debate over how or whether the

oxide participates in RTN.
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6.3.2 Structural meta-stabilities of oxide traps

Another multi-state RTS mechanism involves oxide traps (OTs)[19]. In this description, slow

RTN is attributed to tunneling between the trap and Si surface charge density. There are

subsequent structural relaxations of the trap because its electrostatic environment changes

when the charge state switches. Bias dependencies are due to the bias-dependent tunneling

probability and the variable structural response of the trap (dipole) under the influence of

an electric field. Some OTs can additionally be passivated or de-passivated by hydrogen.

This model, however, provides no obvious explanation of mobility fluctuations. In light

of this, the first mechanism is considered for the remainder of this chapter. However, the

most probable situation is that many kinds of traps and reaction pathways – including

structural fluctuations[29], as in the mechanisms described above – contribute to 1/f noise

in semiconductor devices.

6.4 Bias dependencies

RTS timescales and amplitude are bias-dependent. This section discusses these bias depen-

dencies, with experimental results measured at the same site as in Figure 6.2 at variable

Vg. Figure 6.4 shows bias spectra measured near a donor-like and acceptor-like trap. The
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Figure 6.4: Bias spectra at variable tip lift. (a) ∆f and (b) Fd measured simultaneously
at variable tip lift (red = 0 nm, purple = 9 nm, in steps of 1 nm) above a −3 Hz setpoint
with A = 6 nm. The location was chosen specifically to be near a donor-like and acceptor-
like trap; in general, spectra do not exhibit peaks at both positive and negative bias.
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acceptor-like peak is not noisy (and in fact, no RTSs corresponding to acceptor-like traps

were found for this sample), but the donor-like peak here manifests instead as a noisy part

of the spectrum. (The peak for the donor-like trap occurs at a slightly larger bias than that

shown in Chapter 5, because this measurement is performed slightly away from the ring

center.) This section aims to explain the noise on the donor-like peak.

In Figure 6.4, the noise associated with the donor-like trap is present at tip lifts up

to 9 nm. This is definitive evidence that the noise mechanism is not due to tunneling

between the tip and the sample, since this would produce a noise amplitude which decays

exponentially with tip lift distance.

6.4.1 Reaction rate

Figure 6.5 shows the bias-dependent k01 and k10 rates (Equation 6.3) corresponding to the

location in Figure 6.2, and extracted from the experimental data using the methodology

described in Section 6.2. The x-axes for this figure account for the fact that there is a

non-linear relationship between Vg and Ef − Ev due to the bias-dependent VS – this non-

linearity is shown in the inset, with the shaded region corresponding to these axes. There

appears to be an exponential relationship between the RTS rates and energy. This trend has
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Figure 6.5: Bias-dependent RTS rates. Bias-dependent rates corresponding to the ∆f
(red) and Fd (blue) channels, measured simultaneously above a single trap, showing an
exponential relationship between the rates and Ef − Ev. The inset shows the nonlinear
relationship between the two x-axes.
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been observed elsewhere[19, 30, 31], and is discussed below in the context of the hydrogen

passivation/activation model presented in Section 6.3.1.

Equation 6.10 includes four processes – k01, k10, k∅+, and k+∅. Hydrogen absorption

and desorption are thermally activated processes[24, 25, 32], and if charge transfer between

the surface charge density and the IT occurs by “hopping” (which is the dominant process

at room room temperature) rather than tunneling, all four reactions in Equation 6.10 are

Arrhenius processes[9]:

k = ko exp

(

−EA(Vg)

kBT

)

(6.11)

where k is the reaction rate (k01, k10, k∅+, or k+∅), ko is the corresponding attempt frequency

(ko
01, k

o
10, k

o
∅+

, or ko
+∅

), EA is the corresponding activation energy (E01, E10, E∅+, or E+∅)

which may be bias-dependent, and T is the temperature. Figure 6.6 illustrates Equation 6.10

in terms of bias-dependent activation energies for each process. A proposed explanation for

the origin of these bias dependencies follows.

With the RTS analysis methodology outlined in Section 6.2, only k01 and k10 rates can

be measured, because these explicitly correspond to the RTS fluctuations. However, given

Equation 6.10, k10 actually also depends on k∅+ and k+∅. At large negative biases, k+∅

becomes the rate-limiting step for k10 – that is, the P +

b state becomes increasingly energet-

ically favourable at large biases. This is because there is an energy difference between the

trap energy (ET ) and Ef such that E+∅ = ET − Ef (as discussed in Chapter 5), and E+∅

increases as negative bias increases. The exponential behaviour of k10 (rate-limited by k+∅)

is consistent with Equation 6.11: There is a linear relationship between EA and Ef − Ev;

therefore, log(k) ∝ Ef − Ev. There may also be bias dependencies in the k∅+ and hydrogen

passivation (k10) processes. These are not included in this explanation.

The bias dependence of k01 has the opposite trend: k01 decreases exponentially with

Ef − Ev. This can be understood in terms of a bias-dependent energy for hydrogen desorp-

tion. E01 is empirically bias-dependent, given the widely-reported observation by the STM

community that a DB can be selectively created at an n-type Si surface by applying a gate

bias[17, 32–35]. In STM, desorption is attributed to inelastic scattering of the tunneling elec-

tron[32]. In STM, the tip position is (presumed to be) static so it is the tunneling electrons
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Figure 6.6: Reaction pathway. (a) Reaction diagram for hydrogen activation and acti-
vation and charging and discharging of an IT (Pb center). The dashed lines illustrate the
effect of increasing the negative bias on barrier heights. (b) Formation energy diagram for
Pb-H, Pb⊖, and Pb+. The dashed arrow indicates the direction of increasing negative bias.
The crossing point VC is shown as a vertical dashed line.

which participate in scattering, but in fm-AFM, the tip position is dynamic, so the surface

carriers are mobile and able to scatter. Acknowledging this allows for comparison between

the STM literature and these fm-AFM results.

Two hydrogen desorption mechanisms have been identified in STM. In the first mecha-

nism, a hydrogen atom desorbs when ET = Ef , due to the resonant excitation (as charge

transfers between the trap and the surface charge density) of a stretching mode of the Si-H

bond[27, 28, 32, 36]. In other words, the Si-H vibrational energy, which peaks at a particular

bias as identified in Chapter 5, is sufficient to overcome the activation barrier for hydrogen

desorption[28]. In the second mechanism, the Si-H vibration is simply excited by dipole

scattering when the excitation energy is greater than the vibrational activation energy[36].
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For this fm-AFM measurement, hydrogen desorption similar to the second mechanism

(a non-resonant effect related to vibrational excitations by defect scattering[37]) would be

more likely given the RTS rate dependencies studied here; Figure 6.5, does not exhibit the

peak that would be expected in the first mechanism. The resonant excitation process, if it

occurs, is likely overwhelmed by significant dipole scattering (which, as opposed to STM, is

appreciable, since all of the surface charge density, rather than only the tunneling electrons,

can contribute to this excitation). In the second mechanism, however, it is expected that

k01 should go to zero at large negative bias, where the change in surface potential as the

cantilever oscillates goes to zero. This does not agree with the trend in Figure 6.5. This

could be due to a bias dependence of the hydrogen desorption activation energy, due to

an increase in the dipole moment (i.e. the Si-H interatomic separation increases) at large

electric fields.

It should be noted that the hydrogen desorption processes that have been studied in

STM occur for crystalline passivated Si surfaces without an oxide overlayer, and desorption

can occur at any site under the tip. The ring positions measured here are permanent –

that is, the positions of the rings are stable over the course of months of measurements at

large positive and negative bias (Vg = −10 : 10 V ) at room temperature – which indicates

preferential hydrogen passivation and desorption at particular sites. This might be due to

the oxide overlayer in this sample, where at certain sites, the activation energy for hydrogen

desorption and absorption is lowered by the electrostatic landscape of the SiO2.

The rates for these Arrhenius processes are temperature-dependent, and decrease signif-

icantly under cryogenic conditions. The temperature dependence of RTN rates is found to

be dominated by tunneling at low temperatures and hopping at room temperature[3]. In

the future, exploring the temperature dependence of single-defect loss would provide useful

insights regarding the scattering mechanisms discussed here. Additionally, the activation

and passivation rates depend on the interstitial hydrogen concentration. Samples that were

prepared with particular attention to reduced interstitial hydrogen concentrations exhibit

less noise[8]; this is further evidence that hydrogen plays a critical role in RTN.
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6.4.2 Fluctuation amplitude

The two channels measured in this experiment – ∆f and Fd – have the same rate depen-

dencies because the signals are correlated with one another (see Section 6.2). However, their

amplitudes are not necessarily expected to follow the same trends. This section explains the

origin of the bias-dependent amplitude for each channel.

Figure 6.7a-b show bias spectra for the ∆f and Fd channels with the mean values and

uncertainties for the RTSs in Figure 6.5 overlaid. The ∆f RTSs do not perfectly follow

the bias spectrum. This is attributable to drift, since even drift of < 1 nm (which was the

scale of drift in these measurements) leads to significant variability in ∆f (see Figure 6.4

for comparison). The ∆f results shown in Figure 6.7 have had a background subtraction to

account for drift. Figure 6.7c shows the bias-dependent ∆f RTS amplitude. In the hydrogen

activation/passivation description, the ∆f signal here corresponds to the change in surface

potential when the Pb center is a DB or bonded to hydrogen. Within the approximations

that have been made here, the surface potential is expected to be approximately equal in both

states. The < 1 nm ∆f amplitudes in Figure 6.7 are very small as compared to the absolute

values of ∆f at these biases (∼ −400 Hz). To first order, the ∆f A01 is approximately

constant as a function of bias.

Figure 6.7: Bias-dependent RTS amplitudes. (a-b) ∆f and Fd bias spectra with RTS
measurements overlaid (points, where the value is the gaussean fit mean and the uncertainty
is its full-width half-maximum). (c) ∆f RTS amplitude and (d) τ RTS amplitude (calculated
from the Fd RTSs).
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Figure 6.7b shows the bias-dependent Fd and corresponding RTS measurements. The

0 state measurements (bottom) appear to follow one trend, and the 1 state measurements

follow another. This is consistent with the observation that rings appear to fluctuate between

a high value and a value matching the background (see Figure 6.1). In Chapter 5, it was

shown that loss peaks at biases corresponding to the crossing points, due to charge transfer

between the trap and surface charge density. When the state is passivated, according to

Equation 6.10, this charge transfer does not occur, and so no additional loss (as compared to

the background) is expected. Correspondingly, the maximum τ RTS amplitude (Figure 6.7d),

where τ is measured given Fd according to the description in Chapter 4, occurs where the

system switches between peak sample loss and zero sample loss.
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Chapter 7

Comparison systems

Silicon, undoubtedly, is the most prominent and widely studied semiconductor today – it is

truly the “textbook” semiconductor – but countless other semiconducting materials which

exhibit exotic electronic properties are continually being discovered. Carbon nanotubes, for

example, are one-dimensional materials which can be semiconducting or metallic depending

on how they are wrapped[1]. Graphene, another famous material, can switch from conducting

to semiconducting when it is doped, cut, or strained in particular ways[2].

Semiconductors can be one, two, or three dimensional; they can be organic or inorganic;

large or small; but, by definition, they all share a common feature: Their Fermi level lies

within a band gap. This was the starting premise of Chapter 2. Exotic semiconductors (which

are, in some sense, anything that is not bulk silicon) might deviate in various ways from the

basic description of semiconductor physics outlined in Chapter 2, but on the whole, they

obey the same basic principles: They have n-type and p-type carriers, they can be doped,

they have temperature-dependent carrier densities, and they have intermediate screening as

compared to metals and insulators.

In this chapter, two semiconducting materials – MoSe2 and pentacene – are measured by

fm-AFM and compared to silicon. Bias spectra are shown and compared to the MIS model,

and defects are identified as being associated with loss and RTN.
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7.1 Other semiconductors

The samples studied here – MoSe2 and pentacene, along with silicon – are three very different

kinds of semiconductors. This section presents a brief overview of each material. The KPFM

images that are shown were used to determine the sample heights indicated – the height

measurement methodology is explained in detail in Appendix A.3.

7.1.1 MoSe2

Transition metal dichalcogenides (TMDCs) are two-dimensional materials which are com-

prised of transition metal atoms (Mo, W, Ta, Ti, etc.) sandwiched between chalcogen atoms

(O, S, Se, Te). TMDCs are usually found as layered structures, with strong interatomic bind-

ing within each layer and weak van der Waals coupling between the layers (like graphene).

MoS2 and WS2 are two of the most widely studied TMDCs today, but MoSe2 – which, due to

the higher metallicity of the Se atom as compared to S, has higher conductivity – is garnering

increasing interest because it is (perhaps) better-suited for an assortment of energy storage,

catalysis, and optoelectronic applications[3].

The layers of MoSe2 have a hexagonal lattice structure, and therefore MoSe2 tends to

be triangular in shape. Figure 7.1 shows a KPFM image of a triangular MoSe2 island on a

300 nm SiO2 substrate. The island is stepped – the left edges are lower than the right edges

– and it has a decorated left edge.

Figure 7.1b shows that the flatband potential of the island is very spatially heterogeneous.

The two lower layers have smaller VFB, the decorated left edge has the largest VFB, and the

highest layer has patches and edges which have significantly lower VFB. It is likely that

these patches and edges are residual PMMA from the fabrication process (this sample was

prepared by all-dry viscoelastic stamping, where layers of MoSe2 are transferred between

substrates using stamps and tape). Despite their obvious difference in VFB as compared to

the top layer, these patches did not appear to otherwise affect the electronic properties of

this sample, so it is unlikely that they are charged, traps, or metallic in nature. (This will

be revisited in Section 7.3.)
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600 nm

a b

Figure 7.1: MoSe2 sample. KPFM image of an exfoliated MoSe2 island on 300 nm
SiO2, showing (a) Z and (b) VFB. The left-most section of the island is the “first layer
(height = 3.1 ± 0.5 nm) and the tallest section is the “top layer (height = 9.0 ± 0.4 nm).
The island is slightly rougher than the substrate (height = 0.0 ± 0.2 nm).

The step between the first and second island layers is consistent with a single monolayer

(0.7 nm), but the apparent first layer height relative to the substrate is 3.1 ± 0.5 nm. Mea-

surements of other regions of this sample with Raman and photoluminescence spectroscopies

were consistent with a monolayer[4], so it is likely that the apparently large height is due to

either a rough overlayer or underlayer, which possibly also arose during the sample fabrica-

tion procedure. The surface roughness is also much greater than expected for an atomically

flat sample, suggesting the presence of a rough over or underlayer. The top layer height

(height = 9.0 ± 0.4 nm) undeniably signifies multilayer MoSe2, of between 6-12 layers[5].

7.1.2 Pentacene

Organic semiconductors are made up of carbon-based pi-bonded molecules or polymers. In

organic semiconductors, molecules are analogous to the atoms of inorganic semiconductors:

When many molecules are brought together, the molecular orbitals interact and form energy

bands. Specifically, the highest occupied molecular orbitals combine to form the valence

band, and the lowest unoccupied molecular orbitals form the conduction band. The main
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Figure 7.2: Pentacene sample. KPFM image of a pentacene island on KBr(001), showing
(a) Z and (b) VFB. The line traces (c,d) correspond to the white angled line in (a,b).
Two islands can be seen: The left is thinner (height = 0.7 ± 0.1 nm) and the right thicker
(height = 1.3 ± 0.2 nm). The approximately straight-edged areas are KBr terraces.

practical advantage of organic semiconductors is that they are lightweight, thin, and inex-

pensive to fabricate. In large part because of these characteristics, they are found in many

existing technologies today, such as televisions, electronic paper displays, and solar panels.

Pentacene is an example of an organic semiconductor. Figure 7.2 shows a KPFM image

of two pentacene islands on KBr. The small island is significantly taller than the large one,

and they have different VFB. The KBr step between the terraces underlying the islands

have a step height of 0.44 ± 0.05 nm, which is consistent with a single atomic KBr step[6].

(This means that the calibration of the z-piezo is reliable.) The height of the thin pentacene

island (0.7 ± 0.1 nm) is approximately consistent with a flat lying pentacene monolayer[6],

which is observed in submonolayer deposition (as is the case here). The height of the tall

island (1.3 ± 0.2 nm) corresponds either to a standing pentacene monolayer[6, 7] or to a

flat-lying stacked bilayer. The tall island appears structurally non-uniform at its edges,

with edge thicknesses that are ∼ 0.5 nm taller than the island center. Figure 7.2c shows

a line profile demonstrating this thickening at the island edges. Similar tall-edged islands

have been measured for C60[8], and attributed to a different stacking number or molecular

organization at the island edge.
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VFB for the KBr appears largely uniform, except that there are “pock marks” scattered

throughout. These could be due to atomic point defects in the KBr substrate. This sample

was fabricated entirely in UHV by cleaving bulk KBr along a (001) plane, annealing the

KBr substrate, and subsequently evaporating pentacene. A quartz microbalance was used

to calibrate the evaporation rate to achieve sub-monolayer coverage.

7.2 Bias spectroscopy

Figure 7.3 shows bias spectra of SiO2, MoSe2, and pentacene. The most striking feature,

when comparing these spectra, is that ∆f(Vg) all have varying degrees of non-parabolicity.

The non-parabolicity in a semiconductor force measurement is due to the nonlinearity of

VS(Vg) (recall Chapter 2). The non-parabolicity is most obvious when the derivative of

VS(Vg) is large, and when the ‘kink’ in VS(Vg) occurs far from Vg = 0 V (see the pentacene

measurement). The most significant predictor of non-parabolicity in the MIS model is Eg:

When Eg is large, the carrier populations in the conduction and valence bands exponentially

decrease (Equations 2.8 and 2.10). Consequently, the carrier populations at the surface also

decrease (Equation 2.18). This means that the screening of the semiconductor decreases, so

the potential drop inside the semiconductor (VS) increases. Also note that the Si/SiO2 and

MoSe2 curves are n-type, as evidenced by the fact that their non-parabolicity manifests at

negative biases; the pentacene sample is p-type.

Table 7.2 lists all of the fm-AFM MIS capacitor parameters for each sample. There

are many parameters, and so the risk of over-fitting is high, so where possible, parameters

were constrained to known values. For the silicon sample, Eg = 1.1 eV [9] proved to be a

significant over-estimation: Eg = 0.7 eV was the largest band gap which gave a relative

uncertainty of less than 10%. It could be that this smaller-than-expected band gap is due

to band gap narrowing at the surface due to the appreciable trap density at the surface of

this sample[9–11]. ϵ = 11.7[9], and χ = 4.05[9] correspond to known values for silicon, Nd

was a fit parameter, and Na = 0 is an approximation given that the sample is n-type. For

multilayer MoSe2, Eg < 1 eV [12], which is not to be confused with Eg = 1.55 eV for a

monolayer[13, 14], since in MoSe2 Eg is highly layer-dependent. ϵ = 7.5 (for ∼ 9 nm thick
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Figure 7.3: Bias spectra for semiconducting samples. Bias spectra for (a,d,g) SiO2,
(b,e,h) MoSe2, and (e,c,i) pentacene. Data is in black (between 4-10 sweeps for each sample)
and the modelled results are in colour (where red, brown, orange, yellow, green, and blue
correspond to the ss, sw, ww, wd, dd, and aa regimes as defined in Chapter 4). (a-c) ∆f
and its residual (∆fmodel−∆fdata, which are all < 10% relative difference), and (d-f) and VS

at the bottom (solid) and top (dashed) of the cantilever oscillation (model only). Note that
the x-axis range is smaller for MoSe2 than for the other samples.

Sample p. Si/SiO2 MoSe2 Pen fm-AFM p. Si/SiO2 MoSe2 Pen

Eg (eV ) 0.7 0.8 2.2 zins,c (nm) 12 9.0 9.1
ϵ 11.7 7.5 5.0 A (nm) 6 6 6
χ (eV ) 4.05 3.72 2.88 Q 18000 18000 18000
Nd (cm−3) 5.00e17 4.90e17 0 fo (kHz) 310 330 310
Na (cm−3) 0 0 5.5e16 k (N/m) 42 42 42
me (mo) 1 1 1 ΦT (eV ) 4.75 4.15 4.75
mh (mo) 1 1 1 r (nm)) 5 5 5
α 0 0.05 0.6 zc (µm) 6 6 6
T (K) 300 300 300 ac (µm2) 2900 2900 2900

Table 7.1: MIS fm-AFM parameters for Si/SiO2, MoSe2, and pentacene (Pen).
Parameters corresponding to the models in Figure 7.3. The sample parameters (Sample p.)
are: Band gap (Eg); permittivity (ϵ); electron affinity (χ), dopant concentration (Na,d),
where if Na = 0 the sample is n-type and vise-versa for p-type; effective electron and hole
masses (me,h); potential lever arm for backing substrate (α); and temperature (T ). The
fm-AFM parameters (fm-AFM p.) are: Closest tip-sample separation (zins,c); oscillation
amplitude (A); Q-factor (Q); free resonance frequency (fo); tip work function (ΦT ); effective
tip radius r; effective cantilever height (zc); and effective cantilever area (ac).
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MoS2)[15], and χ = 3.5 eV [16]. The sample is also n-type, so Na = 0 and Nd is a fit

parameter. For pentacene, Eg = 1.2 − 2.8 eV [17], ϵ = 2− 5[18], and χ = 2.7 eV [17], Nd = 0

and Na is a fit parameter.

The effective masses were set as 1 for all samples. The effective masses are not actually ex-

pected to equal 1, but the effective mass is a very insensitive parameter (see Appendices B.2,

B.3, and B.4 for an assessment of the Si/SiO2, MoSe2, and pentacene fit sensitivities for all

sample parameters), and the samples studied here have anisotropic band edges, so a singular

effective mass value is already an approximation. The value of 1 was chosen because it is a

reasonable order of magnitude for the samples listed here. α is a fit parameter to account for

the potential drop across the back insulator. In a “textbook” MIS capacitor, the back side

of the semiconductor is connected by an Ohmic contact to a metal electrode. In the MoSe2

and pentacene samples, however, the semiconductor is backed by a thick insulator (300 nm

SiO2 and > 500 µm KBr, respectively). The potential drop across this backing capacitance

is related to the charge density in the semiconductor; larger substrate thicknesses lead to

a larger reduction in the potential across the vacuum gap and the semiconductor. This is

accounted for by approximating Vg = V ∗
g (1−α), where Vg is the effective applied bias across

the MIS capacitor and V ∗
g is the total applied bias. For the silicon sample, α = 0, since the

back of the semiconductor has an Ohmic contact. For the top layer of the MoSe2 island,

α = 0.05 (i.e. the surface charge density at the back of the substrate is 5% of that at the

front), and for pentacene (which is expected to achieve similar surface charge densities as

for MoSe2, but which has a larger drop across the back insulator because it is much thicker),

α = 0.6. The temperature was assumed to be 300 K: Day-to-day fluctuations in room

temperature are negligible within measurement sensitivity for the MIS model.

The fm-AFM parameters are also listed in Table 7.2. zins,c varied from sample to sample

and experiment to experiment (with a range of ∼ 5 nm), depending on the setpoint frequency

(which was generally between −2 : −5 Hz) and the value of Vg during approach. The setpoint

amplitude A is assigned before every experiment. Q and fo were measured by sweeping the

drive frequency of a free cantilever, measuring the amplitude at constant Fd, and fitting

a damped, driven harmonic oscillator model to the sweep (as in Figure 3.2). The probes

used for these measurements were metal-coated (Pt-Ir) metallic Si tips (Nanosensors PPP-
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NCHPt[19]). k was measured by the cantilever manufacturer. r, ac, and zc are fit parameters

that were found by performing bias sweeps at variable height (shown in Appendix B.1): At

very large tip lifts (> 10 nm), the effective contribution to the total force from the tip is very

small as compared to the cantilever background, which allows for the relative contributions

of the tip and cantilever – i.e. r, zins,c, ac, and zc – to be determined. r found using this

approach falls within the manufacturer-quoted specifications (“less than 7 nm”), as do ac

and zc[19]. ΦT is a fit parameter, and is reasonable given that Pt and Ir have work functions

on the order of 5 eV . The fm-AFM parameters are all the same, except ΦT and fo for MoSe2.

This degree of tip-to-tip variability is expected, since ΦT depends on the tip geometry and

fo on the cantilever geometry.

It should also be noted that the 2 nm SiO2 overlayer was simply included in the total

insulator (vacuum gap) capacitance, meaning that it was assigned ϵ = 1. In reality, its value

is closer to 3.9. However, over such a small distance, this effect was found to be minor: The

main consequence of not accounting for the SiO2 in this way is that the zins,c value reported

here is likely a slight over-estimation. This discrepancy (< 1 nm) falls within the uncertainty

of the tip-sample position, given that every bias spectroscopy experiment is accompanied by

some vertical drift.

All of the residuals correspond to relative uncertainties of < 10%. The residual curves are

somewhat flat, except for the notable bump in the Si/SiO2 curve (which can be attributed

to an over-estimation of the band gap, discussed previously), and the deviation in pentacene

at large bias, which will be addressed in Section 7.3. The Si/SiO2 sample was intentionally

doped, but this is not the case for the MoSe2 and pentacene samples. Rather, these systems

were unintentionally doped by defects. This will be discussed in Section 7.3. The peaks in

the Fd spectra in Figure 7.3 were not present everywhere in these samples: They, like for the

SiO2 sample, are only found at certain locations, and therefore are associated with defects.

7.2.1 Sample thickness dependence

The MoSe2 and pentacene measurements were both sensitive to the sample thickness. The

bias spectra presented in this chapter were generally measured on the thicker islands for both

samples, except for Figure 7.4, which shows a large decrease in the total tip-sample force
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Figure 7.4: Sample thickness-dependent screening. Bias spectra measured for the
MoSe2 sample (left) and pentacene (Pen) sample (right). 10 sweeps are shown for MoSe2
and 50 for pentacene, and their average is the dark curve. Grey corresponds to the substrate
(300 nm SiO2 and bulk KBr), blue is the thinnest part of the sample (the first MoSe2 island
step and a monolayer pentacene island), and purple is the highest part of the sample (the
top layer of the MoSe2 island and multilayer pentacene.) The insets show ∆f(Vg) near VFB.

and a notable decrease in non-parabolicity for the thinner islands. This is an indication of

a confinement effect: If the material is spatially confined, its ability to establish a surface

potential is significantly reduced; and when VS is smaller, the non-parabolicity in Fts(Vg)

and ∆f(Vg) is smaller, as explained previously. This decreased capacity for screening is an

important characteristic of dimensionally constrained semiconducting systems. If the sample

is thinner than the depletion width (as is the case here for MoSe2 and pentacene), this will

significantly affect the charge densities at the front and back of the semiconductor, and

therefore also the potential across each insulator; the MIS capacitor model does not account

for this. Despite this obvious shortcoming of the MIS model for thin samples on insulating

substrates, it still appears to capture the overall behaviour of the thicker systems well.

The insets of Figure 7.4 show VFB for the various layers in each sample. In the MoSe2

sample, VFB is approximately equal on the substrate, first layer, and top layer of the island.

This is consistent with Figure 7.1. In the pentacene sample, there is a slight difference be-

tween VFB on the substrate, thin island, and thick island. This is consistent with Figure 7.2.
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7.3 Defects

All three samples shown here – Si/SiO2, MoSe2, and pentacene – exhibited spatially heteroge-

neous dielectric loss (i.e. peaks in the Fd(Vg) spectrum which were not present everywhere).

This was discussed in Chapter 4 for Si/SiO2, and is compared to MoSe2 and pentacene below.

For each system, this spatial heterogeneity can be attributed to spatially localized defects.

7.3.1 MoSe2 rings

A multipass image of the corner section of the MoSe2 sample is shown in Figure 7.5. In

comparing with Figure 7.1, only the top layer appears “bright” in Fd, whereas the other two

steps of the MoSe2 island are indistinguishable from the SiO2 background. The lower Fd of

the thinner MoSe2 steps corresponds with an observation in the previous section that for thin

samples, ∆f(Vg) spectra are approximately parabolic: ∆VS over the cantilever oscillation is

necessarily small in the thinner regions, so there is reduced carrier motion, meaning less loss

and smaller Fd.

Empirically, TMDC mobilities are lower than theoretical predictions, and impurity Coulomb

scattering is thought to be a major contribution to this loss[20]. Figure 7.5 is an indication

that this is likely the case. The top MoSe2 island layer shows spots at low bias and rings

at larger bias, which corresponds to scattering at defect sites. A defect which could be the

origin of this loss is interstitial Mo or Se atoms, both of which introduce mid-gap states in the

lower half of the band gap in MoSe2[12]. Due to this energetic position, they are donor-like,

300 nm

-2V

a

-4V

b

Figure 7.5: MoSe2 rings. Multi-pass images of the island in Figure 7.1, showing Fd at
variable Vg (indicated). The top layer of the island (except small areas, such as the circled
region) appears bright; the two lower steps of the island, including the decorated edge on
the far left of Figure 7.1, appear dark (and indistinguishable from the substrate).
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so they are expected to interact with the surface charge density significantly at negative bias

(so these states could be the origin of the unintentional n-doping of this sample).

Overall, interstitial atomic defects are expected to behave similarly to the donor-like

Si/SiO2 ITs discussed in Chapter 5, and the loss peaks in Figure 7.5 occur when there is the

most interaction between the trap and the surface charge density when their Fermi levels

align. The energies of the traps shown in Figure 7.5 can found by the same process as

in Chapter 5 (that is, by identifying crossing points as corresponding to Fd(Vg) peaks and

using the fm-AFM MIS model to determine the corresponding trap energy). The Fd peaks

in Figure 7.5 occur where Vg ∼ −2 V , which corresponds to crossing points VC = −2.5 V

(top of the oscillation) and VC = −1.5 V (bottom of the oscillation), as demonstrated in

Figure 7.6. This analysis gives a trap energy approximately 0.4 eV above the valence band

edge, which is similar to DFT calculations which find interstitial defect levels ∼ 0.5 eV above

the valence band edge[12].

The multilayer MoSe2 “background” (i.e. regions apparently devoid of point defects, such

as the circled region in Figure 7.5) appear to have comparatively low Fd. This means that

in this system, there is very little loss associated with charge re-organization where defects

are not present (as compared to Si/SiO2, where in Chapter 4 it was shown that there is

bias-dependent loss even far from any defect). The patches on the top MoSe2 layer (recall

the V channel of the KPFM image in Figure 7.1b) do not appear in Figure 7.5 except for a

very slight darkening in the spot regions. This is consistent with a slightly larger potential

drop across the insulator, which is expected if these patches are PMMA residue as previously

-3 -2 -1 0 1 2

-0.6

-0.4

-0.2

0

0.2

Figure 7.6: MoSe2 crossing points. Bias-dependent energy at the bottom (solid) and top
(dashed) of the cantilever oscillation, for a donor-like trap with energy 0.4 eV above the
valence band edge. Ef is the sample Fermi energy.
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proposed. The circled region in Figure 7.5 does not correspond to one of these patches.

Another notable observation regarding Figure 7.5 is that, as was the case for Si/SiO2,

multipass imaging at positive bias was largely spatially uniform, with no apparent spots or

rings. This indicates that acceptor-like states do not play a large role in loss in this system,

possibly (like Si/SiO2) because only acceptor-like states very close to the conduction band

edge can be measured with this technique: Very large biases would need to be applied in

order to achieve sufficient band bending in the accumulation regime to access deeper-level

states. Finally, metallic edge states have been reported in similar systems[21], but such

edge states, if present, are not detectable here. The background of Figure 7.5 (∼ 39 mV )

corresponds to the intrinsic cantilever damping, so any increase in mobility with respect to

this background falls below the measurement sensitivity.

7.3.2 Pentacene edges

Figure 7.7 shows a grid spectroscopy image of the pentacene islands in Figure 7.2 (note

that the multipass image is slightly “zoomed in” and rotated with respect to the KPFM

image). The inverted contrast in ∆f of the pentacene island with the KBr background is

simply because their ∆f(Vg) parabolas intersect one another (see Figure 7.8). The thin

pentacene island is located directly to the left of the thick island, as seen in Figure 7.2.

However, Figure 7.7 shows that this island is indistinguishable from the background. This

is consistent with Figure 7.4, and the associated discussion.

Fd is non-uniform over the pentacene island. In particular, Fd appears to be largest at the

island edges, and is zero (within measurement uncertainty) at the center of the island (see

Figures 7.7 and 7.8). In pentacene, mid-gap states arise due to structural imperfections in the

islands[22, 23]. This, combined with the fact that this sample was prepared entirely in UHV

without ever being exposed to air, means that structural defects, rather than contaminants,

are a likely origin of the loss seen here. This is consistent with the observation in Section 7.1

that island edges are slightly taller, corresponding to structural variations at the island edges.

This is consistent with the observation that the pentacene mobility decreases when the grain

size decreases, and is consistent with theoretical predictions that mobility decreases at grain

boundaries and stacking faults in pentacene films[24].
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Figure 7.7: Spatial variability of pentacene loss. Grid spectroscopy of a small pentacene
island, showing ∆f (top) and Fd (bottom) at variable Vg (indicated). At each pixel a full
spectrum was acquired; the images shown here are “slices” at the Vg indicated. The crosses
correspond to the spectra shown in Figure 7.8. The dashed circle is shown to guide the eye
to one corner of the pentacene island for easier comparison between the four images. The
monolayer is actually also in this image, directly to the left of the dotted circle, as seen in
Figure 7.2, but is indistinguishable from the KBr background in both channels.
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Figure 7.8: Spatially variable pentacene bias spectra. (a) ∆f(Vg) and (b) Fd(Vg)
spectra corresponding to the crosses in Figure 7.7. (Grey is the KBr background, orange
and pink are at the island edges, and blue is at the island center.)*

* Figure 7.8 provides another opportunity for an fm-AFM methodology check. Nonlinearities in the
drive piezo frequency response (i.e. frequency-dependent phase shifts) can lead to coupling between ∆f and
Fd[25], which are artefacts that are easy to mistake for signals. In Figure 7.8, the blue, orange, and pink
curves nearly perfectly overlap in ∆f , and yet have very different Fd(Vg) spectra. If the Fd(Vg) non-constancy
were due to this artefact, the Fd(Vg) curves would also all overlap with each other; therefore, this can be
ruled out as the origin of the signals measured here. Similar checks were done for all of the Fd measurements
shown in this work, and this known transfer function artefact cannot explain these measurements.
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Figures 7.4 and 7.8 show that pentacene has an Fd peak at positive bias. This, like Si/SiO2

and MoSe2, means that loss corresponds to a defect that is spatially localized in x and y –

that is, though loss is more prevalent near the island edges, it does not appear to correspond

to uniform scattering at the boundary. Based on the discussion of Chapter 5, peaks in a

Fd(Vg) spectrum correspond to rings when imaged at variable Vg with the z-controller off.

They are hard to see in the grid spectroscopy in Figure 7.7, due to the relatively coarse

spacing of the grid, but they are clearly visible in the multipass image in Figure 7.9. This

demonstrates that the defects associated with loss in this sample – while being concentrated

at the island edges – are still confined to points in x and y.

Since the defect in this sample manifests at positive bias, it is likely acceptor-like, which

explains the unintentional p-doping of this sample. (p-type doping is much more com-

monly found in organic systems[26]. This method, however, presents an opportunity to

identify dopant “type”, meaning that if an n-type dopant were found, it could be straight-

forwardly imaged, opening up the possibility to intentionally increase the density of the

desired dopants.)

There is a decrease in Fd at Vg larger than the peak position (see Figure 7.8), which was

also the case for Si/SiO2 and MoSe2. However, in the pentacene sample, Fd also increased

significantly at negative bias (i.e. in the accumulation corresponding to the majority carrier,

in this case holes), which was not the case for the other two samples. In pentacene, hole

mobility is found to sharply decrease as grain size decreases[27]. This has been attributed

to an appreciable decrease in the local density of valence band (highest occupied molecular

orbital) states in the pentacene molecules along a stacking fault[24]. This interpretation

would also explain why the island edges have the largest Fd at negative bias in Figure 7.7.

300 nm

a

b

Figure 7.9: Pentacene rings. Multipass image of part of the thin and thick islands shown
in Figure 7.2. For both ∆f (a) and Fd (b), Vg = +7 V .
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7.4 Random telegraph noise

In Chapter 6, RTN was demonstrated in the SiO2 system, and was found to be spatially

heterogeneous and bias-dependent. The MoSe2 and pentacene systems also exhibited RTN

– these findings are discussed below.

7.4.1 MoSe2 noise

Figure 7.10 shows a multipass image of part of the top layer of the MoSe2 island. This image

is strikingly similar to the noise measured for the Si/SiO2 sample in Figure 6.1 in Chapter 6:

There is two-state noise in Fd which is localized at particular sites; the noise appears to

correspond with a peak in the Fd(Vg) spectrum (i.e. a ring); and there are dramatically

variable fluctuation timescales. The scan speed for Figure 7.10 was 60 nm/s, meaning that

the noise timescales seen here range from mHz − Hz. Figure 7.11 shows a bias spectrum

measured above a noisy MoSe2 ring center. There is a significant increase in noise in the ∆f

and Fd channels between Vg = −2 : −0.5 V .

While there are many similarities between the RTN in the SiO2 and MoSe2 samples, this

does not necessarily mean that their noise mechanism is the same. In Si/SiO2, hydrogen

activation/passivation of an IT was a proposed noise mechanism, but it is not necessarily

the case that noise in MoSe2 is also related to hydrogen. In Section 7.3, it was proposed

that interstitial atoms could be the defects measured here; in that case, this measured noise

corresponds to the same kind of trap. Much like the SiO2, it seems unlikely that this noise

arises simply due to tunneling between the MoSe2 charge density and the trap state (that is,

100 nm

Figure 7.10: Noise rings in MoSe2. Multipass image showing Fd for Vg = −1.5 V .
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presuming the trap is an interstitial defect, as described in the previous section) because the

tunneling barrier would be too small to give the long RTS timescales observed here. These

slow timescales could correspond to slow conformational changes which are associated with

the charge state of the trap, or with tunneling between the trap and the Si/SiO2 substrate[28]

(the top layer height with respect to the substrate is ∼ 10 nm, recall Figure 7.1).

Figure 7.11 shows that for MoSe2, fluctuations in ∆f are correlated with fluctuations in

Fd – that is, there is a state “0” which corresponds to one VS and less loss, and there is a state

“1” which corresponds to a different VS and more loss. This agrees with other experimental

observations in TMDC field-effect transistors that defects suppress mobility and give rise

to 1/f noise[28, 29]. In monolayer TMDCs grown by chemical vapor deposition, there is an

apparent increase in 1/f noise at grain boundaries[28, 30]; that does not appear to be the

case here. (There may be a higher concentration of defects at grain boundaries, which would

be consistent with the findings presented here, but Figure 7.5 shows that scattering at the

island edges themselves is not a significant effect.)

The fluctuations in ∆f seen here can be related to changes in the dopant density of the

capacitor[5]. The charge states for a donor-like trap are neutral or positive, so when the trap
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Figure 7.11: Correlated fluctuations in MoSe2. Bias spectra measured (black) on the
top layer of the MoSe2 island in Figure 7.1. Three MIS ∆f(Vg) models (colour) are shown,
which differ only in their n-type dopant concentration. They are: Low (green, 7.59e17 /cm3),
medium (orange, 8.71e17 /cm3), and high (red, 9.91e17 /cm3). The insets show regions of
interest (with the same x-axes for the the ∆f and Fd insets). Coloured dots highlight that
higher dopant densities in the ∆f spectrum correspond to increased loss measured in the Fd

spectrum.
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accepts a hole from the valence band at negative bias, this corresponds to an effective increase

in the n-type dopant concentration of the capacitor. Figure 7.11 shows a bias spectrum with

three MIS models which differ only in their n-type dopant concentration. The change in

dopant concentration (∼ 1.12e17 /cm3 from low to medium and ∼ 1.2e17 /cm3 from medium

to high) corresponds to approximately one electron within the 1000 nm3 probing volume of

the fm-AFM tip (the sampling area is approximately the ring area, where the ring radius

∼ 30 nm, and the depth is the sample thickness, ∼ 10 nm).

As the effective dopant density increases, there is a corresponding increase in Fd (see the

coloured dots in Figure 7.11). This is consistent with an increase in Coulomb scattering,

which is expected when the trap becomes charged. At large negative bias, there was very

rarely another jump; in Figure 7.11, this corresponds to the system switching between a

singly positive and doubly positive charge state (i.e. the trap accepts two holes from the

valence band); and there is a another increase in Fd according to the increased Coulomb

potential which gives rise to scattering.

7.4.2 Pentacene noise

Figure 7.12 shows RTSs measured above a pentacene island at variable Vg. The RTS rates

are bias dependent, and maximized at a bias corresponding to a peak in Fd, as was the case

for both Si/SiO2 and MoSe2. For the RTSs shown in Figure 7.12, ∆f fluctuations were not

correlated with fluctuations in Fd above measurement noise, which indicates that if there are

correlated mobility fluctuations, they are smaller than measurement noise.

There was, however, a significant increase in the noise amplitude in both ∆f and Fd at

large positive bias. (These time traces are not shown, but the noise amplitude increase can

be seen by comparing the uncertainties in the points in Figure 7.12 at large positive bias to

those at large negative bias). The character of the noise at large negative bias was consistent

with drift, but at large positive bias, there appeared to be RTN which was presumably due

to many RTSs (like those shown in Figure 7.12) being sampled at once. Individual RTSs

did not exhibit fluctuations in Fd, as mentioned previously, but the increase in the standard

deviation of Fd at large positive bias suggests that this RTN is related to mobility, and that

– when sampled in large enough numbers – the effect that these tiny mobility fluctuations
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Figure 7.12: Pentacene noise. Bias spectra (a,b) and measured time traces (c,d) at variable
Vg (indicated). The points and error bars in (a,b) correspond to the mean and standard
deviation of 20 s time traces measured at each Vg. The biases corresponding to the time
traces in (c,d) are indicated by vertical lines.

have on the total mobility becomes appreciable.

A possible noise mechanism is a slow modification of the structural organization of the

pentacene island edges. Slow noise associated with adding and removing molecules from

island edges on the order of mHz − Hz has been measured for C60[8]. It has also been

observed that a decrease in grain boundary size corresponds to an increase in 1/f noise in

pentacene MOSFETs, and the noise was attributed to disorder-originated traps – specifically,

acceptor-like traps at grain boundaries[31], which is precisely the kind of trap measured here.

Nanoscale dewetting and growth of the islands of this sample was measured over hours and

days (as in [32]), which is further evidence that the island edges are dynamic – the molecular

gas phase of pentacene on the substrate leads to the islands changing shape over time.

Figure 7.13 shows transient noise of the thick pentacene island. Such transients were

commonly observed for this sample at both negative and positive bias, though at positive

bias, the transient state manifested as a series of jumps without RTN, whereas at negative

bias (as in Figure 7.13), there are a series of jumps which have associated varying RTS

rates. In fact, this is what made it particularly challenging to develop a more statistical

understanding of RTN in this system: The noise characteristics changed often – about every
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∼ 100 s or less (as compared to the SiO2 results shown in Chapter 6, where noise time traces

were measured for > 500 s with overall constant RTS rates and amplitudes, even though

the tip drifted by ∼ 1 nm) which made it effectively impossible to sample the noise for long

periods of time.

Similar transient RTN has also been measured in Si/SiO2[33] (though without such state-

dependent rates) and was associated with deep level filling under strong inversion. In this

case, if the structural origin of this noise proposed above is correct, than this transiency can

be attributed to the island slowly changing shape over time (as more pentacene molecules

are added to the edges, for example, or as the angle of the edge molecules with respect to

the surface normal changes). An enlightening experiment would be to measure the change

in the shape of a pentacene island as a function of time under strong inversion. Given the

results in Figure 7.13, it seems likely that the island shape would not change uniformly, but

rather would pass through a series of stages, where in some stages the edge molecules move

a lot (i.e. the fast RTN stages in Figure 7.13) and in others the island conformation appears

approximately static (i.e. slow RTN). In this experiment, no variability in Fd as a function

of time was observed; but a correlation is expected, so perhaps with higher sensitivity in this

channel, correlations between the island structure and loss could be measured directly.
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Figure 7.13: Transient noise in pentacene. ∆f (a) and Fd (b) measured for 500 s with
Vg = +10 V above the thick pentacene island in Figure 7.2.
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Chapter 8

Conclusions

Energy dissipation in materials can occur by a variety of mechanisms. For the frequencies

explored here, Ohmic losses dominate, which means that energy is dissipated by scattering

of carriers in the depletion width or at the semiconductor-insulator interface as the can-

tilever oscillates. If the number of carriers moving in the depletion width increases (which is

bias-dependent and dopant density-dependent, as shown in Chapter 4), energy dissipation

increases. Additionally, if there are local increases in scattering (for example, at a defect

site, as shown in Chapter 5), dissipation also increases. Finally, if there are fluctuations in

the defect state, there can be corresponding fluctuations (noise) in scattering (as shown in

Chapter 6).

For all of the methodology and results presented in this thesis, a bias is applied to a

semiconductor surface via an oscillating top gate. The relevance, therefore, of this system

for semiconductor devices in general – where geometries tend to be fixed – may not be

immediately obvious; however, the effect of the oscillating cantilever is entirely identical

to applying an AC gate bias. The fm-AFM MIS force is related to QS, the charge of the

capacitor, and if the capacitor charging and discharging is instantaneous, this means that

the tip-sample force Fts(t) and the tip position zins(t) are in-phase. In terms of a capacitive

circuit, this means that the AC voltage (zins) and current (∂QS/∂t) are 90 degrees out of

phase, with the current leading the voltage. If energy is dissipated due to resistive losses in
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the sample as the cantilever oscillates, this is equivalently like adding a resistor in series to

the circuit: This “equivalent series resistance” (ESR) introduces a reduction of the phase

angle between zins(t) and ∂QS/∂t (i.e. Fts(t) slightly lags zins(t), so there is an out-of-phase

tip-sample force contribution).

In this “circuit language”, MIS fm-AFM is entirely analogous to bias-dependent ad-

mittance spectroscopy[1–3], in which the capacitance and conductance of MIS devices are

measured upon application of an AC gate bias. The conductance signal, which is essen-

tially a measurement of the ESR, is associated with energy loss, and therefore is comparable

to Fd measurements in MIS fm-AFM. Admittance spectroscopy is used to characterize in-

terfacial states which, as seen in Chapter 5, lead to significant losses which manifest in a

bias-dependent peak in the conductance (Fd) signal. In addition to this bias dependence[4–

6], other dependencies can be explored, principally the temperature dependence[3, 7], fre-

quency dependence[3, 4, 6], and illumination-dependence[8, 9]. These experiments can be

done to measure various characteristics of interfacial traps, such as the trap energy, as was

done in Chapter 5, characteristic capture and emission rates, and trap capture cross sections.

The results presented here show the first bias-dependent admittance spectroscopy mea-

surements of individual defects at a semiconductor surface; exploring the other parameters

listed above (temperature, frequency, and illumination) with fm-AFM are each interesting

future directions for this work. Each experiment would lead to sample-specific insights re-

garding the role that defects play at semiconductor surfaces.

Measuring the temperature dependence is a relatively straightforward next experiment.

In particular, measuring the temperature dependence of the various random telegraph fluc-

tuations shown in this thesis would allow the activation energies and temperature-dependent

RTS timescales to be determined, which would provide further insights regarding the noise

mechanisms. If the noise mechanisms are known, they may be able to be suppressed. For

example, if the hydrogen activation/passivation mechanism proposed in Chapter 6 is a domi-

nant noise source at the Si/SiO2 interface, this could have particular consequences for atomic-

scale hydrogen lithography: In hydrogen lithography, surfaces are exposed to significant hy-

drogen concentrations, so they may have high interstitial hydrogen concentrations and be

particularly susceptible to noise if they are not appropriately annealed post-patterning.
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Measuring the frequency dependence poses more challenges for MIS fm-AFM. Specifically,

the AC frequency is fixed to the natural cantilever resonance frequency. Exploring frequency

space, therefore, is not straightforward: It can be accomplished by exchanging cantilevers,

potentially exciting higher cantilever harmonics (though this approach will have limited

sensitivity because the higher modes are stiffer); or by applying a bias at a variable AC

frequency and measuring the phase difference between the applied signal and the measured

one using a lock-in amplifier. The latter approach does not make use of the natural signal

enhancement by the cantilever transfer function, so may also be limited in sensitivity, though

there may be workarounds such as changing the cantilever temperature (which changes its

effective Q[10]) or heterodyning multiple AC frequencies[11]. It should be noted, however,

that if the cantilever is still oscillating, then the combined effect of applying two or more

frequencies (the cantilever oscillation plus an AC bias) will need to be treated with care.

In particular, the derivation of Chapter 4, which assumes a single interfacial polarization

relaxation time constant, would need to be revisited.

In the future, if it were possible to hold the cantilever static and vary the AC bias from

radio to terahertz frequencies, it would be fascinating to observe the spatial heterogeneity of

every loss mechanism in the material. That is, in the current setup with a 300 kHz cantilever,

charge reorganization timescales can only be measured into the ns regime, due to the finite

sensitivity of the PLL as discussed at the end of Chapter 2. For example, at high (GHz)

frequencies, loss peaks and rings observed in Chapter 5 are expected to decrease, because

the timescales for trap state relaxations were found to be ∼ 1 − 100 ns (1 − 0.01 GHz).

Perhaps at high enough excitation frequencies, phonons could be excited directly, allowing

for a detailed, spatially resolved understanding of where phonon excitations take place. In

this case, energy dissipation would be due to resonant excitation rather than Ohmic loss.

Perhaps STM is a potential avenue to explore some ranges of this frequency dependence,

but how an STM signal should be interpreted in the context of loss is not obvious.

Preliminary experiments exploring the illumination dependence of loss peaks and noise

were performed for pentacene. It was found that the surface photovoltage (SPV) had a peak

corresponding to the loss peak in Figure 7.3f. The SPV is a measure of the difference in

the surface potential when the light (in this case, a 780 nm beam) is on versus off. (This
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measurement was performed by optically chopping the beam at 109 Hz and using a lock-in

amplifier to demodulate ∆f at the chopper frequency, enabling a simultaneous measurement

of the “on” and “off” signals[12]). This preliminary finding indicates that there is a large

change in the surface charge density for Vg between the trap state crossing points, perhaps

signifying that there is a significant change in the population of trap states due to photo-

excited carriers. A future experiment should simultaneously demodulate the Fd channel at

the chopper frequency, to observe whether illumination leads to a corresponding increase or

decrease in defect-mediated loss.

As an aside, it should also be noted that the surface SPV peak which was observed in

pentacene is expected to be nonlinear with light intensity, due to the nonlinearity of band

bending. It is therefore expected that in similar systems, variations in the illumination in-

tensity will lead to nonlinearities in the ∆f response. Consider, for example, an experiment

where a fs pulsed beam is split into two “legs” which are subsequently collinearly aligned

and delayed with respect to one another in time. The resulting beam will have the form of

a field autocorrelation function, with fringes corresponding to sub-fs delay times centered

around zero delay. When directed onto the sample in the fm-AFM tip-sample junction, ∆f

will asymmetrically follow the intensity variations of the beam, which could resemble an in-

terferometric autocorrelation function and therefore be mistaken for ultrafast (fs) temporal

dynamics in the sample. In such an experiment scheme, if nonlinear optical sample re-

sponses are to be measured by fm-AFM, the excitation should be sub-band gap to eliminate

photo-excited carriers, the Fd channel should be monitored and found to be independent

of illumination, and there should be very little bias dependence in the “autocorrelation”

response (unless it can be definitively attributed to the Pockels effect, or another similar

bias-dependent optically induced nonlinearity). These are the kinds of nuances that need to

be considered when measuring semiconducting samples with fm-AFM.

Typically in fm-AFM experiments, semiconductor surfaces are approximated as metallic,

in that the derivation of the frequency shift equation assumes instantaneous charging of a

capacitor with an infinite density of states. In some fm-AFM and STM experiments, the

tip-sample junction is modelled as a MIS capacitor[13–20], though in the case of fm-AFM

the effect of the oscillating cantilever tends to be neglected. On the other hand, there is a
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recognition that the Fd channel is related to energy dissipation in the sample[21–23], though

without the associated understanding that comes from describing the interface as a MIS

capacitor.

This work showed that semiconductors have nanoscale heterogeneities in their dielectric

dispersion and noise. This means, for example, that two atoms spaced less than 1 nm apart

in a semiconducting lattice could have significantly different responses to a time-varying

field, even if they were positioned near a gate mere nanometers away. Within those few

nanometers, the two atoms could each also be susceptible to different random telegraph

noise inherent to spatially localized defects in the substrate. These considerations are of

practical concern for the continued development of nano- and atomic-scale semiconductor

devices, quantum sensors, and quantum computers.
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Appendix A

Experimental details

A.1 UHV System

The microscope used for the fm-AFM measurements in this work is a room temperature

commercial and customized JEOL JSPM-4500A ultra-high vacuum (UHV) system, shown

in Figure A.1. It contains three connected chambers: A loadlock, for moving tips and

samples in and out of vacuum; a preparation chamber, where various sample treatments,

(such as salt cleaving, annealing, and molecular evaporation for fabrication of the pentacene

Figure A.1: UHV system. To the left of the UHV system is the vacuum control unit, for
operating pneumatic valves, pumps, and gauges. The loadlock is a small chamber next to
the vacuum control unit; it connects to the prep chamber, which in turn is connected to the
measurement chamber. To the right of the UHV system is an electronics rack for controlling
various UHV components (e.g. the molecular evaporator and quartz microbalance, annealing
stage, the fm-AFM laser diode, and the sample motors).
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sample) are carried out; and a measurement chamber, where all fm-AFM measurements take

place. A Nanonis scanning probe microscopy (SPM) control system was used for all fm-AFM

measurements. For optics experiments, Zurich Instruments UHV and HF2 lock-in amplifiers

were also used.

The base pressure of the JEOL preparation and measurement chambers is between

1 × 10−11 – 5×10−10 mbar. This is achieved using a combination of pumps: A turbomolecular

pump, where spinning blades transfer momentum to gas molecules in one direction through

the pump; ion pumps, in which gaseous species are ionized and are accelerated via an the

pump’s electric field into a trap; and a titanium sublimation pump (TSP), where titanium

is sublimated onto the interior walls of the UHV chamber, where it chemically reacts with

gaseous species. An important aspect of achieving these low pressures is the system “bake”,

or heating of the system after every time it is vented. By heating the system, any species that

coated the walls of the system while it was exposed to air (e.g. a thin water layer) evaporate

quickly (over the coarse of days). If the system were not baked, these species would slowly

desorb and need to be pumped over time, leading to higher pressures. Figure A.2 shows a

typical “pumpdown curve” measured during a JEOL system bake.
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Figure A.2: UHV system pumpdown curve. Typical pumpdown curve for the measure-
ment (red) and preparation (purple) chambers. The solid lines are data; the dashed lines
demonstrate typical trends where data was not recorded. (The JEOL system measurement
chamber has one o-ring seal. This flange has a higher permeability than the rest of the (cop-
per) flanges in the UHV chambers, and consequently the base pressure of the measurement
chamber is higher than that of the preparation chamber.)
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A.2 KPFM imaging

Section 3.2.3 explains the KPFM operating principle, where electrostatic forces (Fel) are

nulled by applying Vg = VFB. If Vg ̸= VFB, the measured “topography” during a scan

(i.e. the z channel) is a convolution of electrostatic and topographic information about the

sample. Figure A.3, for example, shows two fm-AFM images of the MoSe2 island introduced

in Figure 7.1. Contrary to Figure 7.1, for the images shown here, the KPFM controller was

turned off. Figure A.3a shows that at Vg = 0 V , it appears that the bright patches and

edges are much taller than the top island layer; however, given Figure 7.1 it is clear that the

true height difference between them is small and the large contrast in Figure A.3a is purely

due to their different VFB. Figure A.3b, similarly, shows another example of a potentially

misleading “topography” image: At Vg = −5 V , the top layer appears to be ∼ 15 nm tall

as compared to the substrate, which is much taller than the ∼ 9 nm which is known given

Figure A.3. Furthermore, the first and second steps of the island (to the left of the top layer)

even appear to be lower than the substrate. This is because at Vg = −5 V , Fel of the first

and second layers happens to be smaller than Fel for the substrate, which makes the first

and second layers have an apparent decrease in height.

600 nm

a b

Figure A.3: Bias-dependent “topography” of MoSe2. MoSe2 island imaged without
KPFM feedback (as compared to with KPFM feedback, Figure 7.1) at variable Vg (indicated).
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A.3 Height measurements with AFM

A common way to measure sample “heights” (i.e. signal, often thickness, with respect to the

substrate) in AFM is with a line profile. Figure A.4, for example, demonstrates this approach

for an image of a pentacene island on KBr, for both the z and VFB channels of a KPFM

image. This method suffices for approximations of the height, but there is not an obvious way

to measure the height uncertainty using this approach. For example, Figure A.4ccould be

reported as 0.8 nm taking the z of the substrate immediately before the island step and the z

of the island immediately after the step; it would be 0.92 nm taking the minimum substrate

z and the maximum island z; and it would be 0.71 nm taking the maximum substrate z and

the minimum island z. The uncertainty might be estimated by looking at variations in these

values or fitting lines to each step and measuring standard deviations of the data to that

line. This appendix demonstrates a simple and more robust approach for measuring sample

heights with AFM.

The first thing to note is that, if sample thickness is the desired measurement, all forces

which are not due to the sample height (principally electrostatics) should be nulled. This is

most easily accomplished by KPFM, as explained in Appendix A.2.
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Figure A.4: Line traces measured with AFM. KPFM image of a pentacene island on
KBr. (a) z channel, (b) VFB channel, and (c-d) line traces corresponding to the black lines
in (a-b).
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Second, it is essential to make sure that the heating of the tip-sample junction is ap-

proximately constant during the experiment. If the cantilever is heated or cooled due to, for

example, variations in room temperature or illumination, its natural (“free”) resonance fre-

quency changes[1]. This change can be appreciable: Empirically, drift associated with slight

room temperature variability for the cantilevers (and mounting apparatus) used in this work

can be ∼ 1 Hz, the cantilever resonance frequency can shift by > 10 Hz if it is illuminated

with a lamp, and > 100 Hz if it is illuminated with a laser. (This is why it is important

to wait, after changing the illumination of the cantilever, before approaching the sample to

perform an experiment.) In a typical imaging experiment with a ∼ −3 Hz setpoint, drift

∼ 1 Hz will cause the z-controller to move the tip slightly (∼ nm) away from the sample

surface, which manifests in a change in “height” which does not actually correspond to the

sample. In general, room temperature fluctuations are very slow, so this effect only becomes

relevant for long imaging times. The images shown in this work (particularly the grid and

multipass images) were measured over ∼ 8 h: This is the timescale over which temperature

variability might impact the measurement. If such drift occurs, it will manifest as a band

(horizontally, if the sample is scanned top to bottom or vise versa) in the z channel and

possibly the Fd channel. Correcting for this kind of drift is not straightforward, and if it oc-

curs, the image should be measured again in a shorter amount of time to allow for a reliable

quantitative interpretation of the image during the analysis stage.

Third, there are intrinsic nonlinearities in the AFM imaging mechanism which should

be recognized. During an AFM experiment, the tip is moved over the sample surface (or

the sample is moved under a stationary tip, as is the case in the JEOL) by piezoelectric

materials (i.e. materials that expand or contract when a voltage is applied to them). Piezos

tend to be hysteretic, which mostly manifests as differences in the forward (trace) and

backward (retrace) images, and they tend to have a nonlinear (e.g. “bowed”) response, which

manifests as an approximately parabolic background of the z signal in the x and y directions.

Additionally, there might be an angle between the sample and the tip, which manifests as

an approximately linear background in one direction. It is best to minimize these artefacts

where possible (e.g. empirically, there is less piezo hysteresis if the scanner has already been

active for some time, or the time per line can be longer to avoid hysteresis; smaller scan areas
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lead to less piezo bowing; and many AFM controllers include “tilt correction” which account

for the sample angle as the image is scanned). It is challenging to completely eliminate

all of these effects, but since they do not correspond to actual changes in the tip-sample

separation, they can be reliably corrected for during image analysis.

Fourth, once the image is measured it should be analyzed. The first step is to perform

background subtractions for the image. To first order, this is accomplished by subtracting

a parabolic background in both directions and a linear background along one direction, to

account for piezo bowing and a tilt angle as described previously. These effects, however,

might not be exactly parabolic and linear, so for a robust measurement, more care is needed.

The basic principle is that some features of the sample are “known” to be flat. For example,

in Figure A.4a, large areas of the KBr substrate – which is known to be atomically flat – are

visible. A histogram of this substrate (see Figure A.5) should therefore have a single peak,

and the width of the peak should correspond to the intrinsic measurement (white) noise. If

the peak width is greater than the measurement noise, the sample is either rougher than

the measurement sensitivity or it exhibits additional noise (both of which are “real” sample

physics), or the background subtraction is not done appropriately. Which of the above cases

is true depends on the sample/substrate. Background subtraction is an iterative process.

Finally, with the background subtraction complete, the heights can be measured. If the

noise everywhere in the image is Gaussian, then histograms of the z channel should now be
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Figure A.5: Masking and fits of an AFM image. Masked images and histograms
(points) and Gaussian fits (red) for the z (a-b) and VFB (c-d) channels of a pentacene island
on KBr. The fits in (b) correspond to the un-masked (non-red) regions in (a). The fits in (d)
correspond to the entire area in (c). The R-square values for all Gaussian fits (four in total)
are 1. The masking and background subtraction for all images with z channels displayed in
this work are done using Gwyddion SPM software[2].

140



A – Experimental details

fitted with Gaussian peaks. The sample height is:

hsam =

[

z̄sam − z̄sub

]

±
[

√

δz2sam + δz2sub

]

(A.1)

where z̄ are the means of the Gaussian fits for the sample and substrate, and δz are the

full-width half-maximum of each fit.

Note that the background subtraction described above should not be done for the VFB

(VCPD) channel in the KPFM image. The “correctable” artefacts described above (e.g.

piezo bowing) should not manifest in this channel; if a background subtraction appears to

be required, the first kind of drift (the kind which does correspond to a change in tip-sample

separation, e.g. heating) has occurred, which cannot be accounted for with the simple

procedure outlined here). The un-corrected data in the VFB channel should be Gaussian

(if there is no significant non-Gaussian noise due to sample physics, and if the CPD on

the substrate and sample is indeed uniform), and the width corresponds to the intrinsic

sensitivity of the measurement.

As a final note, it can be difficult to exactly level the entire image. In Figure A.4, for

example, the bottom right corner is not level (that is, a histogram the large terrace in this

region is not Gaussian). In this sample, the island height was the desired measurement, so

it was necessary to level the island and its surrounding substrate. The image can be masked

(as in Figure A.5) to only evaluate the desired regions.

With the methodology outlined here, the substrate has z = 0.00±0.09 nm and the island

has z = 0.67±0.11 nm, meaning that the island height is z = 0.67±0.14 nm. The substrate

has VFB = 130 ± 20mV and the island has VFB = 680 ± 20 mV . The R-square values for

all of the Gaussian fits shown are 1. The uncertainty for z corresponds to the base noise of

this measurement, but for VFB is higher than the measurement noise (∼ 10 mV ), indicating

sample variability. (This corresponds to the “pock-mark” features in Figure A.5.)

The height found using this method is close to the values estimated using the line profile,

but it has a robust uncertainty. It can also be noted, perhaps, that the images used for

the line profiles had backgrounds subtracted by the methodology described above; with

a different background subtraction, the line profile estimates and uncertainties could vary

significantly.
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A.4 Samples

Photos of the three samples measured in this work are shown in Figure A.6. The pentacene

sample was uniformly evaporated onto a surface of KBr to achieve 0.3 monolayer cover-

age. The pentacene intially assembled in monolayer or bilayer islands ∼ 300 nm2, which

corresponded to about one island per the 4 µm2 scan area; locating pentacene islands was

therefore very easy. (Though note that the pentacene islands generally became taller over

time, which decreased the island density.)

The Si/SiO2 and MoSe2 samples, on the other hand, were much harder to find, because

they were not uniformly distributed on the substrate, but rather were located in one specific

location. The viewing angle of the tip-sample junction in the JEOL system is highly oblique,

which makes it difficult to determine the precise position of the tip relative to the substrate

by eye. The samples, therefore, needed to be located by AFM imaging. The samples were

∼ 2 × 2 µm2 and the AFM scan area is ∼ 4 × 4 µm, which are both tiny compared to the

the ∼ 5 mm2 substrate areas. Thankfully, both samples had markers which helped with

this navigation. (The markers – a series of patterned crosses in the Si/SiO2 sample and a

series of gold numbers and corners in the MoSe2 sample – are faintly visible in Figure A.6.)

Essentially, the (generally featureless) substrate was scanned, the tip was retracted, the

motors were moved in one direction by ∼ 4 µm, and the substrate was scanned again (see

Figure A.7). This was done repeatedly until a marker was found, which was used to determine

Figure A.6: Samples. Photos of the samples as mounted during experiments: Si/SiO2

(left); MoSe2 (middle); and pentacene (post-cleave in UHV and after molecular deposition,
right). These images are ∼ 2 × 2 cm2.
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the position of the tip on the substrate and then find the sample.

In the future, locating patterned or exfoliated samples with this approach would be

significantly faster if the samples could be fabricated on optimized patterned substrates.

The substrate markers would have the following features: They would be spaced every

∼ 20 − 50 µm so that one could be found within 5 − 10 approaches when moving along one

direction; they would be easily distinguished from the substrate (to allow for fast scanning);

they would be short (so that the tip would not crash into one while fast scanning) – perhaps

in this sense buried markers with a very different VFB (VCPD) than the substrate would be

ideal; they would be small (it must be possible to identify a marker with one or two 4×4 µm2

scan areas); they would be asymmetric in all four directions (i.e. a two should not look like

the upside down version of a five; an eight should have a different top and bottom); and they

would be informative (one marker should be able to exactly reveal the sample location).

Figure A.7: Sample navigation. Images from the sample navigation process for the Si/SiO2

(top) and MoSe2 (bottom) samples. The Si/SiO2 sample was approached in a region believed
to be in the lower left quadrant of the cross (visible in Figure A.6). The tip was then moved
along a zig-zag line (top left) until a marker (top right) was found. The marker was identified
by imaging, and then the sample was located. For the MoSe2 sample, the tip was moved
along one direction until numbers were found. The numbers were read by a series of AFM
images (bottom left). The sample was then located nearby (bottom right). All AFM images
are 4 × 4 µm2. The cross in the top right image is ∼ 15 × 15µm2 and ∼ 300 nm tall. The
numbers in the bottom images are ∼ 2 × 2µm2, and ∼ 50 nm tall.
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Model & fitting details

B.1 Distance dependencies

A rigorous assessment of the MIS model fit acknowledges the full distance-dependent force

Fts(z). This is done by comparing the MIS model to experimental spectra at varying tip lift

(zTL) above the closest approach position zins,c, shown in Figure B.1. Modelled results are in

black and experimental spectra are coloured, where each colour represents a different zins,c

(i.e. a different zTL). Ten sweeps are shown for each zTL. Figure B.1a shows that there is

good agreement between the model and the data within the measurement uncertainty, which

is captured by the spread of the sweeps. Figure B.1b-e show these results at four arbitrary

biases. No fits are shown for Fd(Vg) (Figure B.1(f-j)) Fd is bias-dependent, as was discussed

in Chapter 4. Figure B.1k shows the relative difference between the data and the model,

which is less than 10%. Finally, Figure B.1i shows the difference of each ∆f spectrum (data

and model) with its parabolic fit. This figure is intended to demonstrate the non-parabolicity

of both the data and the model. There are differences in the shapes of these curves, but

overall they have a similar trend and order of magnitude. The data in Figure B.1 were used

to determine the relative contributions of the tip (r, zins) and cantilever (ac, zins,c) in the

MIS model. If the tip contribution is too small with respect to the cantilever, ∆f(Vg) is

approximately constant as a function of zTL; if the tip contribution is too big, the shape of

∆f(Vg) changes too rapidly with zTL. The geometries found with this method are consistent

with those specified by the tip manufacturer, as discussed in Chapter 7.
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Figure B.1: Comparison of Si measurements and the MIS model. Experimental bias
sweeps for zTL = 0 nm (red), 1 nm (orange), 2 nm (yellow), 3 nm (green), 4 nm (teal),
5 nm (blue), and 6 nm (purple). Ten spectra are shown overlaid for each zTL. Corresponding
modelled results are shown in black. (a) Shows the full ∆f spectrum, and (b-e) show cuts
at Vg = −9 V , −5 V , −2 V , and +3 V , respectively. Simultaneously measured Fd spectra
are shown in (f-j). [Figure from [3].]
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B.2 Si/SiO2 fit assessment

Figure B.2 demonstrates the sensitivity of MIS sample parameters for the Si/SiO2 surface.

(Figures B.3 and B.4 in Appendices B.3 and B.4 show similar assessments for MoSe2 and

pentacene.)

An experimental ∆f(Vg) bias spectrum is shown, along with the model used for this

work (where the only variable throughout this work was zins, according to the tip lift set

during the the experiment.) The greyscale image shows ∆f(Vg) for a large parameter space

covering “reasonable” sample parameter values, for Eg, ϵ, χ, Nd, α, zins, me, mh, and T .

Below the greyscale images, “cuts” in this parameter space are shown as bias spectra.

Some parameters are much more sensitive than others. In all samples, variations in the

non-parabolicity (corresponding to the “steepness” of the VS(Vg) curve) is primarily affected

by Eg, ϵ, and Nd(a). χ simply introduces a lateral offset. zins and α lead to vertical stretching

and compression of the ∆f(Vg) curve. me, mh, and T are largely insensitive parameters.

There is a discontinuity in the Eg parameter space for MoSe2. This appears to be an artefact

of the numerical solver and currently its origin is unknown. Overall, there is good agreement

between the experimental data and the model, and all of the values used in modelling these

results are “realistic”, as discussed in Chapter 7.
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Figure B.2: Si/SiO2 MIS model sensitivities. ∆f bias spectra for varying MIS param-
eters: (a-i) Eg, ϵ, χ, Nd, α, zins, me, mh, and T . The grey colour scale in the top images
shows ∆f . The bottom images show “slices” of ∆f(Vg) for the parameters with the corre-
sponding colour in the top images. The dashed black line corresponds to the parameter used
for modelling the sample; the solid black line shows a measured Si/SiO2 spectrum.
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B.3 MoSe2 fit assessment
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Figure B.3: MoSe2 MIS model sensitivities. ∆f bias spectra for varying MIS param-
eters: (a-i) Eg, ϵ, χ, Nd, α, zins, me, mh, and T . The grey colour scale in the top images
shows ∆f . The bottom images show “slices” of ∆f(Vg) for the parameters with the corre-
sponding colour in the top images. The dashed black line corresponds to the parameter used
for modelling the sample; the solid black line shows a measured MoSe2 spectrum.
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B.4 Pentacene fit assessment
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Figure B.4: Pentacene MIS model sensitivities. ∆f bias spectra for varying MIS
parameters: (a-i) Eg, ϵ, χ, Na, α, zins, me, mh, and T . The grey colour scale in the top
images shows ∆f . The bottom images show “slices” of ∆f(Vg) for the parameters with the
corresponding colour in the top images. The dashed black line corresponds to the parameter
used for modelling the sample; the solid black line shows a measured pentacene spectrum.
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B.5 RTS timescales

The RTS timescales in Chapter 6 correspond to the amount of time the system spends in

the “up” and “down” states before switching. This Appendix describes the RTS timescale

measurement procedure.

In Figure B.5 the shaded regions correspond to the standard deviation of the Gaussian

fits (b,d). The first data point in the time series is identified as being in the “up” state (0

for ∆f ; 1 for Fd) or the “down” state. Then, starting with t = 0 and moving forward in

the time series, every data point is compared to the point before. If the state is “up”, it is

defined to flip to “down” when the value is less than the highest value in the shaded region

of the “down” peak. If the state is “down”, it flips to “up” when the value is greater than

the lowest value in the shaded region of the “up” peak.

Figure B.5c,f show the values at which the state flipped. In the Fd analysis, where the

noise amplitude is larger than the peak width, the measured flip values are approximately

normally distributed in each state. In the ∆f analysis, however, the measured flip values

are not normally distributed, indicating an overestimation of flips. This manifests as shorter

measured RTS timescales for ∆f (see the Figure B.5 caption). The arrows in (a,d) point to

mismatches in the ∆f and Fd flips, but overall the correlation between the two channels is

high (Φ = 0.8), and the RTS timescales are close within measurement uncertainty.

Figure B.5: RTS timescales measurement. RTS of the Si/SiO2 sample measured
at Vg = −6.5 V . The timescales found using the methodology described above are:

τ∆f
0 = 0.093 ± 0.007 s, τ∆f

1 = 0.28 ± 0.014 s, τFd

0 = 0.10 ± 0.01 s, τFd

1 = 0.33 ± 0.02 s.
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Appendix C

Derivations

C.1 The classical limit of Fermi-Dirac

This Appendix shows when it is appropriate to use the Maxwell Boltzmann distribution in

lieu of Fermi Dirac. The Fermi-Dirac (fFD(E)) and Maxwell-Boltzmann (fMB(E)) distribu-

tion functions are given below:

fFD(E) =
1

1 + e(E−Ef )/kBT
fMB(E) =

1

e(E−Ef )/kBT
(C.1)

In the limit exp
(

E−Ef

kBT

)

>> 1 (i.e. E − Ef ≫ kBT ), fFD(E) ≈ fMB(E). This limit is

sometimes called the “high-temperature limit”, where what is meant by “temperature” in

this statement is the particle energy E: At high energy E the density of states is large,

approaching the classical (non-quantized) case. More specific is to show where fFD(E) and

fMB(E) agree within 5%[4]:
fMB(E) − fFD(E)

fFD(E)
= 0.05

e−(E−Ef )/kBT = 0.05

E − Ef ≈ 3kBT

(C.2)

In the case of an electron in the lowest energy of the conduction band of an intrinsic semi-

conductor with Eg = 1 eV (i.e. E − Ef ∼ 0.5 eV ) at room temperature (300 K, 0.025 eV ),

fFD(E) and fMB(E) agree within ∼ 10−7%.
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C.2 Bulk carrier densities

This Appendix shows the derivation of Equation 2.6.

Equation 2.6 is the solution of Equation 2.5, given the density of states g(E) (Equa-

tion 2.4) and approximating the Fermi-Dirac distribution function (fFD(E)) ≈ the Maxwell-

Boltzmann distribution function (fMB(E)) distribution. For electrons, this gives:

n =

∞
∫

EC

gc(E)fMB(E)dE

=

∞
∫

EC

1

2π2

(

2mn

ℏ2

)3/2
√

E − EC

[

exp

(

Ef − E

kBT

)]

dE

=
1

2π2

(

2mn

ℏ2

)3/2
∞
∫

0

√

kBTx

[

exp

(

Ef − EC

kBT
− x

)]

kBT dx

=
1

2π2

(

2mnkBT

ℏ2

)3/2 [

exp

(

Ef − EC

kBT

)]

∞
∫

0

√
x exp (−x) dx

=
1

2π2

(

2mnkBT

ℏ2

)3/2 (√
π

2

)[

exp

(

Ef − Ec

kBT

)]

=
1√
2

(

mnkBT

πℏ2

)3/2 [

exp

(

Ef − Ec

kBT

)]

= Nc exp

(

Ef − Ec

kBT

)

where as an intermediate step on line 2 I have made the substitution x = E−Ec

kBT
. Nc is the

effective density of states in the conduction band. A similar derivation can be done to find

Nv, the effective density of states in the valence band, to give:

Nc =
1√
2

(

mnkBT

πℏ2

)3/2

(C.3a)

Nv =
1√
2

(

mpkBT

πℏ2

)3/2

(C.3b)
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C.3 Bulk intrinsic energy and density

This Appendix shows the derivation of Equations 2.7 and 2.8.

For an intrinsic semiconductor, it is necessarily true that n = p, and by definition we set

ni = n = p and Ei = Ef . So now we can derive the intrinsic level, starting from Equation 2.6

and recalling the expressions for Nv and Nc derived in Appendix C.2:

Nc exp

(

Ei − Ec

kBT

)

= Nv exp

(

Ev − Ei

kBT

)

exp

(

2Ei − Ec − Ev

kBT

)

=
Nv

Nc

Ei =
Ec + Ev

2
+
kBT

2
ln

(

Nv

Nc

)

Ei = Emidgap +
kBT

2
ln

(

mp

mn

)3/2

(C.4)

where Emidgap is the energy level exactly mid-gap. Therefore, we can see that Ei only lies at

mid-gap if mn = mp or if T = 0 K.

Given that Eg = Ec − Ev, and given Equation 2.6, for an intrinsic semiconductor where

Ef = Ei:

n = Nc exp

(

Ei − Ec

kBT

)

= Nc exp

(

Ei − (Eg + Ev)

kBT

)

= Nv exp

(−(Ec − Ei) − (Eg)

kBT

)

= Nc
Nv

p
exp

(−Eg

kBT

)

n× p = NcNv exp

(−Eg

kBT

)

ni =
√

NcNv exp

(−Eg/2

kBT

)

(C.5)
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C.4 Bulk extrinsic carrier densities

This Appendix shows the derivation of Equation 2.10.

Generically, n2
i = n× p.Therefore, p =

n2

i

n
, and Equation 2.9 can be rewritten as:

0 = p− n + Nd −Na

0 =
n2
i

n
− n + Nd −Na

n =
(Nd −Na)

2
±

√

(

Nd −Na

2

)2

+ n2
i (C.6)

It is necessarily true that when Nd = Na, n = ni, so the positive sign corresponds to the

physical solution. Then, the solution is positive when Nd > Na, which corresponds to an

n-type semiconductor. For a p-type semiconductor, the above yields a negative n, which is

not physical, so the above equation does not hold.

For a p-type semiconductor, the above derivation is repeated starting with n =
n2

i

p
, giving:

p =
(Na −Nd)

2
±

√

(

Na −Nd

2

)2

+ n2
i (C.7)

for which, again, taking the positive sign and demanding Na > Nd corresponds to the physical

solution.Charge neutrality demands that:

0 = p− n + Nd −Na (C.8)

Therefore, the free electron and hole concentrations of an n-type semiconductor are:

nn =
Nd −Na

2
+

√

(

Nd −Na

2

)2

+ n2
i ; pn =

n2
i

n
(C.9)

and for a p-type semiconductor,

pp =
Nd −Na

2
+

√

(

Nd −Na

2

)2

+ n2
i ; np =

n2
i

p
(C.10)
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C.5 The MIM capacitor force

This Appendix shows the derivation of Equations 2.15 and 2.16.

In an MIM capacitor, the potential of each plate is spatially uniform, such that
∫

v
ρV ∂v =

V
∫

v
ρ∂v. Additionally, the charge densities of each plate are located entirely at the metal

surfaces, so that the total charge Q =
∫

v
ρ∂v =

∫

a
σ∂a, where a is the plate area. Further-

more, the surface charge distribution is spatially uniform, so that
∫

a
σ∂a = σ

∫

a
∂a = σa = Q.

Therefore, the energy of a capacitor (Equation 2.14) can be simplified as:

UAB =
1

2





∫

A

ρAVA∂vA +

∫

B

ρBVB∂vB



 (C.11a)

=
1

2
(QAVA + QBVB) (C.11b)

Given the requirement for conservation of electric charge (i.e. assuming charge neutrality

in the system), QAB = QA = −QB. Furthermore, the potential difference between the plates

is VAB = VA − VB). Therefore, the above expression can be re-written as:

UAB =
1

2
QABVAB

=
1

2
CABV

2
AB

(C.12)

where, by definition, CAB = QAB/VAB.

Generically, FAB = −∇UAB. Assuming a one-dimensional system, FAB = −∂UAB/∂zAB.

Therefore,the capacitive force of a one-dimensional MIM capacitor is:

FAB = −1

2

[

∂CAB

∂zAB

V 2
AB +

∂V 2
AB

∂zAB

CAB

]

(C.13)

According to Equation 2.12, VAB = Vg − VCPD (which is z-independent in a perfectly

one-dimensional system), so:

FAB = −1

2

∂CAB

∂zAB

(Vg − VCPD)2 (C.14)
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C.6 The MIS capacitor electric field

This Appendix shows the derivation of Equation 2.19.

The number of carriers near the semiconductor surface (nd(z) and pd(z)) is z-dependent

due to the z-dependent electric field, such that the total charge density in the depletion

region ρd(z) is:

ρd(z) = |e| (pd(z) − nd(z) −Na + Nd) (C.15)

with

nd(z) = n exp

( |e|V (z)

kBT

)

(C.16a)

pd(z) = p exp

(−|e|V (z)

kBT

)

(C.16b)

where V (z) is the spatially variable potential and n and p are the bulk carrier densities

given by Equation 2.6 or Equation 2.6. Substituting Equations 2.17 and 2.18 into the one-

dimensional Poisson equation (−∂2V (z)
∂z2

= ρd(z)
ϵ

) gives:

∂2V (z)

∂z2
=

−|e|
ϵ

[

p exp

(−|e|V (z)

kBT

)

− n exp

( |e|V (z)

kBT

)

−Na + Nd

]

(C.17)

In the semiconductor bulk, due to charge neutrality, it is necessarily true that Nd −Na = n− p.

Therefore, the above equation can be written as:

∂2V (z)

∂z2
=

−|e|
ϵ

[

p

(

exp

(−|e|V (z)

kBT

)

− 1

)

− n

(

exp

( |e|V (z)

kBT

)

− 1

)]

(C.18)

Given that the electric field is generically E(r) = −∇V (r) (in one dimension, E(z) =

∂V (z)
∂z

), integrating the above equation once (with the boundary conditions V (0) = VS and

∂V (∞)
∂z

= 0) gives the solution for the electric field at any point:

[ ∂V∂z ]
z

∫

0

∂V

∂z
∂

(

∂V

∂z

)

=
−|e|
ϵ

Vz
∫

0

p

(

exp

(−|e|V
kBT

)

− 1

)

− n

(

exp

( |e|V
kBT

)

− 1

)

∂V

E2
z (z) =

kBT

ϵ

[

p

(

exp

(−|e|Vz(z)

kBT

)

+
|e|Vz(z)

kBT
− 1

)

+ n

(

exp

( |e|Vz(z)

kBT

)

− |e|Vz(z)

kBT
− 1

)]

(C.19)
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C.7 The MIS capacitor energy

This Appendix shows the derivation of Equation 2.24.

The generic expression for the energy of a capacitor is given in Equation C.11. If the first

capacitor plate (A) is metallic, ρA and VA are both spatially constant. If the second plate

(B) is semiconducting, ρB and VB are both spatially variable, such that in one dimension:

U =
QMVM

2
+

1

2

∞
∫

0

ρ(z)V (z)∂z (C.20)

where QM = ρAvA and VM are the total metallic charge and potential. Poisson’s equation

in one dimension is:
∂2V

∂z2
=

−ρ(z)

ϵ
(C.21)

and given that ∂V (∞)
∂z

= 0, Equation C.21 can be integrated once spatially to give:

QS = −ϵ
∂V (0)

∂z
(C.22)

where −QM = QS =
∫∞

0
ρ(z)∂z is the total charge in the semiconductor. The second integral

of Equation C.20 can now be solved by integration by parts, setting u = V (z), ∂u = ∂V ,

v = ∂V
∂z

, and ∂v = ∂2V
∂z2

∂z (for
∫ b

a
u∂v = u(a)v(a) − u(b)v(b) −

∫ b

a
v∂u):

1

2

∞
∫

0

ρ(z)V (z)∂z = −ϵ

∞
∫

0

∂2V

∂z2
V (z)∂z

= − ϵ

2





[

V (z)
∂V

∂z

]∞

0

−
∞
∫

0

∂V

∂z
∂V





=
ϵ

2



VSQS +

0
∫

VS

∂V (z)

∂z
∂V





where the integration bounds are set given V (z = 0) = VS and V (z → ∞) = 0. Therefore,

the energy of a capacitor with one metallic plate and one semiconducting plate is[5]:

U =
QMVM

2
+

QSVS

2
+

ϵ

2

0
∫

VS

∂V (z)

∂z
∂V (C.23)
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C.8 The MIS capacitor force

This Appendix shows the derivation of Equation 2.25.

In the derivation of Equation 2.24, no statements were made about VM except that it is

spatially constant. So, VM can be defined as VM = Vg − VCPD, such that:

U =
QM(Vg − VCPD)

2
+

QSVS

2
+

ϵ

2

0
∫

VS

∂V (z)

∂z
∂V (C.24)

Equation 2.21, so Vg = VCPD + VS + Vins. Additionally, QM = −QS, Vins = −QS/Cins, and

Cins = ϵo/z, so Equation 2.24 can be written as:

U =
Q2

Sz

2ϵo
+

ϵ

2

0
∫

VS

∂V (z)

∂z
∂V (C.25)

The electrostatic force can be found according to F⃗ = −∇⃗U (in one dimension, F⃗ = −∂Uz

∂z
).

QS and VS do not depend on z, so:

F = −Q2
S

2ϵo
(C.26)

This derivation differs slightly from that presented in Hudlet (1995)[5] in that it includes

VCPD. However, because VCPD is z-independent, the end result is identical.
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C.9 The damped, driven free harmonic oscillator

The equation of motion for a linearly damped, driven, free (no external force) harmonic

oscillator is:

mz̈ + ξż + kz = Fdrive (C.27)

(though note that it can be set up in different ways, see e.g. Section 3.1 for a discussion of

the fm-AFM equation of motion.) If the drive is periodic:

Fdrive(t) = Re
[

Fde
−iωt

]

(C.28a)

= |Fd| cos (ωt) (C.28b)

the position is periodic:

z(t) = Re
[

Aei(−ωt+ϕ)
]

(C.29a)

= |A| cos (ωt− ϕ) (C.29b)

= Ain cos (ωt) − Aout sin (ωt) (C.29c)

where ϕ is the angle in the complex plane and Ain = |A| cos (ϕ) and Aout = |A| sin (ϕ).

Combining Equation C.27 with Fdrive(t) and z(t) gives:

A =
Fde

−iϕ

k −mω2 − iωξ
(C.30)

According to Equation C.29, z(t) can be fully expressed either in terms of |A| and ϕ (Equa-

tion C.29b) or Ain and Aout (Equation C.29c). These solutions are:

|A| =
Fd

√

(k −mω2)2 + (ωξ)2
; ϕ = tan−1

(

ωξ

k −mω2

)

(C.31a)

Ain =
Fd(k −mω2)

(k −mω2)2 + (ωξ)2
; Aout =

Fd(ωξ)

(k −mω2)2 + (ωξ)2
(C.31b)

When ω =
√

k
m

:= ωo = 2πfo (that is, at the resonance frequency), A is maximized and

ϕ = 90◦ (see Figure 3.2 in the main text), or equivalently Ain = 0 and Aout is maximized.
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C.10 fm-ac-EFM

This Appendix shows the derivation of Equation 3.13.

The position of the cantilever in fm-AFM can be described as:

z(t) = zo + A cos (ωt) := zo + A cos (ωot + θ) := zo + A cos (ϕ) (C.32)

where the instantaneous frequency ω = ∂ϕ/∂t. Given ∆ω = ω−ωo, and given Equation 3.10:

ϕ =

∫

ω∂t =

∫

[ωo + ∆ω] ∂t

=

∫ [

ωo +
ωo

4k

∂2C

∂z2
((VDC − VCPD) + VAC sin (ωACt))

2

]

∂t

= ωot +
ωo

4k

∂2C

∂z2
[t

(

(VDC − VCPD)2 +
V 2
AC

2

)

...

− 1

ωAC

(

2VAC(VDC − VCPD) cos (ωACt) +
V 2
AC

4
sin (2ωACt)

)

]

(C.33)

which can be expressed in terms of its frequency components, where ϕ = ϕDC+ϕ1ωAC
+ϕ2ωAC

:

ϕDC = ωot +
ωo

4k

∂2C

∂z2

(

(VDC − VCPD)2 +
V 2
AC

2

)

t (C.34a)

ϕωAC
=

ωo

4k

∂2C

∂z2

(−2VAC(VDC − VCPD)

ωAC

)

cos (ωACt) (C.34b)

ϕ2ωAC
=

ωo

4k

∂2C

∂z2

(−V 2
AC

4ωAC

)

sin (2ωACt) (C.34c)

Therefore, the instantaneous frequency ω = ∂ϕ/∂t = ωDC + ω1ωAC
+ ω2ωAC

gives rise to an

instantaneous frequency shift ∆ω, as given in Equation 3.13 of the main text.

This derivation is roundabout, since first there is an integral and later a derivative, which

undo each other. The final result is found much more quickly by expanding the quadratic

in Equation 3.10, but in this expansion the instantaneous phase ϕ is found, which is how

Figure 3.5d is drawn (z = A sin (ϕ).)
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C.11 Exponential probability distribution

If the switching mechanism of an RTS as function of time is a discrete, random, memoryless

process with a characteristic timescale, the number Nτ of 0 → 1 (or 1 → 0) events over a

time interval τ is Poisson distributed:

P (N = Nτ ) =
(λτ)Ne−λτ

N !
(C.35)

where P (N = Nτ ) is the probability mass function and λ (λ ∈ [0 ∞]) is the expected

(average) rate of events such that ⟨Nt⟩ = λτ = τ/τS, where τS is the characteristic lifetime

of the state. If τt is the wait time before a transition, it follows that the probability of no

transition (N = 0, i.e. τt > τ) is:

P (N = 0) = P (τt > τ) =
(λτ)0e−λτ

0!
= e−λτ (C.36)

and so the probability that a transition will occur over the interval τ is the cumulative

distribution function:

P (N > 0) = P (τt < τ) = 1 − e−λτ (C.37)

Therefore, the probability of a transition occurring at time τ is:

P (τ = τt) =
∂

∂τ
(1 − e−λτ )

= λe−λτ

=
1

τS
e−τ/τS

(C.38)

which is the exponential probability distribution function.
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