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In this day and age, the vast majority of people have some form of online pres-
ence for work, social interaction, or both. Internet anonymity, where people can use
pseudonyms or generic photos, allows people to share their opinions freely while pro-
tecting their privacy. Yet, this anonymity has been misused by maleficent people who
hide behind it to commit their crimes. The topic of this thesis is evaluation techniques
for authorship attribution and authorship obfuscation, two contrasting tasks that are
closely related to the concept of anonymity. Authorship attribution, or identification,
is the task of using the unique writing style of authors to identify the most plausible
author of an anonymous text from a set of candidate authors of that text. Authorship
obfuscation, on the other hand, is the task of manipulating a text to hide the author’s
writing style to prevent authorship attribution techniques from revealing the identity
of that author. The importance of these two tasks is that while authorship attribution
can be used to identify criminals, it can also be misused to identify whistle-blowers
or persecute journalists who speak against authoritarian regimes. To fight this misuse,
authorship obfuscation techniques are proposed. Aiming for better performance, most
of the work on authorship attribution either proposes new writing style features or
new attribution techniques. As a result, less attention is given to evaluation tasks that
are important to better understand the authorship attribution problem. Similarly, ex-

isting research on anonymization either ignores the potential change in the document’s
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contents due to obfuscation or uses abstract and unintuitive measures to quantify such
change. Indeed, achieving better performance is the ultimate goal. However, for tasks
with critical real-life applications, we must know how the proposed techniques for
such tasks work and to make sure that they work as intended. The contribution of
this thesis is a set of evaluation techniques for authorship attribution and text obfus-
cation tasks. We believe the importance of evaluation techniques for these two closely
related problems is two-fold: to help explain such techniques and their outcomes on
downstream tasks and to direct researchers’ efforts toward achieving higher perfor-
mance using the findings of the proposed evaluation techniques. Firstly, I evaluate a
large spectrum of existing English authorship attribution techniques on Arabic tweets.
Given that such techniques were using hand-engineered features, I adapt existing fea-
tures to the new language and domain. Moreover, I adapt a visualization tool to Ara-
bic tweets to make the output of the attribution process more interpretable. Following
that, I propose a new benchmark to investigate the negative effect that the topic of a
document has on the attribution process. With this benchmark and two newly pro-
posed error measures, I compare various writing style representations and measured
their susceptibility to topic variations. Furthermore, I demonstrated the significance of
using stylometric features as part of the writing style representation. Finally, given that
authorship attribution techniques use topic cues to identify the authors, I investigate
whether obfuscation techniques modify these topical cues to hide the author’s identity
in the obfuscated document. I re-evaluate state-of-the-art obfuscation tools on evasion,
and content preservation, and propose a new dimension namely, misattribution. The
results show that the performance of existing obfuscation techniques is highly over-
stated. In particular, these techniques are inferior to a simple back-translation baseline
that achieves higher obfuscation performance, better content preservation, and lower

misattribution.
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Sommaire

Actuellement, la majorité des gens ont une certaine présence en ligne pour le travail,
I'interaction sociale, ou les deux. L'anonymat sur Internet, qui permet d’utiliser des
pseudonymes ou des photos génériques, permet aux gens de partager leurs opinions
librement tout en protégeant leur vie privée. Pourtant, cet anonymat a été détourné par
des personnes malveillantes qui s’en cachent pour commettre leurs crimes. Le sujet de
cette these est ’évaluation des techniques d’attribution d’auteur et I’'obscurcissement
d’auteur, deux taches opposées qui sont bien liées au concept d’anonymat. L'attribution
d’auteur est la tache qui consiste a utiliser les styles d’écriture uniques des auteurs pour
identifier 'auteur le plus probable d’un texte anonyme parmi un ensemble de candi-
dats d’auteurs de ce texte. L'obscurcissement de 'identité de I’auteur, quant a lui, con-
siste a manipuler un texte pour masquer le style d’écriture de I’auteur afin d’empécher
les techniques d’attribution d’identité de révéler 1'identité de cet auteur. L'importance
de ces deux taches tient au fait que si I'attribution d’auteur peut étre utilisée pour iden-
tifier des criminels, elle peut étre également mal utilisée pour identifier des dénoncia-
teurs ou persécuter des journalistes qui s’élevent contre des régimes autoritaires. Pour
lutter contre cette utilisation abusive, des techniques d’obscurcissement de la paternité
sont proposées. Dans le but d’améliorer les performances, la plupart des travaux sur
I'attribution d’auteur proposent soit de nouvelles caractéristiques de style d’écriture,
soit de nouvelles techniques d’attribution. Par conséquent, moins d’attention est ac-
cordée aux taches d’évaluation qui sont importantes pour mieux comprendre les prob-
lemes d’attribution d’auteur et d’obfuscation. La contribution de cette thése est un en-
semble de techniques d’évaluation pour les taches d’attribution d’auteur et d’obfusca-
tion de texte. Nous pensons que 'importance des techniques d’évaluation pour ces
deux problemes bien liés est double: aider a expliquer ces techniques et leurs ré-
sultats sur des taches en aval et orienter les efforts des chercheurs vers 1'obtention

de meilleures performances en utilisant les résultats des techniques d’évaluation pro-



posées. Premiérement, j’évalue un large éventail de techniques d’attribution d’auteur
congues pour I’anglais sur des tweets en arabe. Etant donné que ces techniques utilisent
des caractéristiques définies manuellement, j’adapte les caractéristiques existantes a
la nouvelle langue et au nouveau domaine ainsi qu'un outil de visualisation pour
les tweets en arabe afin de rendre le résultat du processus d’attribution plus inter-
prétable. Ensuite, je propose un nouveau repere pour étudier l'effet négatif que le sujet
d’un document a sur le processus d’attribution. A l’aide de ce repére et de deux nou-
velles mesures d’erreur nouvellement que je propose, j'ai comparé diverses représen-
tations de styles d’écriture et mesuré leur sensibilité aux variations du sujet. En outre,
jai démontré I'importance de 'utilisation de caractéristiques stylométriques dans la
représentation du style d’écriture. Enfin, étant donné que les techniques d’attribution
d’auteur d’un texte utilisent des indices thématiques pour identifier les auteurs, j’étudie
si les techniques d’obscurcissement modifient ces indices thématiques pour cacher
I'identité de 'auteur dans le document obscurci. Je réévalue les outils d’obfuscation
les plus récents sur 1’évasion et la préservation du contenu, et je propose une nouvelle
dimension, a savoir la mésattribution. Les résultats montrent que les performances
des techniques d’obfuscation existantes sont largement surestimées. En particulier, ces
techniques sont inférieures a une simple base de rétro-traduction qui permet d’obtenir
une meilleure performance d’obscurcissement, une meilleure préservation du contenu

et une plus faible mésattribution.
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Chapter 1

Introduction

In this day and age, the vast majority of people have some form of online presence for
work, social interaction, or both. Internet anonymity, where people can use pseudonyms
or generic photos, allows people to share their opinions freely while protecting their
privacy. Yet, this anonymity has been misused by maleficent people who hide behind
it to commit their crimes (Chaski, 2005).

The topic of this thesis is the evaluation of authorship attribution and authorship
obfuscation, two contrasting tasks that are closely related to the concept of anonymity.
Authorship attribution, or identification, is the task of using the unique writing styles
of authors to identify the most plausible author of an anonymous text from a set of
candidate authors of that text. Authorship obfuscation, on the other hand, is the task
of manipulating a text to hide the author’s writing style to prevent authorship identi-
fication techniques from revealing the identity of that author.

Initially, authorship attribution was used in the literacy domain to give credit and
solve disputes over the true authors of famous literature work (Mosteller and Wal-
lace, 1963). Currently, authorship attribution is being investigated for various applica-
tions in the computer science domain, especially in forensics where investigators aim

to identify authors of electronic texts that are deemed harmful or threatening (Igbal
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et al.,, 2010a,b). However, these same techniques can be misused to identify whistle-
blowers or journalists who speak against oppressing governments (Shetty et al., 2018).
To counter this misuse, researchers proposed the authorship obfuscation task (Kacmar-
cik and Gamon, 2006). This task aims to protect the identity of an author by masking
their writing style in a document to prevent authorship identification techniques from
revealing the identity of that author (Bevendorff et al., 2019).

Early approaches to authorship attribution depended on manual inspection of the
textual documents to identify the authors’ writing patterns. The earliest (FHolmes, 1998)
attempt to quantify the writing style of authors is attributed to Augustus De Morgan
(1882) who investigated word length, measured by the ratio of characters to words, as
a unique writing style representation of authors. Mendenhall (1887) and Yule (1939)
took inspiration from De Morgan and De Morgan, and showed that word lengths,
word frequencies, as well as sentence lengths in words, are distinct among authors.
However, extracting such features by hand was a tedious task due to having large
amounts of text to analyze.

The first work that used a computational approach is (Mosteller and Wallace, 1963),
which used the Naive Bayes algorithm with the frequency of function words to identify
the authors of the Federalist papers (Stamatatos, 2009). These papers are newspaper
articles published between the years 1787 and 1788 by an anonymous group of authors
using the same alias "Publius"(Juola, 2007). Since then, researchers have investigated
various applications in the computer science domain, especially in forensics where
investigators aim to identify authors of electronic texts that are deemed harmful or
threatening.

Examples on these texts are extremists” websites (Abbasi and Chen, 2005b), source
codes (Frantzeskou et al., 2007; Caliskan-Islam et al., 2015), emails (Igbal et al., 2013;
Ding et al., 2015), blog posts (Cavalcante et al., 2014), and social media posts such as
tweets and Facebook posts (Koppel et al., 2009; Layton et al., 2010; Bhargava et al.,



2013). Lately, authorship attribution techniques have been investigated in new do-
mains such as detecting machine-generated fake news (Schuster et al., 2020; Uchendu
et al., 2020).

Alternatively, motivated by the real-life applications of authorship attribution, dif-
ferent elements of and constraints on the attribution process have been investigated,
such as the number of candidate authors for an investigated document, the number of
writing samples per author, and the type and length of each writing sample (Luyckx
and Daelemans, 2011).

Authorship obfuscation is the inverse task to authorship attribution. The objec-
tive of this task is to protect the identity of an author of a document who wishes to
be anonymous. Obfuscation techniques try to hide this identity by masking writing
style features that an authorship attribution technique could potentially use to reveal
the author’s identity. Note that this task is different from anonymizing customers’ or
patients’ data. In this problem, the assumption is that the authors did their best to hide
their identity by not leaving identifying information in the documents and would use
obfuscation techniques to hide identifying features of which they are not aware.

Working on obfuscation in parallel to working on authorship attribution is cru-
cial for the following reasons. Firstly, the effectiveness of an obfuscation technique is
measured by the decrease in the attribution accuracy on a dataset before and after the
documents in the dataset are anonymized. Secondly, we can analyze the outcome of
the obfuscation process to see which writing style features are more frequently masked
to achieve better obfuscation performance. More importantly, since authorship attri-
bution techniques can be misused, better obfuscation techniques are needed to help

protect the identity of people.



4 Introduction

1.1 An Argument for Evaluation Techniques

Among the first questions that one would ask while learning about authorship identi-
tication and obfuscation are what is a writing style? and how do we quantify it?

The earliest (Holmes, 1998) attempt to quantify the writing style of authors is at-
tributed to Augustus De Morgan (1882) who investigated word length, measured by
the ratio of characters to words, as a unique writing style representation of authors. A
definition, however, can only be found later, particularly in (Holmes, 1998). According
to Holmes, the writing style of an author is "the unconscious aspect of their writing, of
which the author is unaware. This aspect cannot be consciously manipulated, and has quantifi-
able features that maybe be unique to that author".

One unique characteristic of the authorship identification and obfuscation prob-
lems is that a simple computationally-assisted approach would outperform humans
by a large margin. The reason is that existing writing style features are a combination
of local and global features in a document (Abbasi and Chen, 2005a). While a human
maybe able to identify local features, such as a greeting line, a frequent type or a unique
signature, it is hard for them to capture frequencies of characters, or estimate ratios of
spaces to words. In addition, it is not possible for an author to identify their writing
style since, by definition, they are not aware of what their writing style is. If a writing
style feature was identified beforehand, e.g., average word length, and a human was
asked to extract such a feature from all the documents by all of the candidate authors,
it will be a long and tedious task (Mendenhall, 1887). This property imposes several
challenges on these tasks. For example, we cannot ask humans to evaluate the perfor-
mance of existing or novel techniques, we cannot ask them to attribute documents to
authors to have a gold-standard dataset, and as a result, it is not possible to ask hu-
mans to identify what a unique writing style is, similar to what is done in most NLP
tasks.

Numerous studies have emerged proposing new writing style representations, each
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supported with some empirical proof to show that the new writing style representa-
tion leads to better authorship identification performance. The problem is, given the
critical applications of both authorship identification and obfuscation, relying solely
on the accuracy to evaluate these techniques does not give a complete picture of their
performance. For example, if two techniques have the same accuracy they could be
making errors on the same examples, or different ones. In that case, one has to inves-
tigate whether the error are made because the examples are challenging, or because of
some other issue, e.g., bias in the training data.

When authorship attribution is used in criminal investigations, a domain expert
would use the identification techniques to help law enforcement identify the most
plausible author of an anonymous, threatening text (Ding et al., 2015; Rocha et al,,
2016). Specifically, the role of this domain expert is to show the outcome of the attribu-
tion process, which includes presenting the most plausible author and the confidence
in that outcome. For the jury members, on the other hand, they need to see high con-
fidence in the output, e.g., high accuracy, in addition to understanding the authorship
attribution technique enough to be able to trust its outcome. Understanding both au-
thorship attribution techniques and their results is crucial because the outcome of the
attribution process could be used as evidence in the courts of law and has to be ex-
plained to the jury members.

Traditionally, the evaluation of new authorship methods or writing style features
for authorship attribution has been based on the difference in the accuracy either in
the attribution process or in ablation studies. While this methodology enhanced the
performance on the downstream task and helped answer which features perform well,
there is a need for methods that can help us understand why certain features are per-
forming better than others. Mainly, are these newly proposed features/techniques
capturing the variations in the authors” writing styles, or simply better at picking the

sub-topic cues in the collected samples for each author? This issue is critical for two
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reasons. From the one hand, when a setup was proposed to prevent authorship attri-
bution techniques from using these topic cues, the performances of these techniques
dropped drastically (Stamatatos, 2013). This result shows that the performances of
authorship attribution techniques is overstated. On the other hand, using such cues
will lead to choosing a candidate author because of the topic similarity between the
investigated text and that author’s writing samples.

Furthermore, authorship attribution and obfuscation have critical real-life appli-
cations such as in the forensics domain (de Vel et al., 2001; Rocha et al., 2016). For
such a critical application, little research is done on explaining authorship attribution
techniques and their outcomes compared to achieving better performance. Because the
result of the authorship attribution technique could decide the destiny of a suspect and
be the difference between life or death, e.g., the case of the Unabomber (Leonard et al,,
2016) and the Iranian programmer (Caliskan-Islam et al., 2015), more efforts should be
put towards interpretability and explainability in authorship attribution.

An analogous issue in obfuscation is the potential change in the facts in the resulting
anonymized document compared to the original one. Existing research on obfuscation
either ignores these potential changes, or uses abstract measures to quantify them (Al-
takrori et al., 2022). The problem with using abstract measures, such as the change in a
sentence embedding before and after obfuscation, is that they do not provide an expla-
nation for "which" content is not preserved. This detail is essential for both researchers
on obfuscation and users of such systems.

From a researchers’ perspective, particularly those who developed an obfuscation
technique, they need to know which facts were not preserved to investigate these in-
stances in their models further or to inspect the evaluation measure to make sure it is
working as intended. On the other hand, a system user needs to know if the message
still delivers their key points, either fully or partially, and make the trade-off between

anonymity and preserving the facts independently.
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1.2 Thesis Statement

Authorship attribution and obfuscation are being used in critical applications, and
their outcomes could have long-lasting effects on people’s lives. Existing evaluation
techniques show errors that different techniques make, but they do not explain how
these errors are being made. In this thesis, I propose a set of evaluation techniques
for the authorship attribution and obfuscation tasks. Specifically, I show how the topic
affects authorship attribution models, and for obfuscation, I show what facts are being
preserved and which techniques can have a smaller misattribution effect. In addi-
tion, I propose a new fairness-related measure, namely misattribution to characterize
the framing side-effect of a successful obfuscation. Ultimately, this thesis aims to aid
researchers to understand why existing models make such mistakes and to guide re-

searchers toward both better performance and evaluation techniques.

1.3 Dissertation Objectives

The goal of this thesis is to provide tools for researchers on authorship attribution and
authorship obfuscation to help them gain a better understanding of how existing tech-
niques perform, then use these insights to achieve better performance on both tasks.
These tools, therefore, comprise new datasets and new evaluation techniques. For this
thesis, I will propose two new datasets for authorship attribution: one dataset is the
first of its kind for Arabic short text, and the other is a curated and extended version
of an existing dataset for the task of cross-topic authorship attribution.

In addition, I will propose two evaluation techniques, one for each task. Specifi-
cally, I will propose a new experimental setting to investigate the topic-writing style
entanglement problem. For the authorship obfuscation task, I will propose the use of
question-answering approaches to evaluating content preservation after obfuscating a

document. I will additionally propose a new information-theoretic measure to charac-
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terize misattribution in authorship obfuscation.

The objectives and contributions of this thesis are enumerated below.

1. The first extensive authorship attribution study on Arabic short text, with vi-
sualized outcome. I propose a new dataset of Arabic tweets and conduct an ex-
tensive, systematic study on existing authorship attribution techniques that were
developed for English. Using the proposed dataset, I evaluate different author-
ship attribution approaches and show that existing techniques do not work out
of the box for a new language or a new media. Instead, we need to adapt the
writing style features from English to Arabic and from longer forms of text to

fairly short Twitter posts.

2. A novel evaluation task for authorship attribution. This is the first work that
aims to characterize the effect of the topic on the attribution task. Particularly,
this setup allows us to probe the errors made by the authorship attribution tech-
niques and use these errors to compare and rank different writing style features
based on their susceptibility to topic variations. To demonstrate the effectiveness
of this task, I draw on its conclusions to achieve new state-of-the-art results on

authorship identification.

3. Investigating the use of distributional word embeddings for writing style rep-
resentation. Using the task above, I show that word-level n-grams outperform
pretrained embeddings from Transformer-based language models such as BERT
and RoBERTa when used as features for cross-topic authorship attribution. This
result is justified by how well such models capture the topic in a document, which

results in a relatively high topic-related error.

4. A multi-faceted evaluation framework for authorship obfuscation. I evaluate

existing obfuscation techniques on evasion and content preservation and show
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that a neural text generation baseline can out-perform state-of-the-art obfusca-
tion tools in both evaluation dimensions. Furthermore, I show that the generic
writing style that is produced by text generation models makes it difficult for
authorship attribution techniques to attribute the obfuscated text to any author.
This behavior reduces the confidence in the outcome of authorship attribution

techniques and, as a result, reduces the potential harm of misattribution.

1.4 Thesis Structure

The remaining six chapters of this thesis are structured as follows.

Chapter 2 provides a background on both authorship attribution and obfuscation.
In this chapter, I describe all the elements of the authorship identification process start-
ing with the writing style representation. In addition, I describe the approaches, eval-
uation scenarios, and the different constraints that aim to keep the evaluation settings
similar to real-life applications of authorship attribution and obfuscation. For author-
ship obfuscation, I discuss the two groups under which such techniques fall and dis-
cuss existing content-preservation techniques. Finally, I provide a brief technical back-
ground on machine learning techniques that are used throughout this thesis.

In Chapter 3, I propose a new dataset for Arabic short text, specifically, Twitter
posts, and evaluate existing authorship attribution techniques that were developed
for English on Arabic short text. More concretely, I show the steps taken to adapt
existing authorship techniques, which comprise writing style features and authorship
attribution approaches, from English to Arabic short text. The evaluation includes both
instance-based and profile-based approaches, with static and dynamic writing style
feature representations. In addition, I demonstrate the use of a modified visualization
tool that is based on the profile-based approach. This tool is used for Arabic tweets

and presents the outcome of the attribution process clearly and intuitively.
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In Chapter 4, I propose the topic confusion task. Using this task, I investigate the
effect of the topic in an investigated document on the attribution process. I start by
describing the process of collecting and curating the new Guarding dataset. Next, I
explain the proposed setup for the topic confusion task and propose two errors that I
use to probe the errors made by authorship attribution techniques.

In Chapter 5, I turn to the problem of authorship obfuscation and propose a multi-
faceted evaluation of existing techniques. Specifically, I re-evaluate existing obfusca-
tion baseline approaches with more recent, neurally-inspired techniques to set a more
realistic baseline of what such generic obfuscation tools can do. In addition, I propose
the use of question-answering-based approaches to evaluate content preservation af-
ter obfuscation as opposed to using outdated content preservation measures. Finally, I
propose a new evaluation measure to characterize misattribution in obfuscation, which
occurs when a successful obfuscation of a document results in attributing that docu-
ment to another author.

Finally, Chapter 6 provides a general discussion on the results from all the previous
chapters. Chapter 7 concludes this thesis by providing a discussion on the limitation

and potential future directions.

1.5 Published Material

The main chapters of this dissertation are based on two published papers and one that

is currently under review. All the venues are peer-reviewed.

* Chapter 3: Arabic authorship attribution for Twitter posts, cited as (Altakrori
et al., 2018):
Malik H. Altakrori, Farkhund Igbal, Benjamin C. M. Fung, Steven H. H. Ding,
and Abdallah Tubaishat. 2018. Arabic authorship attribution: An extensive study

on Twitter posts. ACM Transactions on Asian and Low-Resource Language Informa-
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tion Processing (TALLIP), 18(1):1-51.

Contributions of authors: Malik led the project, created and pre-processed the
Twitter authorship dataset of Arabic tweets, modified the code and the author-
ship attribution algorithm to be used for the Arabic language, ran all the experi-
ments and generated the results, and wrote the paper. Farkhund (co-PI from Za-
yed University) participated in forming the idea and the early discussions con-
tributed to editing the paper and provided the funding. Benjamin (co-PI from
McGill University) participated in formulating the idea, contributed to the dis-
cussions, gave continuous feedback on the paper and the discussion of results,
and edited the paper. Steven provided his code of the authorship attribution al-
gorithm that was developed for English emails. His work had been published at
the time of use in this work. Abdallah (co-PI from Zayed University) participated
in proposing the idea of the paper and provided the funding.

* Chapter 4: Evaluating the topic effect on the authorship attribution techniques,
cited as (Altakrori et al., 2021):
Malik H. Altakrori, Jackie Chi Kit Cheung, and Benjamin C. M. Fung. 2021. The
Topic Confusion Task: A Novel Evaluation Scenario for Authorship Attribution.
In Findings of the 2021 Conf. on Empirical Methods in Natural Language Processing:
EMNLP 2021, pages 4242-4256, Punta Cana, Dominican Republic. Association

for Computational Linguistics.

Contributions of authors: Malik proposed the idea, led the project, collected the
New Guardian Dataset, designed and executed the experiments, analyzed the
results, and wrote the paper. Benjamin and Jackie participated in the discussion

in all the different stages and edited the paper and provided the funding.

¢ Chapter 5: Proposing an multifaceted evaluation of obfuscation techniques, cur-

rently under review (Altakrori et al., 2022): Malik H. Altakrori, Thomas Scialom,
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Benjamin C. M. Fung, and Jackie Chi Kit Cheung. 2022. A Multifaceted Frame-
work to Evaluate Evasion, Content Preservation, and Misattribution in Author-
ship Obfuscation Techniques. "Under Review", In Proc. of the 2022 Conf. on Em-
pirical Methods in Natural Language Processing: EMNLP 2022, 8 pages.

Contributions of authors: Malik proposed the idea, led the project, collected the
New Guardian Dataset, designed and executed the experiments and collected the
results, and wrote the paper. Benjamin and Jackie participated in the discussion
in all the different stages and edited the paper. Thomas provided his code for
QuestEval which was not published when the project started. He participated
in the early discussions on content-preservation techniques. Both Benjamin and
Jackie participated in shaping the idea, the discussions in all the different stages,
and edited the paper. Jackie provided feedback on the human-evaluation study

design and the analysis of its results. Benjamin provided the funding.
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Chapter 2

Background

In this chapter, I provide an extensive background about writing style, authorship
identification, and authorship obfuscation. Specifically, I start with a general overview
of how the writing style started in the literature domain and evolved to its current
state. Then, I move on to discuss authorship attribution, and its scenarios, approaches,
and constraints. Next, I turn to authorship obfuscation and the two types of authorship
obfuscation tools that can be used. I conclude this chapter with a technical background
on machine learning and deep learning concepts that were used in this thesis and re-
lated work in the two aforementioned domains. Note that each subsequent chapter

has its own related work section.

2.1 Writing Style Representation

The earliest attempt (IHolmes, 1998) to describe the writing style is attributed to Au-
gustus De Morgan ( 1882). A definition, however, can only be found later, particularly
in (Holmes, 1998) where Holmes defines the writing style of an author as "the uncon-
scious aspect of their writing, of which the author is unaware. This aspect cannot be consciously

manipulated, and has quantifiable features that maybe be unique to that author". A similar
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definition was proposed by Li et al. (2006) who was the first to coin the term writeprint
which refers to "the set of linguistic features that are most likely to reappear in an author’s
documents".

In the literature, the term writing style has been commonly used to describe the vari-
ation between Early Modern English (Shakespearean) vs. Modern English (Xu et al,,
2012; Jhamtani et al., 2017), formal vs. layman English (Cao et al., 2020), and different
text attributes such as the sentiment (Lample et al., 2018). Note that, one may poten-
tially see a hierarchical structure for these styles of writings where the highest level is
the language of the generation which everyone uses and the lowest one is the author’s
writing style that is different from one author to another.

One of the key aspects of authorship attribution is quantifying the writing style
to compare it for different authors. Historically, this has been done by looking at the
existing, or absence of certain features in the writing samples of each author. Augustus
De Morgan ( 1882) was the first to remark that differences in the word length can be
observed between two different religious scriptures as an indication of variation in the
writing style. The first computationally-assisted approach to authorship attribution is
that of Mosteller and Wallace (1963) who used the frequency of function words with a
Naive Bayes algorithm to investigate the authorship dispute over 12 essays from the
total of 85 Federalist papers.

Since then, many writing style features and techniques were proposed to capture
the writing style of authors, and this representation was either used to identify the au-
thor of the document, or modified to protect their identity. Below, I start by discussing
the characteristics of the investigated text. Next, I explain the two main categories
under which existing features fall, followed by a description of the characteristics of
the investigated text. I reserve a special section on neurally-inspired approaches (See

Section 2.2.3).
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2.1.1 Characteristics of the Text

The literature shows that researchers are interested in the following three character-
istics of the text: the domain, the language in which the text is written, and the text
length. This is because these characteristics contribute to the selection of the feature set

that will represent the authors” writing styles.

The Domain

As mentioned earlier, authorship attribution has been investigated in both literacy and
various types of online discourse. In literacy, the analyzed books, plays, or poems
are usually written in a formal, structured, and grammatical language. These prop-
erties allow the use of specific features such as rare words or the ratio of sentences
to paragraphs. In contrast to literacy, social media content is short, informal, and has
no restrictions on being grammatical. This deems using the features above less effec-
tive (Igbal et al., 2013).

Because of that, some of the significant contributions in the authorship domains
are creating a domain-specific set of features, such as the work of Silva et al. (2011) on
Twitter where they focused on smileys and Laughing Out Loud (LOL) patterns and that
of Layton et al. (2010) who analyzed user mentions "@" and hashtags "#".

The Language

The second property of text that has been in the attention circle of researchers is the
language in which the text is written. That is because one cannot take a set of features
that are known to work for English, for example, and directly apply it to another lan-
guage regardless of how similar the two languages are (Abbasi and Chen, 2005b). For
example, one commonly used set of features is the ratio of each alphabet to the whole

text. If we use this set of features for French authorship attribution without accounting
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for accents, for example, then we will be ignoring whether they use accents in their
online communications, or not. This could potentially be an essential aspect of the

author’s writing style.

The Textual Length

Having relatively short text in authorship attribution makes the problem harder com-
pared to having lengthy text. This is based on the hypothesis that longer texts will have
better representations of an author’s writing style, and a short anonymous text, such
as "Have a nice day" is unlikely to have a unique writing style that can help identify its
real author.

There is no specific length at which a text is considered short. This is because what is
currently considered a lengthy text used to be considered short during the early stages
of authorship attribution research. For example, when researchers started working on
the attribution of blog posts, they were deemed short compared to books or plays.
Later on, an email or a forum post with a couple of paragraphs was considered short.
Currently, the term short is used to describe Short Messaging Service (SMS) texts and
social media posts such as tweets and Facebook statuses.

To overcome such a challenge, Bhargava et al. (2013) proposed merging groups of
tweets by the same author into artificial ones. Although this results in fewer writing
samples, these artificial tweets will have richer content and increase the attribution

performance.

2.1.2 Static Features

Static features are a set of predefined, hand-engineered features that were proposed
by researchers to capture the writing style in documents. These features are consid-
ered static, in contrast to dynamic features (Sec. 2.1.3), because they remain fixed for

any dataset on which authorship attribution is investigated. These static features are
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grouped into three different categories (Li et al., 2006; Abbasi and Chen, 2006, 2008;

Igbal et al., 2008; Afroz et al., 2014): lexical, syntactic, and structural features. Through-

out this work, we use the stylometric features that are shown in Table 2.1.

Lexical Features - Character-Level

Lexical Features - Word-Level

1. Characters count (N)

2. Ratio of digits to N

3. Ratio of letters to N

4. Ratio of uppercase letters to N

5. Ratio of tabs to N

6. Frequency of each alphabet (A-Z),
ignoring case (26 features)

7. Frequency of special characters:
<>% H{} [1/\@# +*=$" &_()" (24 fea-
tures).

1. Tokens count (T)

2. Average sentence length (in characters)
3. Average word length (in characters)

4. Ratio of alphabets to N

5. Ratio of short words to T (a short word
has a length of 3 characters or less)

6. Ratio of word length to T. Example: 20%
of the words are 7 characters long. (20 fea-
tures)

7. Ratio of word types (the vocabulary set)
toT

Syntactic Features

rn

1. Frequency of Punctuation: ,. ? ! :;

(8 features)

2. Frequency of each function word (O’Shea, 2013) (277 features)

Table 2.1 List of stylometric features.

2.1.3 Dynamic Features

Dynamic features are more commonly known as n-gram features. They are considered

dynamic because the actual features will be identified only after tokenizing the docu-

ments in the dataset and selecting all the n-grams that are more frequent than a specific

threshold value. Using n-grams is a common approach to representing documents in

authorship attribution (Keselj et al., 2003;

Stamatatos, 2013; Sapkota et al., 2014, 2015).

For most text classification tasks, tokenization is done on either the word or the char-

acter level. For authorship attribution, however, Part-Of-Speech (POS)-level n-grams

are also used for authorship attribution, and they have been proven to be an important

indication of style (Sundararajan and Woodard, 2018).
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2.2 Authorship Attribution

Authorship attribution (AA) is one of the three research problems under authorship
analysis (Igbal et al., 2020). These problems are authorship attribution, authorship
verification (Igbal et al., 2010b), and authorship characterization (Koppel et al., 2002,
2009; Igbal et al., 2013).

One way to differentiate these problems is based on the size of the set of candidate
authors (Stamatatos, 2009). In authorship attribution (or identification) there is a fairly
small, closed set of candidate authors and the task is to identify the most plausible au-
thor of the investigated text from this candidate set. Authorship verification is a special
case of authorship attribution where the set of candidate authors has only one author.
In this case, the task becomes to verify whether the investigated text is written by that
author or not. Finally, authorship profiling (or characterization) is used when the set of
candidate authors is too big and cannot be identified, in which case researchers try to
identify characteristics of the real author such as their age, gender, or education level.

In this section, we start by discussing the process of quantifying an author’s writ-
ing style, followed by the approaches to identifying the author based on the extracted
writing styles. Next, we discuss the evaluation scenarios of authorship attribution. We

conclude by discussing neural authorship attribution methods.

2.2.1 Authorship Attribution Scenarios

Previous authorship attribution evaluations can be classified into same-topic or cross-
topic scenarios, depending on whether new, unseen topics are introduced at test time.

Blei (2012) detined a topic as "a distribution over a fixed set words, that is specified before
the data is generated.". In authorship attribution, the topic is used informally to describe
what a document is generally about, and it is common to only use the topic labels

that are provided with the articles when collecting data for an authorship attribution
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dataset. For example, the topics in the Guardian dataset (Stamatatos, 2013) are "UK",
"Politics", "Society", and "World".

Train Test Train Test
Tl A1, AZ A1, AZ T1 A1, AZ
TZ A1, AZ Al, Az TZ Al, AZ

(a) Same-topic (b) Cross-topic

Figure 2.1 Authorship attribution scenarios. (T: Topic, A: Author)

Same-Topic Authorship Attribution

Figure 2.1a shows the same-topic scenario where all pairs of authors and topics in the
test set are attested at training time. Researchers, however, consider this setup to be
artificial (Koppel et al., 2009) as it is unlikely that writing samples of candidate authors
across multiple topics would be available in real-life applications. As an example,
the topic of a threatening message is quite different from people’s daily life writings.
Indeed, such setups are created by researchers who would choose a set of authors and
collect a few writing samples for each one, shuffle these samples randomly, then split
them into training, validation, and testing sets.
Same-topic authorship attribution has been investigated for different languages (Kesel;

et al., 2003; Altheneyan and Menai, 2014; Ouamour and Sayoud, 2013; Ding et al., 2019;
Sanchez-Perez et al., 2017; Markov et al., 2017a; Altakrori et al., 2018) and numer-
ous applications in electronic communication media (Abbasi and Chen, 2005b, 2006;
Frantzeskou et al., 2007; Igbal et al., 2008, 2013; Koppel et al., 2009; Ding et al., 2015;
Layton et al., 2010; Silva et al., 2011; Layton et al., 2012a; Bhargava et al., 2013; Schwartz
et al., 2013; Schmid et al., 2015).
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Cross-Topic Authorship Attribution

There have been more recent attempts to investigate authorship attribution in more re-
alistic scenarios, and many studies emerged where the constraints differ from the train-
ing to the testing samples. Examples of these studies are (Bogdanova and Lazaridou,
2014) on cross-language, (Goldstein-Stewart et al., 2009; Custodio and Paraboni, 2019)
on cross-domain/genre, and finally, (Mikros and Argiri, 2007; Overdorf and Green-
stadt, 2016; Sundararajan and Woodard, 2018; Stamatatos, 2013, 2017, 2018; Barlas and
Stamatatos, 2020) on cross-topic.

The cross-topic scenario (Stamatatos, 2013) is more realistic than the same-topic one
where new, unseen topics are introduced in the test phase, as shown in Figure 2.1b.
This task requires attribution techniques to focus on cues that capture the authors’
writing style across topics. Compared to the same-topic scenario, the performance of
well-known authorship methods using word- and character-level n-gram features is

much lower, as they relied on topic-specific cues to infer authorship.

2.2.2 Approaches to Authorship Attribution

Stamatatos (2009) described three approaches to extract the writing style from writing
samples. The first approach is instance-based, in which a writing style is extracted
from every sample separately. By using this approach the candidate author will have
s-styles, where s = number of writing samples per author. The second approach is
profile-based in which all the writing samples for a particular author are used to gen-
erate one writing style for that author. Note that the profile-based approach is different
from authorship profiling, where the task is to infer the characteristics of the author
such as age, gender, education level, etc. The third approach is a hybrid one that starts
as an instance-based one, then the features are aggregated over all the instances to

create one profile per author.
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The Instance-based Approach

The instance-based approach compares the investigated text to writing styles in other
documents, so it assumes that each document is an example on its author’s writing

style with a small variation.

Supervised Techniques. This setup allows us to cast the attribution problem as a
classification one where the writing samples are the training instances, the authors’
names are the class labels, and the anonymous text is the test instance. A classification
model, such as Support Vector Machines (SVM) or decision trees, is then trained on
the writing samples using the extracted features to predict a class, i.e., an author for
the anonymous text. If needed, the model’s validation accuracy can be interpreted as
a confidence indication. Examples of instance-based approaches are (Silva et al., 2011;
Schwartz et al., 2013; Bhargava et al., 2013; Igbal et al., 2013; Cavalcante et al., 2014;
Ruder et al., 2016).

Unsupervised Techniques. Historically, unsupervised techniques such Principle Com-
ponent Analysis (PCA) (Burrows, 1992) and topic modeling (Rosen-Zvi et al., 2004;
Seroussi et al., 2014) were used for authorship attribution. For example, Burrows ap-
plied PCA to the frequency of words then plotted the first two components. The re-
sulting graph was visually examined to identify clusters of words for each document
and highlight the similarity between the documents. However, supervised methods
were favored over such techniques because supervised techniques can already handle
multidimensional representation better and do not require further inspection (Juola,

2008). Instead a prediction of the author is made directly.
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The Profile-based Approach

In contrast to the instance-based approach, the profile-based approach combines the
features’ values from all the writing samples that belong to the same author to create
one author’s writing style. As a result, the anonymous text is compared to one writing
style per author instead of one writing style per writing sample (Keselj et al., 2003;
Frantzeskou et al.,, 2007; Layton et al., 2012b). To compare the writing styles, one can
use generative models such as Naive Bayes, profiles overlap (Frantzeskou et al., 2007),
or other distance metrics such as the Cosine similarity, the Euclidean distance, or the

Kullback-Leibler (KL) divergence.

Instance-based vs. Profile-based

Stamatatos (2009) compared and contrasted the two approaches for attribution. He ex-
plained that both approaches can use similarity-based distance metrics and both have
a low attribution (or classification) time. The main advantage of using the instance-
based approach, according to Stamatatos (2009), is being able to use powerful machine
learning algorithms such as Support Vector Machine (SVM) and decision trees for au-
thorship classification. This, however, makes this approach expensive to train. In con-
trast, the profile-based approach does not need training and its outcome is easier to
visualize since there is one writing style per author. Nevertheless, it is difficult for
the profile-based approach to handle the combination of different stylometric features,
such as the greeting line or signature which can be different from one instance to an-
other.

Typically, one would choose the attribution approach or the classification technique
based on the application. For example, if the goal is to use the outcome of the attribu-
tion process as evidence in the courts of law, then it is easier to show one writing style
per author, and the similarity between the author’s profiles and the writing sample, as

opposed to showing multiple styles per author.
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2.2.3 Recent, Neurally Inspired, Trends in Authorship Attribution

In this section, we focus on recent, neurally inspired work on authorship attribution.
Neural networks are proven to be very successful in various domains where they
achieve human-like performance. From the literature, we see that researchers took
one of these two directions: the first is to use neural network techniques for classifica-
tion in authorship attribution. Alternatively, the other direction is to use representation
learning techniques to learn a new feature representation and then use it to represent

the authors” writing styles in the attribution process.

Neural Networks as Classifiers

One way to interpret how a Neural Network works is that it learns an implicit rep-
resentation for the data in the hidden layers, and then performs the classification at
the output layer based on the learned abstract representation (Goodfellow et al., 2016).
Researchers on authorship attribution experimented with the suitability of neural net-
work for this task. For example, Ruder et al. (2016), Ge et al. (2016), Shrestha et al.
(2017), Sari et al. (2017) Hitschler et al. (2017), and Ding et al. (2019) have all shown
that their neurally inspired approaches achieve very high accuracy. Still, they require
a large amount of data to train from scratch (Zhang et al.,, 2015) which makes them

inapplicable to real-life scenarios with limited data (Luyckx and Daelemans, 2011).

Neural Representations for Authorship Attribution

Ding et al. (2019) proposed an algorithm to learn an explicit representation of the writ-
ing style for authorship attribution. In their work, they train three shallow neural
networks to generate topical, lexical, character, and syntactic representations at the
documents’ level. The learned representation was used with different classification al-

gorithms such as SVM to predict the author of a document. Posadas-Duran et al. (2017)
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and Gomez-Adorno et al. (2018) managed to train the well-known document-to-vector
(doc2vec) architecture proposed by Le and Mikolov (2014) on the Guardian dataset
which contains very few samples.

Alternatively, Barlas and Stamatatos (2020, 2021) explored the widely used and
massively pretrained transformer-based (Vaswani et al., 2017) language models for
authorship attribution. Barlas and Stamatatos (2020) used the cross-topic dataset in
(Goldstein-Stewart et al., 2009) with the classification model from (Bagnall, 2015) and
a pretrained embeddings from ELMo (Peters et al.,, 2018), BERT (Devlin et al., 2019),
GPT-2 (Radford et al., 2019) and ULMFit (Howard and Ruder, 2018). The embeddings
were not finetuned, but rather replaced the 1-hot representation for words in the attri-

bution process.

2.2.4 Constraints on the Attribution Process

In this section, we discuss some constraints that are imposed on the attribution pro-
cess by the applications in which attribution is used. In a lab setting, researchers may
propose different assumptions that might not be very accurate, or realistic, to simplify
a research problem that is too hard to solve in real-life (Luyckx and Daelemans, 2011).
One example of these assumptions is the independence of the features that the Naive
Bayes algorithm assumes. Here, we discuss three assumptions that are commonly as-

sumed about the number of authors and the writing samples.

The Size of the Candidate Set

Luyckx and Daelemans (2011) criticized research that assumes that the set of candidate
authors contains a small number of authors (from two to ten), or that each candidate
author has an abundant amount of writing samples that can be used to extract the au-
thors” writing styles. The reason behind this criticism is that the attribution process

performs well and achieves high accuracy in identifying the real authors in such ex-
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perimental settings where this is not guaranteed in real-life scenarios. In fact, L.uyckx
and Daelemans (2011) show that the performance drops drastically as the number of
authors increases beyond ten with a reasonable number of writing samples per author.
There exist some studies on tens and hundreds of authors. However, they all assume

the availability of a massive amount of writing samples for each author.

The Availability of the Writing Samples

Regarding the writing samples, one should account for issues related to their quan-
tity and quality for each author. For example, having a varying number of samples
per author while using an instance-based approach will introduce a class-imbalance
problem, which in return may cause a bias in the classification algorithm towards the
author with more samples. One potential domain where this behavior is observed is
on social media where different people adapt different behaviors. For example, while
one candidate author may be very active on Twitter and publish new content every
day, others may be active once or twice a week, or a month.

Additionally, it should not be assumed that the writing samples all have similar
lengths. Whether it is in web forums, emails, or tweets, writing samples can be as
long as the specified limit (if any), or as short as "Thanks" or"Good morning!". The
text length has effects on both the instance-based and the profile-based approaches.
Some instances such as "Good Morning!" or "Have a nice weekend" are too generic
and do not have enough content to convey a unique, stand-alone writing style. For
the profile-based approach as well, having too many short writing samples makes it
harder to create a single writing style that can be distinguished from those of other

authors.
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2.2.5 Visualization for Authorship Attribution

State-of-the-art attribution techniques that are known to have good accuracy are com-
plex and/or hard to interpret or visualize. For example, consider an SVM model that
maps the input into a new dimension when the input is nonlinearly separable. Such
models cannot be visualized beyond 3-dimensions, where each dimension represents
a feature. Since a typical attribution problem has much more than three attributes and
hence requires more dimensions, it is impossible to visualize the writing samples of
all the authors on a plane and the decision boundary that divides them. In contrast, a
decision tree is easy to present, either as a tree or by converting it into a set of rules.
However, decision trees do not perform as well as an SVM or a random forest.

We identified the work of (Kjell et al., 1994; Abbasi and Chen, 2006; Benjamin et al.,
2014) and (Ding et al., 2015) to be the only work on visualization with authorship attri-
bution. The problem with (Kjell et al., 1994) is that it produces 3D images, one image
per author, to be used for author identification; however, these images are difficult to
compare holistically. In contrast, (Benjamin et al., 2014) visualizes each feature sepa-
rately and does not aggregate them to find the most plausible author. Instead, it leaves
the decision for the user to find the most plausible author. The problem with this ap-
proach is that it causes the decision to be dependent on the user’s understanding of
the visualized figures.

Finally, Abbasi and Chen (2006) produces one graphical representation per feature,
but this representation cannot scale up to a large number of features. Additionally,
the authors highlighted a limitation of their approach by saying that its performance
is constrained when used for text less than 3040 words long. This limitation prevents
its application to Twitter posts as tweets are naturally much shorter. Ding et al. (2015)
provides a visualization technique that overcomes all these previous points. The al-
gorithm provides the most plausible author and its confidence for this outcome, then

motivates its findings to help the user understand the outcome.
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2.3 Authorship Obfuscation

Authorship obfuscation (Kacmarcik and Gamon, 2006) techniques aim to hide an au-
thor’s writing style which can be used by authorship identification tools to reveal the
true identity of that author. Here, the assumption is that the author has already taken
the precautions to hide their identity by removing any identifying information such as
their name or address from the text. By using an obfuscation technique, a user aims to

hide their writing habits which may or may not be known to them.

2.3.1 Tools for Authorship Obfuscation

Users typically have the following choices (Potthast et al., 2016) to obfuscate their writ-
ing style. The first is to manually rewrite the text with or without a reference writ-
ing style that they try to imitate (Brennan et al,, 2012; Afroz et al.,, 2012, 2014). Al-
ternatively, if a user is not sure of what is considered part of their writing style, then
a computer-assisted tool that has a set of predefined writing-style features, such as
Anonymouth (McDonald et al., 2012, 2013), can be used to show the users potential
parts in their text that are used to predict their identity. Then, a user would modify
that part and observe a drop in the identification performance using that tool. Finally,
obfuscation can be automated using two groups of tools: generic off-the-shelf tools,
and application-specific obfuscation tools. Below, I discuss each one of these groups

with examples of each one.

Generic Tools

Examples of off-the-shelf tools include machine translation, paraphrasing, and data
augmentation approaches (Khosmood and Levinson, 2010; Khosmood, 2012; Mansoorizadeh
et al., 2016). These tools have been adapted for the purpose of generating a slightly

modified version of a document. Commonly, these tools are used as baselines to
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be compared against obfuscation-specific techniques (Brennan et al., 2012; Keswani
et al., 2016) because they are easy to use, require no further training or extra data from
the user, and need minimal knowledge about the obfuscation process. One example
is (Mansoorizadeh et al., 2016) which removes random words from a sentence then
uses the BERT model to fill-in the blank. This approach mitigates the issue of inserting
words that do not fit the context in the sentence. Table 2.2 is another example of these
tools where translating a sentence into different languages and then back to the original

one creates a modified version of the original sentence (Rao and Rohatgi, 2000).

Text Language
How is it going bro - En
Wie geht es dir, Bruder? En | De
Comment vas-tu mon frére? | De | Fr
How are you my brother? Fr | En

Table 2.2 Back translation is a technique used to paraphrase a sentence by
translating it to different languages and then back to the original language.

When machine translation approaches were initially used, only statistical machine
translation (SMT) methods such as Moses (Koehn et al., 2007) and Google’s previous
Translate API (Wu et al.,, 2016) were available. They were shown to suffer from low
obfuscation effectiveness and generated text with poor linguistic fluency compared
to obfuscation techniques. In contrast, more recent neural machine translation ap-
proaches are able to generate higher-quality translations compared to SMT approaches
according to some evaluation metrics (\Wu et al., 2016). This development warrants re-
evaluating their performance, especially as both Brennan et al. (2012) and Keswani

et al. (2016) used SMT approaches.

Obfuscation-specific Tools

In contrast, obfuscation tools are built specifically to hide the author’s identity and

are tested against state-of-the-art authorship attribution techniques. While these tools
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require further training and/or additional data, they have been shown to be more ef-
fective than generic tools. Examples on such approaches are (Mahmood et al., 2019)
and (Bevendorff et al., 2019, 2020).

(Mahmood et al., 2019) replaces words based on their GloVE word embeddings
given that the candidate replacement has the same sentiment. This technique, how-
ever, requires knowledge of the authorship attribution classifier and uses that knowl-
edge as a heuristic to decide when to stop replacing words. Alternatively, (Bevendorff
et al.,, 2019) requires a target author profile that is based on tri-gram frequencies. This
rule-based approach changes the text while incurring costs, and the goal is to generate
a document with high similarity to a target profile with minimum cost.

Other than the generic and the obfuscation-sepcific tools, there exists another cat-
egory of approaches where the obfuscation is done on the representation level, so no
change is done on the original document. Since the original text remains intact, there
is no point in evaluating the content preservation in these techniques. An example of
this work is Weggenmann and Kerschbaum (2018). This category is beyond the scope
of this thesis.

Finally, neural-based, obfuscation-specific approaches, e.g., (Emmery et al., 2018; Bo
et al., 2021), are still deemed impractical for the authorship obfuscation domain where
researchers would attribute this impracticality to the lack of large training datasets

which these neural approaches require (Bevendorff et al., 2020).

2.3.2 Evaluating Obfuscation Techniques

The evaluation of an obfuscation technique is based on its ability to evade detection
by an authorship attribution technique. With that in mind, it is still important that
the obfuscated text contains the same conveyed message after obfuscation. Below, I

discuss the evaluation techniques for both aspects: evasion and content preservation.
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Evaluating Evasion

Authorship identification techniques are used to evaluate the performance of author-
ship obfuscation techniques. If the identification technique was able to identify the
original author before obfuscation but failed to identify that author after obfuscation
then the obfuscated document has evaded detection. Examples of authorship identifi-
cation techniques were described earlier in Section 2.2.2.

The evaluation process is as follows. We start by training and tuning an authorship
identification tool on the training and validation documents, respectively. Then, we
record the identification accuracy on the original test documents. Next, we use an ob-
fuscation technique to modify the test documents to hide the authors” writing styles in
these documents. Finally, without further training/fine-tuning the identification tool,
we measure the authorship identification performance on the obfuscated test docu-
ments. The effectiveness of an obfuscation technique is quantified by the difference in
identification performance before and after obfuscation over all the test documents in

the investigated dataset.

Evaluating Content Preservation

Evaluating content preservation in text is important even if we value safety (Potthast
et al.,, 2016). This is because people want to maintain their privacy while sharing their
opinions freely. Besides obfuscation, content evaluation techniques are applicable to
other NLG tasks such as machine translation and summarization, and these techniques
fall within one of three groups: token-based, model-based, and question-answering-
based models.

Token-based evaluation metrics depend on the token overlap between a source and
a target document. Examples of these metrics are BLEU (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), and ROUGE-L (Lin, 2004).

Both BLEU and METEOR are used in the evaluation of machine translation. While
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both measures use tokens overlap, METEOR apply an alignment between the com-
pared texts and uses stemming as part of the alignment process. ROUGE, on the other
hand, is used in the summarization task and has multiple variants based on the size of
the token in n-grams. ROUGE-1 and ROUGE-2, for example, compare two texts using
uni-grams and bi-grams, respectively.

While these metrics are among the early ones to be used, Maynez et al. (2020); Hon-
ovich et al. (2021) showed that these measures have a lower correlation with human
scores for fact preserving in text summarization.

With recent advances in representation learning, particularly in word and sentence
embeddings, new model-based metrics were adapted where a smaller change in the
sentence embedding indicates higher content preservation. Examples of such metrics
are the Universal Sentence Encoder (USE) (Cer et al., 2018) and BERTScore (Zhang
et al., 2020) which uses the cosine similarity to calculate a score after generating the
sentence embeddings for the text to be compared. Here, a higher similarity score is
considered an indication of better content preservation.

More recently, the summarization community proposed a new, question-answering-
based approach to evaluate content preservation in summarization. The argument for
this work is that the content is considered preserved if we can give the same answer to
a particular question both before and after summarization. An example of this work
is (Scialom et al., 2021) that calculates a content preservation score without requiring a

reference summary.

2.4 Technical Background

In this section, I briefly discuss the basic concepts behind the classification techniques
and algorithms that were used in this thesis in the authorship attribution problems,

and to evaluate the evasion performance of obfuscation techniques. I use "training
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instances" to refer to the authors” writing samples, and "test instances” to refer to the

anonymous text.

2.4.1 Instance-Based Learning

The name "Instance-Based" (IB) could be a bit confusing since all classifiers use in-
stances to build classification models. This classification technique stores all the in-
stances and uses them during the classification, or the testing phase, and hence, the
name Lazy Learners (Han and Kamber, 2001). Examples of IB learners are Instance-
Based K-nearest neighbors (KNN) and Voting Feature Intervals (VFI) (Demiroz and
Gtivenir, 1997).

In KNN, a test instance is compared to the other training instances using a distance
metric such as the Euclidean, or the Manhattan Distance. If K=1, the test instance will
be labeled with the same class as its nearest neighbor. If K > 1, a majority voting is
used to pick the label.

In contrast to KNN where each one of the K nearest instances votes for a class, VFI
asks every feature, or attribute, to vote for a label. To do that, local voting is performed
within the intervals of each feature. The interval within which the test instance falls
nominates the class that has a majority in that interval. The class with the most votes

among the features is selected and associated with the test instance.

2.4.2 Probabilistic Approaches

One way to look at the classification problem is by calculating the conditional proba-
bility of class y given a test sample z, i.e., P(y|z) for all the possible class values then
picking the class with the highest probability.

There exist two approaches to calculating this conditional probability. The first one
is a discriminative approach where the probability P(y|z) is directly estimated. An

example of this approach is Logistic Regression. The second approach is a generative
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one which uses Bayes rule, given by Eq. 2.1, to model P(z|y) and P(y) then estimate

P(y|z). An example of such an approach is Naive Bayes.

_ Plly=c)Ply=c)

2.1
p(x) ’ @1)

where c is one of the classes.

Logistic Regression

Logistic regression (LR) is a discriminative technique for estimating the conditional
probability P(y|z). This algorithm estimates a linear decision boundary by setting the
log odds to zero, then applies a soft threshold function, specifically, the Sigmoid (o) to
squash the output between zero and one. The parameters for this decision boundary
are estimated using an optimization technique such as Gradient Descent. The formula

for the logistic function for a binary classification task is given by Eq. 2.2.

Py = 1|z;) = o(w'z;), (2.2)
where
B 1
=13 exp(—a)

Naive Bayes

A Nive Bayes classifier is a generative approach that applies the Bayes rule of condi-
tional probability (Witten and Frank, 2005) to predict the class of a given instance by es-
timating P(x|y) and P(y). In terms of computational complexity, a data set with many
attributes that are dependent on each other would be too exhaustive for the computer
resources (Han and Kamber, 2001). Therefore, to simplify this process, Naive Bayes as-
sumes that all the attributes are independent and are of the same weight. Because this

is not true in most real-world scenarios, the term "Naive" was associated with this clas-
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sifier. Given n attributes, Naive Bayes assumes that all the attributes are independent
as shown in Eq. 2.3.

P(zly) = P(a', 27, ..a"y),
P(zly) = P(a'|y) P(2®|y, 2" ) P(z" |y, x", 2%, ..a"71).

Using the Naitve assumption:
P(zly) = P(x'[y)P(x*[y) P(z"]y), (2.3)
where 2 is attribute 7 in instance x.

2.4.3 Support Vector Machines (SVM)

An SVM is a supervised learning (Boser et al., 1992) algorithm that extends a linear
classification model to solve a multi-class, linear, or nonlinear classification problem
where the n-attributes are mapped to an n-dimensional plane with n-axes (Witten and
Frank, 2005). Such models use various optimization techniques (Witten and Frank,
2005) to find the Maximum Marginal Hyperplane (MMH) (Han and Kamber, 2001) that
can separate these instances. This makes SVM models slow and computationally ex-
pensive (Boser et al., 1992), but very accurate (Witten and Frank, 2005) as they always
provide the global solution (Han and Kamber, 2001).

2.4.4 Decision Trees

Decision Trees are rule-based techniques that use if-then-else rules to separate the out-
put space into regions where (James et al., 2013) instances are classified based on the
majority of the classes in the region in which they appear. Initially, Quinlan (1993)
introduced the ID3 algorithm that uses Information Gain as an attribute splitter (Wit-

ten and Frank, 2005). C4.5 is the result of a number of improvements applied to ID3,
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among them is using the gain ratio instead of the Information Gain and using pruning
to remove the "unreliable" branches caused by noise, or due to over-fitting (Han and
Kamber, 2001; Witten and Frank, 2005), as well as dealing with instances with missing

values or numerical attributes (Witten and Frank, 2005).

2.4.5 Random Forests (RF)

RF (Breiman, 2001), an example of Ensemble Learners, is a technique that utilizes bag-
ging and randomization to produce a classification model that outperforms these indi-
vidual classifiers (Witten and Frank, 2005). While bagging is performed using decision
trees a number of times (instead of using different classifiers), random splitting is uti-
lized when an attribute is to be chosen in each iteration of the tree induction process.
This random attribute is selected from the NV best attributes instead of the single "best"

attribute (Breiman, 2001).

2.4.6 Neural Networks

Bishop (2006) defined a Neural network as a multi-layer logistic regression algorithm.
The most basic neural network, also known as a feedforward neural network, has
three layers: Input, Hidden, and output. The input layer has D units, or nodes, where
D equals the number of attributes for the training instances, and the output layer has
K nodes where K equals the number of classes. The number of the hidden units M is
a design choice, but a common suggestion is to use at least 2 * the input (D).

Training a neural network is done in two steps: a forward step, where the instances
are fed to the network and a prediction is made, and a backpropagation step where the
error in prediction is estimated using a cost function and propagated back to update
the weights accordingly. For brevity, I provide the formula to all three layers in one

function as shown in Eq. 2.4
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M D
yp(z,w) =0 (Z w,(j.)h (Z w](;)xi + wﬁ-?) + w%) (2.4)
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In Eq. 4, w is the weight (or parameter), the superscript indicates the layer number,
where layer 1 is the input layer, and the subscript indicates the direction of the con-
nection (to—from). For example, w(1);i is the weight in layer 1 which connects between
node 7 in the input layer and node j in the hidden layer. wj, is the bias in the input
layer, h(-) is an activation function. yj, is the output at node % of the output layer.

If a feedforward neural net is to be used for images, then an image with 32 * 32
pixels will require 1024 input nodes, and the classification will be depending on all
the 1024 pixels. However, the main element in the image probably occupies a partial
region of the image, not all of it. Convolution Neural Nets (ConvNets) (LeCun et al.,
1989) use filters (as weights) and convolution to detect these shapes in an image, then
use them for classification. This can be viewed as dividing the image into sub-images
or regions and using each region as a feature in the next hidden layer (where the neural
net has more than one hidden layer, as opposed to the earlier example).

For text, an additional step is necessary to convert a document to a 2-dimensional
matrix. A number of approaches were used for this step, specifically by deciding on
a vocabulary set, then treating each word as a row represented with a fixed size rep-
resentation. Different representations were used such as one-hot encoding, pretrained

embeddings, or random values as discussed previously in Sec. 2.2.3.
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Chapter 3

Arabic Authorship Attribution: An

Extensive Study on Twitter Posts

I start this thesis with evaluating existing techniques on new languages and domains.
As discussed later in Section 3.2, most of the work on authorship attribution is on En-
glish language media. Arabic, on the other hand, is one of the mainstream languages,
yet little work has been done on Arabic authorship attribution. Given that Arabic has
different characteristics compared to English, I start by evaluating existing authorship
attribution techniques that were developed for English on a new dataset of Arabic

tweets that I collected for this purpose.

3.1 Introduction

Criminals are exploiting the anonymous nature of the Internet to covertly commit
crimes online. These perpetrators create fake internet IDs while conducting illegiti-
mate, malicious social media communications or spreading hate-speech. Authorship
analysis techniques have been successful (Igbal et al., 2008; de Vel et al., 2001) in de-

tending users against such attacks by showing that authors use similar writing styles
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across different accounts. By doing this, they are addressing the misuse of anonymity
without sacrificing the privacy of other Internet users.

Authorship attribution helps identify the original author of a given anonymous text
by extracting and analyzing author-specific writing style features (Stamatatos, 2009).
Initially, authorship attribution was used in the field of literature to identify the orig-
inal authors of novels, plays, or poems (Juola, 2006; Koppel et al., 2009; Stamatatos,
2009). Later, its applications have been extended to forensics by investigating the true
authors of malicious texts and/or using the analysis results as evidence in courts of
law (Chaski, 2005). Various computational techniques have been proposed for differ-
ent languages and types of text such as Twitter posts, Facebook status, Short Message

Service (SMS) messages, or chat conversations.

Other languages
Malay 15.7%
2.7% o/

German| ™\

2.9% N\

Russian[
3.1% _—

.
Japanese .
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Portuguese [
4.3%

Arabic -
4.8%

English

y 28.6%

Ci\ilnese

23.2%
Figure 3.1 Top ten languages used over the Internet in terms of percentage
of users according to Miniwatts Marketing Group (2013).
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Compared to the large body of authorship attribution research for popular lan-
guages such as English (Luyckx and Daelemans, 2008, 2011; Frantzeskou et al., 2007)
and Chinese (Keselj et al., 2003; Zheng et al., 2006), only around 10 studies are dedi-
cated to Arabic authorship analysis (Abbasi and Chen, 2005b; Altheneyan and Menai,
2014; Kumar and Chaurasia, 2012; Ouamour and Sayoud, 2013; Shaker and Corne,
2010; Alwajeeh et al., 2014). However, Arabic is the 4" most popular language used
over the Internet after English, Chinese, and Spanish (see Figure 3.1). It accounts for
4.8% of the total number of Internet users . The research literature shows that re-
searchers mostly direct their efforts toward English, with little work being done on
other languages and Arabic is one example. This lack of research is attributed to the
various challenges that face researchers when they analyze an Arabic document.

For example, techniques that are developed for English may not be directly appli-
cable to other languages that do not share many strong similarity to English. As noted
in Abbasi and Chen (2005b), Arabic has three characteristics that are different from En-
glish, namely word length and elongation, inflection, and diacritics. These characteris-
tics prevent the direct application of English authorship analysis techniques because of
their effect on the feature extraction process. For instance, a feature representation that
was designed for English language will not include the ratio of elongation to alphabets
because elongation does not appear in English. On the other hand, because elongation
is used for Arabic, one needs to empirically investigate whether these features make a
significant contribution to the authors” writing style or not.

Moreover, among these few relevant studies on Arabic, none focus on Arabic short
text such as social media posts, chat logs, and emails. Cybercrime investigators must
frequently deal with these kinds of short texts. Existing Arabic authorship studies as-
sume that there are plenty of text data for authorship analysis. Specialized methods

have been proposed for novels (Kumar and Chaurasia, 2012), books (Quamour and

Tn 2020, Arabic is still in the forth place, but with 5.2% of the total number of Internet users.
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Sayoud, 2013; Altheneyan and Menai, 2014; Shaker and Corne, 2010), articles (Alwa-
jeeh et al,, 2014), and the combination of forum messages (Abbasi and Chen, 2005b).
However, this may not be the case in real-life applications. Forensic investigators may
have only a limited set of samples to be analyzed, especially for cybercrime investi-
gations. Authorship attribution over short text is more challenging due to the limited
information carried by the text. Even for English, the length of the text sample has a
significant impact on the attribution result. Specialized techniques are needed for the
short text scenario (Igbal et al., 2008).

Furthermore, little focus has been given to visualizing the results beyond providing
accuracy and a confidence value. For English, only three techniques (Kjell et al., 1994;
Abbasi and Chen, 2006; Benjamin et al., 2014) have been proposed for this purpose.
For Arabic, no techniques have been adapted or proposed. Classification techniques
that are known to produce the best results are mostly black-box methods that are hard
to interpret. As an example, Support Vector Machines (SVM) and Random Forests are
known to produce good accuracy, yet the results are difficult to interpret or explain.
In contrast, while it is easier to visualize the rules of a decision tree, such methods are
commonly outperformed by a SVM classifier. Law enforcement agents use the skills
of an expert witness, such as an authorship attribution expert or a linguistics expert.
The role of these experts is to help law enforcement officers narrow down the number
of potential suspects, or provide evidence to justify a conclusion in a court of law. In
order for experts to perform their role properly, they have to find the most plausible
author from the candidate authors and show how they reached their conclusion in a
clear and presentable way. To do so, they must use a classification model that provides
high accuracy as well as being easy to present and explain, as opposed to using a model
that is vague or complex, even if they have to sacrifice the performance.

We address the aforementioned research gap by focusing on Arabic short texts from
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the social media platform Twitter?. We customize and apply existing Arabic authorship
attribution techniques on Twitter data. We also adapt an English visualizable attribu-
tion technique based on n-gram to Arabic. We compare their performance on Twitter
posts and report our findings. To our best knowledge, this is the first work to report
the performance of authorship attribution on short Arabic texts in general. Moreover,

this is the first work to adapt a visualizable approach for Arabic authorship attribution.

3.1.1 Problem Statement

We first provide an informal description of the authorship attribution problem in short
text, followed by a formal problem definition. Given a set of candidate authors of an
anonymous, relatively short, text and a set of sample writings for each one of the can-
didate authors, an authorship attribution expert analyzes the anonymous text and the
sample writings of each author to capture the writing styles of the anonymous text as
well as the sample writings of each candidate author. Based on that, the authorship
attribution expert identifies the most plausible author of the anonymous text as the au-
thor whose writing style has the highest similarity to the writing style captured from
the anonymous text. As mentioned earlier, this work addresses the authorship attribu-
tion problem in Arabic text, specifically, Arabic tweets. However, for brevity, we drop
the word "Arabic" from "Arabic writing samples" and "Arabic tweets". Furthermore,
we use the terms "a writing sample" and "tweet" interchangeably throughout the paper
to refer to the same unit of text.

Formally, letC = {cy, ..., ¢, } be the set of candidate authors of an Arabic anonymous
text a and W, = {wy, ..., wy,} be a relatively large collection of sample writings that
belong to candidate author ¢; € C. Finally, let f(a, ;) be a function that computes
the similarity between the writing style of the anonymous text 2 and the set of writing

samples W,. The problem of authorship attribution is to identify the most plausible author

2


www.twitter.com
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¢; from the set of candidate authors C, where V ¢;, ¢; € C and ¢; # ¢;, fla, W) > fla, W;) .

3.1.2 Research Questions

This study adapts and benchmarks the profile-based n-gram approach and the instance-
based approach to address the problem of authorship attribution in Arabic short text

from Twitter. Specifically, we answer the following questions in this paper.

1. How does the n-gram approach perform compared to state-of-the-art instance-based clas-
sification techniques under varying attribution scenarios? A typical authorship attri-
bution problem has three factors that affect the performance, namely, the number
of candidate authors, the number of writing samples per candidate author, the
length of the writing samples, and the anonymous text under investigation. We
benchmark the state-of-the-art instance-based classification techniques, such as
Naive Bayes (NB), Support Vector Machines (SVM), Decision Trees, and Random
Forests (RF), with stylometric features. Then we compare their performance with

the n-gram approach under varying attribution factors.

2. Which n-gram level (character, word, or syntactic) is the most helpful in distinguishing
the authors” writing styles? The use of the n-gram approach in authorship analysis
has not been studied for Arabic short text. In this paper, we will investigate
the performance of the n-gram approach on the characters, word, and syntactic

levels. For the syntactic level, we use part-of-speech (POS) n-grams.

3. How important are diacritics to the attribution process when the n-gram approach is
used? Diacritics in Arabic appear on the character level and their presences, while
being optional, may affect the meaning of a word. For example, the word "_.5"
can be read as wf = he wrote" or ._:f = books". The fact that their presence
could change a word’s meaning is one of the morphological properties that make

Arabic text different from English text. We will compare the performance of the
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attribution process using n-grams before and after removing the diacritics from

the text.

4. When using instance-based classification techniques, how important is it to use all three
categories of stylometric features? There are three categories of stylometric features:
lexical, structural, and syntactic. They have been intensively studied for author-
ship analysis, especially in English. For the sake of completeness, we investigate

the importance of each category for the attribution process in Arabic.

3.1.3 Contribution
The contribution of this work is summarized as follows:

* Providing the first extensive authorship study on Arabic tweets. To the best of our
knowledge, this is the first work that investigates authorship attribution on Ara-
bic short text in general and Arabic tweets in specific. We conduct a system-
atic evaluation for various attribution techniques on Arabic tweets and make the
dataset publicly available > Not only does this open the door for further investi-
gation of other authorship attribution techniques to be used for Arabic, but can

also serve as a benchmark of experimental results for future work.

* Providing an interactive system to visualize the attribution process and results. Our
work on Arabic authorship analysis is a significant extension of (Ding et al., 2015),
which supports only English. One main application of authorship attribution
techniques is to use the results and analysis as evidence in the context of criminal
investigation; therefore, the interpretability of the results is as important as high

accuracy. We have adapted the original models that were developed specifically

3Due to Twitter regulations for developers (Twitter, 2017), we cannot explicitly share the actual text
for each tweet. Instead, a list of Ids and a Python script to crawl the tweets are provided via
. While this is the common practice
in the research community (Taylor, 2017), This process may result in a different dataset if some accounts
or tweets were deleted by their original authors.


http://dmas.lab.mcgill.ca/data/Arabic_Twitter_dataset.zip
http://dmas.lab.mcgill.ca/data/Arabic_Twitter_dataset.zip
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for English and proposed using a language detection tool to automate selecting
between Arabic and English; we added Stanford’s part-of-speech tagger for Ara-
bic and we changed the forms’ orientation to show English or Arabic. With these
modifications, the tool is able to visualize the authorship attribution evidence for

the Arabic language in an intuitive and convincing style.

The rest of the paper is organized as follows: Section 3.2 presents a comprehensive
review of authorship attribution work on Arabic in general and short English text. In
Section 3.4, we describe our experimental design, followed by the results and discus-

sion in Section 3.5. Finally, Section 3.7 concludes the paper.

3.2 Related Work

This research targets authorship attribution for short Arabic messages, specifically,
Arabic tweets. Although Arabic is widely used over the Internet (Shaker and Corne,
2010), literature shows that authorship attribution research focuses on English, while
research on Arabic is scarce. To the best of our knowledge, none of the available work
on Arabic targets short text. The term "short" was formerly used to describe one page
or a blog post; currently, the term is used to describe much shorter forms of text, e.g., a
Facebook status, a Twitter post, an SMS message, or an Instant chat Message (IM) (Lay-
ton et al., 2010).

We start by reviewing the techniques used for authorship attribution on non-Arabic
short text and then review the work done on Arabic text, regardless of the text length.
While doing this, we keep in mind the difference between Arabic and English as de-
tailed in (Abbasi and Chen, 2005b). According to Abbasi and Chen (2005b), author-
ship attribution techniques developed for English cannot be directly applied to Arabic
text without modifications since Arabic and English languages have different language

properties.
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3.2.1 Authorship Attribution on Non-Arabic Short Text

Authorship attribution on non-Arabic short text has addressed different social media,
e.g., SMS messages, chat logs, and Twitter posts. In reviewing the work on these
topics, we look at the features and the classification techniques. For a recent, and
more comprehensive review of existing authorship attribution literature on Arabic text

see (Algahtani and Dohler, 2022).

Chat Logs

One area in which authorship attribution on short text is investigated is chat conversa-
tions, such as Internet Relay Chat (IRC) and online chat rooms. Examples of the work
done on these domains are (Inches et al., 2013) and (Layton et al., 2012a).

Inches et al. (2013) used word-level n-grams as features and statistical modeling,
namely X? and Kullback-Leibler divergence, to compute the similarity between a can-
didate author and a query text. They started by generating an author profile for each
author, which they did in two steps. The first step is concatenating all the text gener-
ated by a single user into one document. The next step divides the text into vectors by
using "non-letter characters” as tokens, or stop marks. When a query text is introduced,
a profile is created for it, and its profile is compared to all the authors’ profiles to find
the most similar one.

Laytonetal. (2012a) used three similar techniques, namely Common n-grams (CNG)
(Keselj et al., 2003), Source Code Author Profiles (SCAP) (Frantzeskou et al., 2007),
and Re-centered Local Profiles (RLP) (Layton et al., 2012b) to collect character-level n-
grams and create the authors’ profiles. In addition, they applied the Inverse Author
Frequency (IAF) to weight the n-grams, which, as they explained in their paper, is
merely a trajectory of the Inverse Document Frequency (IDF) weighting approach on
profiles, as opposed to documents. To compare the distance between different profiles,

they used the relative distance (Keselj et al., 2003) for the CNG-generated profiles, the
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size of the intersection between two profiles for the SCAP-generated profiles, and a

modified version of the cosine similarity presented in (Layton et al., 2012b).

SMS

Ragel et al. (2013) and Ishihara (2011) addressed the authorship attribution problem in
SMS messages. The number of authors in Ragel et al. (2013) was 20 authors, while Ishi-
hara (2011) reached 228 authors. In their paper, Ishihara (2011) reported using 38,193
messages for all the authors. This makes the average number of messages per author
around 167 messages. On the other hand, Ragel et al. (2013) used 500 messages for each
author; hence, the total number of messages in their dataset was 10,000 SMS messages.

Both Ishihara (2011) and Ragel et al. (2013) used word n-grams as features and com-
bined the SMS messages together, in one document, to increase the text size. This is
important because SMS messages, by nature, are limited in size, containing very few
words. In terms of classification and validation, Ragel et al. (2013) divided their dataset
into training and validation sets, and then they created a profile for each author in both
sets. In the following step, they used the Euclidean distance and the cosine similarity to
measure the distance between the profiles in the validation and the training sets. They
show that grouping 300-400 SMS messages per author increases the uniqueness of an
author’s profile, leading to a higher accuracy when an author’s profile is being clas-
sified. However, they do not mention the number of words a profile contained when
they combined all these messages, nor the average number of words per message.

In contrast, [shihara (2011) grouped the SMS messages until a certain number of
words was reached. For example, if the current total number of words is 197 words,
the maximum is 200 and the next message to be added has four words, they would
stop at 197. If it had less than four words, then they would add this message and
check the next one. In terms of validation, they created two sets of messages: one

set contained messages from the same author, and the other contained messages from
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different authors. Then, a word n-grams model was built for each set of messages.
To measure the similarity between the different models, they used the Log Likelihood
Ratio function. The results show that accuracy reaches 80% when 2,200 or more words
per set were used. Since the application of our work is mainly for digital forensics, we
believe that it would not be possible to collect enough messages from the candidate

authors to get this high number of words.

Twitter Posts

Twitter is the most targeted source for short text in the authorship attribution literature.
The number of candidate authors in these studies was on a small scale ranging from
10 to 120 authors in (Bhargava et al., 2013) and (Silva et al., 2011), respectively, and on
a large scale up to 1,000 authors in (Schwartz et al., 2013). The most common feature
representation approach that was used is the character-level n-grams.

Both Cavalcante et al. (2014) and Schwartz et al. (2013) used character- and word-
level n-grams as features while using a SVM classification model. In both papers, the
number of candidate authors started at 50, then increased gradually to 500 in (Caval-
cante et al., 2014), and to 1,000 authors in (Schwartz et al., 2013). A major difference
between these two papers is that Schwartz et al. (2013) proposed the concept of K-
signature, which they define as "the author’s unique writing style features that appear
in at least K% of the author’s Twitter posts".

Layton et al. (2010) used the SCAP methodology to address the authorship attri-
bution problem for Twitter posts. In their paper, they divided the tweets into training
and validation tweets. Then, they combined all the training tweets that belonged to
the same author in one document and extracted only character level n-grams from this
document as features. To create a profile for that author, they picked the top L most
frequent features in his document and ignored the rest. The tweets in the validation

set were handled in the same way and a profile was created for each author as well. Fi-
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nally, the validation profile was compared to every author’s profile and the similarity
was simply measured by counting the number of common n-grams between the test
profile and the candidate author’s profile, i.e., the intersection between the test profile
and the candidate author’s profile. This similarity measure is known as the Simplified
Profile Intersection (SPI).

Bhargava et al. (2013) and Silva et al. (2011) chose a different approach to extract
features than the common n-grams method. Bhargava et al. (2013) proposed four cat-
egories of features: lexical, syntactic, Twitter-specific, and "other". Examples of lexical
features are the total number of words per tweet and the total number of words per
sentence. Examples of syntactic features are the number of punctuation marks per sen-
tence and the number of uppercase letters. Examples of Twitter-specific features are
the ratio of hashtags to words and whether the tweet is a retweet. Finally, examples of
features that belonged to the "other" category are the frequency of emoticons and the
number of emoticons per word. As for the classification model, a radial, nonlinear ker-
nel for SVM was used. Similarly, Silva et al. (2011) applied a combination of features
that they categorized into four groups: quantitative markers, marks of emotion, punc-
tuation, and abbreviations. Two differences were observed in these two papers: the
first is that Silva et al. (2011) used a linear SVM instead of a nonlinear one. The other
difference is that Bhargava et al. (2013) experimented with combining the set of Twit-
ter posts into a number of groups in order to enlarge the text body before the feature
extraction step. Bhargava et al. (2013) showed that grouping a set of 10 tweets together

achieved better accuracy.

3.2.2 Arabic Authorship Attribution

In reviewing the work on Arabic, we are specifically interested in three elements: the

text source and its size, the writing style features, and the classification techniques.
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Kumar and Chaurasia (2012) performed authorship attribution on Arabic novels
where the corpus consisted of a training and a test set for four authors. The average
number of words per author in the training set was 67,635 words and the test set was
164,673.25 words. In terms of features, they used the initial and final bi-grams and tri-
grams (Rubin, 1978) that, in the case of bi-grams, are formed from the first two letters
and the last two letters of every word. Similarly, tri-grams are formed of three letters.
The classification process is based on the dissimilarity measure algorithm (Keselj et al.,
2003). Different profiles for each user were tested, a profile was the most frequent 200,
500, and 700 bi- or tri-grams. For each profile setting, a dissimilarity threshold value
was calculated by comparing the author’s profile from the training set with the profile
from the test set. For a test document, a new profile was built and the dissimilarity
value between the author’s profile and the unknown document was compared to the
author’s dissimilarity threshold value. Their results suggest a 100% accuracy when the
initial tri-gram is used with any of the profile sizes.

Ouamour and Sayoud (2013) built their dataset from ancient Arabic books, where
the average number of words per book was around 500 words. They collected three
books for each one of the ten authors in their dataset. Their features set consisted
of (1 to 4)-grams word-level features in addition to "rare words". The datasets were
tested using different machine learning classifiers. Each feature was tested alone using
Manhattan distance, cosine distance, Stamatatos distance, Canberra distance, Multi-
Layer Perceptron (MLP), SVM, and Linear regression. The best results were reported
when rare words and 1-word gram features were paired with an SVM classifier. As the
value of n (in n-grams) increased, the reported results showed significant deterioration.
They correlated this deterioration in performance to the small-sized text they used.

Shaker and Corne (2010) created a dataset comprised of 14 books written by six dif-
ferent authors, with the average number of words per book being 23,942 words. Their

approach utilized the most frequent function words to discriminate between two text-



50 Arabic Authorship Attribution: An Extensive Study on Twitter Posts

books. Motivated by the work in (Mosteller and Wallace, 1963), they generated a list of
105 function words and ignored the 40 words that are comparatively less frequent than
the rest, to end up with a list of 65 Arabic function words, denoted by AFW65. Further
filtering was applied to the AFW65 set where the 11 words with the least frequency
variance were removed. The resulting set of 54 Arabic function words was denoted
by AFW54. This created a new set of words that consisted of 54 function words. Each
book was divided into chunks of words and two sizes were experimented on, 1,000
and 2,000 words. For each chunk, a feature vector was created using the ratio of each
function word, and the author name was assigned to the chunk as a class. This created
four experimental settings. They used a hybrid approach of Evolutionary Algorithm
and Linear Discriminant Analysis that they developed for English in (Shaker et al,,
2007) to classify a set of test documents. The best reported result was achieved when a
chunk of 2,000 words was used along with the AFW54 set of function words.
Alwajeeh et al. (2014) built their text corpus from online articles. They manually
selected five authors with 100 articles each. Then they manually annotated the articles
and extracted the features from them. The average number of words per article was
470.34 words and features, such as the average number of general articles, characters
per word, punctuation per article, and unique roots per article, were extracted. They
also investigated the effect of using a Khoja stemmer, which returns the original root of
the specified word. They used Naive Bayes and SVM as their methods of classification
and the reported accuracy almost reached 100%. In their discussion of the results, they
highlighted the negative effect that the Khoja stemmer introduced. They explained that
the reason behind this effect is that root stemming causes two different words with
different meanings to become the same word, which in return leads to information
loss and, therefore, bad performance. These results are inline with the recent findings
of Omar and Hamouda (2020) who also demonstrated that using stemming hinders

the performance of authorship attribution techniques on Arabic.
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Abbasi and Chen (2005b) and Altheneyan and Menai (2014) used exactly the same
set of features. In fact, Abbasi and Chen (2005b) proposed these features and then Al-
theneyan and Menai (2014) adapted their suggestions in their paper. There are 418 fea-
tures divided as follows: 79 lexical features, 262 syntactic features, 62 structural, and
15 content-specific. Altheneyan and Menai (2014) tested these features on a dataset
comprised of ten authors and 30 books, with an average number of words per book
ranging between 1,980 to 2,020 words. On the other hand, Abbasi and Chen (2005b)
collected 20 web forum messages for each of their 20 authors and the average number
of words per message was 580.69 words. In both these studies, variations of Naive
Bayes, SVM, and C4.5, a famous decision tree classifier, were used, and the reported
accuracy ranged from 71.93% to 97.43%.

Rabab’ah et al. (2016) collected a dataset of 37,445 tweets for 12 users from the
top Arab users on Twitter. On average, they collected around 3120 tweets per au-
thor. Three sets of features were used in this study: stylometric features provided
by (Al-Ayyoub et al., 2017a), uni-grams, and morphological features extracted using
MADAMIRA tool (Pasha et al., 2014), which is a tool made by combining the function-
ality of MADA (Habash and Rambow, 2005) and AMIRA (Diab et al., 2007) tools for
Arabic feature extraction. They used Naive Bayes, Decision Trees, and SVM for classi-
tication and experimented with the sets of features separately and combined. The best
result was achieved using SVM with all three sets of features. This study was followed
by (Al-Ayyoub et al., 2017b) on the same dataset, where Al-Ayyoub et al. (2017b) inves-
tigated the effect of using feature selection tools such as Principle Component Analysis
(PCA) and Information Gain on reducing the running time of the classification process.

Al-Ayyoub et al. (2017a) investigated the authorship problem for news articles.
They collected around 6,000 articles for 22 authors, where each author has 220 arti-
cles on average, and the articles” lengths ranged between 202 and 565 words. For their

work, they considered two sets of features. In the first set, they compiled a list of stylo-
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metric features from (Abbasi and Chen, 2005a,b; Shaker and Corne, 2010; Cheng et al.,
2011; Otoom et al., 2014), while in the other set they considered all the uni-grams that
have more than 1000 occurrences in the dataset, then applied feature reduction using a
correlation-based feature selection technique (Hall, 1998). The value for a feature is the
TF-IDF score. Finally, they used Naive Bayes, Bayes Networks, and SVM to compare
the performance using each feature set separately. The outcome of this study is that us-
ing stylometric features yielded a higher accuracy compared to using uni-grams with
TF-IDF scores.

As discussed above, all the relevant works either focus on long Arabic text data or
use a very large number of writing samples per author. Given the continuously in-
creasing size of the text generated online, there is a pressing need to benchmark the
performance of existing techniques on Arabic short text. Moreover, none of the rele-
vant works focus on interpretability, which is a critical factor in real-life investigation
scenarios. In this chapter, we address the knowledge gap by benchmarking various
instance-based and n-gram baselines on short text data from Twitter. We also adapt a

model that can visualize the attribution results.

3.3 Authorship Attribution

As described in Chapter 2, Stamatatos (2009) described three approaches to extract the
writing style from writing samples. The first approach is instance-based, in which a
writing style is extracted from every sample separately. By using this approach the can-
didate author will have s-styles, where s = number of writing samples per author. The
second approach is profile-based in which all the writing samples for a particular au-
thor are used to generate one writing style for that author. Note that the profile-based
approach is different from authorship profiling, where the task is to infer the charac-

teristics of the author such as age, gender, education level, etc. The third approach is a
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hybrid one that starts as an instance-based one, then the features are aggregated over
all the instances to create one profile per author.

Figure 3.2a shows the steps for the attribution process using the instance-based
versus the profile-based approach (Figure 3.2b). In Section 3.3.1, we explain the steps

for the instance-based approach and in Section 3.3.2 we explain the steps of the profile-

based approach.

H&aaa ?é? H " Haa ?g?

Cand|date authors Canmdate authors

Unknown Tweet Unknown Tweet

Writing samples for each author Writing samplej for each author
1 Generate one profile per author Extract N-
Extracting stylometric features from Extracting based on the Anonymous tweet’s N-Grams Gram Features
each tweet stylometric features . N-Gram fatures . g.
Training|set Test|set —
Building a classification model 1 l l
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regression model to between the anonymous
predict the Confidence tweet, and each one of the
, ;
Classifying the authors’ profiles.
. unknown tweet l The authlor with the
The Confidence l The Confidence highest|similarity
(i.e. The model’s accuracy)
- (ol

s Al

The suspect The suspect

(a) Instance-based authorship attribution. (b) Profile-based authorship attribution.

Figure 3.2 Instance-based vs. profile-based authorship attribution.

3.3.1 Instance-Based Authorship Attribution

Refer to Figure 3.2a. The first step in the attribution process is to collect a set of writ-
ing samples for each one of the candidate authors. This is explained in detail in Sec-

tion 3.4.1. Assuming that the set of candidate authors is identified and a collection
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of writing samples for each one of them is collected, the next step is to analyze these
writing samples to extract the writing-style features. We discuss the various types of

features in Section 3.3.1 below.

Extracting Stylometric Features

In this section, we provide a detailed description of the features that we extracted for
each one of the writing samples. As mentioned earlier, Abbasi and Chen (2005b, 2008)
highlighted that techniques developed for English cannot be directly applied to Arabic
due to the different morphological nature of each language, which directly affects the
feature extraction process. In fact, the features list is the only language-dependent ele-
ment in the authorship attribution process, while the choice of the classification model,
such as Naive Bayes, or SVM, is not. This is because the feature extraction process uses
the features list to convert text to the feature vectors, which the classifiers use to build
a classification model.

In general, an English-based features list can be used as a starting point for creating
a new features list for non-English authorship analysis. First, some basic language-
specific features have to be modified in the feature list. For example, the frequencies of
alphabets in English have to be replaced with the frequencies of Arabic letters and the
ratio of capital letters in English has to be removed because Arabic letters have only
one case. On the other hand, the use of elongation "_" can be found in Arabic, but not
in English. Therefore, it has to be included as a feature for Arabic. Second, the list
of features has to be modified when the source of the investigated text changes from
news articles, for instance, to tweets. This is because some features are meaningful in
one source but not in another. Consider the feature "The greeting line". This feature
is only meaningful in e-mail analysis. Looking for a greeting line in a tweet will not
yield any results. Finally, there are some features that are common and can work for

different languages and in different domains, such as "the ratio of space to characters",
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but the number of such features is low. If the number of features is low, i.e., the features
are not representative, the accuracy of the classification model will be very low. After
that, choosing a classification model is not an issue because the classifier will use the
feature vectors the same way whether they were generated for an English text or a
non-English text.

We adapted a similar structure of Arabic features presented in (Abbasi and Chen,
2005b), with two main differences: (1) we removed all the features that are inapplicable
to Twitter posts (e.g., font size and greetings), and (2) we used a larger set of function
words. The following steps show how the features were extracted. We have three

categories of features: lexical, structural, and syntactic.

Lexical Features We started by counting the number of characters that included di-
acritics or "Arabic Tashkil", special characters, and punctuation and excluded white
space characters such as spaces, tabs, and newline. Let M be the number of characters
in a tweet whether this character occupies a location or not. Examples are alphabets
and diacritics. Next, we calculated the ratios of digits (0-9) to M, spaces to M, tabs to
M, and spaces to all characters. Lastly, we generated the ratio of every single alphabet
to M. Despite the fact that the collected tweets are in Arabic, we also calculated the
ratio of the English alphabet. This was important since we observed some tweets that
included both English and Arabic words. Finally, it is important to mention that we
considered the Alif " | " letter and the Alif with Hamza " | " letter to be two different
letters, as opposed to Altheneyan and Menai (2014), who combined them under the
Alif " 1" letter.

The previous set of features was observed on the characters’ level and that is why
they are called character-based features. This next set of features, however, was ob-
served on the word level and is therefore called word-based features. The first word-

feature is intuitive, which is the word count . Before the words were counted, we
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replaced punctuation and white space characters with a single space. Special charac-
ters and diacritics were kept when the words were counted because they are parts of
words and will not affect the word counting process. Next, the length of each word was
used to find the average word’s length. The average word’s length feature was calcu-
lated by summing the lengths of all the words and dividing the sum by the number of
all words. In addition, the words’ lengths were used to find the number of short words
(1 to 3 characters) and then the ratio of short words to the words count IV. Below, we

present two lists summarizing the character- and the word-based features.

e Character-based features:

Character count excluding space characters (M).

Ratio of digits to M.

Ratio of letters to M.

Ratio of spaces to M.

Ratio of spaces to total characters.

Ratio of tabs to M.

Ratio of each alphabet to M (Arabic and English): [a—z] (26 features), [‘—L";]

N o e WD

(28 features) and {% ¢ 5«5 <8 ¢« | () 4?} (8 features). (Total is 62).
8. Ratio of each special character to M: <>% I{}[]@# " +-*/=\$"& _(21

features).

e Word-based features:

1. Word count ().
2. Average word length.
3. Ratio of short words [1-3] character to V.

Structural Features The average sentence length, in terms of characters, was calcu-

II'H

lated. To do so, newline "\n", period ".", question mark "?" and exclamation mark



3.3 Authorship Attribution 57

characters were used to divide a tweet into a set of sentences. This feature is also used
to find the average sentence length the same way the average word’s length was calcu-
lated. The last structural feature obtained is the ratio of blank lines to all lines. This can
be calculated by looking for two newline characters together, i.e., \n\n. A summary of

the previous features is provided below:

o Textual features:

1. Sentence count.
2. Average sentence length.

3. Ratio of blank lines to all lines.

¢ Technical features. Examples of technical features are font size and color, but
these kinds of features are not applicable to Twitter because users don’t have

control of them. All tweets are published with the same font size, type, and color.

Syntactic Features The previous features can be called generic or language indepen-
dent. This is because these features can be collected from tweets regardless of the
language in which they were written. Since we are targeting Arabic tweets, we added

a set of Arabic-derived features.

e Diacritics. Arabic scripts have many diacritics and Tashkil " |,Ka3", where the
latter includes the Harakat "6 ~" (vowel marks). Ideally, Tashkil in Modern
Standard Arabic is used to represent missing vowels and consonant length and it
helps identify the words” grammatical tags in a sentence. For example, the ques-
tion ?Jo_)‘ o s> means: whom did the man hit? (" -» = who/whom", "quﬂ
=the man" and "o > = hit"). However, if the Damma ()“) on the word Jo Jlis re-
placed with a Fatha (), the question will become VJ» N & a2 o meaning: who
hit the man? So, the change on Tashkil on the word = }! from Damma to Fatha
changed it from being the subject to the object. If Tashkil was not provided, then
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the context can help to understand the statement. However, if no context was
provided, the reader will not be able to tell which question is being asked. The

following diacritics have been observed:

nmn

- Hamza: "§ /" and stand-alone "<" were converted to "I and "%"and "!" were
converted to "|".

- Tanwin symbols: " <& cb Tanwin always accompanies a letter. It never
appears alone.

— Shadda: "&" the doubling of consonants. It also does not appear alone.

1

— Madda: "!" the fusion of two Hamzas into one. "l".
" " "noan "oen

- Harakat: includes Fatha "&", Kasra "_", Damma "J" and Sukoon "&".

They always accompany a letter.

* Punctuation. Arabic punctuation is similar to English; the difference is mainly in
the direction that the punctuation faces. For example, while the English question
mark "?" faces the left (faces the question), the Arabic question mark faces the

other way "?". Below is the set of punctuation marks that were observed:

— Arabic Comma «

— Arabic colon :

— Arabic Semi-colon ¢

— Arabic Question mark §

— Arabic Exclamation mark !
— Arabic Single quote *

— Arabic End single quote ’

— Arabic Qasheeda — only used for "decoration"

In addition to Arabic punctuation, English punctuation marks , . ;" ” and ? were

also added to the punctuation set of features.

* Function words. Function words are a set of words that can be grouped together
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due to a common property, for example, names of months or pronouns. Below
we list examples of these function words, keeping in mind that each word is

considered a stand-alone feature:

— Interrogative nouns "H@:..AH s e.g. ”({u_b;mu (s (I3

— Demonstrative nouns "ZSJL;';}‘ sl g, "elld coda laa'.

— Conditional nouns "L & e e.g. ”L:;i RN

— Exceptional nouns "s\ZiuY| Q‘jbi", e.g., "y s NI

— Relative pronouns " gl fw\f‘", e.g., “L";)U‘ R HURRIRN 4‘_"5':)\ (.

— Conjunction pronouns "alall (3 »", .8, " | ¢ 5 ¢ ff'".

— Prepositions " 21 U >, e.g., "l s IR

— Indefinite pronouns " jlual", e.g., "loa ‘u; (o (loa (9a (ol i,

— Eljazm pronouns "f}‘ Gy > eg, Y (l (I

— Incomplete verbs "&asW! JléYV". This family of verbs contains a sub-family
of verbs: Kada Wa Akhwatoha LV:B>9\5 58", Inna Wa Akhawatoha LVZB>;‘5 :)j,
Kana Wa Akhawatoha ”Lr‘j-Jj O™

— Common and famous Arabic names, such as:

— Names of Arabic world countries, e.g., "3, ¢ Lsgaudl (] LY and their
capitals’ names, e.g., "l ¢ 2l ! ‘d"‘.’}j"'

— Some popular Arabic names?, e.g., ”o.,\r_c cOleis ¢ & caeg’ (ArabiNames.com,
2015).

— Names of Hijri and Gregorian Arabic months, e.g., "ddg> ¢ sl ¢ Dby 92

— Numeral names and ordinal numbers, e.g., " ;Y\ (8 he ¢ ale,

— Currency names, e.g., " ,¥o> (o5 155"

In total, there are 541 different function words, which means 541 additional distinct

features. To summarize how syntactic Arabic-specific features were collected using the

4
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feature extraction tool, the following list is provided:

1. Occurrence of each diacritic (12 features).

2. Ratio of punctuation to M.

3. Occurrence of each punctuation (14 features).
4. Ratio of function words to W.
5

. Occurrence of each function word (541 features).

Preprocessing for the Instance-Based Approach

Instance-based authorship attribution is considered a classification problem, in which
a model is used to classify an anonymous text after training this model on the writing
samples of the candidate authors. To do that, various data mining tools can be used,
such as WEKA (Hall et al., 2009) or RapidMiner (Hofmann and Klinkenberg, 2013). We
used the Java implementation of WEKA to train and validate the classification models.

At this point, all the features were extracted from the tweets and stored in a re-
lational database. To be able to use WEKA we need to extract the features from the
database and store them in a readable format that WEKA can read. To prepare a dataset
for an experiment, the features for each writing sample are collected from the database,
normalized, and associated with the author of the writing sample as a class label. After
the features are collected for all the writing samples, we used WEKA’s "RemoveUse-
less" filter on these features to exclude all the useless ones in the training samples. A
feature is deemed useless if, for all the writing samples, it has the same value. For
example, if feature FnW_1 has the value 0.5 for all the writing samples, then this fea-
ture cannot help in identifying the author. Note that this filter is applied to a specific
training set, i.e., after a random set of authors and a random set of writing samples are
selected and not on the database of features. This means that a feature that was deemed
useless in one experiment may be usable in another one and that depends on the set of

candidate authors and the selected writing samples for each author. Because of that,



3.3 Authorship Attribution 61

the number of useless features in a specific experiment varies from one experiment to
another.

The reason why these useless features appear in the first place is the large number
of features that we use. For example, we collect 541 function word features. It is very
unlikely that a small set of tweets will contain all these function words. (See Table A.1
in Section 3.4.1 for a list of the top 100 highest frequency function words). However,
this should not affect the accuracy of the model since such features will not be used
to build the classification model. Even if such a feature appears later in the validation
instance (i.e., the anonymous tweet), the already built model will not be able to use it.
On the other hand, removing these useless features should reduce the time for training
and validation for a classification model.

Figure 3.3 shows the maximum, average, and minimum ratio of usage for each fea-
ture grouped by the category. A ratio is calculated by counting the number of times a
feature was used in an experiment, divided by 200 experiments”. For example, a ratio
of 90% means a feature was used in 180 experiments and removed by the RemoveUse-
less filter in 20 other experiments.

120%
100% = = - -

80%

60% 0 Max

40% Average
B Min
20%
0%

Char Word Textual Diacritics Punc. FnWords

Lexical Structural Syntatctic

Figure 3.3 The maximum, average, and minimum ratio of usage for each
feature grouped by the category.

>All the possible settings as per the experimental setup in Section 3.4.2
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As Figure 3.3 shows, only function-word features are used less than 60% on av-
erage. Word-level lexical features and textual features were used in all experiments
with an average ratio of usage being 100% and 98.5%, respectively. The minus sign ’-’
was the only character-level feature that was not used in any experiment and had a
ratio of 0%. For the function-word features, around 26% of them were not used in any

experiment. We listed these features in Appendix A.2.

The Classification Process

Figure 3.2a illustrates the process of attributing an anonymous tweet to one of the can-
didate authors using the instance-based approach. As the figure shows, the next step
after extracting the features is to build the classification model. To do that, we used the
10-fold cross-validation technique and divided the writing samples into train and val-
idation sets. The result of this process is a classification model and its accuracy, which
is used as confidence. If the model’s accuracy is low, this means that the model is not
able to differentiate between the authors based on their writing samples. Regardless
of how low the accuracy is, the model will always output a candidate author for the
anonymous text. In this case, it is up to the authorship attribution domain expert to
evaluate to decide whether to accept the results or not.

We used four different classification techniques to evaluate the performance of the
instance-based authorship attribution approach in order to compare it with the per-
formance of the profile-based approach. These techniques are Naive Bayes, Support
Vector Machines (SVM), Decision Trees (DT), and Random Forests (RF).

The reason for choosing these classification models is this: one main application
of authorship attribution techniques is to use their results and analysis as evidence
in courts of law. Because of that, the interpretability of the results is as important as
high accuracy. It is crucial that the findings are not only accurate but also intuitive

and convincing. For example, SVM and Random Forests are known for high accuracy.
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However, the resulting models are complex and can only be seen as a black box, as
opposed to Naive Bayes and decision trees, whose results are easier to represent. An
authorship attribution expert needs to explain a conclusion rather than merely present
it and using such complex models will not enable an expert to do so. I discussed these

techniques in Section 2.4.

3.3.2 Profile-Based Authorship Attribution

In this section, we discuss the process of performing authorship attribution using the n-
gram approach. First, we analyze the writing samples of each author and extract three
sets of n-gram features per author, one on each modality level. We perform the same
step for the anonymous tweet and produce three feature sets as well. Second, for each
modality level, we use the n-grams of the anonymous tweet as a feature vector and use
the Term Frequency-Inverse Term Frequency (TF-IDF) technique to calculate a score for
each feature. This produces three profiles for each author as well as three profiles for
the anonymous tweet, where each profile corresponds to one modality level. Third, a
similarity function is used to compare the authors’ profiles to the profile of anonymous
tweets, and each author will have three similarity scores, one for each modality level.
Fourth, we calculate three confidence scores, one for each modality level. Each score
describes the model’s ability to distinguish between the authors” profiles if only that
modality level is used. Neither the anonymous tweet nor its profiles/features are used
in this step. Fifth, we use the confidence scores that are calculated in the previous step
to weight the similarity scores of the authors and calculate one combined similarity
score for each author. Finally, we project the similarity scores and the confidence values
on the anonymous tweet to provide a visual representation of the results. Following,

we discuss each step in detail.
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Extracting the N-Grams From the Anonymous Tweets and the Sample Tweets

This section describes the process of extracting the n-gram features from the authors’
writing samples. A gram is a unit of text (i.e., token) based on the modality level and
n is the integer number of consecutive tokens that are considered as one feature. The
n-gram approach can be applied on three modality levels: characters, words, and parts-
of-speech (POS). For example, 2-grams on the character level means that we tokenize
a text into a series of characters, then we take every two consecutive characters as one
teature. Table 3.1 shows a sample sentence and the corresponding n-gram features for

each modality level.

Modality | n-gram | Length Examples

Lexical Word 1-3 ‘It’, “it is’, ‘it is noticed” and ‘is noticed’, etc.
Character | Character 1-3 ‘no’, ‘not’, ‘notic’, ‘tice’, ‘notice’, ‘a’, ‘an” and ‘nd’, etc.
Syntactic P-O-S 1-3 ‘PRP VBZ VBN’, ‘CC VBN’ and “VBN CC’, etc.

Table 3.1 Sample n-grams extracted from the text: "it is noticed and ap-
preciated" and the corresponding part-of-speech tag sequence is "PRP VBZ
VBN CC VBN".

We used Stanford’s (Manning et al., 2014a) NLP library® for text segmentation, to-
kenization, and POS tagging. Note that the term n-gram is used in the literature to
indicate that the number of tokens in a feature is exactly n. For example, the term
3-grams, or tri-grams, means each feature has exactly three tokens. In this work, how-
ever, we extract all the grams of lengths 1 to n as shown in Table 3.1 and for brevity, we

use the term n-gram instead of 1 — n-grams.

Generating the Authors” Profiles

After extracting the features, we use the TF-IDF technique to score each feature and

create the authors” profiles. This scoring technique, which is famous for its simplic-

6
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ity, gives a high score for words that appear many times in one piece of text (Term
Frequency) while penalizing terms that appear many times in other documents. To
understand the motivation behind this technique, consider the word "the". Due to its
usage, the word "the" is likely to appear many times in a document, compared to other
terms in that same document. On the other hand, it will also appear frequently in
other authors” documents. Therefore, it will get a low score for being very common,
i.e., not unique for a certain author. In contrast, consider the word "kindly" that might
be common in one author’s text while being replaced by the word "please" by another
author. If this was the case, then these two terms will have high scores, given that they
appeared in one author’s text more frequently than for other authors.

Eq. 3.1 and Eq. 3.2 show the formulas to calculate the Term Frequency (TF) and the
Inverse Document Frequency (IDF), respectively, where W; is all the writing samples,
i.e., tweets, for candidate author ¢;, |C] is the size of the set of candidate authors, i.e.,

the number of candidate authors and b is a constant that equals 0.1.

frequency (gram, W)

TF W) = , 31

(gram, W) maxGramFrequency (W;) 3-1)

IDF (gram) = log Cl (3.2)
b+ |AuthorsEverUsed (gram) |

To illustrate how these equations are used to generate the profiles of the anonymous
tweet and the authors, we provide the following example: let a be an anonymous
tweet and a set of two candidate authors C, where W, and W, contain all the tweets
written by authors ¢; and ¢, respectively. Let the n-gram features for a, W, and W,
be extracted as per Section 3.3.2. For the sake of this example, assume that we are

performing the attribution process on the word level only and that the feature-vector
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based on the anonymous tweet a is [gram,, grams, grams].

To generate a profile for the anonymous tweet, we only use Eq. 3.1 and we do not
use the writing samples of the candidate authors. Assume that the frequencies for
gramg, grams, and gramg in the anonymous tweet are 1, 2, and 5, then the profile for
this anonymous tweet on the word-level will be [0.2, 0.4, 1].

To generate a profile for author ¢;, we compute the frequencies for the same grams:
gramy, grams, and gramg in the author’s tweets. For example, if we examine all the
author’s tweets we find that gram, appears 5 times, then T'F'(grams, W;) = 5. Assume
that TF(gram,,W;) = 3 and TF(grams,W;) = 0, i.e.,, grams does not appear in any
of author ¢,’s tweets. So far, using only Eq. 3.1, the feature-vector for ¢; is [0.6, 1, 0].
Similarly for author ¢;, we calculate the frequencies for gram;, grams, and grams using
Eq. 3.1. Assume that the resulting frequencies for gram;, grams, and grams are 4, 0,
and 0. Therefore, the feature-vector for ¢, is [1, 0, 0].

Next, we need to calculate the IDF value for each gram, given by Eq. 3.2. Notice
that the number of authors is fixed and b is a constant, so we only need to calculate
|AuthorsEverUsed (gram) |, i.e., find the number of authors who used that gram in any
of their tweets. Gram, was used by both authors, so I DF(gram,) = log(2/(0.1+2)) =
-0.02. Gramsy was used by only one author, so IDF(grams) = log(2/(0.1+ 1)) ~ 0.26.
Finally, grams; was not used by any author, so IDF(grams) = log(2/(0.1+0)) ~ 1.3.
Notice that had we not used the constant b, a division by zero would have occurred.
Therefore, we added the constant b and set its magnitude to be smaller than 1. Finally,
we penalize each TF value with the corresponding IDF value. The resulting feature-
vectors for author ¢; and ¢, on the word-level are [-0.012, 0.26, 0] and [-0.02, 0, 0],
respectively.

We perform the same process to generate the profiles on the remaining modality
levels. After generating three profiles for each author, we calculate the similarity scores

as explained in the following section.
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Computing the Similarity Scores per Modality Level

In the previous step, we generated the writing-style profiles for all the authors as well
as for the anonymous tweet on all three modality levels, where each profile is a vector.

To measure the similarity between the anonymous tweet and an author’s profile on
a certain modality level, we need to calculate the distance between their vector profiles.
One simple technique to calculate this distance is the Cosine Similarity that is shown in
Eq. 3.3. From a geometric perspective, the smaller the angle between two vectors, the
more similar they are. By simplifying the formula of the cosine similarity, the distance

ends up being the dot product of the two vectors.

similarity (§ §;) = projg»S;x || Sa |

—|| S || xcos(6;) x || Sa | (3.3)
R 35 -
= 5 | I Sall

X — — X
FSi 1l > 11 S

pu— ‘§:'5—'1U)

To understand how the dot product can measure the similarity, consider the follow-
ing example. Assume that we are comparing an anonymous text a and two documents
dy and d,. Let the feature-vector for a be [1, 1, 1, 1, 1], for d; be [1, 0, 0, 0, 0], and for
dy be [1,0,0, 1, 1], where the value "1" means the feature is observed in that document
and a value "0" means it is not. By simply looking at the vectors we can see that d; is
more similar to a because it contains three observed features, while d; has only one.
We can reach the same conclusion using the dot product of the vectors. The distance
between a and d; is E’.CZ =(121)+120)+12x20)+ 1 x0)+ (1 x0)=1. The distance
betweenaanddQisE’.@z(1a;l)+(1x0)+(1x0)+(1x1)+(1x1):3.

Using this similarity measure, we compute three similarity scores for each author,
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one on each modality level.

Calculating the Confidence per Modality Level

In the previous step, we calculated the similarity scores for each author. In this step, we
calculate a confidence value that describes the model’s ability to discriminate between
the authors’ profiles. To understand the motivation behind this step, consider these
two cases with the following similarity scores on the same modality level for three
candidate authors. Casel: Sim(Cy,a) =5, Sim(Cy,a) = 2, Sim(Cs,a) = 1 and Case2:
Sim(Cy,a) =5, Sim(Cy,a) = 4.7, Sim(Cs,a) = 4.2. In both cases € has the highest sim-
ilarity score; however, in Case2 the similarity scores are too close to each other, which
means that the authors’ writing styles are very similar. We quantify the model’s abil-
ity to discriminate the authors” profiles by measuring the model’s ability to correctly
predict the author of each one of the writing samples if they were used as anonymous
tweets. To do that, we divide the authors” writing samples into 10 folds: 9 folds to be
used as writing samples and one fold to be used as anonymous tweets. Note that this
is done for each modality level separately.

For example, consider a problem with five candidate authors, each one with 20
tweets, where we are calculating the confidence on the character level, i.e., the degree
of similarity between the authors” profiles if only character-level features are used in
this attribution problem. We start by dividing these tweets into 10 folds, 9 for training
and 1 for validation, where all the authors are represented equally in both sets. In
other words, the classes are balanced in both the training and validation sets. For
example, each author has 18 writing samples to be used to create his/her profile and
2 samples to test the model. Next, we consider each tweet in the validation set as a
separate attribution case, i.e., use its features to create a feature vector, use this vector
to generate its profile as well as the candidate authors’ profiles, and calculate similarity

scores between the authors’ profiles and the profile of the validation tweet. Finally, the
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author with the highest similarity score is the most plausible author.

Before we move on to the next validation tweet, we extract the following six fea-
tures from the current tweet: (1) the highest similarity score, (2) the lowest similarity
score, (3) the average similarity score, (4) the difference between the highest and the
second to the highest similarity scores (i.e., the runner-up), (5) the length of the val-
idation tweet (in tokens, on the same modality level), (6) the number of tokens that
appear in both the anonymous (i.e., validation) tweet and the tweets of the author
with the highest similarity score. We repeat the same steps for the rest of the tweets in
the validation set.

After considering all the validation tweets in that validation fold, we calculate an
accuracy score as follows. For each time the algorithm predicted the correct author
it receives a score of 1, else it receives a 0. For example, if the algorithm correctly
predicted the author for 7 out of 10 validation tweets, then the accuracy for this fold is
70%. This accuracy is assigned to each tweet in the validation set, and it is considered
the model’s confidence score for that tweet.

We perform this process 10 times, each time considering a new fold for validation.
At the end of this 10-fold process, we will have a feature vector of length 6 and a con-
fidence value for each tweet in the set of writing samples of every author, for a specific
modality level. To calculate the model’s confidence score for the original anonymous
tweet, we use a linear regression model. This model is trained on the writing samples
and the same 6 features are extracted from the anonymous tweet based on the similar-
ity scores of the authors that were measured in Section 3.3.2. The model is then used
to predict a confidence score for the anonymous tweet on a specific modality level.

In total, three linear models are trained, one for each modality level. The outcomes

of this process are three confidence scores, one for each modality level.
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Combining the Similarity Scores and Confidence Values to Predict the Actual Au-
thor and Compute the Overall Confidence

The final step in predicting the candidate authors is to use the similarity scores that
were calculated in Section 3.3.2 and the confidence values that were calculated in Sec-
tion 3.3.2 to generate a cumulative similarity score per candidate author and an overall
confidence value for the model. To compute the cumulative score, we normalize each
author’s similarity score in each modality by multiplying it by the corresponding con-
tidence value, then we sum all three scores together. The most plausible author is the
one with the maximum combined, normalized score. For example, assuming that we
have 2 authors: ¢; and ¢, and that the similarity scores for ¢; on the lexical, character,
and POS level are [3, 1, 5], respectively, while the similarity scores for ¢, on the lexical,
character, and POS level are [2, 4, 2], respectively and the model’s confidence scores on
the lexical, character, and POS level are [0.6, 0.84, 0.5], respectively, then the cumulative
score for ¢; equals (1.8 + 0.84 + 2.5) = 5.14, and the cumulative score for ¢, equals (1.2
+ 3.36 + 1) = 5.56. Based on the cumulative similarity scores, ¢, is the most plausible
author.

It is important to notice that, although ¢, has higher similarity scores on the lexical
and POS levels, ¢, has a higher cumulative similarity score. This is because the confi-
dence values are used to weight the similarity scores, where the model gives a higher
weight for the modalities in which it has higher confidence.

To choose the overall confidence of the model, we take the maximum confidence
among the set of confidence scores for the modalities whose prediction matches the
predicted author. For example, consider the same example from above where the lex-
ical, character, and POS normalized scores for ¢, are [1.8, 0.84, 2.5] and for ¢, are [1.2,
3.36, 1]. If we consider each modality separately, then the most plausible authors on
the lexical, character and POS levels are c;, ¢y, and ¢, respectively. Because we only

look at the modalities whose prediction matches the predicted author based on the cu-
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mulative score, we only consider the confidence of the character level modality. In this
case, the overall confidence is max(0.84) = 0.84 or 84%.

Consider the same example from above again, where the lexical, character and POS
normalized scores for ¢, are [1.8, 0.84, 2.5] and for ¢, are [1.2, 3.36, 1], only this time
assume that ¢, is the one with the highest cumulative similarity score. In this case, the
modalities whose prediction matches the predicted author are the lexical and the POS

modalities. In this case, the overall confidence would be maxz(0.6,0.5) = 0.6 or 60%.

3.4 Experimental Design

3.4.1 Dataset

In this section, we explain the process of collecting tweets from Twitter to create a
dataset of Arabic short texts and the sampling procedure that we followed to create

smaller subsets to be used in the experiments.

Data Collection

Twitter is a social website that allows its users to share their status updates on their
timelines. Each status update, known as a tweet, is limited to 140 characters and is
submitted to a user’s timeline. A timeline is a collection of tweets listed in reverse
chronological order, i.e., the most recent tweet is shown first.

We wrote a script to communicate with Twitter and gather tweets. This was impor-
tant due to the lack of a public dataset of Arabic short text that we could use in our re-
search. To build our dataset of tweets, we needed a list of authors for whom the tweets
would be collected. In a real-life scenario, a law enforcement officer is likely to have a
set of suspects in question, created using their common investigation techniques. As
we don’t have a similar list, we needed to create our own. As discussed later in the

experimental setup, we could have collected a large number of tweets for some users
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on Twitter. However, we aimed for a more challenging and realistic scenario where the
number of tweets in a user’s account is small.

We started by retrieving a set of random tweets that are written in Arabic. These
tweets were a mixture of Arabic and non-Arabic tweets such as ‘Farsi’ or Urdu because
these languages use very similar character sets. We extracted only the ‘user” informa-
tion from each tweet and ignored the tweets’ meta-data. Note that one line of work on
authorship attribution, known as multi-modal authorship attribution (Boutwell, 2011;
Saevanee et al., 2015), uses different types of meta-data with the text itself to identify
the author of an anonymous text. For example, Boutwell (2011), uses the cellphone
tower information of a suspected cellphone to identify the author of an investigated
SMS.

To create a dataset with many users, we repeated the previous step multiple times,
each time keeping only the user information until we collected a list of around 160
different usernames. Next, for each username in the created list, we retrieved a set of
tweets from the user’s timeline and filtered out tweets that contained only a hyperlink
or an emoji. We also replaced all the usernames and hashtags in the tweets” bodies
with the ‘@ symbol and the ‘#, respectively. This was necessary because (1) these
elements are not part of the writer’s style but the style of the original creator of these
usernames or hashtags (Layton et al., 2010) and (2) usernames can reveal an author’s
social network, which can give a strong indication of who the real author is. Our
goal was to reach 2000 tweets per author, but most of the retrieved authors had much
fewer than that. We manually inspected every author’s tweets looking for non-Arabic
ones. An author whose tweets were not in Arabic was removed from the dataset. We
stored the authors’ names and their tweets, along with the tweets’ features. This was
important for reducing the running time of the experiments because it is likely for a
tweet to be used in multiple experiments.

After preprocessing the retrieved tweets, 155 Twitter users remained on the list and
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115,786 tweets were collected with an average of 747 tweets per user. Table 3.2 shows

some descriptive statistics of the dataset and Table A.1 in Appendix A.3 shows the top

100 most frequent function words.

# of authors (A) =155 Min # of words =0
# of tweets (T) = 115,786 Max # of words =37
Average number of tweets ~ 747 Average number of ~ 9.6
per author T/A words per tweet
Creation time span for 01-Feb-2011 to % of tweets with less ~ 56%
the collected tweets 01-Oct-2016 words than the average
(a) The whole dataset. (b) Tweets.

% of tweets with diacritics ~ ~ 40%

Total number of diacritic =130,512

occurrences

Average number of diacritic ~ 1.1

occurrences per tweet

Most frequent diacritic Hamzat Fateh |

Least frequent diacritic Madda ~

(c) Diacritics.
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(e) Empirical cumulative distribution function.

Table 3.2 Descriptive statistics for the dataset.

Modern Standard Arabic vs. Colloquial Arabic

Upon manual inspection of the nature of the collected tweets, we noticed that the

tweets are written in a mixture of Modern Standard Arabic (MSA) and colloquial Ara-
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bic, with the majority of the tweets being in Modern Standard Arabic. It is important
to note, however, that we did not further investigate whether the collected tweets be-
long to a specific region or to different ones. This is important due to the variations
in Arabic language that could be observed in different Arab regions. Such variations
have been investigated in (Alamr, 2022). On the other hand, we have not included in

this work tweets that are written in non-Arabic characters.

The effect on the instance-based approach Being in MSA or colloquial Arabic would
not affect the process of extracting the lexical or structural features. It would, however,
affect some of the syntactic features. We have three categories of syntactic features:
diacritics, punctuation, and function words. Diacritics can appear in both MSA and
colloquial Arabic. They are not mandatory for writing in MSA and in colloquial Arabic
they can be used for text decoration. This indicates that writing in MSA or colloquial
Arabic will not guarantee, nor will it eliminate the appearance of diacritics in a tweet.
The same scenario applies to punctuation.

In the case of function words, there are two cases: the first one is when a word
is the same in both MSA and colloquial Arabic. Examples of this case are the names
of months or currency. In this case, the word would be captured by the proposed
function-word features. The other case is when a word is only used in colloquial Ara-
bic, such as the ordinal word "cJUG" (pronounced as talet), which means: third. In this

case, it will not be captured as the function word "&JU", (pronounced as thaleth).

The effect on the profile-based approach As described earlier, the profile-based ap-
proach does not look for certain features. Instead, the features are generated from the
writing samples. In our case, the n-gram features are extracted from the anonymous
tweet, and then the same n-grams are extracted from the writing samples for each can-
didate author. This makes the profile-based approach indifferent to the nature of the

language used. In fact, it has an advantage over the instance-based approach since an



3.4 Experimental Design 75

instance-based approach is likely to miss typos that appear in the text unless they are
hard-coded as features. In case all the words in the text are collected as features (i.e.,
collecting word 1-grams) then such typos will be caught if no selection of the top k

features was applied or if the typo occurs very frequently in the text.

3.4.2 Experimental Setup

We ran all our experiments’ on small datasets containing between 2 and 20 authors,
each with 25 writing samples. Our decision of conducting this study on a small num-
ber of candidate authors is justified by the real-world application of authorship attri-
bution. In most cases, a law enforcement officer or the plaintiff of a civil case has a
small number of candidate authors for a piece of anonymous text (Luyckx and Daele-
mans, 2008). Although some of these candidate authors may be very prolific on Twitter
and have many writing samples, we aimed for a more challenging scenario where the
number of writing samples per author is small. Our experimental setting simulates
real-life scenarios of conducting authorship attribution. This setting ensures that the
reported results are realistic and that the accuracy is not overestimated.

This decision was also justified by the work of Luyckx and Daelemans (2011) and
Ding et al. (2015). Luyckx and Daelemans (2011) have worked on students’ essays au-
thorship analysis and highlighted that the accuracy of the authorship attribution pro-
cess begins to drop significantly as the number of authors increases beyond two. Ding
et al. (2015) have conducted a set of experiments on emails authorship analysis to com-
pare the performance of their proposed approach to the performance of SVM and DT
classifiers. They conducted their experiments for 2, 5, 10, and 20 authors and the re-
sults of these experiments agree with the findings of Luyckx and Daelemans (2011).

Given that an average tweet is much shorter than an email, we limited the number of

7 All experiments were conducted on a workstation running Windows 7 (64-bit) on an Intel® Core(™
i7-4700HQ CPU @ 2.40 GHz (8 CPUs) with 16 GB RAM.
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authors in our experiments to 20 authors.

Similar to (Ding et al., 2015), we conducted the experiments on groups of 2, 5, 10,
and 20 candidate authors. For each group, we sampled 5 mini-datasets (a, b, ¢, d, and
e) containing the same number of authors. Sampling for each mini-dataset was done
without replacement, while sampling across datasets was done with replacement. For
example, for a group of 10 authors in a certain experimental setting, we sampled five
mini-datasets (a, b, ¢, d, and e) where each mini-dataset contains 10 authors. Author x
may appear in any dataset only once (without replacement) but may appear in one or
more datasets (with replacement). Each experimental setting was repeated 10 times.
Each time, the 10-fold cross-validation approach was used to divide the dataset into
training and validation sets. The goal of such configuration is that we test with various
writing styles for the same number of authors and, hence, reduce the variance in the
reported results. Table A.1 in Appendix A.3 shows that the difference in performance
for the profile-based approach on the mini-datasets at the o = 0.05 is significant for all
the groups of candidate authors (p < 0.01).

The results are reported as the average of 50 runs (10-folds are considered 1 run),
which is calculated as the average of the 10 runs for each one of the five mini-dataset
(a, b, ¢, d, and e). The outcomes of an experimental setting are four accuracy values
for four datasets containing 2, 5, 10, and 20 candidate authors. Each value resembles
the percentage of correctly classified tweets using a certain classifier, i.e., the predicted
author for that tweet is the actual author.

We used WEKA’s implementation of the classification algorithms in Section 3.3.1.
Table A.1 below shows the implementation of each algorithm and the parameters that
were changed from WEKA's default settings. Among the four implementations, Lib-
SVM is the only model that is not available directly in WEKA's package and had to be

included manually.
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Algorithm Implementation Param. changed from default
Naive Bayes *.bayes.NaiveBayes -
SVM * function.LibSVM kernel: Radial Basis

Decision Trees *.trees.J48 -
Random Forests *.trees.RandomPForests -
* Available under WEKA .Classifiers

Table 3.3 Implementations of the classification algorithms and their pa-
rameters.

3.5 Results and Discussion

As described in Section 3.1.2, the aim of these experiments is to answer four research
questions (RQ) focusing on the performance of the n-gram approach. However, due
to the lack of research on Arabic authorship analysis and for the sake of completeness,
we extended our analysis to include the behavior of the instance-based classification

techniques.

3.5.1 RQ1. How Does the Performance of the N-Gram Approach Compare to
State-Of-The-Art Instance-Based Classification Techniques?

To answer this question, we have to study the effect of three Independent Variables (IV)
on the Dependent Variable (DV), which is the accuracy of the attribution process. These
variables are the number of candidate authors, the number of tweets per author (i.e.,
the writing samples), and the text size for both the writing samples and the anonymous

tweet.

Increasing the Number of Candidate Authors

We consider this to be the baseline scenario with 25 tweets per candidate author and
without specifying a condition on the minimum number of words per tweet. We ran

this experiment on datasets containing 2, 5, 10, and 20 candidate authors as per the
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experimental setup described in Section 3.4.2. The results of this experiment are shown

in Figure 3.4.
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Figure 3.4 Baseline scenario: instance-based (NB, SVM, DT, and RF) vs.
profile-based (n-gram) for 2, 5, 10 and 20 authors.

Figure 3.4 shows that the accuracy dropped for all the attribution techniques as the
number of candidate authors increased. An Analysis of Variance (ANOVA) test was
conducted at the oo = 0.05 level to determine the significance of this change, where the
two factors are the classification technique and the number of candidate authors in a
dataset. The results showed that both independent variables, increasing the number
of authors and using different attribution techniques, had significant effects on the
accuracy of the attribution process (DV).

To compare the different numbers of candidate authors we conducted an ANOVA:
single factor® and the result showed that there is a significant effect of increasing the
number of authors (IV) on the accuracy of the attribution process (DV) at the a = 0.05
level. We conducted post hoc comparisons using the Tukey HSD? test at the a = 0.05
level to compare the four conditions. The results showed that there was a significant
difference in the accuracy when the number of candidate authors increased from 2

authors to 5, 10, and 20 authors, as well as from 5 to 20 authors. However, when

8 Conducted online, using
?See footnote 8


http://astatsa.com/OneWay_Anova_with_TukeyHSD/
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the number of authors increased from 5 to 10 and from 10 to 20 the difference was
insignificant. The Mean, the Standard Deviation (SD), and the results of the ANOVA
test are summarized in Table A.2.

As we are interested in the performance of the n-gram approach, we conducted four
paired two-sample t-Tests at the a = 0.05 level. In each test, we compared the accuracy
of the n-gram approach to one of the instance-based classifiers. The results showed
that there is an insignificant difference in the accuracy when the n-gram approach is
compared to either SVM or DT. In contrast, the n-gram approach performed signifi-
cantly worse than NB and RF, respectively. The Mean, SD, and results of the ANOVA

test are summarized in Table A.3.

Increasing the Number of Tweets per Author

In this experiment, we increased the number of tweets per author from 25 (the base-
line) to 125 tweets, in steps of 25. We wanted to see if the increase in the number of
tweets would help the attribution techniques perform better as the number of candi-
date authors increased. We did not increase the number of tweets per author beyond
125 to keep the scenario realistic, as suggested in (Luyckx and Daelemans, 2008). Fig-
ure 3.5 shows the results of this experiment where each set of authors was tested with
25,50, 75,100, and 125 tweets per author.

We conducted four one-way ANOVA tests, one for each number of candidate au-
thors, at the o = 0.05 level to test whether the increase in the number of tweets per
candidate yielded a significant change in the performance of the attribution process
(Mean and SD are provided in Table A.4). The outcome of these four ANOVA tests
showed that the change in the performance (DV), which was caused by increasing the
number of tweets per author (IV), was significant only for 5 candidate authors while
being insignificant for 2, 10, and 20 candidate authors.

A post hoc Tukey test was conducted on the set of 5 candidate authors to see which
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Figure 3.5 Increasing the number of tweets per candidate author (from 25
to 125)

increase in tweets per author had a significant effect. The results of this test showed
that among the 10 possible pairwise comparisons only two were significant: increasing
the number of tweets from 25 (the baseline) to 125 (the maximum number of tweets)
[p = 0.001] and from 75 to 125 [p = 0.02].

Based on these results we noticed that a larger number of additional tweets was
needed to have a statistically significant increase in the performance; however, this
increase was limited to five authors. As the number of authors increased beyond five,
having 125 tweets per author was not significant. As mentioned earlier, increasing
the number of tweets to more than 125 tweets per author is unrealistic (Luyckx and
Daelemans, 2008). Furthermore, increasing the number of tweets per author will lead
to a longer time span that covers these tweets, and, so, they are more likely to cover

a larger number of topics. As new topics emerge constantly in daily life, it is very
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likely that the authors’ styles have adapted to these topics; therefore, introducing more
tweets could have a negative effect on the attribution. These findings agree with the
work of Bhargava et al. (2013).

As we are interested in the performance of the n-gram based approach, we con-
ducted four ANOVA: single Factor t-tests, one for each set of candidate authors, at the
a = 0.05 level (The mean and SD are shown in Table A.5). All four t-test results showed
that the performance of the various attribution techniques is significantly different.

Using four post hoc Tukey tests, we investigated the significance of the difference
in performance between the n-gram approach versus other instance-based algorithms.
The results of these tests showed that for all four tests there is no significant difference
between using the n-gram approach versus using Naive Bayes or DT. As for SVM,
the n-grams approach performs significantly better only when the number of authors
is 10 and 20. Finally, the difference between Random Forests and using n-gram is
insignificant for 2 and 5 authors, but when the number of authors increases to 10 or 20
Random Forests performs significantly better than the n-grams approach. Below is a

summary of the post hoc Tukey test results (Table A.5).

Specifying the Minimum Number of Words per Tweet

The goal of this experiment is to compare the performance of the n-gram approach
to that of instance-based algorithms when the size of the anonymous text changes,
whether for the anonymous text, i.e., the number of words in the anonymous text in-
creases, or for the writing samples of each candidate author.

We set the baseline to be 25 tweets per author, with no conditions on the word count
for each tweet. To compare the performance of the different algorithms, we sampled
5 additional datasets in which we randomly sampled 25 tweets per author, where the
range of word count for the sampled tweets is [1-5], [6-10], [11-15], [16-20], or [21-25]

words per tweet. These datasets were sampled for 2, 5, 10, and 20 authors. The results
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of this experiment are shown in Figure 3.6.
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Figure 3.6 Specifying the minimum number of words per tweet

Figures 3.6 show that there is an increase in the performance when the size of tweets

increases. To test the significance of this increase we run four ANOVA: single Factor

t-tests, one for each set of candidate authors, at the a = 0.05 level. The results of these

four tests showed that the difference is insignificant for 2 and 20 authors while being

significant for 5 and 10. Upon further inspection of the significance of the results for 5

authors using a post hoc Tukey test, we noticed that the differences for all the pairwise

comparisons were insignificant. This agrees with Simon (2005), who explains that it is

possible to have a significant F-score while having insignificant post hoc test p-values.

In contrast, the post hoc Tukey test for 10 authors shows that the increase in the per-

formance when the range of tweets’ length increased from 1-5 to 6-10 or to 11-15 is

significant. The detailed results are presented in Appendix A.3 in Table A.6.
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To evaluate the performance of using n-grams compared to other classifiers we
looked at the F-scores of four ANOVA: single Factor t-tests at the a = 0.05 level. The
scores showed that for all four number of authors’ settings, the difference among the
classification techniques is significant. To identify the significant pairwise comparisons
we run four post hoc Tukey tests [detailed results are in Appendix A.3, in Table A.7].
The results of the Tukey tests showed that, except for Random Forests, using n-grams is
either the same (i.e., the difference is insignificant) or better than using the other classi-
fication techniques. Only Random Forests performed significantly better than n-grams
and that was when the number of authors was 5, 10, and 20. When the number of

authors was 2, the difference between Random Forests and n-grams was insignificant.

Merging Tweets Into Artificial Tweets

In this last attempt to evaluate the performance of the attribution techniques, we try to
address the problem of the small text size by merging groups of five tweets into single
artificial tweets. Based on that, the 25 tweets per author that were used in Section 3.5.1
"Increasing the number of tweets per author" experiment are grouped into 5 artificial
tweets, where each artificial tweet is created by concatenating the text of the 5 tweets.
The resulting experimental setting is the following: similar to Section 3.5.1, we use
sets of 2, 5, 10, and 20 authors with 5, 10, 15, 20, and 25 artificial tweets in each ex-
periment. These artificial tweets are generated from 25, 50, 75, 100, and 125 tweets,
respectively, the exact same tweets that were used in Section 3.5.1. The reason why we
used the same tweets is to have one variable in the new experiment, which is merging
the tweets into groups. Had we used a new set of single tweets, then merged them for
this experiment, that would have generated some bias based on the content of the new
tweets, even if we controlled the text size over the selected tweets. Therefore, we kept
the tweet ID for the tweets used in the aforementioned experiments, then used the IDs

to group the tweets into artificial tweets.



84 Arabic Authorship Attribution: An Extensive Study on Twitter Posts

Similar to previous experiments, we start by looking at the performance of the var-
ious attribution techniques. We use 2, 5, 10, and 20 authors with 5, 10, 15, 20, and 25
artificial tweets per author. As every 5 tweets are grouped into one artificial tweet,
this is equivalent to 25, 50, 75, 100, and 125 tweets per author. The results of these
experiments are shown in Figure 3.7. We report the accuracy of a certain classifica-
tion technique as the average of its performance for the varying number of tweets per
author, i.e., the average performance for 5, 10, 15, 20, and 25 tweets per author.

Merging tweets has two effects on the attribution process: first, instance-based clas-
sifiers will have fewer training examples to build a model from. However, these in-
stances are supposedly richer in text. Second, since we are using k-fold cross-validation,
the anonymous tweet will also contain richer text. This affects both instance-based and
profile-based techniques.

Except for SVM, the figure shows that merging tweets into artificial ones helps clas-
sifiers achieve better results. For SVM, the results showed that using a small number
of training samples will negatively affect performance. For example, with 2 authors
and 5 tweets per author, SVM had only 10 instances to train a model.

Upon further analysis of the results using Paired Two Sample t-tests at the o = 0.05
level, the difference was significant for Naive Bayes, Random Forests, and n-grams. In
contrast, the difference between SVM and DT was insignificant. The detailed results
are presented in Table A.8 in Appendix A.3 .

We compare the performance of n-grams to other classification techniques using
ANOVA t-test at the a = 0.05 level. The results of this t-test show a significant differ-
ence between the 5 techniques. Upon using a post hoc Tukey test, the only significant
comparison was between SVM and n-grams. The detailed results are presented in
Table A.9 in Appendix A.3. In general, our experimental result is in line with the ex-
periments shown in (Ding et al., 2015) and (Luyckx and Daelemans, 2011). As the num-

ber of candidate authors increases, the complexity of the classification also increases,
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Figure 3.7 Merging tweets into groups of five tweets.
which in general leads to decreased accuracy. On the other hand, the performance of

the profile-based approach with n-grams is on par with instance-based models. This

indicates that there is no trade-off between accuracy and visualization.
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3.5.2 RQ2. Which N-Gram Level (Character, Word, or Part-Of-Speech (POS)) Is the
Most Helpful in Distinguishing the Authors” Writing Styles?

In this section, we answer the second research question: which n-gram level has the
highest effect on the attribution process? As mentioned earlier, n-grams are the N
consecutive tokens from a tokenized text, where the tokenization is on the character-,
word-, or POS-level. In all the previous experiments we used all three levels of modal-
ities, and these modalities were evaluated using a linear regression model to calculate
the confidence, as shown in Section 3.3.2. The modality level with the highest confi-
dence was used in predicting the candidate author. In this set of experiments, however,
we evaluate each modality level separately for 2, 5, 10, and 20 authors, with 25, 50, 75,

100, and 125 tweets per author. The results of these experiments are depicted in Fig-

ure 3.8
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Figure 3.8 Evaluating each n-gram modality separately.

Statistical analysis using One-way ANOVA tests at the o = 0.05 level shows a sig-
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nificant difference among the four modality levels (character, word, POS, or all of the
levels together). We further analyzed the results using post hoc Tukey tests, and the
results showed that there is an insignificant difference between using either character-
level, word-level, or all three levels of modalities combined. In contrast, the difference
was significant when only POS n-grams were used. The results of the ANOVA test and
the Tukey tests are provided in Appendix A.3, Tables A.10 and A.11, respectively.
Generally, the experimental result is in line with the results reported in (Ding et al.,
2015). They showed that lexical modality performs the best for English. However,
for Arabic text, we find that the character modality performs better than the lexical
modality with respect to the mean value. Statistically, their difference is insignificant.
We suspect that for Arabic, matching n-grams is harder than English, as Arabic tends
to merge pronouns with words instead of separating them (Liberman, 2008). For ex-
ample, English uses "his book" and "her book", which translates to "4 S" and "L, ts"
in Arabic. If we look at 1-grams for these sentences, then we have three grams for En-
glish: "his", "her", and "book"; and two grams for Arabic: " qk';f" and LV' Ls™. As noticed
in Arabic, the word "book" was distributed over two grams and could be distributed
over more grams, depending on the pronouns attached to it. However, using character
modalities, specifically, using 4-grams, the word "book", i.e., 'L_,llf" will be matched to

the same gram in both cases.

3.5.3 RQ3. How Important Are Diacritics to the Attribution Process When the
N-Gram Approach Is Used?

The use of diacritics is one of the major morphological properties that make the Arabic
language different from English and this prevents authorship attribution techniques
that are developed for English from being used in Arabic. The use of diacritics in
Arabic is optional both in Modern Standard Arabic and Colloquial Arabic. In this

set of experiments, we aim to see whether removing diacritics before the attribution
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process or keeping them would have an effect on the outcome. As a reminder, 40% of
the tweets in our dataset contain diacritics (See Section 3.4).

We use the same experimental setup as the previous experiments: 2, 5, 10, and 20
authors with 25, 50, 75, 100, and 125 tweets per author. We evaluate the diacritics effect
on char- and word-level modalities, but not POS. This is because diacritics should be
removed before retrieving POS tags. The results of these experiments are shown in

Figure 3.9.
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Figure 3.9 Evaluating the effect of diacritics on the n-gram approach. The
tigures showed the average performance for a set of authors on 25, 50, 75,
100, and 125 tweets per author.

As shown in the figure, removing diacritics barely has any effect on the attribution
process. We verify that using 4 one-way ANOVA tests at the o = 0.05 level. The results
of these tests confirm that the difference for the different modality levels (including
POS) are insignificant for all 4 sets of authors. Mean and SD and the results of the
ANOVA tests are provided in Appendix A.3, in Table A.12 and Table A.12, respectively.
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3.5.4 RQ4. When Using Classification Techniques, How Important Is It to Use All

Three Categories of Stylometric Features (Lexical, Structure, Syntactic)?

In this section, we investigate the effect of adding more features to the attribution pro-
cess. As described in Section 3.3.1, we have three categories of features, namely: lexical,
structural, and syntactic features. The goal of this section is to evaluate which category
(or combination of categories) gives the best performance in the attribution process.
Additionally, is adding more features helpful for the attribution process or not?

To do that, we performed the attribution process using instance-based classifiers
for 2, 5, 10, and 20 authors with 25 tweets per author. For each set of authors we used
one of the following seven sets of features: lexical (Lex), structural (Struc), syntactic
(Syn), lexical and structural (Lex + Struc), lexical and syntactic (Lex + Syn), structural
and syntactic (Struc + Syn), and all three sets of features. Figure 3.10 shows the results
of these experiments.

Figure 3.10 shows a variation in the results as the number of authors change (Mean
and SD are provided in Appendix A.3-Table A.14). To help explain this variation, we
used ANOVA tests at the a = 0.05 level to evaluate the significance of the difference
for each set of authors.

For 2 authors, the difference was statistically insignificant [F'(6,21) = 2.48, p = 0.056].
For 5 authors, the ANOVA test showed a statistically significant difference [F'(6,21) =
2.60,p = 0.047], but a post hoc Tukey test showed that the difference is statistically
insignificant for all the possible pairwise evaluations (Results are provided in Ap-
pendix A.3-Table A.15). As mentioned earlier, it is possible to have contradicting re-
sults between the ANOVA and the Tukey tests due to the difference in sensitivity for
each test, as explained by Simon (2005). These results are in line with literature on En-
glish, which suggests that the problem of authorship attribution is relatively easy when
the number of authors is small (Luyckx and Daelemans, 2011); therefore, a small num-

ber of features is enough for a classification algorithm to reach its best performance
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Figure 3.10 Evaluating feature categories with instance-based classifiers.

on a small number of authors (in this case, 2 and 5 authors), given enough training
samples for each author.

In contrast, an ANOVA test for 10 authors showed a statistically significant differ-
ence among the seven sets of features [F(6,21) = 3.39,p = 0.017]. The results of a post
hoc Tukey test (Provided in Appendix A.3-Table A.16) showed that the difference is
statistically significant only for the pairwise comparison between Structural features
and using all three categories of features [p = 0.024]. This suggests that as the number
of authors increased from 5 to 10, the classification algorithms benefited from adding
more features. As Figure 3.10.c shows, structural features came in last for 3 out of four
classifiers. However, using other features was statistically insignificant for all the cases
except for using all the feature categories together.

Finally and similar to the first case with 2 authors, the difference for 20 authors was

statistically insignificant for all seven feature categories. [F(6,21) = 2.38,p = 0.064].
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This indicates that with this large number of authors, classification algorithms are not
able to perform well regardless of the number of features that are used. Based on the
result of this experiment, we believe that applying authorship attribution on a large
scale, i.e., with a much larger set of candidate authors will not be possible by using
classification techniques. Instead, one should investigate developing new techniques
for authorship attribution, or propose a new feature representation that can be used

with traditional classification techniques.

3.6 Visualizing the Result of the Attribution Process

As discussed earlier, the role of an authorship attribution domain expert in courts of
law is to present their findings, i.e., the most plausible author of the investigated text,
and explain how these findings were reached. It is not the expert’s role to make an
accusation or a decision on the case; their role is merely to present the findings to the
judge or the jury members who usually come from various backgrounds. Therefore,
the presentation of the results should be clear and easy to understand in order to help
officers of the law make a decision.

The visualization tool provided by Ding et al. (2015) was initially designed for En-
glish emails. We adapted it to work with both Arabic and English, while no modifica-
tions were required for it to work with tweets. Specifically, we used Microsoft Trans-
lator'? to detect the language used in the anonymous text, and based on the results
we changed the POS tagger and the text direction in text boxes. We do not translate
POS tags to Arabic for readability issues. This automatic detection of language allows
for easier incorporation of other languages by simply including the POS tagger in the
source code and specifying the text direction for the added language.

The approach of using the Hue, Saturation, and Lightness to encode the scores and

10
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calculate the value per parameter is explained in detail by Ding et al. (2015) and will
be omitted from this paper for brevity.
Given a set of C' candidate authors and an anonymous text, we provide the user

with four outcomes:

1. A tuple of C-scores for each feature. For each feature that was used, on all three
modality levels, a score is provided for each author based on their writing sam-
ples. These values are calculated as explained in Section 3.3.2, and a sample of
the output is provided in Figure 3.11. The highlighted feature is the word " }.3".
This word appears only for author 1, and therefore it has scores of 0 for the other

two authors because its frequency in their writing samples is 0.

Similarity scores per author Evidentiary Gram

“! 0.0000368865 0.0000969589 0.0001530929

SORYEIYIRYE] 0.0000000000 0.0150952717
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R
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0.0000000000 0.0000000000 Glii238885160
X

0.0006235004 0.0057362032 0.0000000000

0.0098669958 0.0000000000 0.0000000000 sl

0.0049334979 0.0000000000 0.0000000000 B
1 »

Figure 3.11 A sample of features’ scores per author. The score for author 1
is the first column from the right.

2. The authors’ scores projected on the anonymous text. As Figure 3.12 shows, the whole
authors’ profiles are projected on the anonymous text to allow for visual compar-
ison between the candidate authors. A sentence in the anonymous text is repre-
sented with three lines: the line in the middle shows the sentence as it is and is
used to show the word-level n-grams. The HSL for a word is modified to reflect
its score for a particular author. The upper line looks empty; however, it is used
to reflect the scores of character-level n-grams. Finally, the lower line contains the

corresponding POS tag for each word! and is used to reflect the scores of POS-

'Padding was applied in case a word is shorter than its POS tag to prevent overlapping between tags.
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level n-grams. Figure 3.12 shows the similarity between an anonymous text and
three authors” profiles: Author 1, Author 2, and Author 3. The figure suggests
that Author 3 is the most plausible author as it shows a high score (represented
with a dark highlight) for using commas, the word " }3" that appears only for
Author 3 and does not appear for the other two authors and the use of full stops.
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Figure 3.12 The results of the attribution problem for 3 authors and 25
tweets each.

A cumulative features score. As shown in Figure 3.12, both Author 1 and Author 2
have similarities to the anonymous texts, but from the number of similar features
and the color intensity, the user is expected to identify the most plausible au-
thor. However, as the number of candidate authors and the features increase, it

is expected that this identification task becomes harder.

Figure 3.13 presents a cumulative feature score for each author that is based on
adding the score of each individual feature, starting with the feature that appears
first in the anonymous text. These features include character- word- and POS-
level features. As shown in the figure, all the scores start and increase by the

same level which can be verified using Figure 3.12. For the first few features
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(until feature 20) the similarity scores are low for all the authors, then (at feature
55) and as more features are seen, the similarity scores are clearly different. Even
before reaching feature 68, it is clear that Author 3 has accumulated the highest

similarity score.

= Authorl
= Author2

= Author3

Cumulative Feature Score

~ Y

LR RN R R R R RN

Feature Index

Figure 3.13 A cumulative feature score. The area under the curve repre-
sents the difference in authors’ scores.

. The prediction and the confidence based on each modality level separately. Finally, we
provide the typical output of an attribution process. Figure 3.14 shows the pre-
diction from each modality level and its confidence. The overall prediction is
chosen based on the highest normalized score as explained in Section 3.3.2, and
the overall confidence is the maximum confidence for the modalities whose pre-
diction matches the overall prediction. In this example, all the modalities” pre-
dictions match the overall prediction, and the overall confidence is the maximum

of all the confidence values.

Modality Prediction Confidence
Character | Author3  |0.734
Lexical Author3  [0.676
Syntatic |Author3d  [0.400
Cver all : |Author3d  |0.734

Figure 3.14 The most plausible author and the confidence for each modal-
ity level.
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3.7 Conclusion, Limitations, and Future Work

In this work, we investigated the authorship attribution problem for short Arabic text,
specifically, Twitter posts. Extensive work has been done for English short texts. How-
ever, due to the morphological nature of the Arabic language, techniques developed
for English are not directly applicable to Arabic. Literature on Arabic authorship attri-
bution has focused on longer texts such as books, poems, and blog posts. None of this
work tackled shorter forms such as SMS, chat, or social media posts that, by nature,
are much shorter.

We investigated the performance of various classification techniques that are either
instance-based or profile-based techniques. We showed that profile-based approaches,
specifically those using n-grams, are in line with state of the art instance-based tech-
niques. Although these instance-based techniques performed better in some cases,
such models are very complex and cannot be used as evidence in courts of law. In
contrast, profile-based approaches are simpler and their results can be visualized in a
more intuitive way, which gives them an edge to be used in court.

Among the limitations that still face the n-gram attribution approach is the scarcity
of text, whether that is in the anonymous text or the writing samples of the authors.
The effect can be seen when very few features appear in both the anonymous text and
the writing samples; therefore, it will be very hard to compare the visualized writing
styles of three or four authors using a tweet with 3—4 words. Additionally, recent stud-
ies showed that current authorship attribution techniques capture the topic in addition
to an author’s writing style. This means that if the anonymous text is about a topic that
is not represented in the author’s writing style, then the performance of the attribution
techniques will decrease drastically. Using n-grams on various modality levels instead
of only using word-level n-grams partially mitigates the issue of the topic. However,
there is a need for a better representation of an author’s style.

This work aims at laying the foundation for future work in Arabic authorship at-
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tribution for short texts. We hope that this work will open the door for further work
on Arabic in order to keep up with the work on other languages. In addition to in-
vestigating new techniques for style representation, such techniques should utilize the
huge development in deep learning, specifically in the representation learning domain.
Some examples on such development are the Language preprocessing tool, e.g. Stan-
ford NLTK (Manning et al., 2014b) and pretrained language models of Arabic text,
e.g., (Antoun et al., 2020). These tools are particularly important because applying
deep learning directly for authorship attribution will be ineffective, due to the small

size of the data available for training.
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Chapter 4

The Topic Confusion Task: A Novel
Evaluation Scenario for Authorship

Attribution

In the previous chapter, I evaluated existing authorship attribution techniques that
were used for the English language on Arabic tweets. The evaluation has shown
that existing approaches, more specifically, the hand-engineered features, need to be
adapted every time a new domain or a new language is investigated. For example,
and similar to (Layton et al., 2010), stylometric features that were used in authorship
attribution for English web forums, e.g., ratio of characters to new lines, font color
and font size, had to be removed because such features are nonexistent in tweets. Al-
ternatively, Arabic function words replaced the English one, and ratio of diacritics to
alphabets was introduced.

In this chapter, I turn to investigate the writing style features for the same language
and the same domain. In particular, literature on authorship attribution has shown
that existing techniques are influenced by the topic of the document and may attribute

a document to the wrong author merely because the author’s writing samples are on
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the same topic as the investigated document. To alleviate this problem, researchers
proposed the cross-topic scenario that requires the training and the testing documents
to have unique topics such that a topic that is seen in training is not seen in testing.
The issue that I have identified in this scenario is that, while it prevents authorship
attribution techniques from using topic cues to identify the author, it does not allow us
to study which features are affected by the topic cues more than others. In this chapter,
I propose a new benchmark to evaluate different authorship attribution approaches

with respect to their susceptibility to topic variations.

4.1 Introduction

Authorship attribution is the problem of identifying the most plausible author of an
anonymous text from a closed set of candidate authors. The importance of this prob-
lem is that it can reveal characteristics of an author given a relatively small number
of their writing samples. Early approaches to authorship attribution depended on
manual inspection of the textual documents to identify the authors” writing patterns,
and Mendenhall (1887) showed that word length and frequency statistics are distinct
among authors.

Since the first computational approach to authorship attribution (Mosteller and
Wallace, 1963), researchers have aimed at finding new sets of features for existing
domains/languages, adapting existing features to new languages or communication
domains, or using new classification techniques, e.g., (Abbasi and Chen, 2005b; Sta-
matatos, 2013; Silva et al., 2011; Layton et al., 2012a; Igbal et al., 2013; Caliskan-Islam
et al., 2015; Zhang et al., 2018; Altakrori et al., 2018; Barlas and Stamatatos, 2020). Al-
ternatively, motivated by the real-life applications of authorship attribution different
elements of and constraints on the attribution process have been investigated (Hou-

vardas and Stamatatos, 2006; Luyckx and Daelemans, 2011; Goldstein-Stewart et al.,
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2009; Stamatatos, 2013; Wang et al., 2021).

Currently, authorship attribution is used in criminal investigations where a domain
expert would use authorship techniques to help law enforcement identify the most
plausible author of an anonymous, threatening text (Ding et al., 2015; Rocha et al,,
2016). Explaining both authorship attribution techniques and their results is crucial
because the outcome of the attribution process could be used as evidence in the courts

of law and has to be explained to the jury members.

Train Test Train  Test Train Test
Tl Al, AZ Al, AZ Tl A1J A2 T1 A1 AZ
TZ Al, AZ Al, AZ T2 Al, A2 TZ AZ A1
(a) Same-topic (b) Cross-topic (c) Topic-confusion (Proposed)

Figure 4.1 Authorship attribution scenarios. (T: Topic, A: Author)

Researchers have investigated same-topic (Fig. 4.1a) and cross-topic (Fig. 4.1b) sce-
narios of authorship attribution, which differ according to whether unseen topics are
used in the testing phase. The cross-topic setting is considered more realistic than the
same-topic setting, but it causes the performance of well-known authorship attribu-
tion techniques to drop drastically. This drop is attributed to the topic-writing style
entanglement problem where existing writing style features are capturing the topic
variations in the collected documents rather than the authors” writing styles.

Traditionally, the evaluation of new authorship methods or writing style features
for authorship attribution has been based on the difference in the accuracy either on
the attribution task or in ablation studies. While this methodology enhanced the per-
formance on the downstream task and helped answer which features perform well,
there is a need for methods that can help us understand why certain features are per-
forming better than others. Specifically, do these newly proposed features/techniques

actually capture the stylistic variations of an author, or are they simply better at picking
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out sub-topic cues that correlate with each author?

In this work?!, we propose a new evaluation setting, the topic confusion task. We
propose to control the topic distribution by making it dependent on the author, switch-
ing the topic-author pairs between training and testing. This setup allows us to mea-
sure the degree to which certain features are influenced by the topic, as opposed to the
author’s identity. The intuition is as follows: the more a feature is influenced by the
topic of a document to identify its author, the more confusing it will be to the classifier
when the topic-author combination is switched, which will lead to worse authorship
attribution performance. To better understand the writing style and the capacity of the
used features, we use the accuracy and split the error on this task into one portion that
is caused by the models’ confusion about the topics, and another portion that is caused
by the features’ inability to capture the authors” writing styles.

The primary contributions of this work are the following;:

* We propose topic confusion as a new evaluation setting in authorship attribution

and use it to measure the effectiveness of features in the attribution process.

* Our evaluation shows that word-level n-grams can easily outperform pretrained
embeddings from BERT and RoBERTa models when used as features for cross-
topic authorship attribution. The results also show that a combination of n-grams
on the part-of-speech (POS) tags and stylometric features, which were outper-
formed by word- and character-level n-grams in earlier work on authorship at-
tribution can indeed enhance cross-topic authorship attribution. Finally, when
these features are combined with the current state of the art, we achieve a new,

higher accuracy.

e We present a cleaner, curated, and more balanced version of the Guardian dataset

to be used for future work on both same-topic, and cross-topic authorship attri-

LCode will be made available on


https://malikaltakrori.github.io/
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bution. The main goal is to prevent any external factors, such as the dataset

imbalance, from affecting the attribution results.

4.2 Related Work

The first work that used a computational approach is (Mosteller and Wallace, 1963),
which used the Naive Bayes algorithm with the frequency of function words to iden-
tify the authors of the Federalist papers (Juola, 2007). Research efforts have aimed at
tinding new sets of features for current domains/languages, adapting existing features
to new languages or media, or using new classification techniques (Frantzeskou et al.,
2007; Igbal et al., 2013; Stamatatos, 2013; Sapkota et al., 2014, 2015; Ding et al., 2015;
Altakrori et al., 2018).

Recent attempts have been made to investigate authorship attribution in realis-
tic scenarios, and many studies have emerged where the constraints differ from the
training to the testing samples such as (Bogdanova and Lazaridou, 2014) on cross-
language, (Goldstein-Stewart et al., 2009; Custodio and Paraboni, 2019) on cross-domain
/genre, and finally, (Sundararajan and Woodard, 2018; Stamatatos, 2017, 2018; Barlas
and Stamatatos, 2020, 2021) on cross-topic.

Stamatatos (2017, 2018); Barlas and Stamatatos (2020, 2021) achieved state-of-the-
art results on cross-topic authorship attribution. (Stamatatos, 2017, 2018) proposed
a character- and word- level n-grams approach motivated by text distortion (Grana-
dos et al., 2012) for topic classification. In contrast to (Granados et al.,, 2012), Sta-
matatos kept the most frequent words and masked the rest of the text. Barlas and Sta-
matatos (2020, 2021) explored the widely used and massively pretrained transformer-
based (Vaswani et al., 2017) language models for authorship attribution. Specifically,
they trained a separate language model for each candidate author with a pretrained

embeddings layer from ELMo (Peters et al., 2018), BERT (Devlin et al.,, 2019), GPT-
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2 (Radford et al., 2019) and ULMFit (Howard and Ruder, 2018). Each model was pre-
sented with words from the investigated document, and the most plausible author for

that document is the one whose model has the lowest average perplexity.

4.3 The Topic Confusion Task

4.3.1 Theoretical Motivation

Figure 4.2a shows the assumed relationship diagram between a document, its author,
its topic, and the language rules® that govern the writing process (Ding et al., 2019).
According to Ding et al. (2019), these are the factors that affect the process of writing
a document. Given a topic’s distribution over words, the author picks a subset of
these words and connects them using the language rules which govern what words

accompany these topical words and how sentences are structured.

(&
@O

(a) Assumed. (b) Proposed.

Figure 4.2 The relationship diagram between the topic (T), the author’s
style (A), the language (L), and the document (D).

Eq. 4.1 shows the joint probability while ignoring the language model, and assum-

2There could be other unknown factors that affect any random variable which the attribution process
is not aware of.
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ing the topic distribution is independent from that of the author.

P(A,T,D) = P(A)P(T)P(D|A,T) (4.1)

P(A = a|D) mf: T =t)

t

P(D|IT =t,A =a)) (4.2)

During the attribution process, the model is used to predict an author given an anony-
mous document using Eq. 4.2, which follows from Eq. 4.1 after applying the Bayes
rule. The same argument about the topic also applies to the language model, but for
simplicity, we only focus on the topic since POS tags have been shown to capture the
stylistic variations in language grammar between authors.

Same-topic scenarios assume that the topic is independent from the author and
that all the topics are available in both training and testing sets. As a result, assuming
a balanced dataset of documents and topics per author, 7" in the joint distribution will

be set to a fixed value, and P(T = t) is constant -

7, Where |T’| is the number of topics in

the dataset. If the dataset has only one topic, e.g., T'= sports then P(T" = sports)=1 and
P(A=a|D,T)is x P(A=a)P(D|A = a). This assumption is unrealistic and unintuitive
because different authors write on different topics with varying interest in each topic.

In contrast, cross-topic scenarios assume that the topic is independent from the au-
thor. This is clear from the cross-topic setup where the topic values are fixed during
training and testing. While this setup highlighted a critical flaw in same-topic sce-
narios and encouraged classification models to rely less on topic cues for authorship
attribution, it does not help identify the causes of the errors resulting from changing
the topic between training and testing.

Instead, we propose a setting in which the topic is dependent on the author, as

shown in Figure 4.2b, but this dependence varies between training and testing. Our



The Topic Confusion Task: A Novel Evaluation Scenario for Authorship
104 Attribution

intuition about the effect of the author’s writing style on the topic is the following.
Consider a topic that has a unique word distribution. When an author writes on this
topic, they are bound to generate a slightly different word distribution of that topic in
their document. The reason is the limited document length which forces the author to
choose a subset of words to describe that specific topic. Now, the topic is dependent on
the author’s writing choices, and this dependency will vary from one author to another
since the same idea can be worded in multiple ways using different word synonyms.
Because we allow the topic to depend on the author, the joint distribution changes
from Eq. 4.1 to Eq. 4.3 and the conditional probability of an author given the anony-

mous document changes to Eq. 4.4.

P(A,T,D) = P(A)P(T|A)P(D|A,T) (4.3)

P(D|T =t,A=a) (4.4)

Now, we can create a scenario where a learning algorithm only sees samples on one
topic for a specific author in the training set but a different topic in the test set, then we
measure the error caused by this switch. Note that this proposed scenario will not be
as easy as the same-topic, introduces new topics at test time, and can help explain the

entanglement of the topic and the writing style.

4.3.2 The Proposed Setup

Compared to the standard cross-topic setting, this task can help us understand how
a topic affects certain features by showing whether the error is caused by the topic
or the features themselves. While the cross-topic setting would give a more realistic

performance compared to the same-topic, it lacks any insights on why we got such
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results.

We propose a new task to measure the performance of authorship attribution tech-
niques given a confounding topic-author setting. The key characteristic of this task is
how we associate the topics and the authors in the training, validation, and testing sets.
Given a set of writing samples written by N authors on 7" topics where the number of
authors N > 4, the number of topics 7' > 3, and each author has, approximately, the
same number of writing samples on each topic 7.

First, we divide the authors into two equal-sized groups: group 1 and group 2.
Next, to create the training set, we select two random topics and use writing samples
on topic 1 for the authors in group 1 and writing samples on topic 2 for the authors
in group 2. For the testing set, we flip the configuration of the topics that we used for
the training set. We use writing samples on topic 2 (instead of 1) for the authors in
group 1 and samples on topic 1 (instead of 2) for the authors in group 2. Finally, we
use the remaining writing samples on the unused topics for the authors in both groups
for the validation set. Figure 4.3 shows the setup for the proposed task as an example
of having four authors and four topics.

With this setup, we can sub-divide the errors that the model makes on the valida-
tion and test sets. In particular, we count the following three cases:

1. Correct (%): The ratio of correctly classified samples to the total number of pre-

dicted samples.

2. Same-group error (%): The number of misclassified samples to authors within
the same group as the true author divided by the total number of predicted sam-
ples.

3. Cross-group error (%): The number of misclassified samples to authors in the
other group divided by the total number of predicted samples.

Distinguishing these types of errors allows us to investigate whether features in

a classifier tend to be indicative of writing style or topic. In particular, features that
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Figure 4.3 Topic confusion task. We use two topics for training and switch
them for testing. Two topics are used for hyperparameter tuning. The topic
labels are not available for the classifier during training and are only used
to distribute the samples over the subsets and calculate the scores.

are invariant to the topic and only capture the authors” writing styles should lead a
model to correctly identify the author in the test set. Conversely, features that capture
the topic instead of the writing style would lead a model to classify according to the
topic, resulting in cross-group errors. Finally, a model that fails for other reasons—
either because the writing styles are too similar or because the used features can only
partially capture the writing styles—will misclassify samples to authors within the

same group.

4.4 Dataset

4.4.1 Data Collection

First, we curated the existing dataset by retrieving the 381 original documents from the
Guardian’s website. Next, we inspected the authors’ names and the topics associated

with each article. We excluded the articles that had the wrong topic (e.g., labeled as
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"Politics" in the dataset while having a "Society" tag on the website), the ones that
appeared under more than one of the previous topics, or were co-authored by multiple
authors.

Next, we used the Guardian’s AP to get all the articles written by each author, fil-
tered them based on the topic, and collected the URLs of these articles and new articles
aiming for 10 documents per author per topic. This resulted in a total of 40 documents
per author. Note that while some authors have been writing in the Guardian for more
than 20 years, they would mostly focus on one topic while occasionally writing on the
other four. As a result, we still could not get 10 articles per author on the Society topic.
The supplementary material contains full instructions, and the necessary script to get

the data and preprocess it.

4.4.2 The Extended Guardian Dataset

We present an extended, curated, and relatively balanced version of the Guardian
dataset. One motivation is that the articles in the commonly used version of the dataset
contained some HTML artifacts and meta-data from the Guardian’s website, and had
a number of its articles either on the wrong topic, or written by authors that are not in
the dataset. Because of that, we retrieved the original articles and added more articles
to balance the number of writing samples per author on each topic. We maintained the
same upper limit on the number of documents per author as the original dataset.
Another reason is that as we try to understand the effect of the topic on the attri-
bution process, we need to isolate any external factors that may affect the performance
and make the results noisy. For example, in the topic confusion task, we have to use
topics with writing samples from all the authors. Otherwise, the model could learn to
favor one topic versus the other during training, while on test time, it will have author

samples that it did not see during training. Based on that, it will be hard to tell whether

3
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these samples will be misclassified due to a lack of training samples or due to a strong
topic effect on the attribution process. Although datasets in real life can be imbalanced,
this issue can be addressed by randomly excluding some writing samples to make the
dataset imbalanced or using proper performance metrics for imbalanced datasets such
as weighted accuracy, precision, recall, and F-Score. The number of collected articles

and additional descriptive statistics are provided in Table 4.1.

Total number of: Number of articles per topic
Topics 4 Politics (P) 130
Authors 13 Society (S) 118*
Articles 508 UK (U) 130
Words 3,125,347 World (W) 130

Average number of: Number of articles per author
Articles / Author =39.1(SD = 1.5) M.K. 35
Articles / Topic =127 (SD = 5.2) H.Y. 37
Words / Author ~41 K (SD =~ 6.9 K) J.F. 38
Words / Topic ~ 781 K(SD =~ 13.0 K) M.R. and P.P. 39
Words / Document = 1050.2 The remaining 8 40

Table 4.1 Descriptive statistics for the extended Guardian dataset (* Has
less than 10 articles per author).

4.4.3 Data Splitting and Preprocessing

The Cross-Topic Scenario. In all our experiments, we split the dataset into training,
validation, and test sets. For the cross-topic experiments, we followed the same setup
in (Stamatatos, 2017). We used one topic for training, another topic for validation and
hyperparameter tuning, and the remaining two topics for testing. The number of ar-
ticles was 127 articles when training on Society and 130 articles otherwise. This setup
resulted in 12 different topic permutations. We reported the average overall accuracy

on all the 12 configurations.
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The Same-Topic Scenario. We combined the 508 articles from all the topics, then
split them as follows: 26% for training, 26% for validation, and the remaining 58% for
testing. This corresponds to 132 articles for training, 132 articles for validation, and
244 articles for testing. This ensures that the difference in performance between the
same-topic and the cross-topic scenarios is not caused by the difference in the number
of samples that are used for training/testing. We repeated this process 12 times and

reported the average overall accuracy.

4.5 Authorship Attribution Models

In this section, we discuss two groups of authorship attribution models. The first group
contains a set of classical models that use hand-engineered features and a classification
algorithm. The second group comprises a set of neurally-inspired models motivated by
recent advancements in many natural language processing tasks. Such models are con-
sidered end-to-end systems where the feature representation is learned by the model

as opposed to being hand-crafted and provided to the model.

4.5.1 Classical Features with SVM

This approach uses a set of classical, hand-engineered features with a non-neural clas-
sification algorithm similar to what was discussed in Section 2.2.2. We experiment with
a wide spectrum of features that include both stylometric features and n-gram features
(See Section 2.1). Early work on authorship attribution proposed using stylometric fea-
tures to represent an author’s writing Style. On the other hand, n-gram features were
used with most text classification tasks until recent neural representations replaced
them.

With all the following features, we used the instance-based approach (Stamatatos,

2009) where a writing style is extracted from every sample separately. A classifica-
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tion model is trained on the extracted features to predict the authors of new, unseen
samples. We used Pedregosa et al. (2011)’s implementation of linear Support Vector
Machines (SVM) as the classification algorithm*, which is a common choice in author-
ship attribution (Stamatatos, 2017).

Different classification algorithms can be used with these features. Examples are
Naive Bayes, decision trees, and SVM. We chose to use SVM with linear kernel based
on its favorable performance in previous work (Sapkota et al., 2014, 2015; Ding et al.,,

2015; Stamatatos, 2017, 2018).

Stylometric Features (Iqbal et al., 2008, 2013). We evaluate 371 features including
syntactic features and lexical features on both character- and word-level. These fea-

tures are listed in Table 2.1.

Character-, Word- and POS-level N-Grams (Stamatatos, 2013; Sapkota et al., 2014,
2015). Using n-grams is a common approach to represent documents in authorship
attribution. In most text classification tasks, tokenization is done on either the word
or the character level. We use both character and word level n-grams in addition to

POS-level ° n-grams which are proven to be an essential indication of style (Ding et al.,

2015; Sundararajan and Woodard, 2018).

Masking (Stamatatos, 2017, 2018).  This preprocessing technique replaces every char-
acter in words to be masked with a (*) and replaces all the digits with a (#). Masked
words are chosen based on their frequency in the British National Corpus (BNC), an
external dataset. After Masking, tokens are put back together to recreate the original

document structure before extracting n-gram features.

*Appendix 4.5.3, Tables 4.2 and 4.3 show the range of values and the average optimal parameters
that are fine-tuned on the validation set, respectively.
>We used the POS tagger from (Manning et al., 2014a).
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Combining features. One advantage to using hand-engineered features on the sam-
ple level is that these features can easily be combined. First, we evaluated the com-
bination of the stylometric features and POS n-grams. Next, we combined both these

features with the other classical features mentioned above.

4.5.2 Pretrained Language Models

Few-Shot BERT and RoBERTa. This is an example of a few-shot (FS) classification
with pretrained language models. We used a sequence classification model with a pre-
trained embeddings layer from the transformer-based non-autoregressive contextual
language models BERT Devlin et al. (2019) and RoBERTa (Liu et al., 2019) followed by
a pooling layer then a classification layer. We refere to these models in the experiments
as FS BERT and FS RoBERTa, respectively.

Given the huge size of these models and the small number of training samples, we
decided to freeze the embeddings and train only the classification layer. We used the

implementation provided by the HuggingFace (Wolf et al., 2020) library®.

Author Profile (AP) BERT and RoBERTa (Barlas and Stamatatos, 2020, 2021). We
trained a separate neural language model for each author in the dataset where the
embedding layer is initialized with embeddings from BERT and RoBERTa. To predict
the author, we used each language model —or author profile— to calculate the average
perplexity of the model for an investigated document. Before attribution, however,
the perplexity scores are normalized using a normalization vector (n) to make up for
the biases in the output layer of each language model, where n; equals the average
perplexity of profile A; on the normalization corpus.

Barlas and Stamatatos (2020, 2021) used two normalization corpora during infer-

ence: the training set (K) and the testing set without labels (U). The author with the

6
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lowest normalized perplexity score is the most plausible author of the investigated
document. Note that assuming the availability of a test set rather than a single doc-
ument is unrealistic in authorship attribution even if labels were not provided. We

evaluated both cases for the sake of completeness.

4.5.3 Hyperparameters

Hyperparameter | Range
k 100, 200, 300, 400, 500, 1000, 2000, 3000, 4000, 5000
fi 5,10, 15, 20, 25, 30, 35, 40, 45, 50
Neh 3,4,5,6,7,8
N 1,2,3
epochs 2,5
vocab_size 2000, 5000

Table 4.2 Hyperparameters for masking and n-gram feature representa-
tions. k is the threshold for masking, n,, is the word-level and POS n-grams,
nep, is the character-level n-gram, and f; is the minimum frequency thresh-
old in the whole dataset.

Tables 4.2 and 4.3 show the range of hyperparameters and the optimal hyperparam-
eters values, respectively. For FS BERT and RoBERTa, we used the pretrained sequence
classification models. These pretrained models do not have hyperparameters for the
model structure but only have pretrained configurations. We used the base uncased
models, where base refers to the models’ size (not large, and not distilled), and trained
on all-lower-case text. For the training procedure, we used the following: AdamOpti-
mizer, Ir=0.1, Epochs=500, EarlyStopping(min_delta=1e-3, patience=100). Despite the
large Epoch value, most models would stop after less than 150 epochs.

We implemented Barlas and Stamatatos (2020) ourselves. The code was made avail-
able online in a later version Barlas and Stamatatos (2021). We performed a grid-search
hyperparameter tuning for the number of epochs and the vocabulary size. For the topic
confusion task, we used epochs=2 and vocab_size=2000 based on the ablation studies

on BERT reported in Barlas and Stamatatos (2020).
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Method k n fi Feat.
Masking (W.) 16167 19 79 3,265.8
Masking (Ch.) 1,691.7 55 18.8 6,416.3
Stylometric + POS - 1.3 313 4842
Stylometric + POS + n-grams (W.) - 20 125 2,481.0
Stylometric + POS + n-grams (Ch.) - 3.8 383 5,355.6

Table 4.3 The average optimal parameters for each feature representation,
with the resulting number of features under these settings (k: masking
threshold, n: number of tokens in n-grams, f;: minimum frequency thresh-
old in the dataset, W.: word-level, Ch.: character-level).

4.6 Evaluation Procedure

For each set of features, we used the setup explained in Section 4.3 to create 100 differ-
ent configurations. For each configuration, we randomly ordered the topics, selected
12 out of the 13 available authors, and distributed the authors to the groups. This
setting is considered one single experiment. To account for randomness in the classi-
fication algorithm, we repeated every single experiment ten times’ and reported the
average balanced accuracy score and standard deviation.

We decided to omit one author and use the remaining twelve out of the available
13 authors to balance the groups. With this split, the probability of picking the correct

authoris £

-, the likelihood of choosing a wrong author in the same group is 3, and the

127

probability of picking a wrong author in the other group is . This case applies if the
true author was in either group 1 or group 2. However, suppose we were to use all the
13 authors and divide them into two groups of six and seven authors, respectively. In
that case, the probabilities will differ depending on whether the actual author is in the
group with six authors or seven authors. In that case, we will need to re-weight the
errors based on their probability, and that will complicate the results as we will not be

talking about the exact number of samples.

After creating the training, validation, and testing sets we train models for author-

"We trained FS BERT and FS RoBERTa only once.
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ship attribution. First, the features are extracted from the writing samples. Second, a
classification model is trained on the training samples, tuned on the validation set to
pick the best hyperparameters, and tested on the testing set. Note that the classifier
does not have access to any information about the setup, such as the group configura-

tion or the topic labels.

4.7 Results and Discussion

4.7.1 Topic Confusion Task

Table 4.4 shows the results on the topic confusion task using the proposed measured in
section 4.3.2. Correct is the percentage of samples that were correctly classified, same-
group error is the percentage of samples that were attributed to the wrong author but
within the same group as the correct author, and finally cross-group error is the per-
centage of samples that were attributed to the wrong author and to the author group

that does not contain the correct author —caused by the change in the topic—.

Classical Features with SVM. Compared to stylometric features, a classifier using
character n-grams would correctly classify more samples. However, splitting the error
shows that using stylometric features will lead to a lower cross-group error, which is
associated with the topic shift. Here, the topic shift does not cause the low performance
of stylometric features but rather because they partially capture the writing style.
When looking at character- vs word-level n-grams, we see that they have compara-
ble same-group errors while cross-group error is much higher for word n-grams. Our
results are in line with the literature on the classical cross-topic authorship scenario,
which shows that character n-grams outperform word n-grams while still capturing
the topic, which makes character n-grams less influenced by the topic in the attribu-

tion task.
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Topic Confusion % Cross-topic %
Models T Correct | Same-group | Cross-group T Accuracy
Error Error

Stylo. 63.1 (4.2) 15.7 (2.7) 21.2 (3.0) 61.2 (3.1)
POS n-grams 72.0 (4.5) 11.5(2.9) 16.6 (3.3) 71.0 (3.2)

+ Stylo 79.6 (4.0) 8.4 (2.6) 12.1(2.8) 79.2 (2.7)
Char n-grams 70.1 (6.5) 6.8 (2.4) 23.2 (6.5) 77.3 (2.8)

+ Stylo 73.0 (6.4) 6.5 (2.6) 20.5 (6.1) -

+ Stylo & POS 76.8 (6.1) 6.0 (2.3) 17.2 (5.6) 82.8 (2.7)
Word n-grams 62.5 (7.4) 79 (2.7) 29.6 (7.4) 77.7 (2.7

+ Stylo 72.4(6.4) 7.3(2.3) 20.3 (6.2) -

+ Stylo & POS 80.3 (5.0) 71(2.7) 12.6 (4.2) 83.3 (2.6)
Masking (Ch.) * 79.5 (5.6) 6.8 (2.7) 13.8 (5.0) 80.9 (2.6)

+ Stylo & POS 83.1 (4.8) 6.4 (2.7) 10.4 (3.5) 83.2 (3.3)
Masking (W.) 76.8 (5.7) 79 (2.9) 15.3 (5.7) 77.9 (4.0)

+ Stylo & POS 83.3 (4.4) 6.7 (2.7) 10.0 (3.2) 82.8 (3.3)
FS BERT 33.1(5.7) 19.9 (5.6) 47.0 (9.0) 37.5(3.5)
BERT AP (K) 51.6 (7.5) 8.2(3.1) 40.2 (8.6) 67.3 (4.4)
BERT AP (U) 52.1(7.3) 8.4 (3.2) 39.6 (8.5) 71.1 (3.3)
FS RoBERTa 39.8 (7.5) 13.1 (5.1) 47.1 (10.9) 51.1 (3.4)
RoBERTa AP (K) 57.8 (7.1) 7.1(2.9) 35.1 (8.5) 70.8 (2.0)
RoBERTa AP (U*) | 58.9 (7.1) 6.8 (2.8) 34.3 (8.3) 75.8 (3.8)
"random chance” | 8.3 41.7 50.0 ll 7.7

Table 4.4 Average results (SD) on the topic confusion task and the cross-
topic scenario. The last row is random performance. (Boldface: Best result
per column. 1 Higher is better. | Lower is better. %: Percentage. *State of
the art. ** Has access to the (unlabeled) test set.)

Next, we look at the effect of masking as a preprocessing technique. Specifically, we
compare character- and word-level n-gram features before and after masking. Masking
infrequent words is evident in the cross-group error between character n-grams and
masking on the character level as well as the word n-grams and masking on the word
level. Table 4.4 shows the same-group error remained fixed while cross-group error

decreased by around 10% and 15% for the character- and the word-level, respectively.
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Combining features. We evaluated the effect of combining both stylometric features
and POS n-grams with character- and word-level n-grams with and without masking.
The results of combining both stylometric features and POS n-grams with all the other
features have decreased the cross-group error significantly, which resembles less con-
tusion over the topic. On the other hand, the same-group error was reduced by merely

one sample at max in most cases.

Pretrained Language Models. Surprisingly, such models performed very poorly on
this topic confusion task regardless of the attribution approach being used with them.
According to the results, these models have a much larger cross-group error which is
associated with the topic shift.

One potential explanation for this behavior is that in authorship attribution, two
words would have similar embeddings if they appear in a similar context and are used
by the author in their writing samples. Consider the words ‘color” and ‘colour’ for
example. These are essentially the same word but with different spelling based on
whether American or British English is being used. Ideally, these two words would
have very similar embeddings, if not identical ones. The distinction between the two
is critical because it indicates the author’s identity or the language system they use.
Authorship attribution techniques highlight these differences and use them to identify

the most plausible author of an anonymous document.

4.7.2 Comparing the Performance on the Cross-Topic Scenario

We use the cross-topic scenario on the Guardian dataset to compare the performance
of different attribution models to that on the topic-confusion task. Note that it is
common to do the evaluation on one of the two cross-topic authorship attribution
datasets (Goldstein-Stewart et al., 2009; Stamatatos, 2013) similar to (Goldstein-Stewart
et al., 2009; Sapkota et al., 2014; Stamatatos, 2018; Barlas and Stamatatos, 2020, 2021)
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The last column of Table 4.4 shows a similar trend to the topic-confusion task where
combining stylometric features and POS-level n-grams to other classical features re-
sults in better authorship attribution. Notably, the combination of stylometric fea-
tures, POS- and word-level n-grams outperforms the state-of-the-art. Additionally,
adding stylometric features and POS-level n-grams to masking (Ch) and masking (W)
achieved better performance than state-of-the-art, but the difference was statistically
significant only when compared with masking (Ch.) (P = 0.04).

Finally, consider two completely different approaches to authorship attribution,
namely BERT AP (U) and a linear SVM with POS-level n-grams. Now, note how the
accuracy alone on the cross-topic scenario does not provide any insights on why these
two models perform very similarly. In contrast, the cross-group error in the topic-
confusion task shows that a linear SVM with POS-level n-grams has a much lower

error, hence, less affected by the change in topic compared to BERT AP (U).

4.7.3 Cross-Topic Authorship Attribution

As shown in Table 4.5, by combining the stylometric features and POS tags with n-
gram features we achieve the highest accuracy of 83.3%. This is in line with our find-
ings in the topic confusion task in Sec. 4.3. The difference between using all the features
(mean = 83.26, SD = 2.63) and the character-based masking approach (mean = 80.89,
SD = 2.59) is statistically significant (P = 0.04)%.

It is also worth noting that by using only stylometric features with POS n-grams we
can achieve similar results to the masking approach with character-level tokenization.
The difference of 1.7% in favor of the masking approach is statistically insignificant
(P = 0.15) with a (mean = 80.89, SD = 2.59) for masking versus a (mean = 79.22, SD =
2.70) when using stylometric features with POS n-grams.

Furthermore, Table 4.5 shows a 3% increase in the accuracy of the masking ap-

8We used a t-Test: Two-Sample Assuming Unequal Variances at the a = 0.5 level.
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Features Accuracy
Stylo. + POS 792 +£(2.7)
Stylo. + POS + n-grams (W.) | 83.3 £ (2.6)
Stylo. + POS + n-grams (Ch.) | 82.8 £ (2.7)
Masking (W.) 77.9 + (4.0)
Masking (Ch.) 80.9 + (2.6)
Masking (W.) + Stylo. + POS | 82.8 £ (3.3)
Masking (Ch.) + Stylo. + POS | 83.2 £ (3.3)
FS BERT 37.5 £ (3.5)
BERT AP (K) 67.3 & (4.4)
BERT AP (U) 71.1 £ (3.3)
FS RoBERTa 51.1 + (3.4)
RoBERTa AP (K) 70.8 + (2.0)
RoBERTa AP (U) 75.8 + (3.8)

Table 4.5 Average cross-topic classification accuracy (%) on the extended
Guardian dataset (W.: word-level, Ch.: character-level).

proach when using character-level tokenization. This outcome is in line with the find-
ings in (Stamatatos, 2017). The difference between word-level n-grams (mean = 77.90,
SD = 4.03) and character-level (mean = 80.89, SD = 2.59) is statistically insignificant
(P = 0.05). Similarly, the difference between combining the stylometric features and
POS-grams with word-level n-grams (mean = 83.26, SD = 2.63) versus with character-
level n-grams (mean = 82.83, SD = 2.7) is statistically insignificant (P = 0.71).

Finally, the difference between the state-of-the-art approach which is masking on
the character-level from one side, versus stylometric features and POS tags combined
with either character-level n-grams (mean = 80.89, SD = 2.59), masking on the word-
level (mean = 82.80, SD = 3.34) or masking on the character-level (mean = 83.17, SD =
3.33) is statistically insignificant (P = 0.10, P = 0.98, and P = 0.80, respectively.). The
only statistically significant difference (P = 0.0.4) was with stylometric features and

POS tags combined with word-level n-grams (mean = 83.26, SD = 2.63)
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4.7.4 Ablation Study on the Cross-Topic Scenario

We conclude our experiments with an ablation study to see the contribution of each
set of features to the overall accuracy. Similar to the experiments above, we perform a

grid search over all the hyperparameters f; and n.

Features Accuracy %
Stylo. 612 + (3.1)
POS 71.0 £ (3.2)
W. n-grams 77.7 £ (2.7)
Ch. n-grams 77.3 + (2.8)
Stylo. + POS 79.2 + (2.7)
Stylo. 4+ POS + n-gram (W.) 83.2 + (2.6)

Table 4.6 Ablation study: classification accuracy (%) on cross-topic sce-
nario. (Stylo.: Stylometric, W.: word-level)

As shown in Table 4.6, each feature set on its own does not achieve the same per-
formance as by combining all of them. We also confirm the previous results where,
even in the cross-topic scenario, n-grams outperformed stylometric features by a large
margin. We evaluated the significance of the difference between the top three accuracy
groups. The results show that the difference between Set (3) (mean = 77.7, SD = 2.69)
and Set (4) (mean = 79.3, SD = 2.7) is statistically insignificant (P = 0.21) while it is
significant (P < 0.01) between Set (4) and Set (5) (mean = 83.3, SD = 2.6).

4.8 Conclusion

In this work, we proposed the topic confusion task, which helps us characterize the er-
rors made by the authorship attribution models with respect to the topic. Additionally,
it could help in understanding the cause of the errors in authorship attribution. We ver-
ified the outcomes of this task on the cross-topic authorship attribution scenario. We

showed that a simple linear classifier with stylometric features and POS tags could
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improve the authorship attribution performance compared to the commonly used n-
grams. We achieved a new state-of-the-art of 83.3% on the cross-topic scenario by res-
urrecting stylometric features and combining them with POS tags and word-level n-
grams, 3% over the previous state-of-the-art, masking-based, character-level approach.
Surprisingly, neurally-inspired techniques did not perform well on the authorship at-
tribution task. Instead, they were outperformed by a simple, hand-crafted set of stylo-

metric features and POS-level n-grams and an SVM classifier with a linear kernel.
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Chapter 5

A Multifaceted Framework to Evaluate
Evasion, Content Preservation, and
Misattribution in Authorship

Obfuscation Techniques

In the previous chapter, I showed that the newly proposed topic confusion scenario can
help evaluate different authorship attribution techniques. Using the analysis from this
task, I showed that stylometric features and part-of-speech tags are a strong indicator
of the author’s writing style while being less affected by the topic changes. I have also
shown that pretrained language models are highly susceptible to topic variations. In
contrast to the common trend, authorship attribution is one of the few tasks on which
these pretrained language models do not perform well.

In an effort to understand which features are more effective in capturing the writing
style than others, one can look at the most effective obfuscation techniques. Ideally,
such a technique would obfuscate the features with a strong indication of an author’s

writing style. However, it is critical for an anonymization technique to hide the writing



A Multifaceted Framework to Evaluate Evasion, Content Preservation, and
122 Misattribution in Authorship Obfuscation Techniques

style of an author while preserving the content of the text that the author intended to
share.

In this chapter, I evaluate state-of-the-art obfuscation techniques on detection eva-
sion and content preservation and show that these techniques are inferior to a back-
translation baseline. In addition, I investigate a side-effect of successful evasion in
the obfuscation task, namely misattribution, and propose a fairness measure to char-
acterize this behavior. As a result, I reveal a key weakness in existing state-of-the-art
obfuscation techniques in terms of effectiveness and content preservation. Further-
more, I show that a baseline using a pretrained language model is on par with existing

techniques given that such techniques write in a generic writing style.

5.1 Introduction

Advances in authorship attribution have been misused against the public to suppress
freedom of speech or to persecute whistle-blowers. As a result, a new task, namely,
authorship obfuscation, was introduced (Kacmarcik and Gamon, 2006). Authorship
obfuscation is the task of masking the writing style of an author of a document to
prevent authorship identification techniques from using stylistic patterns to reveal the
author’s identity.

When a new authorship obfuscation technique is proposed, it is crucial to compare
its performance to state-of-the-art obfuscation tools in settings that accurately depict
the real-life environment where such a tool may be used. One important assumption
that should be made is that a de-anonymizer is likely to use the most competitive
authorship identification tool available to identify the author of a document. Using
an inferior or brittle authorship attribution technique, or a weak obfuscation baseline
will overstate the performance of such obfuscation tools. For example, previous work

on obfuscation has evaluated obfuscation techniques against an identification tool that
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uses the exact same features and classifier that were used to obfuscate it in the first
place (Mahmood et al., 2019). This could lead to misleadingly high performance.

Similarly, obfuscation techniques must convey the same intended message both be-
fore and after obfuscation. Therefore, when a new obfuscation tool is proposed, it is
evaluated on both the quality of obfuscation and its ability to preserve the content.
With the recent development in language models and their ability to generate text,
many automatic measures have been introduced to evaluate the quality of this gener-
ated text (Novikova et al., 2017), and some of these measures have been used in ob-
fuscation techniques. The problem, however, with existing content-preservation mea-
sures is that they only provide an abstract, numerical score that limits the user’s ability
to pinpoint the part of the text that suffered from loss of information and requires
re-modification. Recently, question answering-based approaches were proposed and
shown to provide meaningful feedback in the form of questions that tell the user which
information in the text has been changed and in which part (Durmus et al., 2020).

The concept of evasion in authorship obfuscation has a critical, potential harmful
side-effect that we raise for the first time. In a classification setting, the typical set-
ting in which evasion of obfuscation techniques are evaluated, a classifier has to pick
one author from the set of candidate authors. An obfuscation technique may obfus-
cate a document by imitating another potential author, in effect unfairly "framing" an-
other person. To investigate this behavior, we use an information-theoretic approach
to evaluate the potential for misattribution of the obfuscating technique. Specifically,
we propose a new evaluation measure; namely, misattribution harm where the goal is
to characterize the confidence in the attribution algorithm rather than its output.

In this work, we highlight a number of issues with the existing work on obfuscation
with respect to two dimensions: obfuscation effectiveness, and content preservation,
and we propose a new evaluation dimension namely, fairness. Our key contributions

are the following:
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* We show that a carefully selected baseline can outperform state-of-the-art obfus-
cation techniques.

* We use question answering as an evaluation measure for content preservation
instead of token- and embedding-based approaches.

¢ Using information theory, we conduct a detailed analysis of the harming effect of

misattributing a document to a different author to achieve detection evasion.

5.2 A Multifaceted Evaluation Framework

Ideally, authorship obfuscation should only modify the author’s writing style in a doc-
ument while retaining all the original information. However, due to the topic-writing
style entanglement, modifying the document is likely to cause information loss, i,e.,
some content is not preserved. Based on that, obfuscation techniques are evaluated in
two dimensions: evasion, and content preservation.

In Section 2.3.2, I introduced the two existing aspects on which authorship obfus-
cation is evaluated. In the following subsections, I formally describe obfuscation, eva-
sion, and content preservation and discuss the state of the tools used to evaluate them.
Finally, I propose a novel evaluation dimension to characterize a potential side effect

of successfully evading detection namely, misattribution.

5.2.1 Obfuscation

Let d be a document written by author a*. To hide their identity, a* uses an obfuscation
technique O : d — d that takes a document d as an input, modifies it, and outputs an
obfuscated version of this document, namely, d such that d + d.

For example, suppose we have a document d, where d = "The decision caused the
team a big loss!", which was written by author a* = Q). ) uses an obfuscation technique

O that modifies the document d by changing it to d, where O(d) = d = "The advice
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caused the team a huge loss".

5.2.2 Evading detection

Let I be an authorship identification technique  : (d,T") — a; that takes a document
d and a set of candidate authors of this document 7" as input, and outputs a; as the
most plausible author of this document d. Let T" = [a,,a,,...,a,) and n =| T"|. We
say that author ¢* has evaded detection using the obfuscation tool O if I(d,T) = ax,
I(O(d),T) = a;, where a* # a;; and a*,a; € T. Note that, if /(d,T") # ax then d does not
require obfuscation against I.

To evaluate the obfuscation performance over a whole test dataset D, let S : (a;, a*) —
Z € [0,1] be an indicator function given by Eq. 5.1.

Finally, let Accuracy =" S(I1(d;,T),a)/m, where m =| D | is the number of test
documents.

1, ifa;,=a"

S(a;,a*) = (5.1)
0, otherwise

Continuing from the example in Sec. 5.2.1, let T" be ['G", "Q", "B", "M", "W"], the
predicted author before obfuscation, i.e., I(d, T') be (), and the predicted author after
obfuscation, i.e., /(O(d),T) be G. Here, the obfuscation tool O has evaded detection

successfully.

5.2.3 Preserving the content

After evaluating evasion, content preservation is evaluated to investigate whether loss
of information has occurred due to obfuscation. An authorship obfuscation technique
should maximize the content preservation, or equally minimize the loss of information.
After evaluation, the result of this evaluation is communicated to the author to decide

whether to accept the obfuscation outcome or reject it if the information loss is drastic.
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Formally, let P : (d,0(d)) — R be a content-preservation evaluation tool that takes
an original document d and an obfuscated document O(d) as input, compares their
content and outputs a content-preservation score that represents the amount of infor-
mation preserved from the original document d after obfuscation.

For example, suppose that the content-preservation tool of choice is based on the
word-level uni-grams overlap between the original document d, and the obfuscated
document O(d), where d = "The decision caused the team a big loss!" and O(d) = "The
advice caused the team a huge loss". Suppose that splitting d, and O(d) into word-
level uni-grams yields ["The", "decision", "caused", "the", "team", "a", "big", "loss!" ] and

['The", "advice", "caused"”, "the", "team", "a", "huge", "loss"], respectively. Here, the goal

is to maximize content-preservation score where P : (d,0(d)) = 5.

5.2.4 Fairness, and the potential of mis-attribution harm

1 1 1 1

0.8 0.8 0.8 0.8
0.6 0.6 0.6 0.6
0.4 0.4 0.4 0.4

; o Hl = || EmE_ . HHEER
Al A2 A3 Ad A5

Al A2 A3 A4 A5 Al A2 A3 A4 A5

(a) Max. confidence. (b) Relatively high. (c) Relatively low. (d) Min. confidence.

Figure 5.1 Examples on confidence levels for a model represented as the
probability distribution over all the authors. (The x-axis is P(A|z), where
is a test instance)

In real-life applications of authorship identification, misattribution can have severe
outcomes. For example, if the obfuscated text is a threatening message, then it is im-
portant to identify the real culprit to avoid persecuting and incarcerating an innocent
person.

Confidence in the identification outcome is a core concept in authorship identifica-

tion that has not been emphasized in the obfuscation literature.
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Instead of imitating the writing style of one of the candidate authors, an obfuscation
technique may output a generic writing style that is difficult to attribute to a specific
author. In that case, the identification technique will still provide a candidate author,
but its confidence in this output would be low. As a result, if an obfuscation technique
can lower the confidence of an identification method, then its outcome will be in a
position of doubt, hence, neither the original author nor the identified one will have to
suffer.

Formally, let C:(I,d,T) — R" be a tool that takes as input an authorship identification
tool I, a document d, and a set of candidate authors for that document 7" and outputs
a probability distribution over the candidate authors [c1, s, ..., ¢,], where ¢; = Pr(a;|d)
is the likelihood of author a; being the original author of document d when authorship
identification tool I isused, 0 < ¢; > 1,and > ' ¢; = 1.

In this work, we consider the model’s confidence to be high when the probability
distribution for one author is much higher compared to the other authors. For example,
a model is the most confident when it predicts author A, with probability 1. In contrast,
amodel is the least confident, or rather clueless, when the probability distribution over
all the authors is uniform, i.e., when the probability of each author is %, where T is the
number of authors.

Figure 5.1 shows a synthetic example on a model generating the same author pre-
diction but with different confidence levels. Note that the model can predict the wrong
author and have high confidence in its prediction. Luckily, this confidence can be eas-
ily measured by computing the Entropy (Eq. 5.2) for the attribution model, and the
effect of misattribution harm can be characterized by the difference in Entropy before

and after obfuscating a document (d).

n

H(X)=- ZP(xt)logQ P(x:) (5.2)

t=1

Furthermore, this approach can provide a finer-grained measure of performance
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than identification accuracy. For example, let us assume that the attribution model had
the maximum confidence in its prediction before obfuscation. Then, after obfuscation
using technique A, the model’s confidence dropped to the same level as Fig. 5.1b. Al-
ternatively, after obfuscation using technique B, the model’s confidence dropped to the
same level as Fig. 5.1c. Clearly, both techniques generated the same author prediction,
and so, both techniques are either equally right or equally wrong. However, technique
B would be considered better because it caused the attribution model to have lower

confidence in its prediction.

5.3 Experimental Setup

In brief, we conducted the evaluation as follows. We started by establishing the author-
ship identification accuracy on the original datasets. Note that, the training and testing
split is predefined for each dataset as shown in Table 5.1. For validation, however, we
shuffled the training set and took 20% of the samples for validation.

We followed that by creating different obfuscated copies of the test sets, one for
each obfuscation technique. Next, we evaluated the detection evasion and misattribu-
tion on each obfuscated copy in one step. We concluded our evaluation with content

preservation. We provide below the details of each step separately.

5.3.1 Corpora

For this work, we use two different corpora: the Extended Brennan—-Greenstadt Corpus
(EBG) dataset (Brennan et al., 2012) and the Reuters Corpus Volume 1 (RCV1) (Teahan,
2000; Khmelev, 2000; Kukushkina et al., 2001), commonly referred to as the C50 dataset.
For each dataset, we use two authors configurations: five authors, and 10 authors. We

provide corpus statistics in Table 5.1.
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C50 EBG
Authors 5 10 5 10
Training set
Docs 75 150 55 110
Docs / authors: 15 (0.0) 15 (0.0) 11 (0.0) 11 (0.0)

Avg. doc Len (W) | 478 (46.4) 452  (60.8) 496 (6.1) 494 (4.8)
Avg. doc Len (C) | 3007 (273.1) | 2861 (366.9) | 3157 (24.0) | 3120 (41.8)
Testing set

Docs 75 150 55 110

Docs / authors: 15 (0.0) 15 (0.0) 7 (4.0 6 (3.2)
Avg. doc Len (W) | 480 (86.2) 479 (77.6) 496 (14.1) 497 (12.5)
Avg. docLen (C) | 3032 (567.2) | 3036 (473.9) | 3068 (102.7) | 3046 (130.8)
Total docs 150 300 90 169

Table 5.1 Corpus statistics. (Doc: Document, W: Words, C: Characters)
numbers are reported using the rounded Mean and (SD).

5.3.2 Authorship Obfuscation

The evasion performance of an obfuscation technique is compared to a set of baselines
as well as state-of-the-art obfuscation techniques. Here, the role of a baseline is to set a
lower bound on the performance while requiring little knowledge about the problem,
and a fairly low effort to use.

In this work, we use well-tuned baselines that are expected to be competitive with
obfuscation techniques as opposed to using simple and primitive ones. An example
of excluded baselines is Random Replacement which tries to obfuscate a document by
replacing words in that document with a random word from the author’s vocabulary
set, or with a synonym from a dictionary. Such baselines have been explored heavily
in the literature and are known for their poor obfuscation performance and incoherent
output.

More specifically, we use a neural machine translation model in the back-translation
baseline to replace statistical models that were used in previous studies (Brennan et al,,

2012; Keswani et al., 2016). Additionally, we use a contextual language model namely,
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BERT to replace words based on their context, instead of replacing them with syn-

onyms or random words from the author’s vocabulary set.

Back Translation (BT) uses Facebook’s many-to-many translation model (El-Kishky
etal., 2020; Fan etal., 2021; Schwenk et al., 2021) implemented by the HuggingFace (Wolf
et al., 2020) library *. This model has two advantages. Firstly, it is open-source and its
results can be replicated in contrast to commercial translation products that are costly
and can be replaced at any time.

Secondly, this model translates between languages directly without using English
as a reference/pivot language. Many of the existing neural machine translation mod-
els use English as a pivot language where translation is done either from English or to
English. For example, if the task is to translate from French to Chinese, one has to trans-
late from French to English, then from English to Chinese. This approach defeats the
whole point of multi-hop translation where the goal is to use the differences between

languages in phrasing the same idea to change the writing style of a sentence.

Lexical substitution using BERT (LSB) (Mansoorizadeh et al., 2016) masks random
words in a sentence, then use the BERT language model to replace these words with

ones that fit the context.

Mutant-X (Mahmood et al., 2019) replaces words based on their GlIoVE word em-
beddings given that the candidate replacement has the same sentiment. This technique
requires knowledge of the authorship attribution classifier, specifically, the probability

of each author, to do the obfuscation.

Heuristic Obfuscation Search (A*) (Bevendorff et al., 2019) was originally devel-

oped as an imitation approach to obfuscation. The algorithm requires a target author

1


https://huggingface.co/facebook/m2m100_418M
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profile which is the tri-grams frequency. This rule-based approach changes the text
while incurring costs, and the goal is to generate a document with high similarity to a

target profile with minimum cost.

Anon. Tech. EBG dataset C50 dataset

5 Authors 10 Authors | 5 Authors 10 Authors
None 96.4 77.6 76.0 67.3
A* 93.5 71.1 72.0 64.0
Back Translation 84.0 64.2 73.3 65.3
Lexical Sub (BERT) 91.5 78.4 76.0 67.3
Mutant-X 86.4 73.6 74.7 66.7

Table 5.2 Obfuscation performance measured by the drop of the attribu-
tion accuracy (%). Identification using word masking and character n-grams
as features, and a linear SVM classifier. (Lower accuracy is better. Bold: best
result per column.)

5.3.3 Authorship Identification

When evaluating evasion in authorship obfuscation, it is important to use a state-of-
the-art authorship identification technique. In the authorship attribution domain, it
is well-established that a cross-topic authorship identification tool will have a realis-
tic performance that mimics real-life applications (Goldstein-Stewart et al., 2009; Sun-
dararajan and Woodard, 2018; Stamatatos, 2017, 2018; Custdédio and Paraboni, 2019;
Barlas and Stamatatos, 2020, 2021; Altakrori et al., 2021).

Because of that, we use the state-of-the-art (Altakrori et al., 2021) cross-topic, au-
thorship identification technique to evaluate evasion of obfuscation techniques namely,
(Stamatatos, 2018). The main idea of this approach is to mask words in a document,
where masking is done by replacing the characters in the word with asterisks, then us-
ing the word- or character-level n-grams to represent as features. The choice of which
words are masked is based on the hyperparameter £. In a document, any word that

is not in the k-most frequent words in the British National Corpus (BNC) must be
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masked. After masking and extracting the n-gram features, a Support Vector Machines

(SVM) with a linear kernel is used as a classifier.

5.3.4 Content preservation

To evaluate the content preservation, we chose the EBG dataset with the ten authors’
configuration. From all the original test documents and the four obfuscated versions,
we randomly selected 10% of the documents. These documents were split into sen-
tences, and a sentence was included or excluded from the evaluation samples based
on a coin flip. This resulted in 212 sampled sentences, an average of 42 sentences per
obfuscation technique. To avoid cherry-picking samples that favor one metric vs. an-
other, we did not exclude any of the sampled sentences. However, we discuss the
consequence of this in the results section below.

To evaluate the content preservation of these samples, we used HuggingFace imple-
mentation for both token-based and model-based evaluation tools. For the question-
answering approach, we used (Scialom et al., 2021) that generated the questions from
the original document instead of needing a reference?®. In brief, we used the following
measures to evaluate content preservation.

BLEU (Papineni et al., 2002).
METEOR (Banerjee and Lavie, 2005).
ROUGE-1, 2, and L (Lin, 2004).
BERTScore (Zhang et al., 2020).
QuestEval (Scialom et al., 2021).

5.3.5 Characterizing mis-attribution

As described in Sec. 5.2.4, we calculate the change in entropy before and after training.

We follow the same training procedure that was used for identification. However,

2The authors made their code available


https://github.com/ThomasScialom/QuestEval
online
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instead of using the authors’ probabilities to find the most likely author, we calculate
the entropy for that output distribution.

Note that, while we are measuring the model’s entropy at test time for this task,
it is important to train and validate the model using the traditional accuracy-based
approach, i.e., by minimizing the cross-entropy. This is important because maximizing
the entropy at validation time is not guaranteed to yield the best-performing model.

To clarify, assume that model M, predicts author a, as the most plausible author of
document d with probability 1.0. Similarly, assume that model M, predicts author a4
as the author of the same document d with probability 1.0 as well. Clearly, only one of
the two models can be right. However, both models will have the same entropy value.
Therefore, in this task, we pick the model with the highest validation accuracy, then
calculate the average entropy of all the test documents.

Finally, we normalize the entropy scores to make them comparable with other
content-preservation scores that are bounded between zero and 1. To do that, we di-
vide the entropy scores by the entropy of the uniform distribution with K authors,

where K is the number of authors in each dataset.

5.4 Experimental Results

5.4.1 Evaluating Evasion

As mentioned earlier in Sec 5.2.2, the successful evasion of an obfuscation technique
is measured ° by the drop in authorship identification accuracy * after obfuscation °.
In Table 5.2, the first row shows the identification accuracy on the original test doc-

uments, i.e., before obfuscation. The rows below it show the identification accuracy

3The experiments for this paper were run on a workstation with one GPU of type Quadro RTX 8000,
with four CPUs and 32GB of RAM. Run time are estimated by

4 Authorship identification run time: ~14.5 Hours

>Obfuscation run-time: ~10 days, that is ~256 Hrs total.


http://www.wandb.com
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after obfuscating the test documents. Here, the lower the attribution accuracy after
obfuscation the better an obfuscation algorithm at evading detection.

We make the following observations from Table 5.2. First, despite being a base-
line, back translation outperforms both obfuscation techniques on the EBG dataset,
and comes as a close second on the C50 dataset after A* of Bevendorff et al.. In con-
trast to the literature, back translation is not a weak baseline anymore.

The other general observation that we make is that identifying the original author
—even without obfuscation— becomes much harder as the number of candidate au-
thors increases. Specifically, as the number of authors increased from five authors to
ten authors, the authorship attribution accuracy dropped by around %20 and %10 on
the EBG and the C50 dataset, respectively.

5.4.2 Content preservation

Table 5.3 shows the result of content preservation using various evaluation metrics.
Firstly, it is important to clarify why the original text does not have the highest score
(1.0) on token-based metrics. Upon manually investigating the sampled sentences for
evaluation, we notices that one of the sentences had only one word, that is "originally,".

As a result, Rouge-2 could not find any bi-grams in this sentence and output a 0 score.

Anon. Tech. | Rouge-1 Rouge-2 Rouge-L BLEU METEOR | BERTSc. | QuestE ||
None 1.000 0.981 1.000 0.981 1.000 1.000 0.678
A* 0.906 0.858 0.906 0.766 0.867 0.966 0.582
Back Translation 0.704 0.471 0.681 0.312 0.722 0.958 0.620
Lexical Sub (BERT) | 0.848 0.696 0.845 0.593 0.844 0.965 0.599
Mutant-X 0.902 0.814 0.902 0.746 0.915 0.976 0.555

Table 5.3 Content Preservation scores on 212 sampled sentences from the
EBG-10 dataset.

Naturally, A* has the best performance on the token-based metrics given that most

of the modifications are done on the character level, i.e., has a lower tendency to change
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words. Similarly, Mutant-X has the highest model-best scores because words are re-
placed based on their embeddings.

Conversely, back translation has the worst scores in both token-based and model-
based measures. In contrast, it has the closest score to the original text using the QA-
based approach which, as mentioned earlier, has a better correlation with human scores

than token-based and model-based metrics.

5.4.3 Characterizing unfair mis-attribution using entropy

Table 5.4 shows the normalized entropy scores that are used to characterize unfair mis-
attribution. The higher the normalized entropy, the closer the probability distribution
of the predicted authors is to the uniform distribution. In that case, the model has no

preference for one particular author or has low confidence in its outcome.

Anon. Tech EBG C50

on. 1ech. 5 Authors 10 Authors | 5 Authors 10 Authors
None 739+44 833+38 | 794+68 843429
A* 788 +49 868+40 | 790+65 844+21

Back Translation 823 +43 888+21 | 831+48 873+31
Lexical Sub (BERT) | 80.5+45 84.6+25 | 802+66 853+24
Mutant-X 726+47 852+£28 | 82.0£54 832+26

Table 5.4 Characterizing the misattribution using the normalized entropy
score (%).

Back translation has the best performance on this evaluation metric, measured by
the increase in normalized entropy from that before obfuscation (the first row). Our
interpretation is that by translating to different languages, back translation is generat-
ing text in a generic style that is hard to attribute to one particular author. In contrast,
A* tries to imitate a specific author’s writing style to avoid detection, while Mutant-X
requires a set of candidate authors and a classifier to do the obfuscation, and only stops

when the obfuscated text is attributed to a different author.
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Tables A.17 and A.18 show the identification accuracy on the left of the table and
unnormalized entropy scores to characterize the misattribution behavior. The goal of
this table is to show that raw entropy scores are less intuitive than the normalized

values bound between zero and one.

5.4.4 Ablation Study

In this section, we conduct a battery of tests on different attribution features. The goal
of this study is to characterize the obfuscation performance under different types of
writing style features. Table 5.5 shows the result of using different writing style fea-

tures for identification which vary between stylometric features and content features.

5.5 Conclusion

In this work, we demonstrated the importance of using state-of-the-art evaluation tools
to measure the performance of authorship obfuscation techniques. In addition, our ex-
periments revealed that current obfuscation techniques have key weaknesses and have
been outperformed by a baseline, namely back translation in multiple evaluation as-
pects. Furthermore, we identified a critical issue with respect to the fairness of obfus-
cation techniques. Our proposed misattribution measure investigates the side-effect
of a successful detection evasion by identifying another author as the most plausible
author of the obfuscated text. As a result, we argue that an attack on the confidence of
the identification model, by generating text in a generic style would confuse the identi-
fication model and make it unusable in real-life applications. Finally, we argue that the
evaluation of authorship obfuscation tools should follow the rapidly evolving domain
of evaluation tools while keeping the potential users and real-life applications when

developing and evaluating novel obfuscation techniques.
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Identification technique

Stylo. N-grams | Masking
Anon. tech. - +POS| Ch. W. | Ch W
No Anon. 81.2 90.0 915 96.4 | 88.8 96.4
S A* 51.3 78.0 915 946|764 93.5
% Back Translation 59.7 67.3 89.7 96.4 | 83.1 84.0
Lexical Sub (BERT) | 68.2 80.2 89.7 964|953 91.5
Mutant-X 81.2 84.7 915 964|955 86.4

(a)
o | No Anon. 58.8 53.9 73.3 75.1|53.1 77.6
— | A* 47.8 37.2 742 718 |51.7 71.1
%8 Back Translation 46.2 435 66.3 732|595 64.2
M| Lexical Sub (BERT) | 55.0 52.0 715 737 |58.7 784
Mutant-X 55.0 52.2 741 770|523 73.6

(b)
No Anon. 65.3 68.0 84.0 84.0 | 61.3 76.0
g A* 65.3 66.7 81.3 85.3|58.7 720
6 Back Translation 64.0 65.3 82.7 813 |58.7 73.3
Lexical Sub (BERT) | 65.3 68.0 85.3 88.0|62.7 76.0
Mutant-X 60.0 62.7 84.0 84.0 |54.7 74.7

(c)
- No Anon. 58.7 69.3 69.3 64.0 | 53.3 67.3
— | A* 56.7 69.3 68.0 61.3|54.7 64.0
5 Back Translation 55.3 64.7 65.3 62.0 520 65.3
Lexical Sub (BERT) | 56.7 70.7 68.7 62.0|54.7 67.3
Mutant-X 56.0 67.3 69.3 62.7 | 52.7 66.7

Table 5.5 Obfuscation performance using different sets of features with a
Support Vector Machines classifier. (Stylo.: Stylometric, Ch.: Character, W.:

Word)

(d)
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Chapter 6

Discussion

In this chapter, I provide a discussion on the key issues that were addressed in this the-
sis. I start by highlighting the drastic change the authorship attribution went through
starting from using it to solve disputes over authorship plays and books, to using it as
evidence in the courts of law. With the application of authorship attribution in a new
domain, I discuss the need to visualize the outcome of the attribution process. Next,
I reiterate the importance of stylometric features when attempting to capture an au-
thor’s writing style while minimizing the topic effect and follow this with a discussion
on using neural models for authorship attribution and obfuscation. Finally, I conclude

this chapter with a discussion of the limitations and potential future directions.

6.1 Authorship Attribution and Forensic Linguistics

To begin with, it is important to highlight how the authorship identification prob-
lem changed compared to when it started in the literature domain. For one, early
researchers were working on real-life data, and not synthetic data that was collected in
a lab setting. This point is important because all the issues or constraints that are cur-

rently being discussed, such as the number of candidate authors, the number of sam-
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ples per author, or the effect of the topic on the attribution process were non-existent
when authorship attribution was used in the literature domain. For example, if we
look at the Federalist papers (Mendenhall, 1887), we see that all the letters have the
same topic, genre, and media. Similarly, the dispute between Shakespeare and Mar-
lowe was over plays. Researchers on these two datasets did not need to investigate
any aspect that might affect the attribution process.

Researchers who adapted authorship attribution to new domains, languages, and
media then seem to have followed the same approaches that existed in the literature.
For the new domains, the main step is to collect an authorship attribution dataset,
then investigate or propose writing style features to evaluate authorship attribution
techniques. This phenomenon is commonly referred to as function creep.

Function creep describes a situation where a tool is designed to perform a certain
function that is considered safe but ends up being used in a more critical application
without being evaluated thoroughly similar to a typical application for such a critical
domain. In authorship attribution, numerous studies have emerged proposing new
writing style representations, each supported with some empirical proof to show that
the new writing style representation leads to better authorship identification perfor-
mance. However, the earliest work on evaluating the effect of dataset size, and the
number of candidate authors is attributed to (Luyckx and Daelemans, 2011). In the
same direction, Sapkota et al. (2014) and Stamatatos (2013) investigated the effect of
the topic on the authorship attribution process.

For such critical applications, it is important to work on evaluation in tandem with
achieving higher performance, given that such techniques are already being used in

real-life applications and this thesis is one attempt to do that.
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6.2 Visualizing the outcome of the attribution process.

In Chapter 3, I investigated the authorship attribution problem for short Arabic text,
specifically, Twitter posts. At that point, the larger body of literature on authorship
attribution for Arabic text has been focusing on media that is relatively longer than
tweets, e.g., books, poems, and blog posts. This adaptation, from English to Arabic
and from longer to shorter text, necessitates that the writing style features are changed
to match the language and the media regardless of whether we were using stylometric
features or n-gram-based features.

When authorship attribution is used in criminal investigations, a domain expert
would use the identification techniques to help law enforcement identify the most
plausible author of an anonymous, threatening text (Ding et al., 2015; Rocha et al,,
2016). Understanding both authorship attribution techniques and their results is cru-
cial because the outcome of the attribution process could be used as evidence in the
courts of law and has to be explained to the jury members. As a result, some re-
searchers turned their attention to visualizing this outcome in an intuitive matter that
would allow law enforcement officers or members of the jury to make an informed
decision about the evidence.

With that in mind, I investigated the performance of the attribution process using
both instance-based and profile-based techniques when different classification algo-
rithms are used. The results from this investigation showed that profile-based ap-
proaches, specifically using n-grams as writing style feature representation, are com-
petitive to the instance-based approaches.

However, such instance-based models are considered harder to visualize and be
used as evidence in courts of law. Some examples of that complexity are the ratio of
words to spaces or average sentence length. Profile-based approaches, on the other
hand, are simpler given that each profile represents one author which makes their

results easier to project on the investigated document in a more intuitive way, which
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makes them more favorable to be used as evidence in courts of law.

6.3 On the Effectiveness of Stylometric Features for Authorship

Identification.

According to (Holmes, 1998), Augustus De Morgan (1882) was the first to look at the
differences in writing styles among authors of religious scripts. De Morgan did not
conduct any formal analysis to support his claim, but rather made the observation that
"by merely looking at the words while ignoring their meaning, one can notice that one text has
longer words than the other" (De Morgan and De Morgan, 1882). Motivated by his work,
several studies investigated different feature representations of the writing style that
can be considered within the same category as word lengths, such as the word and
sentence length (Mendenhall, 1887; Yule, 1939).

When authorship attribution techniques were investigated for other languages, many
issues became apparent. For example, some languages do not have a clear sentence or
word boundaries. In other cases where sentences and words can be identified, auto-
matic parsers and tokenizers are not available for that language. To circumvent this
issue, Keselj et al. (2003) proposed the use of character-level n-grams instead of word-
level ones. In that study, the evaluation of such features was done on English, Greek
and Chinese books. However, the topic variation among the books in the English
dataset was not considered as evident by the list of authors that comprises Shake-
speare, Charles Dickens, and John Milton (Keselj et al., 2003; Peng et al., 2003).

Replacing word-level n-grams with character-level n-grams has many benefits. In
addition to solving the aforementioned technical issues with parsers and tokenizers,
character-level n-grams mimic lemmatization and stemming, two preprocessing tech-
niques that are commonly used to combine a word that appears in different inflectional

forms across a document. For example, instead of treating the words: play, played and
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playing as three different words, they would be counter as a three occurrences of the
quad-gram play. Similarly, bi- and tri-grams can capture some regular verb tenses, e.g.,
played, playing, studied, and studying, although not as effective as counting the POS
tags of all the verbs. It is important to note that the literature lacks a detailed study
that investigates this behavior and only empirical evidence is provided to show that
character-level n-grams outperform word-level ones for the task of authorship identi-
fication (Stamatatos, 2013).

Stylometric features continued to be used for authorship attribution, e.g., (Igbal
et al., 2008, 2013), but for the cross-topic setting which is considered harder and more-
realistic character-level and word-level n-grams continued to be used as the base for
state-of-the-art authorship attribution methods (Markov et al., 2017b; Stamatatos, 2017;
Barlas and Stamatatos, 2020, 2021). The exclusion of stylometric features seemed counter-
intuitive, given that by nature stylometric features such as average word length, the
ratio of spaces to characters, or punctuation count naturally ignore the topic of the
document compared to word- and character-level n-grams. The cross-topic setting,
proposed by Stamatatos (2013), is created to show that existing authorship attribution
techniques depend on the topic cues in a document to determine the author of a test
document. This setup, however, does not allow researchers to analyze the effect of the
topic on the attribution techniques.

In Chapter 4, I proposed the topic confusion task as a benchmark to measure the
effect of the topic on different authorship identification techniques. Specifically, I use
the topic as a confounding factor and probe the error that an attribution technique
makes by dividing the error into one caused by the topic switch and one caused by the
model’s inability to capture the style difference. While the cross-topic setting can be
used to rank techniques based on their performance and use that ranking to explain
the effect of the topic on the compared techniques, this setting does not provide any

insights when two models exhibit similar performance. In contrast, using the error
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breakdown in the proposed topic-confusion benchmark I was able to show that despite
achieving similar performance on the cross-topic scenario a model using POS n-grams
with an SVM classifier and a model using BERT embeddings to create authors’ profiles
have different susceptibility to the topic variation.

Furthermore, I was able to show that stylometric features with an SVM classifier
have lower confusion over the topic and while they do not achieve higher overall per-
formance on the cross-topic scenario compared to other techniques, this low perfor-
mance is not because of the topic effect, but rather because they are generally unable
to capture the differences in authors writing styles.

I verified the outcomes of this task on the cross-topic authorship attribution sce-
nario. The results showed that a simple linear classifier with stylometric features and
POS tags could improve the authorship attribution performance compared to the com-
monly used n-grams. This approach achieved a new state-of-the-art of 83.3% on the
cross-topic scenario, which is 3% over the previous state-of-the-art, masking-based,
character-level approach. Surprisingly, neurally inspired techniques did not perform
well on the authorship attribution task. Instead, they were outperformed by a simple,
hand-crafted set of stylometric features and POS-level n-grams and an SVM classifier
with a linear kernel. One potential reason is that stylometric features and POS-level
n-grams are designed to capture non-content aspects in addition to working well with
limited data. In contrast, neural approaches either require many training samples, or

focus only on the content.

6.4 Using Pretrained Language Models for Authorship Identification

Pretrained language models have been shown to perform exceptionally well on vari-
ous NLP tasks. For some tasks, e.g., sentiment analysis and topic classification, these

models have been shown to work in a zero-shot setting, i.e., without any fine-tuning
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for the end task. One reason for this success, however, is attributed to the large corpora
that are used for the training process.

In Chapter 4, I compared two approaches to using these pretrained language mod-
els for authorship attribution. The first approach is to use one language model to gen-
erate word embeddings for a certain document, then apply a classifier over these em-
beddings to predict the author.

For the second approach, which is the more common approach to using language
models for authorship attribution, I replicated the work of Barlas and Stamatatos (2021)
where I used one pretrained language model per author fine-tuned only on that au-
thor’s documents. Overall, this approach achieved much better performance than the
first approach. Still, I argue that pretrained language models are not suitable for the
authorship attribution task and I present my argument below.

I divide my argument into two parts to cover each approach separately. To begin
with, I go back to the motivation for learning distributed word representation to re-
place the one-hot encoding. The problem with one-hot encoding is that it does not
capture any similarity between words that may appear within the same context, or at
least generally related. For example, in various tasks, one would want the similarity
between the representation of apple and orange to be more than the similarity between
each word and chair given that ‘apple” and ‘orange” are both fruits while ‘chair” is not.
Here, the measure of similarity is based on whether two words appear in the same
context or not.

In authorship attribution, however, the requirement for words to have similar em-
beddings is whether they are used by the author or not, i.e., whether they can be found
in that author’s documents. For example, judging by only the language rules and the
context, both "apples" and "oranges" are candidate words to finish the sentence "I like
to eat <BLANK>". If, however, the sentence is used in the context of authorship attri-

bution, then there is an additional requirement which is whether that particular author
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likes apples or oranges. In contrast, one-hot encoding captures that exact requirement,
and word frequencies can act as a weight for each word, where a higher frequency
indicates how many times a word appears in the author’s document.

The other approach to using pretrained language models is fairly old but more suit-
able for the authorship attribution task, that is using one language model per author.
Indeed, the intuition behind this approach is that the language rules would change
based on the author’s writing preferences. Traditionally, language models for author-
ship attribution were trained from scratch, and for different tokenization levels. For
example, Peng et al. (2003) trained a language model for character-level n-grams.

Lately, Barlas and Stamatatos (2020; 2021) fine-tuned BERT and RoBERTa models
for the authorship attribution task. While this approach is more appropriate for the
authorship attribution task than using one language model for all the authors, the re-
sults showed that the performance of this approach was worse than using word-level
n-grams because such models are considerably more affected by the topics in the train-

ing samples.

6.5 Text Generation for Authorship Obfuscation

In an attempt to gain more insights about writing style features, I turned to the au-
thorship obfuscation task where the goal is to hide the author’s writing style to protect
their identity. Naturally, the first step is to evaluate the state of the field and probe any
issues with state-of-the-art obfuscation techniques.

The evaluation is commonly done for two dimensions: evasion and content preser-
vation. Evasion describes the success of obfuscation techniques in hiding the author’s
writing style which is demonstrated by the author evading detection by authorship
identification techniques. Content preservation, on the other hand, ensures that the

message that the author intended to convey in the original document did not change
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as a side-effect of the obfuscation.

While reviewing the literature, I found that existing content-preservation tools that
are being used to evaluate obfuscation techniques are not up-to-date with state-of-the-
art content-preservation tools that are used for other NLP tasks such as text summa-
rization. Particularly, question-answering-based approaches have been deployed to
replace token-based and model-based approaches to evaluate content preservation. In
addition to having a better correlation with the human evaluation of content preser-
vation, question-answering can provide a more intuitive way for users of obfuscation
techniques to identify how is the content not preserved.

In addition to content preservation, my initial experiments showed that the evasion
performance of existing obfuscation techniques is overstated when compared with a
back-translation-based obfuscation technique. While using back translation is not a
new approach, most of the existing work still cites the results from early papers on
obfuscation where the translation model was based on outdated statistical machine
translation tools. Nowadays, neural machine translation approaches are compara-
ble to human-level performance. Upon re-investigating the performance of a back-
translation model and comparing it to existing obfuscation techniques I showed that
such a baseline outperforms these techniques in both evasion and content preservation
while not requiring any training or fine-tuning.

To explain this result, I would like to recall the theoretical motivation for the topic
confusion task discussed in Section 4.3. Specifically, I used Figure 4.2 to describe the
relationship between the topic, the author’s writing style, and the language when a
document is written. When such language models are trained on a vast amount of
documents that are on very many topics, one might argue that these documents cover a
huge spectrum of writing styles as well. Because of that, when a text generation model
is used to generate a translation, the style of the generated text is an aggregation or an

average, of different styles.
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To support this claim, we can look at the entropy of the probability distribution
over the authors before, and after obfuscation. This is the same measure that is used to
characterize misattribution harm in Section 5.3.5. The back-translation text-generation-
based model resulted in a higher uncertainty, or entropy, compared to the other ob-
fuscation techniques. This uncertainty can be interpreted as having the obfuscated

document generally similar in style to the writing styles of all the other authors.

6.6 Limitations

One main limitation of this work is not investigating existing deep learning techniques
for authorship identification and obfuscation. Such a question has been raised specifi-
cally by reviewers of the published work in this thesis. The argument that I presented
in reply to that valid question is as follows.

At this point, it is a concrete fact that deep learning models that are trained from
scratch require a tremendous amount of data to perform well. Researchers on au-
thorship attribution have argued that the training data in real-life applications is very
limited. They have also shown that adding more training data will increase the accu-
racy of authorship attribution techniques, but such performance would be overstated
given that adding more samples is only possible in a lab setting, and not in a real-life
scenario. On the other hand, I have provided empirical proof that zero-shot and few-
shot neural models that work well for tasks such as topic classification and sentiment
analysis perform poorly on the authorship attribution task.

Because of that, I decided to only cite deep learning-based models that have been
evaluated on unrealistic datasets for authorship attribution while highlighting the is-
sue of the unrealistic setting that was used to train them. An alternative approach
would have been to train such models on the fairly small but realistic authorship at-

tribution datasets and then claim that such models do not perform well on this task.
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This, however, would be inaccurate and misleading.
Similarly, for the authorship obfuscation task, I evaluated neural methods that work
out of the box, e.g., neural machine translation model, and only cite deep-learning-

based approaches that require an unrealistically large training dataset.

6.7 Future Work

For the authorship attribution task, I have shown that pretrained language models
have the highest susceptibility to capturing the topic of a document. I have also shown
that the identity of the author can be a combination of their writing style and the topic
bias in each document. Therefore, one potential future direction is to use these models
to capture the topic of the document instead of using word-level features. In specific,
it would be interesting to use these pretrained language models to learn a document
embedding and then combine this embedding with stylometric features extracted from
that document.

The inverse direction is using knowledge infusion techniques that are used to em-
bed external knowledge in pretrained language models to teach these models struc-
tural information about the document, such as the number of paragraphs, the ratio
of sentences to paragraphs, and other stylometric features. The advantage of this ap-
proach compared to simply combining stylometric features with pretrained embed-
dings could be beneficial in other domains where the structure of the document is
important.

In Chapter 5, I have shown that the authorship obfuscation task is not up-to-date
to the advancement in authorship identification. For example, none of the existing
obfuscation algorithms were evaluated on cross-topic datasets. This is important be-
cause, as discussed in Chapter 4, the cross-topic scenario is the more realistic one, and

evaluating authorship obfuscation techniques on a cross-topic dataset will give a better
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indication of their performance.

Finally, in Chapter 3, I discussed the importance of explaining the outcome of au-
thorship attribution techniques for the non-technical audience. Similar to evaluation
tasks, proposing visualization and interpretability techniques for authorship attribu-
tion is an under-investigated area. In contrast, interpretability has received much at-
tention within the deep learning community. Exploring such techniques for author-
ship attribution, e.g., using transfer learning, is one area of interest. More specifi-
cally, knowledge distillation techniques where a large, complex model can be used

as a teacher for a smaller, more interpretable model.
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Chapter 7

Conclusion and Summary

In this thesis, I presented an argument for evaluation techniques and why such tech-
niques can help researchers reveal weaknesses of existing systems and then address
these weaknesses to achieve better performance.

For the task of authorship attribution, I showed that an author’s writeprint in a
document is a combination of the author’s writing style, captured by a combination
of stylometric features and POS tags, and the author’s topic bias. For the authorship
obfuscation task, I showed that the performance of existing obfuscation techniques is
overstated where an off-the-shelf baseline performs as well as these techniques and
has better content preservation.

Below, I highlight the contributions of this thesis for the tasks of authorship attri-

bution and authorship obfuscation.

Summary of Contributions

For the task of authorship identification, I proposed two new datasets for the task of
authorship attribution. The first dataset is on Arabic tweets and was used to eval-

uate authorship attribution techniques that were developed for English on another
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language. The second data set was used for the topic-confusion benchmark.

Furthermore, I proposed an evaluation task, namely, topic confusion, and proposed
two measures to characterize the errors made by attribution techniques on this task to
help understand the effect of the topic on the attribution process. Finally, I highlighted
the importance of using stylometric features and POS tags in capturing a writing style
that is less susceptible to topic variations in the author’s writing samples and showed
that pretrained language models have a key weakness when used as a writing style
representation.

For the task of authorship obfuscation, I showed that existing obfuscation tools
have critical weaknesses when evaluated for obfuscation effectiveness and content
preservation, raised the issue of misattribution, which is a result of successful obfus-
cation of a document, and propose an information-theoretic measure to characterize
it for different models. Finally, I showed that a baseline that is based on pretrained
language models has a high potential as an obfuscation tool given that pretrained lan-
guage models have a generic writing style. This is in line with the findings from the
topic confusion task where I show that pretrained-language-model-based authorship

attribution techniques perform poorly.
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A.1 The Top 100 Most Frequent Function-Word Features
# FnWord Freq. | # FnWord Freq. | # FnWord Freq.| # FnWord Freq.
1. o 21873 | 26. « 894 |51. 312 76.  Js 1305
2. s 1084 | 27. L 380 | 52. ¢a 2156 | 77. &3 570
3. Gl 495 | 28. Ul 3538 | 53. ) 665 78.  Ma 271
4. 3 17495 | 29. c,u“ 881 | 54. e 312 79. Lf.').)‘ 1292
5. Ul 1072 | 30. =34 378 | 55. A 2130 | 80. o] 570
6. o 482 | 3L Qi 3417 | 56.  J» 663 81. CP 271
7. J.: 10446 | 32. 13} 844 | 57. P 310 82. CL.@ 1218
8. d‘” 1067 | 33. f;‘ 366 | 58. &l 1889 | 83. Lla 558
9. JQ:J‘ 475 | 34. - 3276 | 59. sl 616 84,  logo 261
10. ¥ 8467 | 35. U 799 | 60. (Olas, 306 85.  a 1190
11. UKJ 1053 | 36. & 362 | 61. &> 1560 | 86.  (jlew 551
12. C‘J 455 | 37. 3176 | 62. o 613 87. & 254
13. L 7146 | 38. «s 762 | 63. (¢ 304 88. J‘ 1181
14. s 1050 | 39. c< 352 | 64. (l 1559 | 8&9. (( 526
15. 13k 422 | 40. i 2873 | 65. 15 596 9. b 233
16. L 5152 | 41. e~ 755 | 66. (\J‘ 298 91. uu 1172
17. ) 1020 |42, oV 330 | 67. ! 1454 | 92. & 521
18. sl 419 | 43. &K 2611 | 68. ( 590 93. L, g 221
19. f 5000 | 44. J\{T 693 | 69. (s> 293 9. & 1168
20. =y 975 | 45. (e 318 | 70. ] 1449 | 95. d;‘ 510
21, O9s 399 | 46. of 2262 | 71.  Lygmudl 579 96. ks 220
22, o= 3792 | 47. d" 686 | 72. o 285 97.  oia 1126
23. 968 | 48. o= 317 | 73. 13l 1313 | 98. d;‘ 499
24. O_J_.:\H 390 | 49. 2252 | 74.  dla 573 99. u’\i)‘ 200
25. Y 3762 | 50. 668 | 75. c,\ij,Q‘ 273 | 100. u,c" 199
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A.2 Function-Word Features With Zero Usage

# FnWord | # FnWord | # FnYVord #  FnWord #  FnWord
Lokl [ 290 ol 57. Ll 85.  Ism> 113, ik

2. K 30. ol 58. Lax, | 86. ‘.;Li\ 114, )

3. sl 3. L 59, L g7. Ul 115, aes

4. o [ 32 dasl |60, ol 88. &cld 116, lonw
5. bl 3. sas | 6L LS 89. «ls 117.  3ds

6. ol |34 b 62.  as] 90.  3amall 118, oY,

7. Sa 35. & 63. Elam,l | 91 lal) 19, &b

8. il |36 s\ 64. Lle 92.  Jl 120, &eiu

9. A= |37 el |65 hb | 9B oyd | 121 &

10, b 38 os8 | 66, A 9. 122, L3

1. o6l |39, & 67. s 95, Olams 123 &l

2. - 0. 5= 68. Land | 96. Laal] 124, ©lia
13, @b 4L U 69. abb 97. oGl 125 &,

14. (M“ 42. L; -~ (Y 98. L";u-" 126. L)

15, 8 43l 71 Lol 9. oSl 127 Gle)
16, bl 4. L 72, lazl 100. &) o, | 128, gna
17, o\l 45, 73 Gsed | 101 Ga 129. o

18, Oly=> 46. J{L | 74 IS 102, ob 130. <

19. &y 47, Ca 75. Llb,se | 103, &uid 181 Gloger, s
20, & |48 & 76, oab) | 104 lals 132, o
21, el 19, My |77 ¥ 105, cpsill o) | 133, W
2. 50. das, |78 &6 | 106 GF 134 e
23. ks> | 5L SU |79 ad 107, asi 1835, Gebsl) s
24 gl 52, ib 80. LyaSyl | 108, Lewd | 136, iy
5. 3 B3, el | 8L oAbl 109. ol 137. 5,6
26. oyl |54 L 82. 110. 4 138. 3¢
27, Jlad | 550 GEE 83. oy | 111 Gw 139, o Sidme
28. Ll 56. s 84. 3l 112, Lomew 140.  -eU
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A.3 Statistical Results

Table A.1 Using the ANOVA test to showed that the difference between
the datasets a, b, ¢, d, and e is statistically significant.

(a) 2 Authors (b) 5 Authors
set Mean SD set Mean SD
a 79.17 16.78 a 43.67 11.49
b 96.67 7.03 b 51.67 12.50
C 80.00 18.51 C 53.33 18.05
d 69.17 14.19 d 26.67 13.61
e 84.17 12.08 e 58.33 11.47
] \P<0.005 \ \ ] \ P < 0.005 \ \
(c) 10 Authors (d) 20 Authors
set Mean SD set Mean SD
a 18.67 8.71 a 39.33 4.44
b 46.00 9.79 b 34.42 3.97
C 43.83 6.94 C 27.75 3.75
d 40.50 12.15 d 35.08 6.13
e 40.67 11.89 e 32.00 5.35

[ [P <0.005 ] | [ [P<0005] |
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Table A.2 Post hoc Tukey HSD test with a = 0.05 to evaluate the effect
of increasing the number of authors on the performance (ANOVA result:
[F(3,12) = 249.57,p < 0.001])

(a) Mean and SD
# of Authors Mean SD
84.8 4.44
54 7.21
10 46.2  9.28
20 34 7.38

(b) t-Test results and p-values.

# of Authors Tukey HSD p-value
From 2to 5 p < 0.001
From2to10 p < 0.001
From2to20 p<0.001
From5to10 p=20.36
From5to20 p=0.003

From 10to 20 p=0.07

Table A.3 Paired two-sample t-Tests with o = 0.05 to evaluate the signifi-
cance of the difference in the performance of n-grams vs. NB, SVM, DT ,and
RF [F(4,12) = 19.37,p < 0.001]

(b) t-Test Results and p-value

n-grams Vvs.

t-Test Results

(a) Mean and SD
Attribution Tech. Mean SD
n-grams 50.05 21.87
NB 59.07 21.62
SVM 46.58  24.26
DT 54.41 21.34
RF 63.34 19.65

NB
SVM
DT
RF

t(3) = —3.65, p=0.04
#(3)=123, p=031
t(3) = —2.78, p=0.07
£(3) = —4.49, p=0.02




A.3 Statistical Results

157

Table A.4

of tweets per author.

Mean and SD for 2, 5, 10, and 20 authors with varying number

# of Tweets/ Mean SD | ANOVA result P value
Author Author

2 25 84.75 4.39 F(4,20) = 2.79 p= 0.054
50 78.00 5.63
75 81.20 5.84
100 86.15  3.23
125 87.33 6.01

5 25 53.94 7.19 F(4,20) = 6.39 p= 0.054
50 63.94 9.66
75 60.24 6.10
100 63.90 6.39
125 76.30  6.08

10 25 4591  9.20 F(4,20)=  074| p= 057
50 52.90 8.91
75 51.53  8.57
100 53.74  9.85
125 55.33 10.13

20 25 34.16 7.34 F(4,20) = 0.64 p= 0.64
50 34.92 8.36
75 40.41 7.51
100 3852 7.80
125 39.78  8.68
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Table A.5 ANOVA and Post hoc Tukey tests (with « = 0.05) to evaluate the
significance of the difference in the performance of n-grams vs. NB, SVM,
DT, and RF for two (a), five (b), 10 (c), and 20 authors (d)

(a) 2 Authors (ANOVA: [F'(4,20) = 6.20, P = 0.002])

Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 83.00 2.59

NB 85.60 3.36 | NB p=10.86
SVM 75.74  5.35 | SVM p=0.09
DT 84.60 5.56 | DT p=10.89
RF 88.48 3.76 | RE p=0.29

(b) 5 Authors (ANOVA: [F'(4,20) = 3.02, P = 0.04])

Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 61.18 11.51
NB 65.78 7.27 | NB p=10.89
SVM 54.56  6.90 | SVM p=0.72
DT 63.92 936 | DT p=0.89
RF 72.88 6.99 | RF p=0.23
(c) 10 Authors (ANOVA: [F'(4,20) = 22.89, P < 0.001])
Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 49.01 6.79
NB 54.34 2.83 | NB p=0.29
SVM 38.52 1.77 | SVM p = 0.007
DT 54.08 4.63 | DT p=0.36
RF 63.37 3.72 | RF p = 0.001

(d) 20 Authors (ANOVA: [F'(4,20) = 33.94, P < 0.001]

Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 36.55  2.20

NB 39.06 2.06 | NB p=0.67
SVM 25.63  3.39 | SVM p = 0.001
DT 38.94 3.35 | DT p=0.70
RF 4762 3.75 | RF p = 0.001
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Table A.6 Mean and SD for 2, 5, 10, and 20 authors with specifying the
minimum number of words per tweet.

# of Tweets/ Mean SD | ANOVA result p-value
Authors Author F(5,24)

2 1-5 79.11 242 1.87 0.13
6-10 7731 6.90
11-15 84.25  T7.98
16-20 85.17  7.74
21-25 86.63  5.24
No limit 84.75  4.39

5 1-5 51.19  8.13 3.49 0.02
6-10 04.98  9.81
11-15 67.507 7.22
16-20 61.07  9.00
21-25 68.28 11.46
No limit 53.40 6.33

10 1-5 33.15  8.37 3.29 0.02
6-10 39.60  9.88
11-15 52.44  9.17
16-20 52.22  10.60
21-25 50.34  10.34
No limit 45.89  9.17

20 1-5 2889 7.74 1.15 0.36
6-10 27.89 7.83
11-15 35.08  8.08
16-20 38.07 10.66
21-25 36.54  9.57
No limit 34.28  7.50
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Table A.7 ANOVA and Post hoc Tukey tests (with o = 0.05) to evaluate the

significance of the difference in the performance of n-grams vs. NB, SVM,
DT and RF
(@) 2 Authors (ANOVA: F'(4,25) = 4.84, P = 0.005)

Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 84.42  6.29

NB 85.47 4.33 | NB p=0.90
SVM 7497 6.18 | SVM p=0.04
DT 82.33 348 | DT p = 0.90
RF 87.17 5.67 | RF p=0.89

(b) 5 Authors (ANOVA: F(4,25) = 5.60, P = 0.002)

Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 55.11 11.71

NB 64.03 8.91 | NB p=0.36
SVM 49.12  5.39 | SVM p = 0.69
DT 59.01 6.04 | DT p = 0.90
RF 69.80 7.60 | RF p=0.04

(c) 10 Authors (ANOVA: F'(4,25) = 7.04, P < 0.001)

Attribution Technique Mean SD | n-gramsvs. p-value

n-grams 39.79  11.00

NB 52.20 9.92 | NB p=0.10
SVM 33.77  5.71 | SVM p=0.71
DT 46.01 534 | DT p=0.67
RF 56.25 8.40 | RF p=10.02

(d) 20 Authors (ANOVA: F(4,25) = 15.57, P < 0.001)

Attribution Technique Mean SD | n-gramsvs. p-value
n-grams 31.02 7.60

NB 3892 6.75 | NB p=0.09
SVM 21.30 1.95 | SVM p=0.02
DT 33.61 221 | DT p=0.90
RF 4242  3.98 | RF p=0.01
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Table A.8 Paired two-sample t-Tests with o = 0.05 to evaluate the signifi-
cance of the difference in the performance of NB, SVM, DT, RF, and n-grams
when groups of 5 tweets are merged into one artificial tweet.

Classification Technique Tweets Mean SD t-test p-value
NB Single  61.22 19.60 -3.93 p=0.03
Merged 76.86 1222
SVM Single  48.61 2161 194 p=0.15
Merged 40.89 14.02
DT Single  60.38 19.14 -2.65 p=0.08
Merged 6538 17.55
RF Single  68.09 17.13 -432 p=0.02
Merged 80.23 12.18
n-gram Single 5743 19.79 -6.66 p =0.006
Merged 77.07 14.23

Table A.9 Post hoc Tukey HSD test with a = 0.05 to evaluate the effect
of merging groups of 5 tweets into one artificial tweet on the performance
(ANOVA result: [F'(4,15) = 5.30,p = 0.007])

Attribution Technique Mean SD | n-gramsvs. p-value
n-gram 77.07 14.23

NB 76.86 12.22 | NB p=0.90
SVM 40.89 14.02 | SVM p =0.02
DT 65.38 17.55 | DT p=0.74
RF 80.24 12.18 | RF p = 0.90
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Table A.10 ANOVA t-Test with o = 0.05 to evaluate the different n-grams

(b) ANOVA results and P values

# of ANOVA results P value
Authors F(3,16)
2 33.49 p < 0.001
5 6.64 p = 0.004
10 19.30 p < 0.001
20 149.58 » < 0.001

modalities.
(a) Mean and SD
# of Modality Mean SD
Authors

2 All 83.0 2.6
Char 81.8 4.0

Word 81.1 2.0

POS 66.7 2.9

5 All 61.2 11.5
Char 63.0 10.9

Word 56.0 8.7

POS 38.1 7.9

10 All 49.0 6.8
Char 50.4 84

Word 44.0 6.3

POS 23.3 3.0

20 All 36.5 2.2
Char 369 26

Word 34.0 2.6

POS 149 0.3
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Table A.11 Post-hoc Tukey test (with ov = 0.05) to evaluate the significance
of the difference in using character level, word level, POS level or all modal-
ities combined.
(a) 2 Authors (b) 5 Authors
Modality wvs. p-value Modality vs. p-value
Character Character
Word p=10.90 Word p=0.67
POS p=0.001 POS p = 0.005
All three levels p =0.89 All three levels p =0.89
Word Word
POS p=0.001 POS p =0.048
All three levels p=10.71 All three levels p =10.83
POS POS
All three levels p =0.001 All three levels p =0.009
(c) 10 Authors (d) 20 Authors
Modality vs. p-value Modality wvs. p-value
Character Character
Word p=0.41 Word p=0.12
POS p = 0.001 POS p = 0.001
All three levels p=10.89 All three levels p=10.89
Word Word
POS p=0.001 POS p=0.001
All three levels p=0.6 All three levels p=10.2
POS POS
All three levels p = 0.001 All three levels p = 0.001
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Table A.12 Mean and SD for using Diacritics with different n-gram modal-
ities
(a) Diacritics are kept: Mean and SD (b) Diacritics are removed: Mean and SD

# Authors Modality Mean SD  # Authors Modality Mean SD

2 Char 81.8 4.0 2 Char 81.6 4.6
Word 81.1 2.0 Word 81.1 2.3
POS 66.7 2.9 POS 66.7 2.9
All 83.0 2.6 All 82.3 3.2
5 Char 63.0 10.9 5 Char 62.7 10.6
Word 56.0 8.7 Word 56.0 8.9
POS 381 79 POS 38.1 7.9
All 61.2 11.5 All 61.0 114
10 Char 50.4 84 10 Char 50.1 8.2
Word 44.0 6.3 Word 43.9 6.1
POS 23.3 3.0 POS 23.3 3.0
All 49.0 6.8 All 47.4 9.1
20 Char 36.9 2.6 20 Char 36.3 2.5
Word 34.0 1.7 Word 33.8 1.7
POS 149 0.3 POS 149 0.3
All 36.5 2.2 All 342 34

Table A.13 ANOVA t-Test with o = 0.05 to evaluate the effect of using
Diacrticis with different n-gram modalities.
(a) ANOVA results and p-values

# Authors ANOVA results

F(5, 24)
2 0.31, p=0.89
5 0.47, p=0.79

10 0.75, p=0.59
20 1.75, p=0.16
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Table A.14 Mean and SD for using different categories of features.

Authors Features Mean SD \ Authors Features Mean SD

2 Lexical 83.02 7.32 10 Lexical 41.49 10.07
Structural 74.03  3.09 Structural 24.56 2.1

Syntactic 81.07 4.06 Syntactic 30.86  10.3

Lex + Struc  84.87 6.27 Lex + Struc  44.39 8.64

Lex + Syn 85.3 6.23 Lex+Syn  43.79 10.87
Struc+Syn 85.66 4.4 Struc+Syn 38.06 7.86

All three 85.68 4.91 All three 8.91
5 Lexical 50.23  6.52 20 Lexical 27.81 8.5
Structural 42.48 1.6 Structural 17.3 1.23

Syntactic 43.19 8.76 Syntactic 21.99  7.26

Lex + Struc  52.61 4.51 Lex + Struc  30.74  7.07

Lex+Syn  52.55 8.02 Lex+Syn  31.71 10.45
Struc+Syn 50.68 4.41 Struc+Syn 28.96 7.56

All three 55.82  6.53 All three 34.55  8.79

Table A.15 5 Authors: Post hoc Tukey test to evaluate different categories

of features.

(a) ANOVA results and P values

Pair p-value | Pair p-value
Lexical vs Structural 0.572 | Syntactic vs Lex + Struc 0.361
Lexical vs Syntactic 0.659 | Syntactic vs Lex + Syn 0.369
Lexical vs Lex + Struc 0.90 | Syntactic vs Struc + Syn 0.603
Lexical vs Lex + Syn 0.90 | Syntactic vs All three 0.104
Lexical vs Struc + Syn 0.90 | Lex + Struc vs Lex + Syn 0.90
Lexical vs All three 0.837 | Lex + Struc vs Struc + Syn ~ 0.90
Structural vs Syntactic 0.90 | Lex + Struc vs All three 0.90
Structural vs Lex + Struc ~ 0.283 | Lex + Syn vs Struc + Syn 0.90
Structural vs Lex + Syn 0.29 | Lex + Syn vs All three 0.90
Structural vs Struc + Syn ~ 0.515 | Struc + Syn vs All three 0.894
Structural vs All three 0.076
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Table A.16 10 Authors: Post hoc Tukey test to evaluate different categories

of features.

(a) ANOVA results and p-values

# Authors ANOVA results
2 F(5,24) =0.31, p=0.89
5 F(5,24) =047, p=0.79
10 F(5,24) =0.75, p=0.59
20 F(5,24) =1.75, p=0.16

Table A.17 The EBG dataset: Identification accuracy (left) and Mis-
attribution harm (right) characterized by raw entropy scores.

Anon. T Identification accuracy (%) Entropy

C 5 Authors 10 Authors 5 Authors 10 Authors
None 96.4 77.6 1.72+01 277+0.1
A* 93.5 71.1 1.83+01 2.88+0.1
Back Translation 84.0 64.2 191 +01 295+0.1
Lexical Sub (BERT) 91.5 78.4 1.87+0.1 2.81+0.1
Mutant-X 86.4 73.6 1.69+0.1 283+0.1

Table A.18

The C50 dataset:

Identification accuracy (left) and Mis-
attribution harm (right) characterized by raw entropy scores.

Anon. T Identification accuracy (%) Entropy

C 5 Authors 10 Authors 5 Authors 10 Authors
None 76.0 67.3 1.84+02 280+0.1
A* 72.0 64.0 1.83+01 2.81+0.1
Back Translation 73.3 65.3 193 +£01 290+0.1
Lexical Sub (BERT) 76.0 67.3 1.86 0.2 2.84+0.1
Mutant-X 74.7 66.7 190+ 01 276+0.1
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