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Montréal, Québec, Canada

May 2023

A thesis submitted to McGill University in partial fulfillment of the requirements of the

degree of Doctor of Philosophy

co-supervised by

Dr. Jack Sankey and Dr. Lilian Childress

© Adrian Solyom, 2023



Abstract

Novel computing architectures based on encoding information in magnons (spin wave excita-

tions in magnets) show promise for improved energy efficiency and enabling biology-inspired

neuromorphic computing. Spin orbit torques (SOTs) offer an attractive method for control-

ling magnonic circuits: they are capable of applying torques to localized geometries with

high efficiencies per unit current that improve as the device dimensions are reduced. SOTs

have been used for state-switching magnetic domains in nonvolatile memories, and can also

dynamically anti-damp or damp magnetic resonances to stimulate large-angle oscillations of

magnon modes or to squash them. As these devices decrease in size and energy, new detection

modalities are needed to measure device characteristics and compare them with simulations,

as existing techniques typically exhibit diffraction-limited spatial resolution.

To this end, we develop nitrogen-vacancy (N-V ) sensing techniques to measure the oscil-

lating fields of magnetic nanowires driven by SOTs. The point-like nature of N-V centres

enables non-invasive nanoscale probing of devices: by observing optically detected magnetic

resonance (ODMR), we detect the magnetic stray field at static and GHz frequencies. We

fabricate bilayer devices of permalloy (Py) and Pt on diamond to enable SOT control of the

magnetic layer in proximity of our N-V probe. Applying SOTs enables us to parametrically

excite magnon modes, which we detect via ODMR to measure the oscillating field from while

isolating the pump. We show that this excitation modality enables crosstalk-free detection

of the magnetization, as the Oersted field from the microwave currents are isolated from the

N-V frequencies. Furthermore, spin relaxometry measurements detect SOT-mediated cooling

of the thermal magnons in the absence of microwave driving.

We further refine our nanofabrication process to make smaller devices capable of undergo-

ing auto-oscillations when subject to strong anti-damping. We can resolve the magnon modes

in our studied device, and we observe synchronization to the parametric drive. Comparing

the measured ODMR spectra to magnetic simulations and measurements made in transport

elucidates the features seen in the N-V fluorescence, allowing interpretation of such signals

for future device characterization. We detect that parametrically driving a second mode can
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sap the power of an auto-oscillating mode, indicating that N-V s can be a useful tool for

further study of inter-mode coupling in the nonlinear regime.



Abrégé

De nouvelles architectures informatiques basées sur le codage d’informations dans des magnons

(les excitations de spin dans des aimants) sont prometteuses pour améliorer l’efficacité énergétique

et permettre l’informatique neuromorphique inspirée de la biologie. Les couples spin-orbite

(SOTs) offrent une méthode intéressante pour contrôler les circuits magnoniques: ils sont ca-

pables d’appliquer des couples à des géométries localisées avec des efficacités élevés par unité

de courant qui s’améliorent à mesure que les dimensions de l’appareil sont réduites. Les SOTs

ont été utilisés pour le changement d’état de domaines magnétiques dans les mémoires non

volatiles, et peuvent également appuyer des couples d’anti-amortisement ou d’amortisement

pour stimuler les oscillations à grand angle des modes magnon ou les écraser. Au fur et

à mesure que ces dispositifs diminuent en taille et en énergie, de nouvelles modalités de

détection sont nécessaires pour mesurer les caractéristiques des dispositifs et les comparer

aux simulations, car les techniques existantes présentent généralement une résolution spatiale

limitée par la diffraction.

À cette fin, nous développons des techniques de détection de la lacune d’azote (N-V ) pour

mesurer les champs oscillants des nanofils magnétiques entrâınés par les SOTs. La nature

ponctuelle des centres N-V permet un sondage nanométrique non invasif des dispositifs:

en observant la résonance magnétique détectée optiquement (ODMR), nous détectons le

champ magnétique émit par l’aimant aux fréquences statiques et GHz. Nous fabriquons

des dispositifs bicouche Py/Pt sur diamant pour permettre le contrôle SOT de la couche

magnétique à proximité de notre sonde N-V . L’application de SOT nous permet d’exciter

paramétriquement les modes magnon, que nous détectons via ODMR pour mesurer le champ

oscillant tout en isolant la pompe. Nous montrons que cette modalité d’excitation permet

une détection sans diaphonie de l’aimantation, car le champ d’Oersted des courants micro-

ondes est isolé des fréquences N-V . De plus, les mesures de relaxométrie de spin détectent le

refroidissement médié par SOT des magnons thermiques en l’absence des micro-ondes.

Nous affinons davantage notre processus de nanofabrication pour fabriquer des disposi-

tifs plus petits capables de subir des auto-oscillations lorsqu’ils sont soumis à un fort anti-
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amortissement. Nous pouvons résoudre les modes magnons dans notre dispositif étudié, et

nous observons une synchronisation avec le motif paramétrique. La comparaison des spec-

tres ODMR mesurés aux simulations magnétiques et aux mesures effectuées dans le transport

élucide les caractéristiques observées dans la fluorescence N-V , permettant l’interprétation

de ces signaux pour la caractérisation future de l’appareil. Nous détectons que la commande

paramétrique d’un second mode peut saper la puissance d’un mode auto-oscillant, indiquant

que la magnétometrie N-V peut être un outil utile pour l’étude des couplages inter-mode

dans le régime non linéaire.
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Chapter 1

Introduction

Since the mid-20th century, the rapid advancement in computational technologies has al-

lowed for faster and more efficient approaches in almost every field of human endeavour,

from the design of new medicines and technologies to the conception of art and culture. The

Information Age has gone hand in hand with Moore’s law: the observation that iterative

improvements lead to an exponential growth in the transistor count of computers, roughly

pegged as a doubling every two years. While this scaling has held true for half a century,

quantum mechanics places physical limits on the miniaturization of MOSFET devices that

has slowed the continued scaling in computing power. In order to overcome these obsta-

cles, entirely new architectures for information processing must be created, which requires

multidisciplinary development of new materials, circuit designs, and algorithms.

The work presented in this thesis focuses on probing spin-current-controlled nanomagnetic

systems, which have been proposed as one such alternative resource in computing design. Us-

ing the spin degree of freedom to encode information has the potential to making computing

far more energy efficient than charge-based techniques. However, this promise of low-energy

operation comes with additional overhead requirements to characterize their performance in

sufficient detail to optimize their design. To this end, quantum sensing protocols based on

the nitrogen-vacancy (N-V ) centre in diamond are developed to non-invasively probe the

stray field of these devices. In Section 1.1, we will explore the motivation and context behind

the use of spin-based devices. We will briefly discuss the methods for characterizing spin

wave excitations in Section 1.2 before concentrating on the principles of N-V magnetometry

in Section 1.3. Finally, we discuss N-V applications to nanomagnetic systems in Section 1.4

before presenting the bodies of work composing this thesis.
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2 CHAPTER 1. INTRODUCTION

1.1 Spintronics

Spintronics is a long-established field of research and industry devoted to the development

of computing techniques that rely on the spin degree of freedom of electrons to encode in-

formation [1,2]. Magnetism that emerges from long-range correlations of spins in a material

is inherently non-volatile; as long as the magnetic volume is large enough to be made insus-

ceptible to thermal fluctuations, the magnet will keep its state without outside intervention.

Magnetism has been used to store information for decades since the introduction of hard

disk drives (1956, IBM) and cassette tapes (1962, Philips). These original examples would

manipulate magnetic states by applying a magnetic field using an induction loop; however,

the spatial extent of the induced field has limited the miniaturization of devices. In addi-

tion, bits were traditionally addressed mechanically, limiting the speed and longevity of such

storage devices.

In this section, we explore techniques for the efficient manipulation of magnetic devices

and the detection of their spin-wave dynamics. Advances in magnetoresistive readout have

shown order-of-magnitude changes in resistance that depend on the magnetization state [3].

Materials with circuit-scale spin diffusion lengths permit spin currents to transport magnetic

polarization for the application of strong, localized torques [4]. We will discuss how these

torques can efficiently excite magnetic “spin waves”, and the applications made possible by

encoding signals in their phase or amplitude [5, 6].

1.1.1 Magnetoresistive detection

Readout via magnetoresistance (arising from spin-dependent transport) is one way to electri-

cally detect the bulk magnetization of a sample. Anisotropic magnetoresistance (AMR) was

the first such effect discovered in 1856 by William Thomson [7]. In this original experiment,

he noticed that the resistance of iron and nickel was lowest when the current flowed through

the metal in the same direction as an applied magnetic field (and thus its magnetization),

while it was highest when the current was perpendicular to the field. The effect arises from

spin-scattering processes that occur between conduction electrons and the spins that make

up the magnet [8–10].
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The typical magnitude of AMR is limited to a few percent for most materials, but more

recently discovered effects such as giant magnetoresistance (GMR) [11,12] and tunneling mag-

netoresistance (TMR) [13, 14] exhibited far larger resistance changes. While AMR involves

passing current through a single magnetic domain, both GMR and TMR work by passing

current between two narrowly separated domains in series. The magnetization of each layer

is set by their respective density of states. When both domains have parallel magnetization,

these densities of states are well matched, and current can flow between them. Antiparallel

configurations of the domains lead to a mismatch between the densities of states that leads

to increased scattering and resistance to current flow. GMR initially attracted more atten-

tion by using a non-magnetic metal spacer (such as copper) between the domains, achieving

a 130% resistance change at room temperature [15]. More recently, TMR has been shown

to achieve even greater results, with changes as high as 604% at room temperature [3], by

instead using a thin insulating layer (such as MgO) between the domains. The large increase

in resistance afforded by TMR allows for easy readout of spin states while using minimal

energy.

Such two-domain readout schemes are also referred to as “spin valves” because the relative

magnetization between the layers turns on or off the charge current through the devices. By

imposing an asymmetry in the size of the two magnetic layers, control is only needed on the

smaller, more susceptible “free” layer while the larger layer remains “fixed”. Pillars made

with this geometry are known as magnetic tunnel junctions (MTJs) and have already been

integrated into commercial hard-disk read heads. This mechanism is also the typical readout

mechanism for solid-state magnetic storage devices, such as magnetic random access memory

(MRAM) and racetrack storage, both of which will be briefly described in the following

sections.

1.1.2 Spin transfer torques

The same spin-dependent scattering that gives rise to magnetoresistance also naturally gen-

erates spin currents. This spin current carries angular momentum and (again through spin-

dependent scattering) exerts a spin-transfer torque (STT) on the magnetic layers [1]. When

the size of the magnetic domain is sufficiently reduced, STTs can efficiently control the
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a) b) c)

STT-MRAM SOT-MRAM
Racetrack memory

Figure 1.1: (a) A magnetic tunnel junction (MTJ) used as a spin-transfer-torque-based mem-
ory. Readout is done via tunnelling magnetoresistance between the fixed (top) and free (bot-
tom) magnetic layers. Writing is done by using a high current to exert a spin transfer torque
capable of switching the free layer. (b) A spin-orbit torque MTJ. Readout is the same as in
(a), but spin-orbit torques produced by running current through a heavy metal layer cause
the free layer to switch. (c) A racetrack for magnetic domain memories. Readout and writing
are performed using a MTJ in the middle of the racetrack, while currents running through
the length of the track push the domains forwards or backward to address individual bits.
(a) and (b) are reprinted with permission from [16], (c) with permission from [17].
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magnetization of the free layer. Calculations done independently by Slonczewski [18] and

Berger [19] in 1996 predicted that such a torque would be sufficient to induce spontaneous

auto-oscillations of the magnetization by overcoming the intrinsic damping of the magnetic

dynamics. Moreover, complete switching of the free layer between parallel and anti-parallel

states could be achieved using feasible currents in nanoscale devices [20].

These findings generated strong research interest in large part due to commercial applica-

tions in information storage, as switching torques capable of writing magnetic memory bits

can be more spatially localized and efficiently driven compared with field torques generated

by induction loops or nearby wires. Using STT to control and TMR to readout the free-layer

magnetic state, spin-valve-based MRAM devices can be realized to create solid-state mem-

ories as shown in Fig. 1.1a [21]. More recently, spin-orbit torques have been proposed as

a more efficient control mechanism than STTs (Fig. 1.1b), which we will cover in the next

section.

Alternatively, the bit of information can be written instead to a subsection of a long

nanowire, where the individual domain being addressed is localized to a point where a MTJ

contacts the magnetic nanowire [17], as shown in fig. 1.1c. When a current passes through

the length of the nanowire, STTs are exerted between adjacent domains and can move the

domain walls with a velocity as high as 110 m/s [22]. This allows for solid state addressing

of a very high density of magnetic bits, and the bits can in principle even be stored in a 3D

array above the active layer allowing for greater densities [17].

1.1.3 Spin orbit torques

While STTs attracted interest for their ability to effectively localize spin currents within litho-

graphically defined nanostructures, spin orbit torques (SOTs) proved to be a more promis-

ing prospect. With STT, the spin current and charge current are collinear such that each

charge carrier can deposit at most one quantum of angular momentum as it passes the MTJ

structure; SOTs apply torques by instead driving a spin current orthogonal to the charge

current [23–25]. Heavy metals such as platinum and tungsten have large spin-orbit couplings,

which causes a spin-dependent transverse force on charge carriers. Spins then drift in direc-

tions orthogonal to the charge current and spin polarization (the spin Hall effect), creating
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an associated spin current. In a normal wire, opposite spins simply accumulate on opposite

sides of the wire, but this spin current can also apply spin transfer torques to attached mag-

netic elements (see Fig. 1.1b). The ratio between the perpendicular spin current (quanta of

angular momentum per second) and the quanta of charge current flowing along the wire is

the “spin Hall angle”, and has been reported with typical values between 0.07 and 0.14 in

Pt [26] up to 0.5 in AuT alloys [27].

SOTs can be more energy efficient than STTs because each charge carrier can deposit

more than one quantum of angular momentum with each pass of the circuit. Additionally,

the smaller switching currents afforded by SOTs helps to protect the device from degradation

[28–31]. Because the charge and spin currents are orthogonal, once an electron scatters off

the magnetic layer it is free to return to the heavy metal layer where the spin Hall effect

can continue to deflect it back into the metal with the appropriate spin. Moreover, because

the spin and charge currents are orthogonal, entirely new geometries of devices are made

possible.

1.1.4 Spin torque oscillators

In addition to switching magnetic bits, spin currents can also apply damping-like torques that

can effectively control the dynamics of magnetic oscillations. By injecting spins parallel to

the equilibrium position, magnetic fluctuations can be reduced. Conversely, injecting spins

anti-parallel to the equilibrium magnetization will produce anti-damping torques. When

these torques overcome the intrinsic damping of the magnet, spontaneous auto-oscillations

of the mode can “ring up”, reaching a steady state limit cycle without the need to drive with

an alternating current, thereby realizing a “spin torque oscillator” (STO) [32,33].

In order to obtain the current densities required to overcome intrinsic damping – and to

avoid Suhl instabilities that prevent large-angle, single-mode oscillations [34]– device sizes are

necessarily limited to the order of 100 nm [35]. On the other hand, generation linewidths are

typically limited by thermal phase noise and are inversely proportional to the auto-oscillator’s

energy [36], implying that higher quality factors can be obtained by increasing the number of

participating spins. To overcome this challenge, oscillators made up of mutually synchronized

STOs have been realized with Q ≈ 170 000 [37–40]. STOs have furthermore demonstrated
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the ability to inject spin waves into waveguides [41–44], a fundamental function for magnonic

devices [45] which will be discussed in Section 1.1.6.

1.1.5 Parametric pumping

Anti-damping SOTs show great promise for their ability to generate and amplify spin waves

[44,46,47], but are not unique in this function. Parametric amplification, or parallel pumping,

has also emerged as an energy efficient method of controlling spin wave amplitudes with

the added benefit of frequency selectivity and phase conservation over the signal [48]. In

general, parametric pumping works by modulating a system parameter—e.g., the magnetic

anisotropy [49–51], parallel fields [52–54], or spin currents [55]—at close to twice the natural

frequency of oscillation. This provides intrinsic isolation between the pump and the signal and

only drives modes that are set within a small tuning range set by the pump power, provided

that it is above a critical threshold [48]. Parametric pumping can be used in combination with

anti-damping SOTs in order to reduce the threshold pumping power, or to parametrically

synchronize the auto-oscillation of STOs, thereby achieving smaller linewidths [55–57].

1.1.6 Magnonics and beyond

The ability to generate spin oscillations has ignited interest in using spin waves for com-

putation. Propagating spin waves can carry information encoded in their amplitude and

phase, and these signals can be processed by logic devices using interactions between input

spin waves [6, 58]. The name “magnonics” refers to the development magnetic analogs of

electrical circuitry based on magnetic spin waves, and takes the name from the quantum of

spin wave excitation, the “magnon”.

Magnetic waveguides allow magnons to propagate along their length, and careful selec-

tion of materials and interfaces gives designers a great deal of control over the permissible

frequencies and bands of allowed modes. Magnonic crystals, for instance, can be integrated

by applying a periodic structure to the waveguide, which allows for filtering and modulation

of propagating spin waves [61–66]. Furthermore, devices have already been realized that

can perform logical operations on spin wave inputs. NOT, NOR, NAND, XOR, and XNOR
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from [60].
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gates have been demonstrated on devices using interference in spin waves or electromag-

netic waves [67–70]. All the components needed to build a spin-wave-based arithmetic logic

unit have been demonstrated individually, and research is being conducted to develop the

interconnects needed to demonstrate magnonic integrated circuits. Recently, a YIG-based

magnonic half-adder was realized by using a directional coupler, as shown in Fig. 1.2a [59].

Although the half-adder was much larger than existing CMOS circuits accomplishing the

same operation, micromagnetic simulations revealed that the design could be scaled down to

require an order-of-magnitude less energy per operation than the electronic counterpart.

Spin-based devices offer a feasible way to implement novel computing methods as an

alternative to the prevailing von Neumann architecture. Neuromorphic computing, for in-

stance, takes inspiration from organic brains to create purpose built machine learning hard-

ware [71–73]. As a basic demonstration of this, STOs have been shown to be capable of

performing vowel recognition using mutual synchronization (see Fig. 1.2b) [39,74]. Further-

more, STOs can act as “neurons”, while MTJs with a movable domain wall in the free layer

can act as “synapses” with modifiable weights [75–78]. Connecting these together can enable

hardware to implement spiking neural networks [79,80]. These systems can be more efficient

than existing hardware in running machine learning algorithms, and moreover can allow for

the development of entirely new algorithms that may unlock far greater power than those

written for deterministic architectures.

Finally, we note that while development of magnonic computers benefits from the ability

to operate at room temperature, there is nothing preventing their use in the milliKelvin

regime where the thermal magnon occupancy vanishes. This offers great extensibility to

spin-based platforms, as the architecture offers another way of interconnecting the many

studied quantum computing platforms [81]. Figure 1.2c shows one such example has already

been performed, where superconducting qubits have been entangled with the magnon modes

of a YIG microsphere when coupled via a microwave cavity [60,82].
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1.2 Methods for characterizing spin waves

There exist many methods for spin-wave detection based on entirely different physical ap-

proaches. The most common methods for spin-wave detection are based on transducing

magnetic dynamics into an electric voltage using microwave circuits [83]. We already showed

in Section 1.1.1 that magnetoresistance in metallic systems can be used to detect spin states;

in the case of spin waves, this leads to oscillating resistance. Mixing with an oscillating

current drive leads to a static voltage measured in the case of spin-transfer ferromagnetic

resonance (ST-FMR) [26,84,85]. In the case of STOs, voltage oscillations arising from resis-

tance mixing with bias currents can be detected with a microwave spectrometer [32, 85, 86].

These techniques can be implemented with little overhead and provide insight into the time

and frequency response; however, the voltage measures the global magnetoresistance of the

device and thus cannot reveal the spatial distribution of the dynamics.

Resistive readout is not possible in insulating magnets such as YIG, therefore other meth-

ods have been developed to probe spin waves in these systems. By fabricating an antenna

over a magnetic waveguide, spin waves can be excited by current-induced fields [87–93] or

detected by field-induced currents [93, 94]. In Section 1.1.3 we discussed how the spin Hall

effect can send spin currents into magnetic layers to drive spin waves; the inverse spin Hall

effect can be used to measure voltages caused by spin accumulation at a magnet/heavy metal

interface [95–99]. These techniques are most sensitive to magnons that have the same wave-

length as the antenna or device is wide. Because the detector is set by the manufacturing

step, many samples with varied detector geometries are needed to measure magnons over a

wide range of wave numbers [93].

Microscopy techniques based on magneto-optic effects allow for spin-wave detection with

spatial imaging. The time-resolved magneto-optic Kerr effect (TR-MOKE) [100–102] is a

method that detects the small rotation in the polarization of a light beam as it is reflected

off a magnetic surface. By using pulsed laser sources and sweeping the delay between the

magnetic and optical excitations, a series of snapshots of the magnetic surface with small

temporal resolution is obtained. Another method called Brillouin light scattering (BLS) is a

spectroscopic technique in which light is reflected off a magnet and the photons that scatter off
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of magnons and experience a shift in frequency equal to that of the magnon that is created

or annihilated in the process [103–105]. Sending the scattered light to an interferometer

measures the intensity of light as a function of magnon frequency, typically with a resolution

in the tens of MHz [104]. Time-gating the analysis allows for the magnetic dynamics to be

temporally resolved, though not with the same precision as TR-MOKE. BLS has been used

to measure magnons subjected to spin-currents [39,55,106] and parametric pumping [53,55].

The main limitations of TR-MOKE and BLS are the requirements for optical access to the

magnetic material, as well as the spatial resolution of ∼ 100 nm determined by the diffraction

of light.

We note that there is continuous development in the space of magnon detection; over the

last decade, the use of single electron spins to detect stray fields from magnetic materials has

become an attractive candidate. These measurements are inherently non-invasive and can

achieve greater spatial resolution via nanopositioning than optical diffraction allows. By far

the most studied single spin detector—and the one presented in this thesis—is the nitrogen-

vacancy centre in diamond [107]; a detailed description of this probe is presented in the

following section.

1.3 Principles of nitrogen-vacancy magnetometry

The nitrogen-vacancy (N-V ) centre in diamond has remarkable properties that have brought

it to the forefront of research in nascent quantum technologies. The colour centre is an

optically addressable point-like electronic spin system with excellent coherence properties,

even at room temperature [107–109] These properties, coupled with the hardiness of diamond

as a host material, have attracted much attention to the system for its potential in quantum

metrology. At cryogenic temperatures, its spin-dependent, atom-like optical transitions make

it suitable for use as a quantum node in a larger qubit-based network [110].

Physically, the N-V is composed of a nitrogen atom substituting a carbon within the dia-

mond lattice, next to a neighbouring vacancy defect, as shown in Fig. 1.3a. In its negatively

charged state, six electrons occupy the dangling bonds around the vacancy. Although the

neutral charge state is also a stable conformation for the N-V , only the negatively charged
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state has desirable spin coherence.

N-V s occur naturally in most diamonds in abundance. They were originally studied in

ensembles, while the first study to isolate an individual centre was published in 1997 [111].

Typically, the creation of high quality N-V centres starts with a CVD-grown single crystal

diamond, which allows direct control of the host parameters, including intrinsic nitrogen

content and the isotopic purity of the carbon. N-V s can be created by irradiating the sample

with an electron beam or with nitrogen ions [112–114], both of which cause damage to

the crystal lattice. A subsequent annealing step undoes part of the damage and, in so

doing, allows vacancy defects to move towards energetically favourable pairings adjacent to

embedded nitrogen.

Magnetometry with N-V s can be performed under many modalities in order to detect dc

or ac fields [109, 115]. Depending on the application, homogeneous fields can be measured

using an ensemble of N-V s to leverage 1/
√
N sensitivity scaling [116–118], but the system

is especially useful when measuring nanoscale fields using a single isolated N-V center. Due

to their point-like nature, N-V s can be placed within tens of nanometers of the samples

studied. This can be accomplished most simply by applying a layer of nanodiamonds directly

to the sample being studied [119–121], as shown in Fig. 1.3b. Nanodiamond magnetometry

suffers from impaired sensitivities as fluctuations from charges and paramagnetic impurities

on nanodiamond surfaces lead to worsened decoherence rates [122]. The approach taken in

this thesis is shown in Fig. 1.3c, which involves instead building the sample to be studied

directly on a single-crystal diamond chip. If fabrication on diamond is not feasible for the

chosen process or material, diamond nanobeams containing N-V s with bulk-like properties

can be manufactured and placed on the sample instead [123, 124], as shown in Fig. 1.3d.

These methods all achieve stochastic lateral placement of the sensor, but with more effort,

diamond-tip cantilevers [125,126] can be engineered and placed on an atomic force microscope

platform to achieve precise and deterministic positioning of the sensor (Fig. 1.3e).

1.3.1 State preparation and readout

The energy levels of the negatively charged N-V are shown in Fig. 1.3f [107]. The electronic

ground and excited states are separated by 1.945 eV [128]. Optically pumping the N-V can
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Figure 1.3: (a) The atomic structure of a nitrogen-vacancy centre in diamond. Neighbour-
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modalities for interfacing N-V centers with magnetic samples. (b) Placing N-V -containing
nanodiamonds on top of the sample, in this case by using a PDMS stamp. (c) Fabricating
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N-V . Green arrows indicate optical pumping, red arrows indicate fluorescent decay, black
arrows indicate non-radiative decay channels, and the purple arrow indicates spin mixing
produced by driving a microwave field resonant with the transition. (g) Typical CW-ODMR
measurement. When a static magnetic field is applied, the Zeeman effect lifts the degen-
eracy between the |0⟩ ↔ | − 1⟩ and |0⟩ ↔ | + 1⟩ transitions, separating their frequencies
by 2γBz. The contrast C and linewidth ∆ν is set by the excitation parameters of optical
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be accomplished using above-resonant excitation (e.g., with 532 nm light from a laser diode,

as performed in this body of work) by exciting the phonon sideband [129, 130]. This puts

the N-V in an excited state with a lifetime of ∼ 12 ns [131], which then decays back to the

ground state either radiatively by emitting a fluorescent photon or nonradiatively by entering

a metastable spin singlet state.

Spin-dependent shelving rates from the excited state into the spin singlet enable simple

spin initialization and readout mechanisms. Specifically, the shelving rate from the | ± 1⟩

states is about ten times greater than that from the |0⟩ state, while the decay rates out of the

singlet states back to the ground are comparatively slow [132]. This sets up a situation where

optical cycling of the |±1⟩ states leads to decreased fluorescence compared to optical cycling

of the 0 state, allowing fluorescence-based state readout with ∼ 30% contrast. Furthermore,

the process of optically cycling the centre preferentially polarizes the N-V into the |0⟩ state

via the same singlet state decay path.

Although the experimental simplicity of fluorescence-based state readout allows it to be

easily implemented using confocal microscopy, it comes with the drawback that single-shot

readout is impossible and measurements must be performed repeatedly to achieve a useful

signal-to-noise ratio. Alternative methods of spin-state readout have been proposed and

tested to improve the system, each with the goal of improving readout sensitivity. These

include measuring photoelectric currents through diamond mediated by the N-V [133], mea-

suring infrared light absorption between the singlet states [134], and using spin-to-charge

conversion [135,136].

1.3.2 Optically detected magnetic resonance

A major benefit of N-V magnetometry is that the spin dynamics are set by physical con-

stants, meaning that no drift-susceptible calibration is needed to back out the field from

measurement. When neglecting strain, electric field, and hyperfine interactions, the ground

state spin Hamiltonian for the N-V is [107,109]

H = hDS2
z + hγB · S, (1.1)
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where D = 2.88 GHz is the zero field splitting, B is the magnetic field vector, S = [Sx, Sy, Sz]

are the spin matrices, and h is Planck’s constant, and γ = 28 GHz/T is the gyromagnetic ratio

for the N-V spin. Sz is set by the symmetry of the defect, such that we lift the degeneracy

between | ± 1⟩ and recover the linear Zeeman energy shifts when we apply fields along the

N-V bond axis.

Microwave fields can drive transitions between states separated by a single quantum

number when they have a non-zero projection on the transition dipole. Optically detected

magnetic resonance (ODMR) is performed by measuring the fluorescent signal from the N-

V to detect the spin transitions. A typical continuous-wave (CW) ODMR scheme involves

optically pumping an N-V while applying a microwave tone and sweeping its frequency; the

observed fluorescence of the emitter exhibits Lorentzian dips corresponding to the resonance

frequencies of the spin transitions (see Fig. 1.3g). The separation between dips is equal to

2γBz, where the subscript z indicates that the field is along the N-V axis. Measurement of

this separation thus amounts to a direct observation of a component of the local magnetic

field, although large off-axis fields can complicate this interpretation [109].

1.3.3 DC field measurements

When CW-ODMR is performed, static magnetic fields can be detected with a single N-V

sensitivity of approximately [109,115]

ηB ≈ ∆ν

γC
√
R
, (1.2)

where C is the contrast of the fluorescence dip, ∆ν is the associated linewidth, and R is

the rate of detected fluorescence photons (see Fig. 1.3g). C and R are limited by the

competition between the optical and microwave pumping rates and the multichannel decay

rates of the N-V electronic structure; ∆ν is limited by the inhomogeneous spin dephasing

rate Γ∗
2, the microwave Rabi frequency ΩR, and optically induced spin decoherence [115].

The best achievable CW-ODMR sensitivity for a single N-V in a typical setup was found to

be ηB ≈ 2 µT · Hz−1/2 [115].

ODMR techniques can be improved beyond the CW limit by using a variety of pulse
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sequences at the cost of increased complexity. By separating the optical spin polarization

pulse from the microwave π-pulse used to manipulate the spin, the competition between con-

trast and power broadening can be eliminated. Thus, when the π-pulses have been properly

calibrated, pulsed ODMR can achieve an order of magnitude improvement in sensitivity over

CW-ODMR [115]. Alternatively, instead of a single π pulse, sensitive dc magnetometry can

be achieved using a Rasmey sequence consisting of two π/2 pulses separated by a phase

evolution delay [137,138].

1.3.4 AC field measurements

Pulsed measurements can also be used to detect oscillating magnetic fields with sensitivity

even better than that in DC operation. The simplest such pulse sequence is the Hahn echo,

which is performed by inserting a π pulse in the middle of a Ramsey sequence [139, 140].

Using a periodic train of π pulses within the Ramsey sequence, such as in CPMG [141,142],

the dephasing rate can be dramatically reduced from an inhomogeneous value of Γ∗
2 ≈ 2×105

s−1 to the homogeneous value of Γ2 ≈ 500 s−1, and correspondingly can attain AC single-N-V

sensitivities of ηB,AC ≈ 10 nT · Hz−1/2 [109]. This decoupling mechanism effectively performs

a quantum lock-in measurement and is therefore sensitive only to AC fields [143].

The frequency range of this lock-in scheme is bounded at the lower end by Γ2, while at the

higher end the limit is set by the pulsing rate and thus by ΩR [144]. Practical considerations

mean this is typically limited to the tens of MHz. Higher frequency fields can still be probed

if they are made resonant with the N-V transitions, allowing for measurement of ΩR and

therefore the component of the field driving the dipole transition [145], though we note that

the resonant nature of this scheme is narrow in bandwidth.

1.3.5 Spin relaxometry

In addition to measuring magnetic fields via ODMR, N-V centres can also sense GHz

magnetic power spectral densities by observing changes in the longitudinal relaxation rate

Γ1 [146, 147]. Specifically, the relaxation rate depends on the spectral density S⊥ along the
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affected dipole moment as [148]

Γ1 =
γ2

2
S⊥. (1.3)

The 0 to +1 and 0 to −1 transitions are each sensitive to the power spectral density at their

respective frequencies ν±. The typical method for measuring this relaxation is to initialize

the N-V spin state using an optical pulse (followed by an appropriate π-pulse if initializing

into ms = ±1), waiting a variable time τ , and then reading out the spin state population

with a second optical pulse. Fitting the decay signal to an exponential model then allows

the estimation of Γ1 for each transition. The relaxation rate is measurable between the

intrinsic relaxation rate of Γ1 ≈ 60 Hz and the maximum detection limit set by the optical

polarization rate of ∼ 2 MHz. This large orders-of-magnitude dynamic range can make decay

measurements quite slow without prior knowledge; therefore, some effort has been made to

incorporate Bayesian inference models to speed up the measurement [149].

1.4 N-V probing of nanomagnets

Now that we have covered the basics of how N-V sensing works, we focus on the application of

these methods to the probing of nanomagnetic systems. We divide this into two broad topics

of interest, namely the detection of spatial textures and the detection of magnetic dynamics.

The latter leads naturally to the work described in this thesis; however, understanding the

methods for spatially resolving features is important to contextualizing the future directions

in which research can be conducted.

1.4.1 Detecting spatial textures

By correlating spatial information along with the ODMR signals, N-V magnetometry can

enable much richer measurement of magnetic textures. By using widefield microscopy tech-

niques on ensembles of N-V s, either by implanting a dense layer into a diamond substrate or

by applying a coating of nanodiamonds [150], a 2D magnetic field map can be reconstructed

a short distance from the target sample. This map is resolution-limited to approximately

300 nm by the point spread function of fluorescent light, but improvements can be made by
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instead using a diamond tip containing a single N-V centre mounted on a scanning probe to

scan the sample [126]. While these systems can be positioned with sub-nanometer precision,

the resolution with which underlying structures can be mapped is dependent on the sample-

probe distance, which is currently limited to about 50 nm [127, 151]. Once the field has

been fully mapped, an inversion problem remains to extract the structure of the underlying

magnetization or currents. If the field is produced by a layer of currents, the currents can

be uniquely reconstructed using only a single component of the mapped magnetic field [127].

However, the inversion problem for 2D magnetic textures is under-constrained, as an arbi-

trary number of magnetization maps can give rise to any given field, and thus a solution can

only be obtained by gauge fixing. This example is shown in Fig. 1.4a, where the measured

magnetic field above a skyrmion can be reconstructed into two equally valid conformations of

the magnetization [152], as seen in panels iii. and iv. Only by applying additional constraints

to the inversion can a unique solution be found. In the case of the skyrmion studied, the

reconstruction in Fig. 1.4a-iv. is ruled out because the topology requires a discontinuity and

is considered unphysical.

Similar reconstruction techniques have allowed for the imaging of electric currents flowing

through carbon nanotubes [153]. Using widefield imaging of N-V s below a flake of graphene,

Tetienne et al were able to image the current flowing around defects in the flake [154]. Further

experiments on graphene were able to observe a breakdown in the current flow from Ohmic

to a viscous fluid-like behaviour [155, 156]. Likewise, the hydrodynamic flow of electrons

was observed in WTe2 at 20 K using scanning N-V magnetometry [157]. Low temperature

scanning probe measurements over a superconductor were also able to make quantitative

measurements of Pearl vortices [158].

A wide array of magnetic textures has also been imaged using similar techniques. Domain

walls in thin magnets have been imaged to help determine their structure [161–163]. Imaging

of chiral textures in BiFeO3 [164, 165], vortex cores [166, 167] and skyrmions [152, 168, 169]

is also possible. Van der Waal structures have been observed, allowing measurement of the

magnetisation of CrI3 [170] and CrTe2 [171] monolayers. Defects in magnetic nanowires have

also been studied for their relevance in spintronic circuits [172]. Furthermore, performing

AC ODMR can allow for a more sensitive approach to scanned imaging by taking advantage
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Figure 1.4: (a) Measurements and reconstruction of a skyrmion spin texture. Panel i. shows
an N-V scanning probe measurement of one component of the stray magnetic field. Panel
ii. shows the simulated field from the reconstructed magnetization. Panels iii. and iv. show
two valid reconstructions of the underlying magnetization, obtained by fixing with the Néel
(iii.) or Bloch (iv.) gauges. All scale bars are 500 nm (b) Spin relaxometry measurements of
thermal magnons in a YIG sheet by an N-V embedded in a diamond nanobeam as the applied
field is swept. Top panel: the relaxation rates measured for the |0⟩ ↔ | − 1⟩ (|0⟩ ↔ | + 1⟩)
transitions in red (blue). The black line shows a fit to the known spin wave dispersion and
thermal occupation, which allows for extraction of the separation distance between the YIG
sheet and the N-V . Bottom panel: a graphical representation of N-V ODMR frequencies
in red and blue which probe the spin wave spectrum that exists above the ferromagnetic
resonance in black. (c) Measurement of a propagating spin wave in a sheet of YIG. Top
panel: confocal imaging of a dense layer of N-V s is sensitive to the interference pattern
between the local stray field from the YIG sheet and a spatially homogeneous reference
drive, revealing a propagating coherent spin wave. Scale bar is 20 µm. Bottom panel: Rabi
frequency versus distance from stripline. The data (black) is measured using the pulsed
ODMR sequence shown. The red line is a fit to a model of the field from the stripline, the
spin-wave field, and the reference field. (a) is reprinted with permission from [152], (b) with
permission from [159], and (c) with permission from [160].



20 CHAPTER 1. INTRODUCTION

of the large field gradients when oscillating the N-V scanning probe tip at the same rate as

the quantum lock-in [173].

1.4.2 Detecting spin dynamics

Beyond the detection of static structures, N-V magnetometry has been used to observe a

multitude of spin dynamics. By driving large-angle ferromagnetic resonance (FMR), the time-

averaged magnetization can be reduced and measured by the change in ODMR frequencies

of a proximal N-V [174]. Likewise, applying static fields to a magnetic disk can reposition

vortex cores, which can strongly change the ODMR spectra [119]. FMR can also directly

drive ODMR when both processes are tuned to the same frequency [174, 175]. However,

what is more curious is that off-resonant FMR (in extended films) can also drive ODMR as

long as the N-V frequencies are higher than those of the excited spin dynamics [176–178].

This suggests that spin-wave mixing can upconvert the excited fundamental mode into modes

that are resonant with the N-V [179], consistent with the Suhl instability [34]. More recently,

longitudinal spin fluctuations have also been predicted [180] and experimentally demonstrated

[179,181] to have driven N-V spin relaxation even when the transition frequencies of the latter

are below the magnon band minimum.

The thermal fluctuations of these modes can also be detected via spin relaxometry without

any external microwave drive. The top panel of Fig. 1.4b shows the measured relaxation

rates of an N-V spin in a diamond nanobeam positioned on a layer of YIG [159]. As the field

is swept, the frequencies of the magnetic modes and the N-V transition frequencies change.

A peak in the measured relaxation rates occurs when ν− is just above the fundamental

FMR mode, roughly where the magnon density of states is highest (see the bottom panel of

1.4b). Because the alternating fields rapidly average to zero at a far distance, the N-V is

most sensitive to magnons that have wavevectors equal to the inverse of the probe-to-sample

distance. This spatial filtering allows for the probe distance to be estimated as a fitting

parameter of the relaxometry sweeps.

The dynamics of magnetic devices subjected to spin currents has also been investigated

with N-V s. In complement to the metallic systems studied in this thesis, by driving DC

spin currents into a YIG magnetic insulator, relaxometry measurements were able to observe
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changes to the spin chemical potential of resonant magnon modes [159]. Spin currents have

also been shown to control the amplitude of driven spin wave modes, effectively tuning the

amplification of the microwave magnetic field [182]. Furthermore, by reducing the lateral

dimension of the YIG and injecting spin currents, spin torque oscillations were confirmed by

abrupt changes at critical current values in the relaxation rate of the N-V and the ODMR

frequency due to large angle oscillations when no microwave drive was present [183]. Re-

laxometry measurements also observed the effects of voltage-controlled magnetic anisotropy

over the thermal dynamics of a MTJ [184]. Magnons driven by thermal gradients have also

been detected by relaxometry measurements [185], further demonstrating the versatility of

the technique.

The detection and imaging of propagating spin waves is also of great importance to

developing new tools of study. By placing nanodiamonds in an array on top of a layer of

YIG and exciting a stripline with microwaves, resonant spin waves were seen to travel long

distances and excited ODMR [121]. A similar measurement was then made using ensembles

of N-V s in a diamond substrate, where the field of the excited spin waves interferes with the

Oersted field from the stripline to produce a periodic pattern in the measured fluorescence

and Rabi frequency to reveal coherent spin waves [160, 186] (see Fig. 1.4c). Scanning-

probe-based measurements of injected spin waves have since improved the resolution of such

schemes [187], allowing direct imaging of spin wave dispersion [188,189], filtering effects based

on probe height [189], and spin wave scattering off of magnetic targets [188].

1.5 Overview

The work presented in this thesis uses N-V magnetometry to study metallic systems in which

we control the magnetic dynamics using spin currents. We demonstrate parametric pumping

and spin orbit torque antidamping of magnetic normal modes using a permalloy/platinum

(Py/Pt) nanowire; we detect these effects using a combination of ODMR and spin relaxome-

try with an N-V and contrast these against conventional ST-FMR measurements. We show

N-V coupling to large-angle dynamics of multiple, unresolved modes driven by spin currents

and measure a decrease in magnon temperature down to ∼ 150 K (Chapter 2). By modifying
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the fabrication process, we realize a spin torque oscillator using a smaller device; paramet-

ric pumping allows us to synchronize the auto-oscillation and resolve individual modes of

oscillation (Chapter 3). These findings complement similar studies conducted on YIG in

parallel [159,183], noting that Py may be more relevant for industrial applications due to the

ease of integration into nanofabrication.
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This work is motivated by recent advances in spin-current control of magnonic devices and

the challenges involved in the design and characterization of these systems [100,105,190]. As

we saw in Section 1.2, measurements based on resistive readout are inherently non-local, while

techniques such as TR-MOKE and focused BLS have diffraction-limited spatial resolution.

The development of single-spin sensing protocols is thus desirable because of the potential

for high spatial resolution, sensitivity to spin waves with large wavevectors, and non-invasive

detection. We chose to use a nitrogen-vacancy (N-V ) center in diamond as our probe of

23
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choice due to its maturity as a solid-state spin system and its excellent field sensitivity

even at room temperature [107–109]. This meant that we could non-invasively probe the

local magnetic features of nanocircuits built directly on diamond using a simple home-built

confocal microscope aparatus, with no vacuum or low-temperature requirements.

At the time that this work was being conducted, N-V probing of ferromagnetic modes had

been demonstrated in extended sheets of low-dissipation Yttrium-Iron-Garnet (YIG) [176]

and circular permalloy (Py) micromagnets [174]. Other various magnetic systems have also

been investigated using N-V s such as ferromagnetic insulator nickel zinc aluminum ferrite

[179], organic ferrimagnet V[TCNE]x [191], cobalt and cobalt manganese iron germanium

[177]. We wished to extend the N-V detection methods to probing spin-current controlled

devices. Our system, a permalloy/platinum bilayer nanowire, was designed so that the heavy

metal Pt layer could apply strong spin-orbit torques to the metallic Py layer. Anisotropic-

magnetoresistance-based transport measurements meant that we could compare observations

made with N-V s to standard device calibrations, a feature lacking in similar measurements

of a YIG/Pt bilayer [159]. We used spin-transfer ferromagnetic resonance measurements in

a manner shown in Fig. 2.1 and described elsewhere in detail fig: [84]. By comparing these

conventional measurements to the fluorescence data we obtained from the proximal N-V , we

were able to validate our understanding of the features seen in the latter.

We performed optically detected magnetic resonance measurements of the device’s stray

field as it was parametrically pumped, allowing for a measurement free of crosstalk from the

drive, which was isolated in frequency. This allowed us to detect the bias-induced antidamp-

ing threshold required to observe parametrically driven large-angle oscillations. Additionally,

we measured magnon occupation in the absence of any microwave driving using spin relax-

ometry techniques [159,174,192]. Previous measurements using BLS had seen strong cooling

in Py/Pt systems [193], and our experiment characterized a similar system using an N-V ; the

use of diamond as a substrate gave us excellent thermal management, allowing us to reach

colder temperatures.
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Abstract

The point-like nature and exquisite magnetic field sensitivity of the nitrogen vacancy (NV)

center in diamond can provide information about the inner workings of magnetic nanocircuits

in complement with traditional transport techniques. Here we use a single NV in bulk

diamond to probe the stray field of a ferromagnetic nanowire controlled by spin transfer

(ST) torques. We first report an unambiguous measurement of ST tuned, parametrically

driven, large-amplitude magnetic oscillations. At the same time, we demonstrate that such

magnetic oscillations alone can directly drive NV spin transitions, providing a potential new

means of control. Finally, we use the NV as a local noise thermometer, observing strong ST

damping of the stray field noise, consistent with magnetic cooling from room temperature to

∼150 K.

2.1 Introduction

In nanoscale magnetic circuits, spin transfer (ST) effects provide an efficient means of all-

electronic control, prompting the development of ST-based non-volatile memories, microwave-

frequency oscillators, filters, detectors, and amplifiers [194,195]. These developments call for

new tools to understand the interplay between spins, magnons, and the environment. In par-

allel, the nitrogen-vacancy (NV) center in diamond [196] has emerged as a versatile sensor for

studying magnetic systems, with excellent spatial and spectral resolution [197,198]. The tiny

magnetic moment of a single spin provides a non-invasive probe of local stray fields, and can

be combined with scanned-probe [199] or subwavelength imaging [200] techniques to achieve

nanoscale spatial resolution. Moreover, the NV offers a variety of sensing modalities appro-

priate for DC and AC magnetic fields [201, 202] or noise spectroscopy [203–205]. Recently,

NV centers have probed ferromagnetic phenomena including vortex cores [206,207], domain

walls [208], ferromagnetic resonance (FMR) [209–213], and magnetic thermal quantities in

an extended YIG film [213] modified by ST effects.

Here, we probe a metallic ST-controlled ferromagnetic nanowire with a single NV in

bulk diamond. Different from microwave-frequency magnetoresistance readout [214–216], the
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NV’s point-like nature enables coupling to shorter-wavelength spin waves, thereby revealing

qualitatively new features. First, we provide transport-based evidence of parametrically-

driven magnetic oscillations – tuned through threshold with spin transfer anti-damping – and

use the resulting (phase-locked) stray field oscillations alone to drive the NV spin resonance.

This removes any ambiguity from the interpretation of the transport measurements, and

provides a potential new means of NV control. Additionally, transport readout indicates a

precession angle up to ∼55◦, suggesting the absence of Suhl-like (multi-magnon) instabilities

[217–219], which we tentatively attribute to the reduced density of states in our confined

geometry. The observed changes in field at the NV independently corroborate the estimated

angle, and (more importantly) we observe no signs of non-resonant NV spin flips in the

PL spectra when directly driving FMR – a feature normally appearing in extended magnetic

films [209–213] – providing additional evidence of suppressed multi-magnon instabilities. This

observation suggests the NV’s potential as an additional tool to illuminate the interplay

between confinement and multi-magnon processes [220–222]. Finally, we demonstrate strong

ST control of the magnetic thermal fluctuations: adapting the NV noise relaxometry method

of Ref. [213], we observe large ST damping of the stray field noise, providing evidence of

magnetic cooling from room temperature to ∼150 K. The observed noise suppression is orders

of magnitude larger than measured with an NV near a YIG film [213], and a factor of ∼2 larger

than measured with Brillouin light scattering from a related metallic structure [106]. An

interesting open question is the fundamental limits of this cooling technique, in particular if

and from what temperature the ground state can be reached. Interestingly, our demonstrated

NV sensitivity suggests it may be possible to resolve magnetic zero-point fluctuations, thereby

providing an optically active “handle” on a macroscopic magnet in the quantum regime.

These techniques, which are especially advantageous in systems having low magnetore-

sistance, pave the way to a deeper understanding of short-wavelength magnons, ST effects,

and quantum emitter control.
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Figure 2.1: The magnetoresistive voltage VMR is measured across the dc port of a bias-tee
that is used to apply microwave and bias currents to the device.
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Figure 2.2: Device geometry. (a) Cross-section of nanowire on a diamond substrate with
implanted NVs. Nanowire current (red arrow along x̂) drives spins (green circle) polarized
along ŷ into the Py layer (red arrow along ẑ). (b) Confocal PL map of the device. The
nanowire (dotted box) appears as a shadow. Circle indicates the NV under study.
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2.2 Device Geometry

We fabricate [223] an 8-µm-long × 417-nm-wide (average, with ∼20 nm edge roughness)

Py (Ni81Fe19, 10 nm) / Pt (10 nm) multilayer nanowire on electronic grade diamond with

a layer of NVs implanted 60 ± 15 nm below the surface, as shown in Fig. 2.2(a). Figure

2.2(b) shows a photoluminescence (PL) image of the device pumped (532 nm, 0.3 mW) and

collected (>594 nm) from above. Bright spots are NVs, the nanowire appears dark, and

the contacts (Au) exhibit typical background PL. We focus on the indicated spot, with PL

primarily from single NV whose symmetry axis lies 35◦ from the ŷ-axis in the yz plane [223].

Static magnetic fields are applied with a permanent neodymium magnet on a motorized stage,

calibrated using the NV spin transitions [223]. For this device, a moderate field (10−40 mT)

applied along the NV symmetry axis saturates the Py magnetization along ŷ, canted at most

∼3◦ out of the xy plane (dictated by shape anisotropy [223]). All measurements are taken

at room temperature.

2.3 Transport Characterization of Magnetic Resonances

To verify the device’s functionality, we perform ferromagnetic resonance (FMR) by applying

current I(t) = I0 + IRF cos 2πνNWt through the nanowire (bias I0, amplitude IRF, frequency

νNW), and reading the anisotropic magnetoresistance (AMR) response via a generated DC

voltage ∆VMR [223,224]. Due to the spin Hall effect, the electrical current I(t) drives a pure

spin current (polarized along ŷ) into the Py layer, applying a torque ∂tm̂ ∥ ŷ on the Py

magnetization’s unit vector m̂ = mxx̂ + myŷ + mz ẑ. The field H⃗I ∥ ŷ generated by this

current applies a torque along ẑ.

A “typical” ST-FMR spectrum for field µ0H0 = 16.5 mT applied along the NV axis but

rotated θ = 5◦ about ẑ is shown in Fig. 2.3(a) (blue circles), with I0 = 0, and IRF = 0.95 mA.

The resonant feature at 1.6 GHz is well fit by the expected Fano-like lineshape [223, 224],

allowing us to extract the resonant frequency νFMR and linewidth ∆ν. Figure 2.3(b) shows

the field dependence of these spectra (color scale) and the fit values of νFMR (points). The

initial decrease in frequency corresponds to the equilibrium orientation ⟨m̂⟩ shifting from
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Figure 2.3: Transport FMR and parametric response. (a) Voltage ∆VMR spectra (vertically
separated for clarity) for bias I0 = 0, RF amplitude IRF = 0.95 mA, and magnetic field
µ0H0 = 16.5 mT applied along the NV axis (orange) or rotated about ẑ by θ = 5◦ (blue).
Red points (y-values divided by 10) correspond to I0 = 4.08 mA and θ = 0◦ (taken at
µ0H0 = 23.5 mT), showing a large resonance near twice the FMR frequency νFMR. (b)
and (c) show the frequency and field dependence of ∆VMR for θ = 5◦ and 0◦, with symbols
denoting fit values of νFMR. (d) Same as (c), but with I0 = 4.08 mA. Vertical lines in (b)-(d)
correspond to the traces plotted in (a).
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Figure 2.4: NV detection of parametrically-driven FMR. (a) Top: Photoluminescence (PL)
versus stripline (nanowire) frequency νSL (νNW) with field µ0H0 = 22.5 mT along the NV
axis, nanowire currents IRF = 1.15± 0.08 mA and I0 = 4.9 mA, and 0.2 mW of illumination
between π-pulses. PL decreases near the ESR frequency ν− = 2.19 GHz, and ν− shifts due
to a reduced axial stray field. Data are normalized to off-resonant levels, which is why the
contrast vanishes when νNW matches ESR frequencies (i.e., near 2.19 GHz, 3.59 GHz) or their
harmonics (4.38 GHz). Bottom: Transport FMR readout ∆VMR under the same conditions.
Note the sharp feature at 4.6 GHz is an artifact from a lossy resonance in the waveguides,
wirebonds, and device (see also Fig. 2.5(a)). (b) Same PL measurement as (a), but with
no stripline power, µ0H0 = 29.6 mT, and varied I0, driven near 2ν−. Solid curves represent
Lorentzian fits used to determine the ESR contrast and linewidth. (c) ESR contrast (top)
and linewidth (bottom) for a wider range of currents. Below I0 = 4.3 mA, data are consistent
with zero contrast (see (b)).
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x̂ (where shape anisotropy provides νFMR ∼ 1 GHz) and saturating along ≈ ŷ, where the

anisotropy field opposes the applied field. When θ = 0◦ (Fig. 2.3(a), orange squares), this

FMR signal vanishes (as expected above the saturation field), since both the drive torques and

AMR response also vanish to lowest order in mx and mz [223]. Figure 2.3(c) shows the field

dependence of these θ = 0◦ spectra, along with νFMR estimated from values at θ ̸= 0 [223].

Above saturation, νFMR is well fit by the Kittel formula for spatially uniform m̂, providing

effective in-plane (out-of-plane) coercive fields µ0Hyx = 7.57±0.08 mT (µ0Hzx = 517±4 mT)

[223].

Figure 2.3(d) shows the same θ = 0◦ measurement with I0 = 4.08 mA. This applies

a steady torque along −ŷ that anti-damps the magnetization (HI = −6 mT also shifts

saturation to higher fields). Importantly, a significantly larger, asymmetric peak appears near

twice the expected FMR frequency (see Fig. 2.3(a), red symbols), suggesting parametrically

driven, large-amplitude oscillations. Simple macrospin simulations [223] reproduce the sign,

magnitude, frequency, and line shape of this feature semi-quantitatively, and we interpret it as

arising from a large-angle elliptical precession [214] of the spatially-averaged magnetization.

Within this macrospin approximation, the largest-amplitude signal (120 µV) in Fig. 2.3(a)

corresponds to an in-plane (out-of-plane) precession angle ≈ 30◦ (6◦).

2.4 NV Response to Parametric Oscillations

This picture is validated by the NV’s PL spectrum shown in Fig. 2.4. First, while driving

the nanowire at frequency νNW, we apply a π-pulse with a nearby stripline to determine the

NV’s lower electron spin resonance (ESR) frequency. Figure 2.4(a) shows the PL response

(top) and ∆VMR (bottom) for field µ0H0 = 22.5 mT along the NV axis. Reductions in PL are

associated with driving the NV spin from its ms = 0 spin projection to ms = ±1, occurring at

resonant frequencies ν±. Notably, the frequency ν− of the stripline-driven transition shifts by

up to 13 MHz when m̂ is driven to large amplitude, and follows a path qualitatively similar

to ∆VMR. The maximum shift in ν− corresponds to a decrease in the NV-axial magnetic

field of 0.5 mT, as expected for the reduced average magnetization. This is a large fraction

of the estimated 2.4 mT total stray field [223], corresponding to an in-plane precession angle
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≈ 60◦ that is within 10% of the value (55◦) estimated from ∆VMR in Fig. 2.4(a). We suspect

the observed differences in line shape between (a) and (b) arise from the spatial structure

of the actual (non-uniform) spin wave, which should change when the system is driven to

a large-amplitude, nonlinear regime; in general, the stray field at the NV should respond

differently to such changes than the device’s overall resistance.

More compellingly, we can drive the NV transition using only the Py layer’s stray field.

Figure 2.4(b) shows a similar set of measurements in the absence of stripline current, with

µ0H0 tuned to 29.6 mT, such that νFMR ≈ ν−. Above I0 = 4.3 mA, a PL dip (corresponding

to field-driven transitions) appears at twice ν−, as expected for parametric oscillations at half

the drive frequency. Figure 2.4(c) shows the contrast and linewidth of this PL dip for a wider

bias range, illustrating a sharp threshold at I0 = 4.3 mA. This measured PL response pro-

vides unambiguous evidence of ST anti-damping and large-amplitude, parametrically driven

oscillations. We note that details such as the precise threshold current and shapes of the

bias dependences in (c), depend somewhat on H⃗I , which slightly tunes the NV and FMR

frequencies.

In Fig. 2.5, we map out the parametrically driven phase space of (a) ∆VMR, and (b) PL

under the same conditions as Fig. 2.4. For this larger drive, new features appear above the

primary parametric ∆VMR peak, which we tentatively attribute to higher order spin wave

modes [225]. Of interest, the Py-driven PL feature near 2ν− from Fig. 2.4(b) extends over a

wide range of fields, consistent with the presence of these higher-frequency transport features.

At this larger drive, we observe a residual directly-driven precession amplitude up to

∼ 14◦ at νFMR in the transport data (Fig. 2.5(a)). Despite this, we observe no evidence of

spin flips at νFMR in the PL spectra of Fig. 2.5(b), contrasting what is ubiquitously observed

near extended films [209–213]. We tentatively attribute this to the reduced density of states

in our confined geometry, which acts to suppress multi-magnon up-conversion processes.

Finally, as shown in the inset, the Py-driven spin resonance splits by up to ∼60 MHz at

some fields. The nature of this splitting will be the subject of future work, but we suspect it

is due to the presence of quasistable magnetic modes [226,227] having different average stray

fields. Notably, information about these dynamics are not apparent in (a), highlighting this

technique’s potential to provide qualitatively new information.
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2.5 Strongly Damped Magnetization

The associated NV spin relaxation rates Γ± can also probe the local field noise, providing

some information about the thermal occupancy of spin wave modes [106,213]. Stated briefly,

the noise spectral density S⊥ of the stray field perpendicular to the NV axis (units of T2/Hz)

should have the form

S⊥(ν,H0) =
∑︂
k

n̄(νk(H0))Pk(ν,H0)fk, (2.1)

where n̄(νk) is the thermal occupancy of the spin wave mode having wavenumber k and

frequency νk, fk is a constant converting magnon number to field noise power, and Pk(ν,H0)

is a density function describing how this power is spread over the frequency domain (peaked

at νk). In the presence of S⊥, the NV spin relaxation rate Γ(ν) increases from its nominal

value Γ0 ∼ 60 Hz [223] to a value

Γ(ν) = Γ0 +
γ2NV

2
S⊥, (2.2)

where γNV is the gyromagnetic ratio of the NV spin. Figure 2.6(a) shows the measured [223]

relaxation rates Γ± for varied field H0, along with ν± and νFMR below. Qualitatively similarly

to extended YIG films [213], the largest relaxation occurs when when ν± is just above νFMR,

with peak value determined by the balance of n̄, Pk, fk (which takes the largest value

when 2π/|k| is comparable to the NV-wire distance), and the density of spin wave states.

In contrast to Ref. [213], spin-transfer damping (and antidamping) in this confined metallic

system should completely dominate over Joule heating (the nanowire temperature changes at

most by ∼5 K [223]), enabling strong modification of the thermal fluctuations. Figure 2.6(b)

shows how Γ± varies with I0 (while simultaneously compensating H⃗I to fix νFMR); the weaker

I0-generated field at the NV leads to modest shifts of ν± in Fig. 2.6(d). Both relaxation

rates significantly decrease for negative current (damping), indicating a strong suppression

of stray field noise, and increase for positive current (antidamping). Naively assuming these

changes arise entirely from n̄(ν±), and that the action of damping is to modify the effective

magnetic temperature Teff [106,213], the observed change in Γ− corresponds to ST cooling to

Teff ∼ 150 K at I0 = −4.08 mA. However, the probe frequencies ν± drift with I0 and the ST



2.5. STRONGLY DAMPED MAGNETIZATION 35

Γ 
(k

Hz
)

0

2

4

In-plane field (mT)
10 2015 25

Γ+

Γ-
Γ0

- Γ0
+

Γ 
(k

Hz
)

1

10

20

2

5
Γ′+

Γ′-

Γ+

Γ-

Fr
eq

ue
nc

y 
(G

Hz
)

1

2

3

4

Applied field, μ0H0 (mT)
20 30

Current, I0 (mA)
-5 -2.5 0 2.5 5

Γ′ 
(k

Hz
)4

5

3

2

1

a b

c d
ν+

ν-

νFMR

ν+

ν-

νFMR

Figure 2.6: Spin relaxometry under bias. (a) Measured relaxation rates Γ± versus applied
field, with bias I0=0. Also shown is the internal rates Γ0

±. (b) Measured Γ± for varied I0
(solid lines), adjusting µ0H0 (nominally 16.5 mT at I0 = 0, white line in (c)) to ensure
νFMR remains constant to within the shown error (shading on red line in (d)). Dashed lines
are estimated rates Γ′

± in the absence of ST effects, with absolute bounds shown as dotted
lines. (c)-(d) Comparison of ν± and νFMR (curves) with reconstructed estimate of Γ′ (color
plots) [223].



36 CHAPTER 2. PROBING A SPIN TRANSFER CONTROLLED NANOWIRE

damping broadens the peak in S⊥. A model combining these effects with the observed field-

dependence in Fig. 2.6(a) [223] produces the “spin transfer free” relaxation rate estimates

Γ′
± shown in Fig. 2.6(b) and the color scale in the lower panels of (a) and (b). Importantly,

the expected changes are much smaller (and have the opposite trend), suggesting that our

estimate of Teff might represent an upper bound. We note that, in this geometry, we could

not extract trustworthy parameters from FMR at maximum damping, highlighting the utility

of the NV as an independent probe.

2.6 Conclusions

The NV PL spectrum provides qualitatively different information about magnetic nanocir-

cuits than is provided by traditional transport measurements. We demonstrated parametric

magnetic oscillations controlled by ST effects, and that ESR transitions can be driven entirely

by a local magnetization. The latter technique may potentially facilitate fast, low-power con-

trol of NV spins, and the nonlinear dynamics involved could, e.g., be used to amplify incident

fields [207]. We also observe large changes in the NV spin relaxation time when subjecting

the magnetic element to ST damping, consistent with magnon cooling to well below ambient

temperatures. Finally, we note that the demonstrated stray field coupling between the NV

and spin wave modes is quite large. Of note, Fig. 2.6(a) exhibits a maximal Γ at 15.5 mT,

where ν− corresponds to a room-temperature magnon occupancy ∼2500, meaning the noise

S⊥,ZPF generated by the ferromagnetic zero-point fluctuations would set Γ ∼1 Hz. This

value is comparable to the intrinsic relaxation rates of bulk NV’s at low temperature [228],

suggesting it might be feasible to resolve the quantum fluctuations of a magnetic nanocircuit.
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2.7 Device fabrication

We fabricate an 8-µm-long × 417-nm-wide Py (Ni81Fe19) / Pt nanowire (layer thicknesses

tPy = 10 nm and tPt = 10 nm) on CVD-grown, electronic grade diamond (Element Six),

as shown in Fig. 1 of the main text. Prior to depositing the nanowire, we relieve strain

and smooth the diamond surface to ∼0.2 nm-rms over micron length scales (∼0.05 nm-rms

over smaller scales) with Ar/Cl2 etching [229], then create a layer of NV centers 75±15 nm

below the surface with 15N+ implantation (60 keV, Innovion Corp.) and high-temperature

annealing [230]. A subsequent Ar/O2 plasma etch (20 mTorr, 35 sccm Ar, 10 sccm O2, 108

W RF for 45 sec; etches 20 nm/min) removes contaminants and reduces the NV depth to

60±15 nm. To remove any residual graphitized carbon and oxygen-terminate the surface,

we perform a final clean in a boiling 1:1:1 mixture of nitric, perchloric, and sulfuric acid at

200◦ C for 1 hour. The Py/Pt nanowire is deposited with e-beam lithography, sputtering,

and liftoff1. We then deposit Ti (10 nm) / Au (50 nm) macroscopic leads and a microwave

stripline (10 µm wide, 17 µm center-to-center distance) using photolithography, and finally

connect the leads to the nanowire with another e-beam liftoff (Ti (10 nm) / Au (70 nm)

evaporated). The contacts leave an “active” region of length 5.2 µm exposed.

2.8 NV measurements

2.8.1 Single NV identification and isolation

We focus on an NV center (“NVA”) having the strongest stray field coupling. However, this

NV is positioned near a second NV “NVB”, that provides an additional small photolumi-

nescence (PL) signal. As described below, we identify these two NVs using a combination

1Note we recommend a more directional deposition (e.g., evaporation) to eliminate edge burrs and improve
liftoff yield, though this might come at the expense of reduced film quality. One can also pattern sputtered
films (e.g., with an ion mill), but it remains to be seen how such a process affects the optical properties of
the diamond substrate.

37
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of electron spin resonance (ESR) spectroscopy and photon correlation measurements, taking

advantage of their different symmetry axes to isolate signals from NVA.

The two NVs are both associated with the single bright emission spot shown in Fig. 1(b)

of the main text. With the 532 nm excitation focused on this spot, we observe ESR spectra

indicating the presence of NVs having two different orientations. Figure 2.7 shows two ESR

spectra taken with a 6 mT magnetic field oriented 35◦ from the diamond surface in the xz and

yz planes, such that it is aligned with one of the allowed <111> crystallographic orientations

of the diamond bonds (i.e., along one of the allowed NV symmetry axes). Dips in PL are

associated with driving the NV from its ms = 0 spin projection to ms = ±1, occurring at

frequencies ν± (nominally ν+ = ν− = 2.87 GHz at zero field). The deepest photoluminescence

dip in both spectra is associated with ms = 0 → −1 transition of the better-coupled NV

center (NVA), mostly because the polarization of the 532 nm excitation is perpendicular to

the NVA symmetry axis. This transition shows the largest magnetic field dependence when

the field is in the yz plane, parallel to NVA (corresponding to the arrow in Fig. 1(a) of the

main text), while the shallower ms = 0 → −1 transition of NVB shows the largest deviation

with the field aligned in the xz plane. Note that the ms = 0 → +1 transition of NVA is barely

visible above the noise in each spectrum, due to imperfect power coupling to our stripline at

the higher frequencies (this is also why we do not see the ms = 0 → +1 transition for NVB

in these spectra). In principle, there could be multiple NVs creating the observed spectra,

but the total photon count rate is approximately what we expect for two NVs. Moreover,

because the emission spot is close to the magnetic nanowire, in a region of high magnetic

field gradient, NVs with the same orientation would be expected to show distinct ESR lines.

We see no evidence of unexpected dips under any conditions, lending additional credence to

the identification of two NVs.

To further verify our interpretation that only two NV centers are co-located within

the emission spot, we perform photon correlation measurements to estimate the number

of contributing emitters. The second order correlation function g(2)(τ) was measured with

a Hanbury-Brown-Twiss setup, using a fiber beam-splitter and two single photon count-

ing modules. A time-correlated single photon counting system (PicoHarp 300) was used to

measure the histogram of times between two consecutive photons. Such a normalized dis-
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tribution can be interpreted as a measurement of g(2)(τ), as long as τ is much smaller than

the mean time between two detection events (for us, τ ≪ 1/count rate= (30 kcounts/s)−1

≈ 33 µs) [231]. We measure a background count rate (on a dark area of the sample) of ≈

3 kcounts/s, which we subtract from our data before analysis.

Our data shows a clear anti-bunching signature at short times (see Fig. 2.8), characteristic

of a small number of quantum emitters, and slight bunching at longer times, associated with

metastable states in the emitters. To quantify g(2)(0) requires that we appropriately normalize

the data. Merely setting the long-time value to 1 is problematic because of the exponential

decay associated with the fact that we are not directly measuring the correlation function

but a histogram of times between photons. Indeed, we observed such an exponential decays

for g(2)(τ) measured with attenuated laser light. We thus compensate for the decay by fitting

an exponential with a decay constant τ , e−t/τ to the data from 1 µs onward. Multiplying the

full spectrum of data points by et/τ corrects for the exponential decay, and allows us to used

the long-time value for our normalization. We then use a three level model to fit the curve

to the function [232]:

g(2)(τ) = c1

(︂
1 + c2e

− τ
τ1 + c3e

− τ
τ2

)︂
, (2.3)

where c1,2,3 are scaling factors and τ1,2 correspond to the lifetimes of the involved NV states.

We find that g(2)(0) = 1+c2+c3 = 0.45±0.01, consistent with two co-located emitters, where

one is slightly better coupled to our optical excitation/collection path than the other.

In our measurements, we isolate NVA from NVB by taking advantage of their different

orientations. For ESR measurements (such as in Fig. 3 of the main text), the transitions of

NVA and NVB are spectrally resolved. Moreover, we align the polarization of the 532 nm

illumination to preferentially excite NVA, reducing photoluminescence from NVB; we also

work in magnetic fields aligned with NVA, which reduces the ESR contrast of NVB. As a

result, the resonances from NVB are only weakly visible in the spin resonance data shown in

Fig. 4(b) of the main text. For spin relaxation measurements, we use π pulses tuned to the

transitions of NVA to isolate its relaxation rates from those of NVB, as described in further

detail below.
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Figure 2.7: ESR measurement of the probed spot in Fig. 1(b) of the main text, showing PL
dips associated with two NV centers.
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Figure 2.8: g(2)(τ) correlation measurement of the studied emission spot, with
g(2)(0)=0.45±0.01.
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2.8.2 Extracting spin relaxation rates

We extract the two relaxation rates Γ± for NVA by initializing the spin into the three spin

projections ms = −1, 0, 1, observing its relaxation via photoluminescence measurements, and

fitting our data to a rate equation model.

We prepare the spin projections using a 0.4 mW pulse of 532 nm excitation, which op-

tically pumps both NVA and NVB into ms = 0; to prepare ms = ±1, we then apply a π

pulse of microwaves tuned to the NVA spin transitions for durations of 50-200 ns, chosen to

maximize the contrast of a Rabi sequence. These π pulses are far off resonance with NVB, so

it remains in ms = 0. After a variable delay of duration τ , we again apply a pulse of 532 nm

excitation and observe photoluminescence counts, which are higher for ms = 0 states than

for ms = ±1. In the end, we record three photoluminescence traces: f0(τ), f+(τ), and f−(τ),

where the subscript indicates the spin state into which NVA was initialized.

Since these photoluminescence traces include emission from both NVA and NVB, we

consider the differences in the photoluminescence traces d−(τ) = f0(τ) − f−(τ) and d+(τ) =

f0(τ) − f+(τ). Because NVB is prepared in the same way for all three initializations, its

(possibly τ -dependent) photoluminescence is eliminated in the data sets d±(τ), as is any

background photoluminescence not associated with NVA.

We then simultaneously fit d−(τ) and d+(τ) to a rate equation model for spin relaxation:

dp−(t)

dt
= Γ− (p0(t) − p−(t))

dp+(t)

dt
= Γ+ (p0(t) − p+(t))

dp0(t)

dt
= −(Γ− + Γ+)p0(t) + Γ−p−(t) + Γ+p+(t), (2.4)

where pm(t) is the population of NVA in spin state m and Γ± are the relaxation rates on

the ms = 0 ↔ ms = ±1 transitions. We also considered double quantum relaxation between

ms = ±1 states, but our fits revealed that this rate was insignificant. The fit functions for

d±(τ) are found by calculating the population in ms = 0 for three different spin initializations,

p0(τ)(m) (where the superscript indicates the initial state), and subtracting to reconstruct a

signal proportional to d±(τ) ∝ p0(τ)(0) − p0(τ)(±). Note that this proportionality holds
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even for imperfect optical pumping and imperfect π pulses – low fidelity initialization and

incomplete π pulses reduce the contrast of our signals, but not their time dependence. We

can thus fit d±(τ) to A
(︁
p0(τ)(0) − p0(τ)(±)

)︁
, where A is an unknown fitting parameter, and

extract the two relaxation rates Γ±.

2.9 Magnetic field calibration

We apply static magnetic fields using a permanent magnet (K&J magnetics, D42-N52)

mounted on a three-axis translation stage equipped with closed-loop motorized actuators

(CONEX-TRB25CC). The 25mm range of motion permits us to apply magnetic fields up to

90 mT oriented along the NV symmetry axis.

To calibrate the relationship between the actuator position and the applied magnetic

field, we exploit the field-dependent photoluminescence of the NV center [233]. Essentially,

NV photoluminescence is maximized when the magnetic field is parallel to its symmetry axis,

with heightened sensitivity near the ground- and excited-state level anti-crossings near 103

mT and 51 mT, respectively. Following the procedure described in Ref. [210], we measure

the photoluminescence of an NV as a function of the position of the permanent magnet.

From this data, we can extract the controller coordinates that bring the NV center to the

excited state level anti-crossing (51 mT) and align the magnetic field with the NV axis. We

then model the stray field of the permanent magnet using RADIA [234] and determine the

position (relative to the permanent magnet origin) where the stray field is 51 mT aligned with

the NV axis. This provides a coordinate transformation between our controller position and

the model. We can then use the RADIA model to roughly predict the field as a function of

controller position. We design a trajectory for the magnet that should maintain the magnetic

field along the NV axis or at a defined angle relative to that axis.

This calibration procedure gives only an approximation of the magnetic field due to

potential inaccuracy of the RADIA model and possible misalignment between the (nominally

aligned) coordinate axes of our sample and the controller axes. We therefore use NV electron

spin resonance (ESR) measurements to determine the actual magnetic field taken along the

trajectories used in our experiments. Note that these measurements were taken after the
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device magnetization disappeared (see Sec. 2.12.4), so the NV experiences only the applied

magnetic field. We fit the ESR spectra to extract the transition frequencies ν±. From the

linear and quadratic Zeeman effects, we can determine the on- and off-axis components of

the magnetic field [210], and thus calculate its magnitude. Figure 2.9(a) shows the difference

between the extracted and expected field magnitudes as a function of the expected field

predicted by the RADIA model. These values are found using an NV g-factor of 2.0030(3) and

a zero field splitting of 2.870(2) GHz, consistent with our observed splittings and literature

values [196,235]. The solid red curve is a sixth order polynomial interpolating function used

to rescale the magnitudes of the magnetic fields in the data presented in the main text.

Figure 2.9(b) shows the extracted angle of the magnetic field, which is poorly constrained by

these measurements; due to the good ESR contrast observed over the entire magnetic field

scan at θ = 0◦ in Fig. 4(b) of the main text, and the strong suppression of directly-driven

FMR at θ = 0◦, we believe the angular alignment is good to within a couple of degrees.
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2.10 Spin transfer control and magnetoresistive read-

out

We control the magnetization of the Py layer with current I(t) in the nanowire, which provides

two torques. First, as indicated in Fig. 1(a) of the main text, the current density JPt in the

Pt layer produces a spin current density Js = θSHJPt (where θSH is Pt’s spin Hall angle),

polarized along ŷ and travelling along ẑ [236]. A fraction η of these spins are absorbed by the

Py layer (ηθSH = 0.055 [224]), thereby applying an areal spin transfer torque (STT) density

at the Py interface, or an effective per-volume torque density (N·m/m3)

T⃗ STT =
ℏηθSHJPt

2etPy
m̂× (m̂× ŷ) , (2.5)

where the unit vector m̂ = mxx̂+myŷ +mz ẑ represents the orientation of the local magne-

tization. Second, the current in the wire generates a magnetic field H⃗I in the Py layer, with

a torque (volume) density

T⃗HI
= µ0MsH⃗I × m̂, (2.6)

where Ms is the Py saturation magnetization. Changes in the magnetization can then be

read out via the device’s resistance, which varies approximately2 as

R = R0(1 + δAMRm
2
x), (2.7)

where R0 = 237 Ω is the wire’s unbiased resistance at mx = 0, and R0δAMR ≈ 0.2 mΩ is

the change due to anisotropic magnetoresistance (AMR) from the fraction of current flowing

through the Py layer (measured by monitoring R while sweeping the field).

To verify device functionality, we perform spin transfer ferromagnetic resonance (ST-

FMR) similar to that of Ref. [224]. To briefly summarize, a current I(t) = I0+IRF cos(2πνNWt)

(with DC bias I0, “radio frequency” (RF) amplitude IRF, and frequency νNW) driving coher-

ent resistance oscillations R(t) = R0 + ∆R0 + ∆RRF cos(νNWt+ψ) (for constant offset ∆R0,

2This assumes mz ≪ mx, which is justified by the calculations and simulations in Sec. 2.12.
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amplitude ∆RRF, and phase ψ) will generate a time-averaged voltage change

∆V = I0∆R0 +
1

2
IRF∆RRF cosψ (2.8)

that can be read out with a lock-in technique (see Sec. 2.11.2). This voltage comprises

a resonant magnetoresistance signal ∆VMR (estimated for a macrospin in Sec. 2.12) and a

broad background due to Joule heating (useful for estimating IRF, as discussed in Sec. 2.11)

that is subtracted from all presented spectra.

2.11 Joule heating background, differential resistance,

and RF current calibration

When a time-dependent current passes through a resistive wire, it dissipates a time-dependent

power, thereby heating the sample and causing a time-dependent change in resistance. In

general, this nonlinear response can generate a static voltage ⟨V ⟩ across the resistor. Here

we develop a framework for quantifying this effect, and show how it can be used to provide

a reasonable estimate of the RF current flowing through our nanowires. This calibration

considers RF temperature oscillations not included in (e.g.) Tshitoyan et al [237], which are

especially relevant when the substrate is highly thermally conductive.

2.11.1 Derivation of Joule heating mixdown voltage

In general, the instantaneous voltage V will depend on current I and the change in temper-

ature ∆T . For small I and ∆T , we can Taylor expand to 3rd order:

V ≈ (∂IV ) I + (∂TV ) ∆T (2.9)

+
1

2

(︁
∂2IV

)︁
I2 + (∂T∂IV ) I∆T +

1

2

(︁
∂2TV

)︁
∆T 2 (2.10)

+
1

6

(︁
∂3IV

)︁
I3 +

1

2

(︁
∂T∂

2
IV
)︁
I2∆T +

1

2

(︁
∂2T∂IV

)︁
I∆T 2 +

1

6

(︁
∂3TV

)︁
∆T 3, (2.11)
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where all of the parenthetical factors are constants of the system determined by the resistor’s

geometry, materials, and thermal anchoring. We simplify this with the following assumptions:

1. In the absence of temperature change, the resistor responds linearly. This means the

terms (red) having no temperature dependence ∂2IV = ∂3IV = 0; as a result, ∂T∂
2
IV = 0

as well.

2. Changing the temperature does not on its own generate a voltage. This means the

current-independent terms ∂TV = ∂2TV = ∂3TV = 0 (teal).

3. The temperature change ∆T ∼ I2 to lowest order, meaning the penultimate term (blue)

is of order I5 and can be dropped.3

Under these assumptions,

V → (∂IV ) I + (∂T∂IV ) I∆T. (2.12)

The first term is the heat-free linear response of the resistor, with the constant ∂IV being

the resistance near I = 0. We emphasize that ∂IV is a constant that does not depend on I or

∆T (all differentials in Eq. 2.12 are evaluated at I = ∆T = 0) and is qualitatively different

from laboratory measurements commonly referred to as “differential resistance”, wherein the

current is slowly modulated and the resulting voltage modulations are recorded (see Section

2.11.2).

The second term is the Joule heating nonlinearity of interest; an “extra” voltage can be

generated from this term only if there is both a current and a temperature change. For

example, if I = I0 is some constant value, this will heat the sample, causing ∆T > 0, which

raises the resistance by (∂T∂IV ) ∆T , at which point I0 produces an additional voltage. If I

changes slowly enough with time that the system remains in steady state, it is this term that

is responsible for a bias dependence in a low-frequency differential resistance measurement

(see Sec. 2.11.2).

We eliminate temperature ∆T by assuming small enough changes that ∆T responds

linearly to the applied power P . In this limit, an oscillatory component in the power P1 cosωt

3In systems having a more significant Peltier effect (e.g., some spin valves), this should not be dropped.
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of amplitude P1 and frequency ω will induce a temperature change

∆T = [X(ω) cosωt+ Y (ω) sinωt]P1, (2.13)

where X(ω) and Y (ω) (units of K/W) represent the thermal transfer function of the wire,

capturing the magnitude and phase shift of the thermal response.4 In our experiments, we

apply a current of the form

I = I0 + I1 cosωt, (2.14)

for constants I0, I1 and frequency ω, such that the instantaneous power is, to leading order

(again assuming negligible Peltier effects)

P (t) ≈ (I0 + I1 cosωt)2 (∂IV )

=

(︃
I20 +

1

2
I21 + 2I0I1 cosωt+

1

2
I21 cos 2ωt

)︃
(∂IV ) . (2.15)

This comprises a thermal drive at three frequencies (zero, ω, and 2ω) which, in this linear-

response limit, can be treated separately. As such, the temperature

∆T ≈ P0X0 + P1X(ω) cosωt+ P1Y (ω) sinωt+ P2X(2ω) cos 2ωt+ P2Y (2ω) sin 2ωt (2.16)

with

P0 ≡
(︃
I20 +

1

2
I21

)︃
(∂IV ) (2.17)

P1 ≡ (2I0I1) (∂IV ) (2.18)

P2 ≡
(︃

1

2
I21

)︃
(∂IV ) . (2.19)

4We choose this quadrature formulation of the transfer function over the “usual” complex one due to the
nonlinear operations in the rest of the analysis. The quadrature basis is also very convenient for calculating
the mixdown voltage, which requires only the in-phase component X(ω).
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Plugging Eq. 2.16 into the voltage expansion of Eq. 2.12,

V ≈ (∂IV ) (I0 + I1 cosωt) (2.20)

+ (∂T∂IV ) (I0 + I1 cosωt) (P0X(0)) (2.21)

+ (∂T∂IV ) (I0 + I1 cosωt) (P1X(ω) cosωt+ P1Y (ω) sinωt) (2.22)

+ (∂T∂IV ) (I0 + I1 cosωt) (P2X(2ω) cos 2ωt+ P2Y (2ω) sin 2ωt) . (2.23)

Taking a time-average yields

⟨V ⟩ = (∂IV ) I0 + (∂T∂IV )

(︃
I0P0X(0) +

1

2
I1P1X(ω)

)︃
= I0 (∂IV )

(︃
1 + χ(0)I20 +

1

2
[χ(0) + 2χ(ω)] I21

)︃
(2.24)

where we have defined a fractional resistance change transfer function

χ(ω) ≡ (∂T∂IV )X(ω) (2.25)

for brevity (units of 1/mA2). The first term is Ohm’s law and the second is the steady state

heating due to DC current. The third term is the response to an RF drive, and is responsible

for large backgrounds observed in FMR (see Sec. 2.11.2). Importantly, this comprises two

terms, the first (χ(0)) arising from the time-averaged power absorbed by the wire, and the

second (χ(ω)) arising from the heat-induced resistance oscillations at ω mixing with the drive

current.

2.11.2 Differential resistance and estimation of RF current

We now discuss a means of interpreting the signal from a lock-in-based differential resistance

measurement in the presence of DC and RF current. Section 2.11.2 discusses a “traditional”

continuous-wave lock-in approach, and Sec. 2.11.2 discusses an impulse method that happens

to be easier with our apparatus. Section 2.11.2 then discusses a means of using the observed

voltages in these measurements to estimate the RF current flowing through the device.



2.11. CURRENT CALIBRATION USING THERMAL VOLTAGE 49

Traditional lock-in readout

When “differential resistance” is measured using a lock-in technique, the bias is modulated,

such that the current

I0 → I0 + Im cosωmt, (2.26)

where Im is the lock-in’s modulation amplitude, and ωm ≪ ω is the modulation frequency

(typically chosen to be low enough that the device remains in steady state). In this case, the

voltage (Eq. 2.24) becomes

⟨V ⟩ → (∂IV ) (I0 + Im cosωmt)

(︃
1 + χ(0) (I0 + Im cosωmt)

2 +
1

2
[χ(0) + 2χ(ω)] I21

)︃
(2.27)

= ...+ (∂IV )

(︃
ILI + χ(0)

[︃
3I20Im +

3

4
I3LI

]︃
+ Im

[︃
1

2
χ(0) + χ(ω)

]︃
I21

)︃
cosωmt (2.28)

where we have lumped all terms not contributing to the measured amplitude at ωm into “...”

for brevity, and used the identity

cos3 ωmt =
3

4
cosωmt+

1

4
cos 3ωmt. (2.29)

The lock-in measurement demodulates at ωm to record the response amplitude, which is then

divided by Im to define a “differential resistance”

Rdiff ≡ (∂IV )

(︃
1 + χ(0)

[︃
3I20 +

3

4
I2m

]︃
+

[︃
1

2
χ(0) + χ(ω)

]︃
I21

)︃
. (2.30)

Note this result agrees with Eq. 2.24 in the low-frequency limit χ(ω) → χ(0), but here we

can see how the presence of RF current will alter this signal.
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Impulse readout

In our experiment, we employ an impulse readout of Rdiff wherein the amplitude of the

modulation is slowly increased to its maximum value and then decreased to zero as

I0 → I0 + Is(t) (2.31)

Is(t) ≡ Im sin2
(︂ωm

2N
t
)︂

sin (ωmt) (2.32)

=
Im
4

(︃
2 sin (ωmt) − sin

[︃
ωm

(︃
1 +

1

N

)︃
t

]︃
+ sin

[︃
ωm

(︃
1 +

1

N

)︃
t

]︃)︃
, (2.33)

where N is a large integer. We have expanded Is in the last line to highlight that this

waveform includes only 3 frequencies near ωm, which helps minimize artifacts associated

with abrupt changes in current. Similar to the continuous-wave measurement, the device

responds adiabatically for sufficiently small ωm, and the low-frequency voltage becomes

⟨V ⟩ → V0 + Vs(t) (2.34)

= (∂IV ) (I0 + Is(t))

(︃
1 + χ(0) (I0 + Is(t))

2 +

[︃
1

2
χ(0) + χ(ω)

]︃
I21

)︃
= (∂IV )

(︃
DC +

(︃
1 + 3χ(0)I20 +

[︃
1

2
χ(0) + χ(ω)

]︃
I21

)︃
Is + 3χ(0)I0I

2
s + χ(0)I3s

)︃
,

(2.35)

where “DC” contains all time-independent terms. We then extract a similar “differential re-

sistance” Rdiff,s by taking an overlap with the injected impulse Is(t) to extract a (normalized)

“in-phase” response amplitude

Rdiff,s =
1

Im
×
∫︁ 2πN/ω

0
[V0 + Vs(t)] Is(t)dt∫︁ 2πN/ω

0
I2s (t)dt

(2.36)

=
8

3πNI3m

∫︂ 2πN/ω

0

Vs(t)Is(t)dt. (2.37)

By symmetry, the even powers of Is in Eq. 2.35 vanish, leaving behind

Rdiff,s = (∂IV )

(︃
1 + χ(0)

(︃
3I20 +

35

64
I2m

)︃
+

[︃
1

2
χ(0) + χ(ω)

]︃
I21

)︃
. (2.38)
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In practice, the measured value of Rdiff,i does not depend on frequency below ∼ 300

Hz (limited in our case by the low-pass action of our bias-T), which allows us to estimate

χ(0) from the bias-dependence of Rdiff,i in the absence of RF current (I1 = 0). Figure 2.10

shows a measurement of Rdiff,i(I0), with ωm = 2π×265 Hz. The data is well-fit by Eq. 2.38

(with a small offset bias Ioff = −15 ± 1 µA), from which we extract ∂IV = 237.3 ± 0.3 Ω,

χ(0) = 5.3085±0.004×10−4 mA−2. The small offset current is likely due to a combination of

non-ideal electronics and Peltier effects associated with asymmetric contacts to our nanowire

on chip. In the present experiment, this offset leads to at most a few-percent error in our

calibration of I1 (discussed below), along with a small, smoothly-varying background signal

in our ferromagnetic resonance measurements of up to ∼5 µV at low frequencies. The

associated correction, which does not affect the central conclusions of the present work, will

be the subject future work.

Maximum change in wire temperature (including the green laser)

In the presence of only DC bias, Eq. 2.24 simplifies to

⟨V ⟩ → (∂IV ) (I0)
(︁
1 + χ(0)I20

)︁
, (2.39)

such that the DC resistance

⟨V ⟩
I0

= (∂IV ) + (∂IV )χ(0)I20 (2.40)

= R0 +R0α∆T, (2.41)

where α is the temperature coefficient of resistance. From this, we identify

R0 = ∂IV (2.42)

∆T =
χ(0)I20
α

(2.43)

Using the above fit values and using the Pt coefficient α ≳ 0.003 K−1 as a lower bound, we

place an upper bound on the maximum Joule heating temperature change ∆T ≲ 5 K for our
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Figure 2.9: (a) Magnetic field magnitude (as determined by ESR measurements), relative to
the expected magnetic field (as calculated by RADIA). Red curve is a sixth order polynomial
fit used to rescale the magnetic field values in the main text. (b) Off-axis angle of the magnetic
field as a function of magnitude. The (large) error bars represent systematic uncertainties in
our system parameters.

Figure 2.10: Measured impulse differential resistance Rdiff,i versus DC bias I0 with mod-
ulation amplitude Im = 81.5 µA, modulation frequency ωm = 2π × 265 Hz, N = 53
periods per impulse, and no RF current (I1 = 0). Solid red curve is a fit to the form
Rdiff,s = (∂IV )

(︁
1 + χ(0)35

64
I2m + 3χ(0) (I0 − Ioff)2

)︁
, with fit parameters ∂IV = 237.3 ± 0.3 Ω,

χ(0) = 5.3085 ± 0.004 × 10−4 mA−2, and offset current Ioff = −15 ± 1 µA. Uncertainty on
χ(0) and Ioff are statistical, and the uncertainty on ∂IV is systematic, due to uncertainty
in series resistors leading to the sample. Note this measured ∂IV includes the resistances
of everything after the bias-T, including a circuit board, wire bonds, and on-chip leads /
contacts, so this is an upper bound on the wire resistance.
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bias range (I0 < 5 mA).

We can also use the resistance to place a bound on the local heating from our green ex-

citation laser. Centering a 2 mW continuous beam on a similar nanowire (260 nm wide, 5.2

µm active region length, R0 = 545 Ω) produces a resistance change of 0.7 Ω, corresponding

to an average temperature change ≲ 0.4 K. If we assume all of this heat remains confined to

within the 280-nm-wide green spot, the local temperature change would be ≲ 8 K. Addition-

ally, the maximum continuous power we apply for this study is 0.4 mW, so a more accurate

upper bound is ≲ 1.6 K. Finally, while addressing the NV, the beam is focused 400 nm away

from the center of the wire, further reducing the expected heating. We corroborate this by

performing FMR with and without the full 2 mW centered on the wire, observing identical

spectra (within our statistical noise).

Estimating RF current from rectified voltage

Knowing χ(0), we can, in principle, use the measured rectified voltage (Eq. 2.24 rewritten)

⟨V ⟩ = I0 (∂IV )

(︃
1 + χ(0)I20 +

1

2
[χ(0) + 2χ(ω)] I21

)︃
(2.44)

to estimate the RF current I1. Figure 2.11(a) shows a “typical” spectrum of just the RF-

induced rectified voltage

∆⟨V ⟩ = ⟨V ⟩ − [⟨V ⟩]I1=0

=
1

2
(∂IV ) [χ(0) + 2χ(ω)] I0I

2
1 (2.45)

as recorded with a chopped lock-in technique at 265 Hz [216]5, with a bias I0 = −2.04 mA,

a nominal power -5 dBm (∼ 0.5 mA into the nanowire), and field µ0H0 =20.6 mT applied

along an in-plane angle θ = 5◦ (orange) and 0◦ (blue) from the wire’s long axis and 35◦ out

of plane. Under these conditions, the magnetization dynamics are heavily damped, and the

magnetization is saturated approximately along the in-plane short axis (ŷ) of the nanowire

5The only difference from Ref. [216] is that we employ a Wheatstone bridge on the low-frequency port
of our bias-T to eliminate common-mode noise from our current source, and use the “single-shot” readout
discussed in Sec. 2.11.2.



54 CHAPTER 2. PROBING A SPIN TRANSFER CONTROLLED NANOWIRE

5o 0o

5o
0o

a

b

c

Figure 2.11: Joule heating spectra. (a) “Typical” rectified voltage ⟨V ⟩ versus RF frequency
for bias I0 = −2.04 mA, nominal power -5 dBm (∼ 0.5 mA into the nanowire), and field
µ0H0 =20.6 mT applied a in-plane angle θ = 5◦ (orange) and 0◦ (blue) from the wire axis and
35◦ out of plane. The (heavily damped) magnetic resonance near 2.4 GHz should only appear
in the off-axis (θ = 5◦) case, and evidently represents at most a sub-percent contribution to
this signal. (b) Frequency-dependent output power used to compensate for losses in the
electronic components between the RF source and nanowire. (c) Ratio of the two curves in
(b), showing at most a few-percent difference between the compensation spectra.
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(canted a few degrees out of plane).

Importantly, this data was recorded after adjusting the output power at each frequency

(Fig. 2.11(b)) to ensure a frequency-independent ∆⟨V ⟩ at I0 = −4.08 mA, which allows us to

roughly compensate for the strongly frequency-dependent input coupling of our microwave

circuitry. Figure 2.11(c) shows the ratio of the powers in b, highlighting that the damped

ferromagnetic resonance feature, which should appear near 2.4 GHz in the θ = 5◦ spectrum,

represents at most a ∼1% correction. The high-frequency peak in Fig. 2.11(a) is a noise

feature owing to poor coupling near 4.7 GHz. The low-frequency tail is a bias-independent

feature that we suspect arises from electronics nonidealities and / or a small Peltier effect.

As such, we subtract it from all spectra in the main text. Its presence or absence from the

data does not quantitatively or qualitatively affect the conclusions of this work.

Having no reliable means of measuring the loss spectrum of our circuit board, wire bonds

(as connected to the sample), and microfabricated leads, we cannot use the measurement

in Fig. 2.11(a) to estimate χ(ω) directly. We can, however, still solve Eq. 2.45 for the RF

amplitude

I1 =

⌜⃓⃓⎷ 2∆⟨V ⟩

I0 (∂IV )χ(0)
(︂

1 + 2χ(ω)
χ(0)

)︂ , (2.46)

and, since we expect 0 < χ(ω) < χ(0) (i.e., χ is largest at ω = 0), we can constrain the RF

current I1 to the range √︄
2∆⟨V ⟩

3I0 (∂IV )χ(0)
< I1 <

√︄
2∆⟨V ⟩

I0 (∂IV )χ(0)
, (2.47)

representing a maximum systematic error of ±37%. However, the frequency dependence

of χ(ω) will impose a frequency-dependent systematic error, which can in principle skew

observed ferromagnetic resonance curves. In the following section, we improve upon this

estimate by simulating the thermal response of our wire on a diamond substrate.

2.11.3 Modeling the thermal transfer function for our wire

The goal of this section is to simulate the thermal response of our nanowire so that we may

more accurately estimate how the Joule-rectified voltage depends on the RF current and DC
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bias. Inspecting Eq. 2.46, the only quantity of which we do not have an independent measure

is the ratio χ(ω)/χ(0),6 which the following sections address.

Parallel resistor model

To model the thermal response of our multilayer nanowire to an oscillatory current, we first

must estimate the current carried by each layer. We model the Pt and Py layers of the wire

as two resistors connected in parallel, with values RPt and RPy, such that our total current

through the wire

I = I0 + I1 cosωt, (2.48)

is divided into layer currents

Ij =
R

Rj

(I0 + I1 cosωt) (2.49)

for j ∈ {Pt,Py}, where

R ≡ RPyRPt

RPy +RPt

(2.50)

is the total wire resistance. The dissipated power in each layer is then

Pj =
R2

Rj

(︁
I20 + 2I0I1 cosωt+ I21 cos2 ωt

)︁
. (2.51)

and the first harmonic has amplitude

Pj1 =
2I0I1R

2

Rj

, (2.52)

Importantly, Pj1 ∝ I1, so the ratio of first-harmonic amplitudes is

PPy1

PPt1

=
RPt

RPy

. (2.53)

With this oscillatory drive, we expect a steady state solution to cause a (time dependent)

6Recall the Fig. 2.11 provides the Joule-rectified voltage ∆⟨V ⟩, I0 is measured with a series resistor, and
(∂IV )χ(0) can be estimated as in Fig. 2.10.
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temperature change ∆Tj, such that the layer resistances

Rj = Rj0 (1 + αj∆Tj) (2.54)

where Ij is the layer current, Rj0 is the zero-heat layer resistance, and αj is the layer’s

temperature coefficient of resistance. The resistance of the combined nanowire is then

R = R0
(1 + αPt∆TPt) (1 + αPy∆TPy)

1 + R0

RPy
αPt∆TPt + R0

RPt
αPy∆TPy

(2.55)

with zero-heat total wire resistance

R0 ≡
RPy0RPt0

RPy0 +RPt0

. (2.56)

Assuming the resistance changes due to Joule heating are a small fraction of the zero-heating

values (αj∆Tj ≪ 1; see Fig. 2.10),

R ≈ R0 +
R2

0

RPt

αPt∆TPt +
R2

0

RPy

αPy∆TPy, (2.57)

and the power amplitudes in each layer (keeping only terms of order I2j ∼ ∆Tj) become

Pj ≈
R2

0

Rj0

(︁
I20 + 2I0I1 cosωt+ I21 cos2 ωt

)︁
. (2.58)

In the presence of these static and oscillatory powers, the layer temperature change

∆Tj = (Xj(0)Pj0 + Pj1 (Xj(ω) cosωt+ Yj(ω) sinωt) +Xj(2ω) cos 2ωt) (2.59)

Pj0 ≡
(︃
I20 +

1

2
I21

)︃
R2

0

Rj

(2.60)

Pj1 ≡ 2I0I1
R2

0

Rj

(2.61)

Pj2 ≡
1

2
I21
R2

0

Rj

, (2.62)

where Xj(ω) and Yj(ω) are the quadratures of the transfer function for each layer. The
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instantaneous total voltage is then

V = IR (2.63)

= R0 (I0 + I1 cosωt)

(︄
1 +

∑︂
j

R0

Rj

αjXj(0)Pj0

)︄
(2.64)

+R0 (I0 + I1 cosωt)

(︄∑︂
j

R0

Rj

αjPj1 (Xj(ω) cosωt+ Yj(ω) sinωt)

)︄
(2.65)

+R0 (I0 + I1 cosωt)

(︄∑︂
j

R0

Rj

αjXj(2ω) cos 2ωt

)︄
, (2.66)

and the time-averaged voltage can be written as

⟨V ⟩ = I0R0

(︃
1 + χ(0)I20 +

1

2
[χ(0) + 2χ(ω)] I21

)︃
(2.67)

with the total in-phase transfer function

χ(ω) ≡
∑︂
j

R3
0

R2
j

αjXj(ω)

=
R3

0

R2
Pt

αPtXPt(ω) +
R3

0

R2
Py

αPyXPy(ω). (2.68)

This formula is identical to that of the single-resistor case (Eq. 2.24 of Sec. 2.11.1, identifying

R0 = ∂IV ), except that χ(ω) is now a weighted average of the layers’ individual responses.

Not surprisingly, the weighting factors scale as αj, and increase as the layer resistance Rj is

reduced (when a larger fraction of the current flows through layer j). Additionally, for the

case of a single layer (of resistance R0, thermal coefficient α, and transfer function X), this

expression simplifies to χ(ω) → RαX(ω) and we can identify ∂T∂IV = R0α from Eq. 2.24,

as expected.

As mentioned above (see also Eq. 2.46), we are interested in the ratio

χ(ω)

χ(0)
=

(︃
XPt(ω)

XPt(0)

)︃
1 + ηXPy(ω)/XPt(ω)

1 + ηXPy(0)/XPt(0)
(2.69)

η =
R2

PtαPy

R2
PyαPt

.
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Assuming RPt/RPy = 0.325 [225] and αPy/αPt ∼ 1.33 for our system, η ∼ 0.15. As we will

show in the following section, XPy/XPt < 1 over the frequency range of interest, so we can

make a further approximation

χ(ω)

χ(0)
≈
(︃
XPt(ω)

XPt(0)

)︃(︃
1 + η

[︃
XPy(ω)

XPt(ω)
− XPy(0)

XPt(0)

]︃)︃
(2.70)

which illustrates the correction due to the presence of the Py layer is small (as discussed

below, it should be ≲ 3%). Nonetheless, we simulate both layers because there is not much

additional overhead.

Finite-element simulation

We perform finite-element simulations (COMSOL) of the nanowire’s active region (between

the contacts, where the current is concentrated) and the diamond substrate. Figure 2.12(a)

shows the simulated geometry, comprising a L × W × H diamond substrate (dimensions

varied with frequency as discussed below), upon which a 10 nm Py (bottom) / 10 nm Pt

(top) nanowire spanning 5.2 × 0.417 µm2 is positioned at the center. We assume the heat is

primarily dissipated in the constriction (the nanowire), and that the large-area connection to

diamond serves as the dominant heat sink in this system; as such we do not bother to include

the leads in this study. Including a “standard” convective heat loss of ∼25 W/m2K boundary

condition on all free surfaces does not significantly alter the results, nor does reducing the

mesh density along each axis by a factor of 2.

As per Eq. 2.53, we introduce an oscillatory power of amplitude PPt1=1017 W/m3 and

PPy1 = (RPy/RPt)PPt1 and frequency ω to the Pt and Py layers. We let the simulation

run until it converges to a steady state, then extract the in-phase (Xj, Fig. 2.12(b)) and

out-of-phase (Yj, Fig. 2.12(c)) amplitudes from the time-dependent temperatures Tj(t).
7

At lower frequencies, the temperature change penetrates further into the diamond, and

a larger diamond volume is required for the results to converge. At the lowest frequency

simulated (ω = 2π×265 Hz), for example, we employed the 0.8 mm × 0.8 mm × 0.4 mm

volume shown in Fig. 2.12(a), but a small deviation from adiabatic response is still evidenced

7Note this single-frequency method is significantly more efficient than performing an impulse response
when covering this many decades of frequency.
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Figure 2.12: Simulated thermal response of Py/Pt nanowire on diamond, assuming a wire
length l=5.2 µm, width w=417 nm, Pt and Py thicknesses h=10 nm, resistivities ρPt =
21.9 Ω-cm and ρPy = 65.2 Ω-cm. (a) Simulation volume for the low-frequency response (left)
and nanowire mesh (right). (b) In-phase temperature oscillation amplitude at the drive
frequency for the Pt (blue) and Py (orange) layer, for a drive power amplitude PPt1 = 1017

W/m3 and PPy1 = 0.336×1017 W/m3 in the Py layer. (c) Out-of-phase oscillation amplitude,
showing steady-state behavior at low frequencies (where the thermal penetration depth in the
diamond is much larger than the wire) and the onset of a lagged response at higher frequencies
(where the heat is confined to very near the wire). Inset shows χ(ω)/χ(0) (black) as well as

XPt(ω)/XPt(0) (red), XPy(ω)/XPt(ω) (blue),
XPy(ω)

XPt(ω)
− XPy(0)

XPt(0)
(magenta) from Eqs. 2.69 and

2.70.
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by a sub-percent out-of-phase response due to integrator-like behavior as heat reaches the

boundaries of the diamond. This phase lag returns at higher frequencies (ω > 2π × 106 Hz)

as the heat ceases to efficiently escape the nanowire.

The inset of Fig. 2.12(c) shows the quantities of interest in Eqs. 2.69-2.70, as well as

χ(ω)/χ(0) for the total wire assuming η = 0.15. We can now plug this into our expression

for the RF current amplitude (Eq. 2.46 rewritten)

I1 =

⌜⃓⃓⎷ 2∆⟨V ⟩

I0 (∂IV )χ(0)
(︂

1 + 2χ(ω)
χ(0)

)︂ (2.71)

to convert the observed rectified voltage ∆⟨V ⟩ in Fig. 2.11(a) (at I0 = −2.04 mA) to RF

current, using the values ∂IV = 237.3 ± 0.3 Ω, χ(0) = 5.3085 ± 0.004 × 10−4 mA−2 from the

fit in Fig. 2.10. Figure 2.13 shows the frequency dependence of I1 (black curve) along with

the absolute calibration range of Eq. 2.47 (shaded region), highlighting the importance of

the frequency-dependent thermal response in our system. If we ignored χ(ω) as in Ref. [237]

(e.g.) we would overestimate I1 by up to 65%, and miss a systematic variation of ∼ 10% over

the probed frequency range. We suspect this correction is smaller in more thermally-isolated

systems such as wires on oxide or spin valves, though we note that the thermal transfer

function falls off very gradually at high frequencies.
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2.12 Macrospin model

In this section we develop a useful toy model in which the magnetization of the Py layer is

assumed to be spatially uniform. Section 2.12.1 presents the equations of motion, Sec. 2.12.2

derives the natural frequency for small-angle precession about equilibrium, and Sec. 2.12.3

derives the magnetization’s linear susceptibility to general oscillatory torques. Finally, we

perform simulations to roughly describe the parametrically driven, large-amplitude dynamics

in Figs. 3-4 of the main text in Sec. 2.12.4.

2.12.1 Equation of motion

We employ the Landau-Lifshitz-Gilbert equation in the low-damping limit, with the spin

Hall torque from the Pt layer [224]:

∂tm̂ = γ0µ0H⃗eff × m̂+ αm̂× ∂tm̂+
gµBηθSHJPt

2etPyMs

m̂× (m̂× ŷ)

≈ γ0µ0

(︂
H⃗eff × m̂+ αm̂×

(︂
H⃗eff × m̂

)︂)︂
+
gµBηθSHJPt

2etPyMs

m̂× (m̂× ŷ) . (2.72)

Here, m̂ = mxx̂+myŷ+mz ẑ is a unit vector describing the orientation of the magnetization,

γ0 is the magnitude of the gyromagnetic ratio, µ0 is the magnetic permeability of free space,

H⃗eff is the effective field (discussed below), α is the damping parameter (approximately

equal to the Gilbert damping for weak damping and spin transfer torques), µB is the Bohr

magneton, η is the fraction of incident spins that are absorbed by the Py layer, θSH is the

spin Hall angle of Pt, JPt is the charge current density in the Pt layer (determined by the

parallel resistor model of Sec. 2.11.3), e is the electron charge, tPy is the thickness of the Py

layer, and Ms is its effective saturation magnetization. The effective field

H⃗eff = H⃗0 + H⃗an + H⃗I , (2.73)
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where H⃗0 = Hxx̂+Hyŷ +Hz ẑ is the applied field, the shape anisotropy field

H⃗an = −Ms (Nyy −Nxx)myŷ −Ms (Nzz −Nxx)mz ẑ (2.74)

≡ −Hyxmyŷ −Hzxmz ẑ, (2.75)

with Nij being the elements of a demagnetization tensor (assumed diagonal for simplicity,

with Nxx +Nyy +Nzz = 1), and

H⃗I = −aI(t)ŷ (2.76)

is the spatially averaged field generated by the instantaneous current I(t) flowing through

the wire, with proportionality constant a. For our long wire (aligned along x), we assume

Nxx ≪ Nyy ≪ Nzz ∼ 1, such that Hyx +Hzx ≈Ms is the effective magnetization.

2.12.2 Small-angle precession frequency

Our first goal is to estimate the resonant frequency for for small-angle precession when the

applied field is sufficient to saturate my. To do so, we ignore dissipation and current in

Eq. 2.72, and include an applied field with Hx = 0 (as in the experiment):

∂tm̂ = γ0µ0H⃗eff × m̂

∂tm̂

γ0µ0

= ((Hy −Hyxmy) ŷ + (Hz −Hzxmz) ẑ) × m̂

=

⎛⎜⎜⎜⎝
(Hy −Hyxmy)mz − (Hz −Hzxmz)my

(Hz −Hzxmz)mx

− (Hy −Hyxmy)mx

⎞⎟⎟⎟⎠ . (2.77)

We find the equilibrium values mx0 and my0 of mx and my by setting ∂tm̂ = 0, which gives

three equations and three unknowns. Assuming Hy is large enough that mx = 0 leaves only

the first equation, which can be written in terms of mz0 as

Hy√︁
1 −m2

z0

=
Hz

mz0

+Hyx −Hzx. (2.78)
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We note that Hz ∼ 0.5 T is required to saturate the magnetization along ẑ meaning our ∼ 10

mT fields will only slightly raise the magnetization out of the plane. As such, we assume

mz0 ≪ 1 so that my0 =
√︁

1 −m2
z ≈ 1 − 1

2
m2

z0. To first order in mz0, this simplifies to

mz0 ≈
Hz

Hy +Hzx −Hyx

. (2.79)

For our system’s effective saturation fields µ0Hyx = 7.57 mT and µ0Hzx = 517 (see Sec. 2.13),

a 35-mT field applied along the NV axis (35◦ out of plane), mz0 ≈ 0.04 (2.3◦ out of plane).

To find the natural precession frequency νFMR, we therefore apply the limit mx,mz ≪ 1 and

my ≈ 1, to Eq. 2.77, which yields coupled differential equations for mx and mz:

∂tmx

γ0µ0

≈ (Hy +Hzy)mz −Hz (2.80)

∂tmz

γ0µ0

≈ − (Hy −Hyx)mx, (2.81)

with Hzy = Hzx −Hyx. Using the trial solution

mx = X0 cos(2πνFMRt) (2.82)

mz = mz0 − Z0 sin(2πνFMRt) (2.83)

with real-valued amplitudes X0 and Z0 yields

2πνFMRX0 ≈ γ0µ0 (Hy +Hzy)Z0 (2.84)

2πνFMRZ0 ≈ γ0µ0 (Hy −Hyx)X0, (2.85)

from which the amplitude ratio

X0

Z0

=

√︄
Hy +Hzy

Hy −Hyx

(2.86)

and resonant frequency

νFMR =
γ0µ0

2π

√︂
(Hy −Hyx) (Hy +Hzx −Hyx). (2.87)
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Importantly, this is the same (Kittel) formula one would arrive at with a purely in-plane field,

which makes sense in this small-mz limit. Also, even for our maximal in-plane field µ0Hy = 33

mT, X0/Z0 ∼ 4.7, and this ratio increases at lower fields, diverging at Hy = Hyx, as expected.

As such, the mz-generated stray field power at the NV (i.e., the quantity responsible for the

spin relaxation rates) is at least (X0/Z0)
2 ∼ 22 times smaller than that of mx (and much

smaller at the fields of interest).

2.12.3 Linear susceptibility for magnetization approximately along

the in-plane hard axis

We now derive the susceptibility of mx to an oscillatory drive at frequency ν. Since we

know the magnetization is saturated along ŷ to good approximation (and behaves as though

Hz = 0 for our parameter range; see Sec. 2.12.2), we consider an applied field H⃗0 ∥ ŷ for

simplicity, and include a general infinitesimal drive torque

∂tm̂ = γ0µ0 (δxx̂+ δz ẑ) ei2πνt (2.88)

of amplitudes δx and δz. Equation 2.72 can then be written (replacing the current-induced

terms with this torque) as

∂tm̂

γ0µ0

=
(︂
H⃗0 + H⃗an − α

(︂
H⃗0 + H⃗an

)︂
× m̂

)︂
× m̂+ (δxx̂+ δz ẑ) ei2πνt. (2.89)

In the limit mx,mz ≪ 1 and my ≈ 1 to first order, so this becomes

∂tm̂

γ0µ0

≈

⎛⎜⎜⎜⎝
−α (Hy +Hzy)mz

Hy −Hyx

−Hzxmz + α (Hy −Hyx)mx

⎞⎟⎟⎟⎠×

⎛⎜⎜⎜⎝
mx

my

mz

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎝
δx

0

δz

⎞⎟⎟⎟⎠ ei2πνt (2.90)
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or

∂tmx

γ0µ0

≈ (Hy +Hzy)mz − α (Hy −Hyx)mx + δxe
i2πνt (2.91)

∂tmz

γ0µ0

≈ −α (Hy +Hzy)mz − (Hy −Hyx)mx + δze
i2πνt. (2.92)

Using the trial solution

mx = X̃0e
i2πνt (2.93)

mz = Z̃0e
i2πνt (2.94)

with complex amplitudes X̃0 and Z̃0 yields an in-plane steady state amplitude

X̃0(ν) ≈
(︂γ0µ0

2π

)︂(︃ νzyδz + iνδx
ν2FMR − ν2 + iν∆ν

)︃
(2.95)

with

∆ν ≡ 2α
γ0µ0

2π

(︃
Hy −Hyx +

1

2
Hzx

)︃
(2.96)

νzy ≡ γ0µ0

2π
(Hy +Hzy) (2.97)

νyx ≡ γ0µ0

2π
(Hy −Hyx) (2.98)

νFMR ≡ √
νzyνyx. (2.99)

The linewidth nominally depends on Hy, but Hzx is the dominant effect, and so ∆ν should

remain approximately constant over our (small) field range. Also, torques along x̂ and ẑ

produce qualitatively different lineshapes, in principle enabling a torque vector measurement

[224,238,239].

Mixdown voltage and FMR fit function

If the applied field is tilted slightly toward x̂, the equilibrium magnetization will gain a

small component mx0. As long as mx0 ≪ 1, the response X̃0(ν) should not change to first
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order (by symmetry8). However such a tilt does provide access to an in-phase anisotropic

magnetoresistance (AMR) oscillation with phase delay ψ, amplitude ∆RRF, and in-phase

component ∆RRF cosψ (see Sec. 2.10) proportional to the real part of X̃0, which can be

written (see Eq. 2.95)

Re
[︂
X̃0(ν)

]︂
≈
(︂γ0µ0

2π

)︂ δzνzy (ν2FMR − ν2) + δxν
2∆ν

(ν2FMR − ν2)
2

+ ν2∆ν2
. (2.100)

For small-angle precession, the static change in resistance ∆R0 should contribute very little

to the FMR signal, but would scale as

⃓⃓⃓
X̃0(ν)

⃓⃓⃓2
∝

ν2zyδ
2
z + ν2δ2x

(ν2FMR − ν2)
2

+ ν2∆ν2
, (2.101)

which is close in form to Re
[︂
X̃0(ν)

]︂
. As such, FMR spectra are well fit by

VMR(ν) =
az (ν2FMR − ν2) + axν

2∆ν

(ν2FMR − ν2)
2

+ ν2∆ν2
, (2.102)

with free parameters az, ax, νFMR, and ∆ν.

Expected spectrum of Brownian magnetization noise

A thermal (Langevin) field [240] is typically assumed isotropic, exerting stochastic, uncor-

related torques with a white noise spectrum in all three dimensions. If the torque power

spectral densities of each component are ST (units of rad2 sec−2 Hz−1), then we expect the

power spectral density of mx to be scaled by the magnitude of the susceptibility squared:

Smx ∝
⃓⃓⃓⃓

νzy
ν2FMR − ν2 + iν∆ν

⃓⃓⃓⃓2
ST +

⃓⃓⃓⃓
iν

ν2FMR − ν2 + iν∆ν

⃓⃓⃓⃓2
ST

∝
ν2zy + ν2

(ν2FMR − ν2)
2

+ (ν∆ν)2
. (2.103)

8The resonant frequency νFMR increases ∝ m2
x0 to lowest order, since the anisotropy field maximally

opposes the applied field when aligned with ŷ.
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2.12.4 Parametrically driven, large-amplitude oscillations

The transport technique used to measure the signals shown in Fig. 2 of the main text are most

sensitive to the most spatially uniform magnetic oscillations. To gain some qualitative in-

tuition about the observed large-amplitude, parametrically driven dynamics, we numerically

integrate Eq. 2.72 with γ0 = 2π × 29.25 GHz/T (electron g-factor g = 2.09 for 10-nm-thick

Py [241]), ηθSH = 0.055 [224], layer resistivity ratio ρPy/ρPt = 2.977, and tPy = 10 nm. From

our fits (Sec. 2.13) we use µ0Hyx = 7.57 mT and µ0Hzx = 517 mT and effective magnetiza-

tion µ0Ms = 525 mT for consistency. The proportionality constant for current-induced field

a = 1.72 mT/mA is estimated from the required compensation field at 4.08 mA in Fig. 2 of

the main text. In order to achieve a similar threshold for parametric oscillations (i.e., not

needing unreasonably large currents), we choose α = 0.02, which is approximately half the

value estimated from our FMR fits. This discrepancy is under study, but we nominally think

it is related to the actual device’s nonuniform magnetization and / or other nonidealities

such as material contamination (e.g., oxidization) and roughness.9

To mimic the red data in Fig. 2(a) of the text, we apply a field µ0H0 = 23.5 mT

×
(︂√︂

2
3
ŷ +

√︂
1
3
ẑ
)︂

along the NV axis, and current

I(t) = I0 + I1 cos(2πν1t) (2.104)

with I0 = 4.08 mA, I1 = 1 mA, and ν1 stepped from 1-3.5 GHz. At each frequency, the

magnetization is initialized to within 0.1◦ of equilibrium (along ŷ and canted 1.4◦ out of

plane), and evolved for 100 ns to ensure steady state. The time-averaged change in voltage

∆VMR due to magnetoresistance is then calculated as

∆VMR = ⟨I(t)R(t) − I0R0⟩ (2.105)

= ⟨(I0 + I1 cos(2πν1t)) (R0 + ∆R(t)) − I0R0⟩ (2.106)

= ⟨I(t)∆R(t)⟩, (2.107)

9Macrospin models are often surprisingly accurate in describing actual nanostructured systems, but their
results should always be considered with caution.
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Figure 2.13: RF current amplitude I1 calibrated from the data in Figs. 2.10-2.11 (Fig. 2 of
the main text) and the simulated thermal response in Fig. 2.12 (black). Also shown is the
model-independent calibration range (shaded region) bounded by the case χ(ω)/χ(0) = 0
(red) and χ(ω)/χ(0) = 1 (blue).

(i)

(ii)

Figure 2.14: Simulated magnetoresistance signal ∆VMR (orange) and the contribution ∆Vmix

from mixing with RF current I1 alone (blue). Simulation parameters are listed in the main
text. At this value of DC bias I0 = 4.08 mA, the signal is dominated by I0 ⟨∆R(t)⟩, which
has a different line shape at the fundamental frequency. (i) Trajectory of m̂ at ν1 = 3.1875
GHz, where ∆VMR = 120 µV. (ii) Time domain showing the relative phase of the resistance
(∝ m2

x) and current oscillations.
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where R0 is the undriven resistance, and

∆R(t) = R0δAMRm
2
x (2.108)

is the time-dependent resistance change due to precession, with R0δAMR = 0.2 Ω. Figure

2.14 shows ∆VMR calculated using an integer number of oscillations in the last 10 ns of each

simulation. A large-amplitude parametrically driven peak occurs near the second harmonic

of the ferromagnetic resonance above 3 GHz, with a skew toward higher frequencies similar

to the data in Fig. 2(a) of the main text. The magnitude is also quantitatively similar,

corresponding to in-plane precession about the equilibrium offset (mz = 0.025) amplitude

of 30◦ when ∆VMR = 120 µV, the trajectory of which is shown in inset (i). The peak is

positive because the antidamping spin transfer torque (pointing away from the inset plot’s

origin) is, on average, larger when the angle is maximal, though the phase of the resistance

oscillations lags behind the drive as shown in Fig. 2.14(ii). Finally, we note the presence of

a much smaller directly-driven oscillation at νFMR, arising from the small equilibrium value

⟨mz⟩ and the oscillatory current-induced field H⃗I . This feature is visible in Fig. 4(a) of the

main text.

Nanowire stray field along NV axis

In this section, we use the NV’s field-dependent electron spin resonance (ESR) to estimate

the strength of the stray field along the NV axis when the device is statically magnetized

along ŷ. Figure 2.15 shows the photoluminescence (PL) spectra with field µ0H0 = 22.5 mT

applied along the NVA axis for (blue data) NVA, (green data) a reference NVref having

the same orientation as NVA but positioned 5 µm from the device, where the stray field is

negligible, and (orange data) NVA after the nanowire’s demise, which removed all evidence

of ferromagnetism (we suspect due to oxidization or destruction the Py layer). From the

difference in fit ESR frequencies (see Table 2.1), we estimate the axial stray field at NVA

most likely lies between 2.1 and 2.6 mT, and we use the “dead device” value 2.5 ± 0.1 mT

as our best estimate.

Note the differences in the linewidths and contrasts are due in part to imperfect power
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coupling to the stripline, and inhomogeneity in the external field can only account for a

maximum of 2 MHz of deviation between NVA and NVref.

Table 2.1: Fit results from ESR resonances in Fig. 2.15. The net NV axial field is estimated
assuming a the free electron gyromagnetic ratio γNV = 2π × 28.0 GHz/T.

∆ν (MHz) B∥ (mT)
NVA, magnetized device 1362.0 ± 0.2 24.409 ± 0.003
NVA, oxidized device 1222 ± 4 21.9 ± 0.1
NVref 1230 ± 10 22.1 ± 0.2

Estimating the parametric precession angle

Knowing the strength of the nanowire’s stray field at NVA (Sec. 2.12.4 above) allows us

to estimate the parametric oscillation angle ∆θ from the reduction in stray field shown in

Fig. 3(a) of the main text, using the macrospin approximation. As discussed above, the

steady-state trajectory is roughly sinusoidal and highly confined to the xy plane, so we

approximate for simplicity

mx ≈ sin θ(t), (2.109)

my ≈ cos θ(t), (2.110)

mz ≈ 0, (2.111)

θ(t) ≈ ∆θ cos(πνNWt+ ψ), (2.112)

where θ(t) is the time-dependent in-plane angle from ŷ, ∆θ is the steady-state amplitude,

and νNW nanowire’s drive frequency, equal to twice the parametric response frequency, and ψ

is a steady-state phase shift. In this limit, we can calculate the time-averaged magnetization

along ŷ, which will reduce the stray field experienced by NVA as

⟨my⟩ ≈ ⟨cos (∆θ cos(πνNWt+ ψ))⟩ (2.113)

= J0(∆θ) (2.114)

where J0(∆θ) (≈ 1 − 1
4
∆θ2) is the zeroth order Bessel function. Figure 3(a) in the main

text shows an increase in the ms = 0 → −1 transition frequency of ∆ν− = 13 MHz, which
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corresponds to a decrease in stray field of ∆Bstray ≈ 0.5 mT. Assuming the precession is

sufficiently symmetric that the stray field orientation remains the same, the fractional change

∆Bstray

Bstray

≈ 1 − ⟨my⟩. (2.115)

Using Bstray = 2.5 mT from Sec. 2.12.4 at the same external field, we estimate ∆θ ≈ 60◦.

Under the same approximations, we can independently estimate ∆θ from the magnetore-

sistance signal

∆R(t) = R0δAMR sin2 (∆θ cos(ωrt+ φ)) . (2.116)

When current I(t) = I0+IRF cos(ωt) is sent through the device, with I0 ≳ 4 mA and IRF ∼ 1,

time-averaging the precession-induced voltage yields

∆VMR ≈ 1

2
R0δAMRI0 (1 − J0(2∆θ)) , (2.117)

where we have dropped the comparatively small “mixdown” term involving IRF for simplicity

(the IRF term contributes ≲ 10% to the total signal for this range of parameters, as shown

in supplementary Sec. 2.12.4). In this limit, the peak measurement of ∆VMR = 360 µV

in Fig. 3(a) of the main text (I0 = 4.9 mA, I1 = 1.15 mA, R0δAMR = 0.2 Ω) corresponds

to ∆θ ≈ 55◦. Similarly, the 120 µV parametric peak in Fig. 2(a) of the main text (I0 =

4.08 mA) corresponds to ∆θ ≈ 32◦, in reasonable agreement with the macrospin simulation

(Sec. 2.12.4).
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2.13 Ferromagnetic resonance frequencies

Because the spin transfer drive and magnetoresistance signal both approximately vanish when

the equilibrium value of m̂ is (nearly) parallel to ŷ (i.e., the field’s in-plane angle θ = 0, we

cannot measure the ferromagnetic resonance (FMR) frequency νFMR directly. Instead, we

measure νFMR(θ) for a set of 8 to 9 small angles spanning ±10◦ (maintaining the out-of-

plane angle 35◦ as in the main text), and then fit the resulting frequencies to a symmetric

polynomial to estimate νFMR(0) (and a misalignment angle θ0).

Figure 2.16(a) shows a “typical” set of spin-transfer-driven FMR spectra with applied

field µ0H0 = 16.5 mT, taken as discussed in Sec. 2.11.2, with the Joule heating background

(Sec. 2.11) subtracted. Due to the frequency-dependence of the drive current (see Sec. 2.11.2),

we fit only the data near the resonant feature to Eq. 2.102 to extract the frequency νFMR

and width ∆ν. As expected, the signal increases with |θ|. Also, as shown in Fig. 2.16(b), the

frequency decreases as θ approaches zero, consistent with the shape anisotropy maximally

opposing the applied field at θ = 0. Exploiting the mirror symmetry of our geometry, we fit

the observed angular dependence in Fig. 2.16(b) to a low-order symmetric polynomial of the

form

νFMR(θ) = C0 + C2(θ − θ0)
2 + C4(θ − θ0)

4, (2.118)

with fit constants C0, C2, C4, and offset angle θ0. The offset angle (θ0 = 0.4◦ ± 0.1◦ for

the shown data set) takes on values within ±0.5◦ of 0◦ over the usable range of applied

fields (14-35 mT). Completing the same analysis at each value of applied field produces

the zero-angle frequency data νFMR(0) shown in Fig. 2.16(c). Clear fit systematics preclude

the trustworthiness of frequencies so estimated below 14 mT. The “reliable” region (dark

symbols) can then be fit to a variety of models to estimate material parameters of the

permalloy (Py) layer.

2.13.1 Macrospin approximation to resonant frequency

To gain immediate insight, we first assume the magnetization simply behaves as a uniformly-

magnetized ellipsoid with equilibrium magnetization m̂ approximately parallel to ŷ. As
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Figure 2.15: Nanowire stray field as measured by ESR. Measurements of the ms = 0 → ±1
transitions of NVA while the device was magnetized, after the device had oxidized, and of
NVref are fit to Lorentzian profiles in the solid, dotted and dash-dotted lines respectively.

b ca ip

Figure 2.16: Estimating the ferromagnetic resonance (FMR) frequency νFMR at in-plane angle
θ = 0. (a) Spin-transfer-driven FMR spectra for θ = ±4◦ and ±8◦ for static field µ0H0 =
16.5 mT applied 35◦ out of plane, as in the main text. Traces are offset for clarity. Dark
lines show Fano fits, and gray lines extend these fits outside the chosen range of frequencies.
(b) Fitted frequencies (blue points) over the full range of angles, fit to a symmetric quartic
function. (c) Summary of so-estimated νFMR(0) 0◦, with the range 14-35 mT fit with a simple
Kittel model (blue curve), as well as a lowest-order spinwave model assuming the “extreme”
values of fixed effective widths 50 nm (orange curve) and 1.6 µm (green curve).
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derived in Sec. 2.12.2, the resonant frequency for our geometry (Eq. 2.87)

νFMR =
γ0µ0

2π

√︂
(Hy −Hyx)(Hy +Hzx), (2.119)

where Hy = H0 cos(35◦) is the in-plane component of the applied field. Fitting the “reliable”

range of data (blue curve in Fig. 2.16(c)) yields effective saturation fields µ0Hyx = 7.57 ±

0.08 mT and µ0Hzx = 517 ± 4 mT. The low value of Hzx (nominally close to the saturation

magnetization) suggests non-uniform magnetic dynamics and / or other nonidealities of the

Py layer.

2.13.2 Lowest-order spinwave approximation to resonant frequency

To get a sense of scale for the potential impact of nonuniform dynamics, we can also perform

a fit to an approximate lowest-order (most uniform) spinwave resonance, which has frequency

[48,242]

νk =
γ0µ0

2π

√︂
(Hy +Msλexk2 −Hd) (Hy +Msλexk2 −Hd +MsFk), (2.120)

where Hy = H0 cos(35◦) is the in-plane component of the applied field, Hd is an effective

demagnetizing (dipole) field, Ms is Py’s saturation magnetization, λex = 2Aex/(µ0M
2
s ), with

exchange constant Aex = 1.05 × 10−11 J/m [243], k is the magnitude of the spin wave vector

k = kxx̂+ kyŷ + kz ẑ, and

Fk = 1 + gk
(︁
sin2 θk − 1

)︁
+
Msgk(1 − gk) sin2 θk
Hy −Hd +Msλexk2

, (2.121)

where θk is the angle between the equilibrium magnetization orientation ⟨m̂⟩ and k, and

gk = 1 −
(︁
1 − e−ktPy

)︁
/(ktPy) with device thickness tPy.

For our thin film, we expect m̂ to be approximately uniform along z [242, 244] (we also

ignore the small offset in the equilibrium out-of-plane component ⟨mz⟩). The nanowire

further constrains the longitudinal wavenumber as kx = nxπ/Leff, with nx = 1, 2, 3, . . .

and Leff ≈ 8.05 µm deviating slightly from the geometrical length due to effective dipolar

boundary conditions on the wire [244, 245]. The remaining relevant wave number is often
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written ky = nyπ/weff in terms of the transverse mode number ny = 1, 2, 3, . . . and an effective

width weff, which we expect to be smaller than the actual wire width when m̂ ∥ ŷ [48,244,246].

The lowest frequency (and most spatially homogeneous) mode should have nx = ny = 1, so

we treat the resonances measured in transport as having a wave vector kFMR = π
Leff
x̂+ π

weff
ŷ.

Equation 2.120 effectively contains two fit parameters, Msλexk
2 − Hd and MsFk, which

themselves are composed of three unknown quantities, weff, Ms, and Hd. Table 2.2 shows the

fit values of Hd for a wide range of assumed weff, with the corresponding fits for weff = 50 nm

(orange) and weff = 1.6 µm (green) plotted in Fig. 2.16(c) showing negligible deviation from

the macrospin model. As expected, as weff becomes large, the Hd → Hyx and Ms → Hyx+Hzx

from the macrospin approximation (Sec. 2.13.1). We presume weff should not be smaller than

50 nm, and the low value of µ0Ms still suggests some nonidealities in the Py layer, which

will be the subject of future investigations and higher quality materials deposition. Note

that modifying the parameters Ms, Hd, weff or Aex by factors of order unity does not affect

the key results – observed spin transfer threshold for parametric oscillations, observed stray

fields (or lack thereof) at the NV, and observed spin transfer damping – of the main text.

Table 2.2: Fit results of lowest-ordered magnon modes with fixed weff to data in Fig. 2.16(c).

Fixed weff (nm) µ0Hd (mT) µ0Ms (mT)
50 155 ± 1 709 ± 6
100 50.1 ± 0.3 613 ± 5
200 19.17 ± 0.04 569 ± 5
400 10.81 ± 0.06 548 ± 5
800 8.79 ± 0.08 537 ± 5
1600 8.58 ± 0.09 532 ± 5
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2.14 Magnon-induced NV spin relaxation rates

In this section, we use the spin-transfer-free relaxation rates Γ(ν,H) measured at a variety

of NV probe frequencies ν and applied fields H to estimate the rates at other values of ν and

H (i.e., the color scales in Fig. 5 of the main text). The basic idea can be understood by

inspecting the phase space of spin wave modes shown in Fig. 2.17(a). Here, many spin wave

mode frequencies νk (where k = kxx̂ + kyŷ + kz ẑ is the mode wavenumber; see Sec. 2.13.2)

are plotted over our range of applied fields. Importantly, all modes follow the same family

of curves to good approximation, meaning one can use a measurement of Γ(ν,H) (taken at

the filled symbols) to estimate the relaxation rate Γ′(ν ′, H ′) at another location along the

nearest νk curve; the quantities that vary the most along these curves are the field, frequency,

density of states, and thermal occupancy, all of which are known or can be approximated, as

discussed below.

First, we note that the total NV spin relaxation rate [148]

Γ(ν,H) = Γ0 +
γ2NV

2
S⊥(ν,H) (2.122)

≈ γ2NV

2
S⊥(ν,H) (2.123)

comprises the sum of the NV’s (small) internal rate Γ0
−(+) = 64 ± 7 Hz (54 ± 12 Hz) (as

measured with NVA at µ0H0 = 22.5 mT after the device magnetization disappeared) and the

rate γ2NVS⊥/2 (∼ kHz) driven by the magnetization’s stray field noise power spectral density

S⊥(ν,H) (units of T2/Hz), where γNV is the magnitude of the NV spin’s gyromagnetic ratio

and the subscript ⊥ reminds us that it is the fields perpendicular to the NV axis that drive

the transitions. Each spin wave mode contributes noise power in proportion to its thermal

occupancy n̄(νk), and so we can write

S⊥(ν,H) =
∑︂
k

n̄(νk)fkPk(ν,H), (2.124)

where fk is a mode-dependent geometrical constant converting occupancy to noise power at

the NV (units of T2/magnon), and Pk(ν,H) is a unity-normalized density function (units of



78 CHAPTER 2. PROBING A SPIN TRANSFER CONTROLLED NANOWIRE

ba
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weff = 800 nm

(i)

(ii) I0 < 0
(damping)

I0 > 0
(antidamping)

Figure 2.17: Reconstructing the field and frequency dependence of the NV spin relaxation rate
Γ′ in the absence of spin transfer effects. (a) Spectrum of spin wave mode frequencies for the
first transverse mode (ny = 1, nx = 1, 2, 3, ..., gray lines), and NV resonance frequencies ν+
(orange) and ν− (blue) when varying only the field (filled circles) or varying the DC bias while
compensating the field at the Py layer (hollow squares). The fundamental mode (nx = ny =
1) is highlighted in red, and the green lines correspond to the second fundamental transverse
mode (nx = 1, ny = 2) for different assumed effective widths weff (labeled); all modes follow
the same family of curves to good approximation (deviating from each other by much less
than a spin wave linewidth) over the studied range. The vertical line at µ0H0 = 16.5 mT
indicates the field at which the spin transfer effects were probed in Fig. 5(right) of the main
text. Dashed lines highlight which NV measurements (filled symbols) are used to estimate Γ′

at which frequencies along the vertical line. (b) Reconstructed spin-transfer-free relaxation
rates (solid line) along the vertical line cut in (a) with error bars from the bias-free measured
values (solid points in (a)). The dashed lines represent the absolute (and quite extreme)
bounds of the analysis. Orange (blue) squares correspond to Γ′

+ (Γ′
−) in Fig. 5(b) of the

main text.
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1/Hz) describing how this power is distributed over the frequency domain (i.e., a normalized

version of the mode’s power susceptibility, such as Eq. 2.103).

To simplify the analysis, we assume the mode profiles do not change much over our range

of applied fields, so that fk is approximately independent of field. We do expect fk to depend

on k and the exact location of the NV relative to the nanowire, taking on the largest values

when 1/|k| is comparable to the wire-NV distance d [210,213].

To simplify further, we note that the observed linewidth ∆ν ∼ 600 MHz of the funda-

mental mode is approximately constant over our field range, consistent with the behavior

predicted by the macrospin approximation (Sec. 2.12.3). We therefore assume the distri-

butions Pk(ν,H) depend only on νk(H) and the probe frequency ν. Figure 2.18(a) shows

an example Pk for applied field µ0H0 = 16.5 mT along the NV axis. Summing across kx,

we then define a total “linewidth-broadened density of modes” g(ν,H), which is shown in

Fig. 2.18(b).

If we imagine following one of the νk(H) curves in Fig. 2.17(a), we notice two important

quantities change – the mode frequencies νk(H) and the density of states g(ν,H), suggesting

that, if we factor these trends from Eq. 2.124, we can write

S⊥(ν,H) = n̄(ν)g(ν,H)
∑︂
k

wk(ν,H)fk, (2.125)

in terms of a “weighting factor”

wk(ν,H) ≡ n̄(νk)Pk(ν,H)

n̄(ν)g(ν,H)
(2.126)

that should be fairly insensitive to the distance traveled along a given νk curve. Of particular

relevance to the cooling argument of the main text, Fig. 2.19(a) shows these weights for

the direct measurement at point (i) in Fig. 2.17(a) (cyan circles) as well as the location of

maximum cooling (ii) (magenta markers). As we have engineered, both peaks occur at the

same value of kx (7 rad/µm), which is a restatement of the fact that we have moved along

a νk curve. Importantly, the distributions at these two extremes look very similar, with

individual weights differing by at most 34%, as shown in Fig. 2.19(b). We remind ourselves

that these weights are multiplied by values of fk expected to oscillate with kx underneath
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a smooth envelope, such that the summed effect is more likely of order the wk-weighted

average of the ratio in Fig. 2.19(b) (i.e., ∼3%). The presence of additional transverse modes

having comparable values of will not have an impact beyond that of Fig. 2.19(b) unless their

mode frequencies deviate from the fundamental mode’s family of νk(H) curves (gray lines

in Fig. 2.17(a)) by an amount comparable to ∆ν over the length of the dotted blue line.

Even including a more complicated spin wave model or micromagnetic simulations, we do

not expect to find modes so strongly deviating from these trends over so small a field range.

We can now convert the directly-measured values of Γ at frequencies ν and fields H (filled

circles in Fig. 2.17(a)) into estimates at other values ν ′ and H ′ using the ratio

Γ′(ν ′, H ′)

Γ(ν,H)
=
S⊥(ν ′, H ′)

S⊥(ν,H)
=
n̄(ν ′)

n̄(ν)

g(ν ′, H ′)

g(ν,H)

∑︁
kwk(ν ′, H ′)fk∑︁
kwk(ν,H)fk

. (2.127)

The first ratio n̄(ν ′)/n̄(ν) = (ehν/kBT − 1)/(ehν
′/kBT − 1), with Planck constant h, Boltzmann

constant kB, and temperature T . The second ratio can be calculated as in Fig. 2.18, and the

final ratio should be comparable to 1, as discussed above. The resulting reconstruction is

plotted (solid line) for µ0H0 = 16.5 mT, i.e., the field at which the spin transfer measurements

were made in Fig. 2.17(b). Similar curves can be generated at other values of field, as is

plotted on the color scales in Fig. 5 of the main text. Also plotted in Fig. 2.17(b) are upper

and lower bounds (dashed curves) corresponding to worst-case-scenario systematic errors in

the final ratio, calculated by assuming the only contributing mode is the one having the

largest and smallest values of wk(H ′)/wk(H) in Fig. 2.19(b). Importantly, the expected

bias-dependent changes in Γ′
± for Fig. 5(b) of the main text (the probe frequencies of which

are indicated by orange and blue squares in Fig. 2.19) is much smaller than what is observed,

and has the opposite trend with applied current.

Figure 2.20(a) shows the same calculations for effective widths spanning a wide range.

As expected, the presence of different transverse mode structure has little effect on these

estimates.

Note that, below the fundamental resonance, there is no obvious choice for the blue dashed

curves, but there are still modes whose tails contribute to S⊥. As such, we have chosen to

fix the difference from the fundamental mode frequency νFMR (where the density of modes is
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ba

ny = 1

ny = 2

Figure 2.18: Spin wave dispersion and broadened density of modes assuming an effective
width weff = 200 nm. (a) Noise distribution Pk versus frequency ν and longitudinal wavenum-
ber kx, showing the first (ny = 1) and second (ny = 2) transverse modes at an applied field
of µ0H0 = 16.5 mT along the NV axis. (b) Broadened density of modes g(ν), and the con-
tributions from the first (gny=1(ν)), second (gny=2(ν)), and third (gny=3(ν)) modes.

ba (i)

(ii)

Figure 2.19: Magnon transfer function weights at points (i) and (ii) in Fig. 2.17(a). (a)
Relative magnon weights wk probed at frequencies νk = 2.45 GHz (13.5 mT) and ν ′k =
2.67 GHz (16.5 mT) versus kx, which peaks at kx = 7 rad/µm (as indicated in Fig. 2.18 for
µ0H

′
0 = 16.5 mT). (b) Ratio of weights for these two fields.
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a

b

I0 < 0
(damping)

I0 > 0
(antidamping)

Figure 2.20: Reconstructed relaxation rates Γ′ for a range of effective widths weff. (a) Γ′

at µ0H0 = 16.5 mT for different assumed values of weff, illustrating a minimal impact from
changes in mode structure, in particular near the spin-transfer probe frequencies of ν±,ST.
(b) Ratio of the linewidth-broadened density of states at the same field for a factor of 2
increase in ∆ν, illustrating that the total density of states increases at the probe frequency
ν− = 2.58 GHz of maximal cooling (vertical line).
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highest). In this region, the approximation that the final ratio in Eq. 2.127 is ≈ 1 becomes

increasingly incorrect – mainly because the occupation at the probing frequency no longer

matches the occupation of the nearest magnon modes – as evidenced by Γ′ exceeding the

upper bounds at frequencies below νFMR = 1.64 GHz.

This “spin-transfer-free” approximation is valid to the specified tolerances provided the

linewidth ∆ν is constant. When damped by spin transfer, however, we expect the linewidth to

broaden, which can redistribute noise away from νk and potentially reduce Γ without cooling.

However, as shown in Fig. 2.20(b), the broadened density of modes actually increases under

the conditions of maximal spin transfer cooling (vertical line), where the linewidth changes

by at most a factor of ∼2. In the worst shown scenario, where the effective width weff = 100

nm, such that the second transverse mode is well above the probe frequency, the broadened

density of modes at the probe frequency ν− = 2.58 GHz still increases due to the tails of

the modes away from ν−. As weff increases, the higher-order transverse mode frequencies

approach ν−, and g is found to increase by as much as ∼ 25%. Therefore, if we assume

that fk does not vary significantly over the resonance linewidth (and / or varies linearly),

then the sum in Eq. 2.125 should remain roughly the same or increase (in opposition to the

observed trend) as a result of the increased ∆ν. Combined with the fact that the maximum

temperature change due to Joule heating ∆T ≲ 5 K (see Sec. 2.11.2), we expect this is not

a dominant issue.
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Recently, a spin torque oscillator (STO) formed from a bilayer of Yttrium-Iron-Garnet

(YIG) and Pt was probed with an N-V center [183], causing the spin relaxation of the

latter to reach rates of ∼ 1 µs−1 when it was in tune with the auto-oscillations of two low-

frequency magnon modes. Despite having dimensions much larger than those of our previous

Py/Pt device, which displayed no evidence of auto-oscillation, the Yttrium-Iron-Garnet YIG

system was able to achieve this behaviour due to its low intrinsic damping when compared

to permalloy (Py). Studies of Py/Pt nanowires have shown that such devices have an upper

limit on the device dimensions that allows for auto-oscillatory dynamics, particularly at room

temperature [35]. In this paper, we manage to create a Py/Pt STO by reducing the length,

width and thickness from our previous design. We measured decay rates of ∼ 1 µs−1 when

the auto-oscillations of the device were resonant with the N-V spin, showing we achieved

similar levels of coupling to the YIG/Pt STO system.

To create the smaller devices, we revised our nanofabrication process flow to address the

85
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limitations of our previous devices. In our first work (Chapter 2) we used a lift-off procedure—

where we evaporated our Py/Pt bilayers on a mask defined by electron beam lithography—

that was only able to achieve device widths as small as ∼ 400 nm having significant edge

burrs. We switched to using an alumina mask and argon ion milling to subtractively define

nanowires on diamond with smaller geometries and better material properties. The ion

milling reduced the spin contrast of the near-surface N-V s; we used an oxygen plasma to

repair the diamond surface and showed that it did not cause any degradation of the quality

of the device.

An additional advantage to reducing the geometry of our device under study was that

the normal modes of the nanomaget could be spectrally resolved. Interpreting the magnon

occupation from the N-V relaxometry data in our previous study was complicated by the

many degenerate spin-wave modes that affected the spin relaxation rate. The power spectral

density of spin wave noise was not only dependent on the magnon occupation, but also on

the linewidth of the modes which varied as well. By reducing the length of the nanowire

from 8 µm down to 3 µm, we are able to resolve two longitudinal magnetic modes with sharp

linewidths when they were subjected to antidamping torques. These modes exhibited four

distinct methods of driving the N-V ODMR: parametric pumping the device below the STO

threshold, parametric phase locking the auto-oscillation above the STO threshold, unlocked

auto-oscillations of the STO, and beat tones arising between the parametric drive and the

unlocked STO. We also detect evidence of power sapping from auto-oscillations of the lowest

mode when we parametrically drive the second mode.

This paper explores the ODMR features observed in the fluorescence of an N-V in close

proximity to a parametrically driven STO. We use a combination of ST-FMR measurements

and magnetic simulations to understand the N-V fluorescence in this regime, making it

possible to use these features for future characterization and study of such devices.
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Abstract

We employ N-V magnetometry to measure the stray field dynamics of a ferromagnetic permal-

loy nanowire driven by spin-orbit torques. Specifically, we observe the optically detected mag-

netic resonance (ODMR) signatures of both spontaneous DC-driven magnetic oscillations and

phase-locking to a second harmonic drive, developing a simple macrospin model that cap-

tures the salient features. We also observe signatures of dynamics beyond the macrospin

model, including an additional ODMR feature (associated with a second SW mode) and one

mode sapping power from another. Our results provide additional insight into N-V -spin wave

coupling mechanisms, and represent a new modality for sub-wavelength N-V scanned probe

microscopy of nanoscale magnetic oscillators.

3.1 Introduction

When compared to architectures employing field-effect transistors, logical devices using spin

degrees of freedom to store and carry information show promise for energy-efficient processing

[5,59,100,247]. Moreover, the non-linear nature of such magnetic devices offers potential new

avenues for massively parallel neuromorphic computing [71–74, 78–80]. The development of

this new technology requires characterization methods appropriate for a range of devices, such

as logic gates [59] and oscillator arrays [248]. Established techniques such as magnetoresistive

readout [26, 32, 84–86], Brillouin light scattering [103–105], x-ray scattering [249, 250], and

time-resolved magneto-optic Kerr effect measurements [100–102] allow for excited magnetic

spin-waves (SWs) to be detected and measured in frequency space, but each method naturally

causes backaction on the device and / or is limited in spatial resolution. To address these two

issues, solid state spins have been developed as atomic-scale, minimally invasive probes of

the stray fields surrounding SW excitations. Among spin-based magnetometers, the nitrogen-

vacancy (N-V ) defect in diamond is currently the most studied, and can be placed within

nanometers of the sample, enabling scanned probe readout of SWs with small wavelengths.

To date, N-V s have been used to probe ferromagnetic phenomena, including vortex cores

[119, 251, 252], domain walls [162], oscillators [183], magnetic tunnel junctions [184], SW
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dispersion [160,189], and SW scattering [253].

In this study, we employ N-V magnetometry to measure the stray field of a metallic

ferromagnetic nanowire driven by DC and microwave spin-orbit torques (plus associated

magnetic fields) generated by current in a platinum capping layer. Following Refs. [178,189,

254], we parametrically drive SW modes at twice their natural frequency, directly observing

the response in the N-V ’s optically detected magnetic resonance (ODMR) spectrum at the

SW frequency (without directly driving the N-V transistions). To extend previous work, we

design the present device with dimensions small enough to suppress Suhl instabilities [34,255],

allowing it to act as a spin-torque oscillator (STO) with large-amplitude SW oscillations

driven by DC bias alone. Below the STO threshold current, we observe parametrically driven

large-angle precession in the ODMR spectrum, and resolve two SW modes, one of of which

produces a signature of auto-oscillation above the threshold current. In this regime, the

ODMR spectrum also exhibits evidence of coupling between the modes, as parametrically

driving the second saps power from the the first. Furthermore, we identify the ODMR

spectral signature of phase locking between auto-oscillations and a second-harmonic drive by

comparing our ODMR spectra with a simple model coupling a macrospin [254] to an N-V , and

find semi-quantitative agreement with the behavior of the fundamental SW mode. Finally,

we perform spin relaxometry with the N-V to observe the magnetic noise from the SW modes

as the bias is increased above the STO threshold. The results from this simple testbed system

demonstrate the potential utility of N-V magnetometry in STO characterization that should

be especially useful when applied in a scanned-probe measurement [125,126,187–189].

3.2 Device fabrication and transport characterization

We study Py(Ni80Fe20, 5 nm)/Pt(5 nm) nanowires with nominal lateral dimensions 3 µm

× 0.3 µm fabricated on an electronic-grade diamond substrate (see Appendix 3.6.1 for fab-

rication details). Figure 3.1(a) shows an optical micrograph of the device after the electrical

leads have been deposited with a 300-nm overlap on either side of the nanowire. The dashed

area in Fig. 3.1(b) is a confocal fluorescence image taken (by focusing green 532-nm light to a

scanned point and collecting red fluorescence with the same objective) before depositing the
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Figure 3.1: Device geometry and transport measurements (a) Reflection confocal
image of device with overlapping leads attached. The dashed box indicated the region imaged
in (b). (b) Fluorescence confocal image of N-V centers near the device, taken prior to the
definition of the electrical leads. The white rectangle indicates the location of the device (seen
as a shadow in fluorescence), while the dotted circle highlights the location of the N-V center
used for measurements in this study. Scale bars in (a) and (b) are 1 µm each. (c) ST-FMR
measurements performed with Bext = 41 mT, Imw = 1 mA, and with varying Ibias. Arrows
mark the narrow synchronized response of the first (second) STO modes at νSW1 (νSW2). The
gray shaded regions indicate frequency ranges with low transmission to the device. Zero-bias
features are scaled by a factor of 5 to enhance features.
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leads. Individual N-V centers appear as bright spots. The device, which blocks light from

entering or leaving the diamond substrate, appears as a shadow highlighted with a white

rectangle, and the N-V used to probe the stray field is located within the dotted white circle.

Throughout this study, a magnetic field is applied along the diamond’s [111] direction, which

is orthogonal to the current flow in the nanowire and parallel to the N-V symmetry axis

(canted approximately 35 degrees out of plane) [254].

We electrically characterize the magnetic modes by performing spin-transfer ferromag-

netic resonance (ST-FMR), using a pulse-modulated lock-in technique [254]. The measure-

ment works by detecting the average voltage VMR resulting from the mix-down between an

applied microwave (MW) current and magnetoresistance oscillations associated with mag-

netic precession (averaged over the volume of the magnetic layer). Figure 3.1(c) shows such

measurements performed on the device while sweeping the drive frequency νMW and applying

a magnetic field of Bext = 41 mT with current I(t) = IMW cos(2πνMWt) + Ibias comprising

microwave drive amplitude IMW = 1 mA and a dc bias Ibias. At zero bias (top blue curve,

scaled by factor of 5 for clarity), we observe a characteristic Fano line shape at 4 GHz, as

expected for ferromagnetic resonance driven by a combination of spin Hall torque and field

generated by the current [254]. The small signal is due to the minimal drive and readout

efficiency occurring when the magnetization is oriented mostly along the in-plane hard axis.

(The omnipresent features in the gray regions are artifacts arising from antenna modes of

the waveguides and wirebond, and should be ignored.)

With increased DC bias, spin-orbit torques (SOTs) from the platinum layer effectively

antidamp the Py layer’s magnetic motion, permitting excitation of large-amplitude, narrow-

linewidth SW oscillation, and parametrically driven oscillations near twice the fundamental

frequency (8 GHz) [254]. In this regime, evidence of two spin-wave modes (SW1 and SW2)

can be resolved. A second (subtle) change in lineshape near and above 4.47 mA might

suggest the onset of DC-driven auto-oscillations phase-locked to the drive (similar to the

changes observed in Ref. [84]).
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Figure 3.2: ODMR measurements (a-c) ODMR measurements of the probe N-V center
near the STO resonance. Circles (squares) represent the νSW1 (νSW2) mode frequency mea-
sured in transport (as shown in Fig. 3.1(c)), while the dash-dotted (dashed) lines are guides
to the eye connecting the measurements. Solid white lines are the frequencies fit to the ν+
and ν− N-V transitions in rows (b) and (c), and represent 2ν+ in the row (a). Each vertical
slice of data is normalized by the mixed-state fluorescence of the ν± transitions. (d) Same
data as in (a), but transformed into axes of probe vs drive detunings from the SW1 mode.
The dotted diagonal line shows where ∆νprobe = ∆νdrive. Columns i-iv show the evolution
of the measurement as the bias is swept from 4.0 to 4.7 mA. The black arrows in (a)iii and
(d)iii show evidence of power sapping from the STO when parametrically driving SW2.
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3.3 ODMR measurements

In contrast to the electrical measurements above, the onset of auto-oscillation and phase

locking presents a qualitatively distinctive feature in the ODMR spectrum of a single proximal

N-V spin. In this detection modality, the N-V is continuously excited with green 532 nm

laser light focused through a 0.95 NA air objective, while the resulting fluorescent emission

(filtered by a 635 nm long pass) is collected by the same lens and monitored by a single-

photon counter. The optical excitation polarizes the N-V into the ms = 0 spin state, which

fluoresces more brightly than the ±1 states. Then, any oscillating magnetic fields (coherent

or noisy) at frequencies near the spin resonance can drive the N-V into a spin mixture with

reduced fluorescence.

Figure 3.2(a)-(c) shows fluorescence data obtained by continuously applying a microwave

current IMW = 0.5 mA through the wire while sweeping the applied field Bext and microwave

frequency νMW. Columns i-iv are the same data taken at varied Ibias to show the transition

through the SW’s critical current ∼4.4 mA. The frequency ranges in Fig. 3.2(b)-(c) shows the

“standard” ODMR response from driving the N-V spin transition at frequencies of ν± (the

splitting of which increases with field due to the Zeeman effect) directly with the field from

IMW. Each vertical slice is simultaneously fit to two Lorentzian dips of the same width and

depth to extract the frequencies ν±, as well as the magnitude of the (mixed-spin) fluorescence

that occurs on resonance, which is subsequently used to normalize all vertical slices in Fig.

3.2 (this normalization compensates for slow drifts in laser power and alignment during data

acquisition), including the data near the second harmonics in row (a). Note that the gradual

reduction in fluorescence at higher Bext arises from optically induced spin mixing associated

with fields orthogonal to the N-V near the excited-state level anti-crossing [192]. Spin-

wave frequencies νSW1 (νSW2) obtained by ST-FMR are superimposed as open circle (square)

symbols and connected with guide lines in Fig. 3.2(b), while the second harmonics of these

same frequencies are plotted in Fig. 3.2(a). The solid lines show ν± and their harmonics for

reference. In contrast to the magnetoresistive readout above, here we have reduced IMW to

0.5 mA so that it is insufficient to parametrically drive the SW modes with 4 mA of bias

(Fig. 3.2(a)i).
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Operating near the second harmonic offers an attractive method of probing for magnetic

signatures, as the N-V is insensitive to the direct drive from IMW, while maintaining sensi-

tivity to the SW stray fields near νSW1,2. For example, as Ibias approaches the STO threshold

(ii), the expected feature appears in (a) at Bext = 40 mT where the parametrically driven

SW1 and N-V frequencies are in resonance [254]. As the bias is increased beyond the STO

threshold (iii), several new features emerge. First, SW auto-oscillations directly drive the

N-V spin at 41 mT (independent of IMW), when νSW1 ≈ ν+, leading to a vertical stripe of

reduced fluorescence. The stripe bends as the drive frequency approaches 2νSW1 producing

tails that extend well beyond the resonance condition. As discussed below, these features are

reasonably captured by a simple macrospin model, but we can also anticipate the behavior

qualitatively. At field strengths where νSW1 = ν+, i.e., when the drive frequency νMW ap-

proaches twice the STO resonance frequency, the magnetic oscillations can phase lock with

the drive, pulling their frequency out of resonance with ν+ and returning the fluorescence to

the higher ms = 0 value, e.g., near 8 GHz at 41 mT. When the phase-locked SW mode is

driven to resonance with νMW = 2ν+ again, it drives N-V transitions, and the fluorescence

returns to the lower mixed-state value. At fields away from 41 mT, where νSW1 ̸= ν+, the

non-resonant drive modulates the auto-oscillating spin wave, producing sidebands that can

drive the NV transitions, generating the tails. This is most easily seen in Fig. 3.2(d), which

shows the same data as in (a), but transformed onto axes of N-V “probe” detuning

∆νprobe = ν+ − νSW1 (3.1)

and “drive” detuning

∆νdrive = νMW − 2νSW1 (3.2)

taken relative to 2νSW1, with an added dotted line along ∆νdrive = ∆νprobe for reference.

As expected for a second-harmonic drive, the parametrically driven and phase-locked dips

in (ii) and (iii) occur at probe detunings of ∆νprobe = ∆νdrive/2. Above the STO threshold

(iii and iv), we also see auto-oscillations as a horizontal line at ∆νprobe = 0, while the tails

asymptote toward unity slope, consistent with IMW adding modulation sidebands to the SW
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oscillation. Between the phase-locked and asymptotic regime, the ODMR feature transitions

continuously, indicating the drive may be pulling the oscillator frequency without fully phase-

locking. We note that this spectral feature is suppressed in (iii) near the first harmonic (in

(b)), as expected by symmetry for our geometry; the spin-orbit torques are nearly aligned

with the average magnetization of the SW oscillations, and so directly driving its precession

is inefficient.

In Fig. 3.2(a,iii), we also observe a second dip at Bext = 36 mT near the resonance

condition νSW2 = ν+ for SW2. As such, we associate this feature with parametric driving of

SW2. Interestingly, when the N-V is resonant with the auto-oscillations of SW1 (41 mT),

we observe a brightening of the fluorescence (arrow in (a,iii) and (d,iii)) while driving near

2νSW2, suggesting our parametric drive of SW2 has quenched the auto-oscillations of SW1.

Finally, as the bias is further increased (iv), we see the SW features darken and broaden,

with the modulation tail visible over a greater range of fields. Additionally, the brightening

associated with driving SW2 parametrically while probing SW1 is suppressed, suggesting

that SW1 is no longer fully quenched.

3.4 Macrospin modeling

The signatures of parametric drive, auto-oscillations, and phase locking are reasonably cap-

tured by a simple model coupling macrospin (uniform) magnetization dynamics to an N-V

probe via the stray field. Specifically, the magnetization’s unit vector m follows the Landau-

Lifshitz equation

dm

dt
= − γ

µ0

m×Beff − α

µ0

m× (m×Beff ) + qSOT (3.3)

with gyromagnetic ratio γ = 28 GHz/T, vacuum permitivity µ0, Gilbert damping coefficient

α = 0.04 (estimated from ST-FMR measurements [254]), plus an added spin-orbit torque

(Fig. 3.3(a))

qSOT =
ΘSH

MsLyL2
z

µ0γℏ
2e

IPtŷ (3.4)
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with effective spin Hall angle ΘSH = 0.1 in the Pt layer (chosen so that the observed and

modelled STO threshold currents match), Py saturation magnetization Ms = 760 [256],

magnetic layer width Ly = 300 nm and thickness Lz = 5 nm, and Pt current

IPt =
ρPy

ρPt + ρPy
I, (3.5)

where ρPt = 21.9 µΩ · cm and ρPy = 65.2 µΩ · cm [225]. The first term in Eq. 3.3 describes

precession about an effective field

Beff = BI + Bext + Bdemag + Btherm, (3.6)

where

BI = ηIŷ, (3.7)

is the average current-generated field experienced by m with efficiency η = 1 T/A (roughly

estimated from the geometry and resistivities of the metals, and consistent with the ST-FMR

lineshape [254]),

Bext = Bext

(︄√︃
2

3
ŷ +

1√
3
ẑ

)︄
, (3.8)

is the externally applied field (magnitude Bext),

Bdemag = −µ0MsN ·m (3.9)

is the demagnetizing field with (shape-defined) tensor N, approximated here as that of an

ellipsoid with only diagonal elements Nxx = 0, Nyy = Lz/(Ly +Lz), and Nzz = Ly/(Ly +Lz)

[254,257], and Btherm is a stochastic Langevin field [240] drawn from a Gaussian distribution

of standard deviation
√︁

4µ0αkBT/γMsV∆t at each time step (of duration ∆t) and dimension

separately, with Boltzmann constant kB, temperature T = 300 K, and magnetic volume

V = LxLyLz = 4.5 × 10−21 m3 (estimated from the nominal Py dimensions). The second

term in Eq. 3.3 describes the magnetization’s descent down the potential energy gradient

due to damping α. For each applied field and drive current, we allow the simulation to reach

a steady state, then average the power spectral densities over 16 iterations of Tsim = 20 µs
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each.

Once the time-dependent magnetization is computed, the resulting N-V dynamics are

modeled from the local field at the position of the N-V , comprising the static applied field

Bext, the Oersted field BOe from the current in both layers of the wire, and the dipolar

field Bdip from the magnetic layer. The Oersted field is computed assuming translational

symmetry along x̂, while the dipolar field is obtained by assuming uniform magnetization

of the Py along m and integrating over the layer’s volume (see Fig. 3.3(b)). We use

rNV = −(240, 300, 60) nm for the position of the N-V probe relative to the center of the

device, estimated from the optical measurements in Fig. 3.1(b) (determines xy) and SRIM

calculations to determine the implantation depth [254]. The resulting time-dependent field

at the N-V is then used to calculate three relevant quantities: First, the N-V spin transition

frequency is set by the time-averaged field

⟨Bj⟩ =
1

Tsim

∫︂ Tsim

0

Bdip · ejdt, (3.10)

where Tsim is the simulation’s duration and ej are three orthogonal unit vectors

eX = x̂ (3.11)

eY =
1√
3

(ŷ −
√

2ẑ) (3.12)

eZ =
1√
3

(
√

2ŷ + ẑ) (3.13)

reckoned relative to the N-V symmetry axis eZ ; second, the Rabi frequency

ΩR = 4πγNV

∫︁ Tsim

0
Bdip · σ(νMW/2)dt∫︁ Tsim

0
σ(νMW/2) · σ(νMW/2)dt

(3.14)

is calculated from coherent, synchronized magnetic oscillations at half the microwave drive

frequency νMW, where γNV = 28 GHz/T is the N-V spin’s gyromagnetic ratio and σ(ν) =

ei2πνteX + iei2πνteY is the transverse component of the spin’s co-rotating frame; third, the



98 CHAPTER 3. PHASE-LOCKED SPIN TORQUE OSCILLATOR DYNAMICS

(a) (b)

(c) (d)

D
ri

ve
 f

re
qu

en
cy

 ν
m

w
 (

G
H

z)

Drive frequency νmw (GHz)

R
es

po
ns

e 
fr

eq
ue

nc
y 

(G
H

z)

Bext (mT)

Bext = 53 mT

50 52 6054 56 58 8.2 8.4 9.28.6 8.8 9.0

10−8 10−9 10−10 10−11 10−121.0 0.9 0.50.8 0.7 0.6
ms = 0 population |m|2 PSD (a.u.)

m(t)

x

y
z

Bext

2νSW1

2ν+

ν+

N-V

Ibias + Imw

8.6

8.8

9.0

9.2

9.4

4.0

4.2

4.4

4.6

4.8

Figure 3.3: Simulated ODMR (a) Typical large-amplitude trajectory of the magnetization
m(t) in the macro-spin simulation. (b) The time-varying magnetic field at the N-V probe
location—which determines its population and fluorescence—arises from the magnetic layer’s
integrated dipolar field and the Oersted field from applied currents. (c) Calculated ms = 0
population when the nanowire is driven with Ibias = 4.47 mA and Imw = 0.5 mA, which
reproduces the STO “vertical stripe”, phase locking region, and modulation sideband tails
observed in Fig. 3.2(a)iii. (d) Power spectral density (PSD) of the macro-spin model under
the same conditions as (c), with a fixed magnetic field of Bext = 53 mT, clearly showing
the phase-locked region from 8.6-8.75 GHz drive, frequency pulling near this region, and the
modulation sidebands outside this region. The white line shows the N-V frequency, which is
only slightly affected by the changing average magnetization.
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induced relaxation rate

Γ1 = 4πγ2NV Tsim

⃓⃓⃓⃓
⃓
∫︁ Tsim

0
Bdip · σ(ν+)dt∫︁ Tsim

0
σ(ν+) · σ(ν+)dt

⃓⃓⃓⃓
⃓
2

(3.15)

is found from the transverse field noise spectrum at the transition frequency ν+. With these

parameters, we can estimate the steady state ms = 0 population using a two-level optical

Bloch equation [115] (see Appendix 3.6.3).

By varying the applied field and drive frequency, we simulate data in Fig. 3.3(c) over the

same parameter range as the measurement in Fig. 3.2(a,iii). For the chosen parameters, the

simulation provides somewhat quantitative agreement with the key features in the measured

ODMR spectrum, though there are some exceptions. First, the macrospin approximation

precludes additional SW modes or associated interactions. Second, the simulated resonance

between the N-V and the magnet occurs at higher fields than experimentally observed, since

the macrospin mode generally has lower frequency than a spatially varying mode that is

“stiffened” by the exchange field.

Despite this, our simple toy model validates the above interpretation of the ODMR signa-

tures associated with phase-locking and freely-oscillating STO regimes, including frequency

pulling near the phase locking regime, and a strong phase-locked response at 2ν+. We also

clearly see the modulation sidebands occurring at the expected frequencies. To make these

features more explicit, Fig. 3.3(d) shows the power spectral density (PSD) of the simulated

macrospin (the summed contributions of m’s x-, y-, and z-components), with the same axes

as those of Fig. 3.2(d), but a color scale associated with m instead of N-V fluorescence.

At νMW = 4.35 GHz, we observe the expected free-running STO, whose frequency is pulled

down as the drive approaches 8.6 GHz, at which point the magnetization locks phase with

the drive, following the frequency νMW/2 until it unlocks at 8.75 GHz drive, where the STO

is again free-running at a higher-than-unperturbed frequency. Modulation sidebands appear

when the response (probe) and drive detunings are equal, as expected. As a caveat, note that

this comparison is only rigorously valid outside the phase-locked regime, since, within it, the

large Rabi frequency of the magnetization drive broadens the N-V ’s ODMR linewidth rather

than producting a delta-function frequency response expected from a coherent oscillation.
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3.5 Lifetime measurements

Finally, we can study STO dynamics in the absence of microwave driving by performing

all-optical relaxometry with the N-V probe. Specifically, we perform lifetime measurements

using the pulse sequence shown in Fig. 3.4(a), first initializing the N-V into ms = 0 with

a 532 nm laser pulse, then allowing variable “dark” evolution time τ between 5 and 25 µs,

and finally reading out the new spin state with another laser pulse. The signal fluorescence

is normalized to the counts measured during a later “reference” time to minimize slow drifts

in the optical paths. A simplified single-decay model (Fig. 3.4(b)) is used to extract the

relaxation rate Γ+ assuming that the STO is the dominant source of relaxation during the

evolution time and that it only drives relaxation between spin states 0 and +1.

Figures 3.4(c) and (d) show the fluorescence from the relaxation measurements with τ = 5

and 25 µs as the external field and bias are swept. Open circles (squares) shown the bias

and magnetic field conditions where the probe and spin-wave frequencies are in resonance

ν+ = νSW1 (ν+ = νSW2). Immediately apparent are the dips in fluorescence that occur at

biases near and above the STO thresholds. (Note that the apparent increase in fluorescence

above Ibias = 4.5 mA in Fig. 3.4(d) is an artifact of the normalization procedure: when Γ+

exceeds the polarization rate during the laser pulse, the initialization fidelity is diminished,

which reduces the reference counts, increasing the normalized signal.)

Next, we fit time-series data spanning 5 µs < τ < 25 µs at each applied field and bias to a

single-exponential decay in order to extract the relaxation rate Γ+ shown in Fig. 3.4(e). We

note that, while the all-optical relaxometry approach is experimentally simple to implement,

parameter extraction from the fluorescence measurements is susceptible to crosstalk from

other noise sources, such as spin mixing between 0 and −1 states near the excited-state

level anti-crossing at Bext = 50.4 mT during optical pumping. Furthermore, the restriction

of τ ∈ [5, 25] µs limits our ability to discern relaxation rates far outside the range 0.04 to

0.2 µs−1. Nevertheless, the simplistic approach to decay fitting is in agreement with our

interpretation of the N-V probing two spin-wave modes and confirms the STO threshold at

Ibias = 4.3 mA above which the measured magnetic-noise-induced relaxation rate increases by

orders of magnitude. The measured value Γ+ > 1 µs−1 when SW1 undergoes auto-oscillation
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are also consistent with the rates needed to form the features seen in ODMR, since the

relaxation rates required to see any features in the latter must be comparable to the spin

polarization rate of ∼ 5 MHz from optical pumping.

3.6 Conclusion

We report N-V ODMR and spin relaxation measurements of a free-running spin torque oscil-

lator (STO), and the ODMR spectral signatures of parametric phase-locking, near resonant

frequency STO frequency pulling and modulation, and the quenching of one STO mode by

another spin wave (SW). The interpretation of all but the last (multi-SW) feature are vali-

dated by a simple macrospin simulation. Beyond these demonstrations, pulsed ODMR might

enable distinguishing between coherent phase locking and noisy auto-oscillations, and relax-

ometry protocols can be improved and expedited with MW spin preparation and adaptive

pulse pattern generation [149].

To maximize the utility of these testbed-system results, these techniques should be im-

plemented in scanning probe systems, enabling one to resolve the spatial distribution of SW

modes below the diffraction limit of laser light. In particular, this would complement and

improve upon existing Brillouin light scattering techniques used to determine the localization

of mutual synchronization in STO arrays [39]. Even using standard ODMR, we demonstrate

a measurement capable of observing STO dynamics far beyond what is possible with device-

scale resistive readout.

Appendix

3.6.1 Device fabrication

We use an electronic grade diamond (element6) with a (001) surface as the substrate for the

nanofabricated device. The diamond has been implanted with a densely populated layer of

N-V centers created via 15N+ ion implantation described in our previous experiment [254].

We fabricate the device in this study using a two-step process. To define the nanowires, 5

nm layers of permalloy and platinum are deposited by electron beam evaporation uniformly
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over the diamond surface, and a 10-nm-thick alumina mask in the shape of the nanowire is

deposited by e-beam lithography and liftoff. The surrounding metal is then removed with an

argon ion mill. We find this step greatly reduces the N-V spin state fluorescence contrast,

but that an oxygen plasma “asher” can recover the spin contrast without damaging the

magnetic structures (see Appendix 3.6.2). Finally, KOH is used to remove the alumina layer,

allowing for top electrical contact. We then select devices with a well-coupled N-V s nearby,

and optically re-image their positions relative to the nearby alignment marks (compensating

for the systematic drift during their initial patterning, e.g., due to charging effects). Without

this realignment step, deviations by up to 1 µm from design specification precludes reliably

creating lead overlaps of 0.3 µm.

3.6.2 N-V ODMR contrast recovery

Following the argon ion milling step above, we wirebond a stripline above the diamond

approximately 100 µm from the devices of interest and use this to generate microwave fields

for testing nearby emitters. We noticed that ODMR contrasts from all N-V centers were

reduced by a factor of ∼8 (from 16% to 2%) as shown in Fig. 3.5, presumably from the ion

mill step, consistent with an altered surface chemistry known to decrease the charge stability

of the negatively charged N-V s and favor the magnetically-insensitive neutral state [258,259].

To repair the damaged surface termination, we expose the patterned diamond surface to an

oxygen plasma [260] from a plasma asher (Nanoplas DSB6000, 400 W RF power, 40 sccm

O2 flow, 0.4 Torr chamber pressure at 45◦C). By wirebonding a stripline across the surface

between each plasma exposure and measuring the ODMR contrast, we observe that the

contrast measured over 40 emitters (not the same emitters as before the ion etch) recovers

the nominal value after ∼50 minutes of exposure. Note the variation in observed contrast

across the sampled N-V s may be partially due to variation in the local environments, as well

as variation in the Rabi frequency, which was not controlled, as each emitter may have a

different orientation relative to the microwave magnetic field.

While the plasma asher was shown to repair the measured spin contrast for the near-

surface N-V s, we also verified that the processing was compatible with our fabrication flow.

Specifically, we conducted AFM measurements of the alumina/Pt/Py trilayer patterned de-
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vices after each exposure, as well as after the alumina was removed by a KOH etch, in order

to verify that the plasma did not etch the surface or patterned materials. Additionally, the

ashing process was shown to not noticeably affect the magnetization of the Py (eg, by oxi-

dization through the side walls) by measuring the splitting of N-V s spin resonances (partially

set by the dipole field of the Py layer) at two locations near the nanowire after each step.

At each step of the process, the so-inferred stray field from the Py was unchanged from the

original value within our ∼ 10% measurement uncertainty.

3.6.3 Simulation parameters of ODMR

Following the treatment by Dréau et al [115], we model the N-V steady-state spin population

under continuous wave excitation to simulate an analogue of the measured fluorescence.

Specifically, we model the steady-state populations p0 and p1 of the ms = 0 and ms = 1

states respectively as

p1 =
Γ1 [(2π)2(νMW − ν1)

2 + Γ2
2] + Γ2Ω

2
R/2

(2Γ1 + Γp) [(2π)2(νMW − ν1)2 + Γ2
2] + Γ2Ω2

R

, (3.16)

p0 = 1 − p1. (3.17)

ΩR and Γ1 are the Rabi frequency and relaxation rate defined in the main text; Γp = Γ∞
p

s
1+s

is the optically induced polarization rate and Γ2 = Γ∗
2 + Γ∞

c
s

1+s
+ 1

2
Γ1 is the spin dephasing

rate. These in turn depend on the saturation parameter s = 0.5 (corresponding to the optical

intensity used in these experiments), the optically induced polarization rate at saturation of

Γ∞
p = 5 × 106 s−1, the optical cycling rate at saturation of Γ∞

c = 8 × 107 s−1, and the

inhomogeneous dephasing rate Γ∗
2 = 2 × 105 s−1.

As discussed in the main text, we decompose the time-dependent field from the simulated

magnetization at the N-V ’s position into left- and right-circulating drives, which we note

can lead to double-counting of the spin flipping dynamics under some parameter ranges.

Specifically, when the STO is phase-locked to the parametric drive, the magnet will drive

coherent oscillations in the N-V such that ΩR > 0, but if the drive frequency is exactly

resonant with the N-V ’s harmonic as νMW = 2ν1 then the Fourier transform definition for
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Γ1 > 0 also plays a role in mixing the spin. Because this double counting only occurs for

values of |νMW − 2ν1| < ∆νFFT (where ∆νFFT = 5 MHz is the resolution of the Fourier

transform), we neglect it, as it does not qualitatively change the results.

3.6.4 Transport verification of the STO

To confirm that the fabrication process leads to coherent, free-running STOs with signals

detectable by conventional means, we use a spectrum analyzer having a resolution bandwidth

of 22 MHz to measure the power spectral density of microwave electrical currents induced

by the mixture of oscillating magnetoresistance with the bias currents [32]. Although the

device studied in this article was destroyed before we could perform this test, we measured

the electrical spectrum in a device from the same chip and fabrication run with lateral

dimensions of 6 × 0.3 µm as shown in Fig. 3.6. As the bias current is increased above the

STO threshold of ∼ 3.6 mA, a spectral line with a with < 50 MHz linewidth appears and

decreases in frequency with bias, consistent with the macrospin model. This measurement

further validates that the features in the N-V fluorescence data can be attributed to the

auto-oscillations of an STO.
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Chapter 4

Discussion

4.1 Summary of study themes

4.1.1 Spin current control of a magnetic nanowire

In this work, we explored how N-V magnetometry can be used to detect magnetic dynamics

in the presence of spin currents. We fabricated Py/Pt nanowires on a diamond chip substrate

and probed the ferromagnetic modes using a single N-V centre. We observed large-amplitude

magnetic oscillations driven by a parametric drive, a nonlinear method of excitation possible

when a system parameter such as damping is periodically varied at approximately twice the

natural frequency [52, 56]. These excitations were only possible in our device thanks to the

large spin-orbit torque (SOT) from the Pt layer which enabled strong microwave driving

and a bias-induced damping reduction. We detected the magnetic signal using resonant and

off-resonance ODMR and compared it with standard ST-FMR measurements [84, 261] to

validate our measurements. Finally, we used relaxometry measurements of the N-V ’s spin to

measure the local noise temperature, where we achieved SOT-cooling of the magnetic modes

from room temperature to ∼ 150 K.

Using metallic permalloy as our magnetic layer allowed us to characterize the FMR of our

device via transport measurements. The established technique of ST-FMR [84,261] enabled

determination of the FMR frequency by fitting the frequency-dependent voltage to a Fano

peak. We compared the FMR frequencies versus the swept magnetic field to the Kittel

model [262] to estimate the coercive fields of the device. When we applied above-threshold

SOT antidamping we observed parametric driving at twice the fundamental FMR frequency.

We compared ST-FMR measurements of the parametric oscillator to the maximally observed

AMR to estimate a precession angle of 55◦.

107
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We used the ST-FMR findings to guide and interpret our measurements with the N-V . We

observed that off-resonant, large-angle parametric oscillations affected the ODMR frequency

due to a decrease in the average local field at the location of the N-V . The change in average

field relative to the overall stray field implied a precession angle of 60◦, which corroborated

out measurements done in transport. Similar styles of measurements have previously been

performed on a Py microdisk by van der Sar [174], though we note that our measurement

extended the technique to large-angle dynamics enabled by SOTs.

More interestingly, we also resonantly drove the N-V ODMR using the stray field from

the parametrically excited FMR. We observed a decrease in fluorescence when we drove the

magnet at exactly twice the ODMR frequency, but only when the natural FMR frequency

was equal to or below that of the N-V . Unlike resonant driving, which could only effectively

drive the fundamental mode, parametric driving was able to excite higher-order modes, which

interacted with the N-V over a large range of tuning fields. The observed fluorescence dip was

only visible when we applied bias exceeding the same threshold for parametric driving that

we saw in ST-FMR, confirming our interpretation of the excitation mechanism. Exciting

the N-V in this manner presented a direct way of using optically detected ferromagnetic

resonance (ODFMR) without crosstalk from the drive which was at twice the N-V frequency.

Other measurements have accomplished this isolation between pump and probe by exciting

FMR far below the probe frequencies [175–179, 187], an affect attributed to multi-magnon

scattering that distributes the input energy into the higher-frequency modes [177]. We do not

observe ODFMR at sub-resonant drive frequencies in our system, indicating that the reduced

geometry of our system may inhibit these multi-magnon decay channels. Our detection of

parametric ODFMR, however, shows that this method can continue to provide pump-probe

isolation in even in nanomagnetic devices, and has since been observed in other devices

[178,189].

We lastly used spin relaxometry to detect the magnetic noise spectrum from the ther-

mally occupied magnon modes. Similar to other characterizations of magnetic devices via

relaxometry [159, 174], we observed a maximum in the detected noise spectrum when the

N-V ’s transition frequency was just above that of the fundamental FMR, namely when the

N-V interacted with the highest density of well-coupled magnon modes. Damping and anti-
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damping SOTs gave us efficient control over the magnon occupancy, which resulted in order

of magnitude changes in relaxation rate of the N-V sensor. We found that the application of a

negative bias (associated with SOT damping) decreased the effective magnon temperature to

∼ 150 K; at the time of the paper’s publication, this was the largest SOT-mediated decrease

in magnon temperature when detected by N-V relaxometry [159] or BLS [193]. Since the

publication of this chapter, N-V measurements of MTJ geometries have seen an even greater

reduction in the relaxation rate as damping-SOTs are applied [184].

4.1.2 Parametric synchronization of a spin torque oscillator

In this next work, we used N-V magnetometry to map out the parametric synchronization of

an STO. By switching our fabrication process to a subtractive approach on diamond we were

able to achieve smaller device sizes, which allowed us to spectrally resolve the lowest frequency

magnetic modes. Smaller dimensions meant that the spin currents could now enable spin-

torque auto-oscillations capable of significantly decreasing the N-V fluorescence even while

subjected to continuous repolarization via optical pumping. ODFMR spectra showed the

synchronization of the STO to a parametric drive, which we validated by comparing against

ST-FMR measurements and magnetic simulations. Lastly, we observed large relaxation rates

in excess of 1 µs−1 as the device was made to auto-oscillate.

A subtractive device fabrication approach allowed us to build smaller devices than we

had achieved in our previous work. We opted for a thinner Py(5 nm)/Pt(5 nm) bilayer stack

compared to the 10 nm on 10 nm used previously, which was uniformly evaporated onto the

diamond chip. Next, alumina masking followed by an argon ion milling step enabled the

definition of the shorter and narrower devices. Subsequent measurements revealed that ion

milling drastically reduced the ODMR contrast, which we attributed to a changing surface

chemistry altering the N-V charge state populations [263–265]. Exposing the surface to the

oxygen of a plasma asher was shown to repair the ODMR contrast to the nominal value

without affecting the magnetic properties of the devices.

The smaller device dimensions enabled by our subtractive process meant that antidamping

SOTs sharpened the two lowest frequency modes of oscillation, enabling ST-FMR measure-

ments to resolve them when excited either resonantly or parametrically. CW-ODMR mea-
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surements by the N-V also detected resolvable spin-wave dynamics, and parametric ODFMR

revealed two distinct modes in contrast to the continuum we observed in our previous work.

Above a specific threshold, we saw that the N-V fluorescence decreased when the lowest mode

was resonant with the N-V , even when the drive frequency was far detuned. We attributed

this decrease to incoherent relaxation of the N-V by auto-oscillations of the magnetics. This

work thus marks the second demonstration of N-V detection of spin-torque oscillations after

Zhang measured an STO consisting of a YIG/Pt bilayer [183], and the first in a metallic

device where corroborating transport measurements are possible.

Near the critical bias threshold, we demonstrated parametric control of two resolvable

magnon modes which we detect using parametric ODFMR. By monitoring the N-V fluores-

cence as the bias, field, and drive frequency were swept, we not only observed the interaction

with the coherent parametric oscillator, but we also observed features which we attribute to

the incoherent noise spectrum of the auto-oscillations when the bias was above threshold.

When microwaves were applied just outside the parametric synchronization range, the oscil-

lation frequency of the STO was seen to deflect. Furthermore, we observed extended tails in

the spectra which we attribute to beat tones between the STO and the applied drive. Only

the lowest-frequency mode was seen to auto-oscillate, yet parametric driving of the second

mode reduced the amplitude of the STO. This power-sapping effect disappeared when the

bias was increased further above the bias threshold, showcasing the N-V ’s ability to probe

spin-wave coupling in magnetic devices operating near their critical points.

Our observation of the parametric synchronization in the ODMR spectra demonstrated

a rich feature set, so we used a macrospin magnetic model to simulate the measurement

and help corroborate our interpretations. We modelled the Lindau-Lifshitz-Gilbert (LLG)

equations to solve the magnetic trajectory of a single dipole subjected to the fields and spin

torques in the experiment. We then mapped that trajectory onto the device dimensions to

solve for how the stray field at the N-V location would affect the fluorescence of the emitter.

The simulation replicated the same qualitative features we saw in the fluorescence spectrum,

namely synchronization of the auto-oscillating mode to a parametric drive and the creation

of beat-tones between the STO and drive capable of driving ODMR.

Finally, measuring spin relaxometry while sweeping the applied field and bias allowed us
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to detect the STO using an all-optical N-V approach. When the STO was resonant with the

N-V spin transition, we observed decay rates of order 1 µs−1. These rates are comparable to

the optical repolarization rate of the N-V , and are therefore consistent with our observation

of STO-induced fluorescence quenching in our continuously excited ODMR measurements.

4.2 Limitations of the studies

Both experimental designs had limitations that complicated analysis. Our ODMR techniques

were operated in CW for experimental simplicity, but without well designed reference mea-

surements it was difficult to separate spin mixing from drifts in optical alignment. Multiple

sources of spin mixing also complicated our interpretation of the relaxometry measurements

in Chap. 3, which made it difficult to estimated the parameters over the high dynamic range

of our data. Equally limiting was our choice of sensing architecture, where we used N-V s

embedded in the diamond substrate on which we fabricated our devices, as the stochastic

process of finding a suitable device with a well-coupled N-V probe reduced the experimental

yields. Importantly, the patterned devices were susceptible to failure mechanisms, which

limited our ability to fully characterize their behaviour before their demise.

Our CW-ODMR were susceptible to drifts in optical alignment, and required renormal-

ization of the fluorescence between fast sweeps in post. While this was feasible in Chap. 2

by comparing the many fluorescent points when driving with far off-resonant frequencies, the

same was not possible in our Chap. 3 because the onset of spin torque oscillations drove the

N-V even when the drive frequency was far detuned. Better measurement designs would also

have included a reference pulse during which the device bias was turned off, as variation in

the N-V fluorescence from optical drifts would be more easily distinguished from variation

caused by the STO coming into resonance with the N-V . Instead, we had to renormalize the

fluorescence against the fully-mixed state of the N-V when the microwaves drove the ν± tran-

sitions. As fewer datapoints defined these transitions than the background, systemic noise

was introduced between fast sweeps, which could have been avoided with proper reference

pulses built into the experiment.

Interpreting the magnon occupancy via the measured relaxation rates in Chap. 2 was
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difficult because the N-V was always interacting with a bath of unresolved magnon modes.

Applying bias not only changed the thermal occupation of the modes, it also affected the

linewidths of each mode, the relative frequency detuning from the N-V probe, and the density

of interacting states. In order to extract an effective magnon temperature, we needed to place

further assumptions on how the N-V interacted with the changing magnon density of states

(see Section 2.14).

Our relaxometry measurements in Chap. 3 also had issues between distinguishing real

signals from the STO and other sources of spin mixing such as was induced by the proximity

to the excited state level anti-crossing [233]. We used an all-optical approach to initialize

and read out the spin state after a variable dark time. This process should have resulted in

a single-exponential decay in fluorescence as only the transition between ms = 0 and +1 was

strongly affected by the STO noise. Our data did not always fit well to such a model because

off-axis fields near the excited state level anti-crossing mixed the ms = 0 and −1 states

during optical initialization [192]. Furthermore, when the STO began to auto-oscillate in

resonance with the N-V , it mixed the spins faster than the optical pumping could repolarize

them. Calibration of π-pulses to enable initialization into any of the spin states would have

mitigated many of these discrepancies between the data and our fitting procedure, though

automation of the process would be required as the frequency of the π-pulse would need to

be recalibrated for each value of field and bias.

Finally, we note that while our sample-on-a-diamond-chip approach to detecting spin-

waves with N-V s required less overhead than other methods of interfacing the spin sensor

such as mechanically ground nanodiamonds, it introduced its own set of challenges. Magnetic

circuits were fabricated on diamond rather than typical industrial substrates such as silicon, as

such most process steps needed to be tested for use with diamond. Electron beam lithography

in particular was limited in resolution and accuracy due to charging effects of the insulating

diamond, affecting the achievable feature sizes in our first study. Furthermore, relatively

few devices (circa 40) with wirebondable pads could be produced on each 4.5 mm × 4.5

mm diamond chip, and viable devices needed to have an N-V within tens of nanometers of

the device and with the correct crystallographic orientation. The low fabrication yield made

the eventual death via of working devices more painful; we had several devices slowly or
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rapidly degrade before causing an open circuit, which we attributed to electromigration in

the nanowire from Chap. 2 and electrostatic shock killing the device in Chap. 3.

4.3 Directions for future research

The methods demonstrated in this thesis can be extended to detecting spin waves in more

complicated magnonic circuits. Parametric ODFMR offers an avenue for controlling and

magnetic dynamics while isolating the drive field from the measurement. We have also seen

evidence of coupling between spin-wave modes at critical antidamping, where further research

is needed to understand the interplay. ODFMR could also be used as a future method for

efficient quantum state control in N-V s. Most promisingly, STO detection schemes should be

extended to scanning probe systems to uncover the behaviour of nanoscale arrays and other

interesting geometries.

By isolating the excitation frequency of the pump from the N-V probe frequency, para-

metric ODFMR can help isolate the spin-wave dynamics we wish to detect. Similar pump-

probe separation has been accomplished in large sheets of magnetic materials by pumping

the fundamental FMR, which in turn excites higher-order modes by three- or four-wave mix-

ing [159, 177], but we were unable to detect this mechanism in any of our devices. This

shows that parametric ODFMR offers a new tool for crosstalk-free spin-wave measurement

that extends to small scales where the continuum of spin-wave modes becomes discretized.

Furthermore, while FMR-pumped ODMR drives the N-V through the incoherently scattered

spin waves, parametric pumping intrinsically preserves the phase between the magnetic re-

sponse and the drive.

In both of our works probing devices of different sizes, we observed evidence for magnon-

magnon interactions via parametric ODFMR. Despite this, the nature of these interactions

near the critical antidamping point remains poorly understood. In Chap. 3, we detect that

driving a second resolved magnetic mode sapped the energy from the mode undergoing auto-

oscillations, but only very near the threshold bias. Future work should map this interplay

in greater detail, for instance by measuring the phase space of power and detuning needed

to synchronize the STO as a function of bias current, similarly to what has been done in
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nanocontact systems measured in transport [56] or has been studied using N-V s and resonant

driving in YIG/Pt STOs [183].

The ease with which large-angle oscillations can drive N-V dynamics shows the potential

for ODFMR as an energy efficient and miniature method for quantum control. We demon-

strated that STOs can achieve large relaxation rates of the N-V , but what remains to be seen

is whether phase-locking an STO to a coherent input drive can also manipulate the N-V spin.

Pulsing of the coherent drive, the control bias, or both simultaneously needs to be tested to

verify if they can control coherent Rabi oscillations of the spin state. This would enable new

modalities for devices to offer for magnonic control of quantum interfaces like the N-V , in

complement with recently demonstrated techniques using adiabatic passage mediated by a

ferromagnetic vortex to implement π/2 control [266].

Most importantly, the high spatial resolution that can be achieved using scanning probe

implementations of N-V magnetometry offers the greatest opportunities to extend the work

performed in this thesis. To show practical uses, magnonic devices are scaling down in size

while they simultaneously increase in complexity, requiring improved sensing to test whether

they operate as expected. Spatial information would improve our own understanding of our

nanowire systems, as measuring the spatial correlations to parametric ODFMR would uncover

the spatial mode profiles for each of the synchronized modes by adapting magnetic texture

reconstruction techniques [127] to maps of the parametric ODFMR Rabi frequency. Further-

more, while the self-synchronization of STO arrays [39] has been verified using spectrometer

readout of the electric current and by focused-BLS detection of magnetic oscillations, the

former technique is non-locally averaged over the entire device while the resolution of the

latter exceeded the feature sizes of the array. N-V scanning probes measuring in either relax-

ometry [169] or parametric ODFMR detection modes should be operated over such devices

in order to resolve the activity of the individual STOs within the array, such as the case

where not all oscillators are mutually synchronized. To that end, properly designed pulse

sequences can result in measurements insensitive to drifts in optical alignment, and Bayesian

inference can drastically speed up the measurement when the relaxation rate is not known

in advance [149].
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Conclusion

The work in this thesis set out to deepen our understanding and control of spin-current-based

magnetic devices through the development of new quantum sensing protocols. We developed

nanofabrication techniques to build metallic magnet bilayers on diamond, where the mag-

netic dynamics were strongly affected by SOTs injected from a heavy metal layer. We used

ODMR from proximal N-V s to map the magnetic resonances, which we then validated against

established ST-FMR techniques. We developed parametric ODFMR to measure nonlinear

control of magnetic devices without being affected by crosstalk from a degenerate pump.

Using spin relaxometry, we detected order-of-magnitude changes in the magnon thermal oc-

cupation by applying damping and antidamping SOTs. Extending these methods to smaller

devices, we detected strong relaxation-induced fluorescence quenching from our N-V probe

when a proximal STO began to auto-oscillate. By sweeping a parametric pump, we mapped

the synchronization space of the STO by observing how the coherent and incoherent drives

affect the N-V fluorescence, and we validated our understanding against simulations.

These findings improve our understanding of quantum sensing protocols in the presence of

strongly-driven magnetic devices, which is crucial to mapping the technique to more compli-

cated systems. By understanding the interaction between the N-V probe and magnetic modes

of a simple magnetic nanowire, we can take the next steps towards measuring self-interacting

systems like STO arrays used for neuromorphic computing. Furthermore, extending our work

to develop a magnetic parametric amplifier may enable new and efficient ways of interfacing

spin waves with spin qubits.
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and the Landé g factor with thickness in Ni-Fe films. Appl. Phys. Lett., 83(1):93–95,

2003. 68



BIBLIOGRAPHY 147

[242] B. A. Kalinikos and A. N. Slavin. Theory of dipole-exchange spin wave spectrum for

ferromagnetic films with mixed exchange boundary conditions. J. Phys. C: Solid State

Phys., 19(35):7013, 1986. 75

[243] N. Smith, D. Markham, and D. LaTourette. Magnetoresistive measurement of the

exchange constant in varied-thickness permalloy films. J. Appl. Phys., 65(11):4362–

4365, 1989. 75

[244] C. Bayer, J. Jorzick, B. Hillebrands, S. O. Demokritov, R. Kouba, R. Bozinoski, A. N.

Slavin, K. Y. Guslienko, D. V. Berkov, N. L. Gorn, and M. P. Kostylev. Spin-wave

excitations in finite rectangular elements of Ni80Fe20. Phys. Rev. B, 72(6), 2005. 75, 76

[245] K. Y. Guslienko, S. Demokritov, B. Hillebrands, and A. Slavin. Effective dipolar

boundary conditions for dynamic magnetization in thin magnetic stripes. Phys. Rev.

B, 66(13), 2002. 75
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