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Abstract 

In cold regions, the unfrozen water content plays an important role in a number of processes, including 

permafrost thaw, groundwater-surface water exchange, and heat and solute transport in soils. The 

relationship between unfrozen water content and sub-freezing temperatures (or suction at the ice-water 

interface) is known as the soil-freezing characteristic curve (SFCC). Previous studies have shown that 

considering the unfrozen water content can significantly improve accuracy in heat and water transport 

modelling. However, the differences in how various soil-freezing functions and parameterizations affect 

hydrogeologic properties and thermal regimes are not well understood. In this thesis, SUTRA-ice, a 

numerical model that couples groundwater flow and energy transport with dynamic freeze-thaw processes, 

is used to simulate and compare the performance and parameterization of three widely used SFCC functions 

(exponential, piecewise linear, and power law). The shape of the SFCC is dependent on parameters including 

the residual unfrozen water content, freezing point depression, or empirical constants characteristic of a 

given soil. A two-dimensional homogeneous model with time-dependent thermal and hydrological surface 

boundary conditions represents a simple permafrost cross-section. Results show that the type and 

parameterization of the SFCC significantly affects permafrost evolution, active zone dynamics, and stream 

discharge in coupled heat and water transfer modelling of frozen soil. Depending on the SFCC used, the 

residual liquid water saturation and freezing point depression can control the level of ice saturation in the 

model, talik and permafrost formation, as well as the thickness of the active layer. 
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Résumé 

Dans les régions froides, la teneur en eau non gelée joue un rôle important dans un certain nombre de 

processus, notamment le dégel du pergélisol, les échanges entre les eaux souterraines et les eaux de surface 

et le transport de la chaleur et des solutés. La relation entre la teneur en eau non gelée et les températures 

inférieures au point de congélation (ou succion à l'interface glace-eau) est connue sous le nom de soil-

freezing characteristic curve (SFCC). Des études antérieures ont montré que la prise en compte de la teneur 

en eau non gelée peut améliorer considérablement la précision de la modélisation du transport de la chaleur 

et de l'eau. Cependant, les différences dans la façon dont diverses fonctions et paramétrisations de gel du sol 

affectent les propriétés hydrogéologiques et les régimes thermiques ne sont pas bien comprises. Dans cette 

thèse, SUTRA-ice, un modèle numérique qui couple l'écoulement des eaux souterraines et le transport 

d'énergie avec des processus dynamiques de gel-dégel, est utilisé pour simuler et comparer les performances 

et la paramétrisation de trois fonctions SFCC largement utilisées (exponentielle, linéaire par morceaux et loi 

de puissance). La forme du SFCC dépend de paramètres tels que la teneur résiduelle en eau non gelée, 

l’intervalle des températures de gel ou les constantes empiriques caractéristiques d'un sol donné. Un modèle 

homogène à deux dimensions avec des conditions aux limites thermiques et hydrologiques de surface 

dépendant du temps représente un transect de pergélisol. Les résultats montrent que le type et la 

paramétrisation du SFCC affectent de manière significative l'évolution du pergélisol, la dynamique de la 

zone active et le débit des cours d'eau dans la modélisation couplée du transfert de chaleur et d'eau du sol 

gelé. Selon le SFCC utilisé, la saturation en eau liquide résiduelle et l’intervalle des températures de 

congélation peuvent contrôler le niveau de saturation en glace dans le modèle, la formation de talik et de 

pergélisol, ainsi que l'épaisseur de la couche active. 
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1. Introduction 

Groundwater is an essential component of Arctic and Subarctic ecosystems. Increasing temperatures and 

rapid permafrost thaw due to climate change have led to significant changes in Northern hydrological 

systems ( Romanovsky et al., 2010; Serreze et al., 2000; Walvoord & Kurylyk, 2016). Permafrost 

degradation has important implications for groundwater-surface water connectivity, spatial and temporal 

distribution of water, and heat and solute transport processes (Connon et al., 2014; Lamontagne-Hallé et 

al., 2018; Romanovsky & Osterkamp, 2000). Thawing permafrost also acts as a positive feedback 

mechanism as the thickness of the seasonally thawed layer (i.e., active layer) and year-round thawed zones 

(i.e., taliks) increase, leading to more groundwater flow, subsidence, and further thaw (Walvoord & 

Kurylyk, 2016). To study the mechanisms associated with permafrost thaw, recent studies have employed 

predictive models to simulate hydrogeologic and thermal transport of idealized permafrost environments 

(e.g., Bense et al., 2012; Ge et al., 2011; McKenzie et al., 2007; McKenzie & Voss, 2013).   

In cold regions, the amount of unfrozen water is a key parameter for soil thermal and physical 

properties, and changing this parameter can affect liquid water transport during freezing and thawing 

processes (Kozlowski, 2004; Wang et al., 2017). Due to capillarity and the surface potential energy of soil 

particles, not all liquid water in frozen soil transforms into ice. This unfrozen water decreases with 

decreasing temperature and coexists with pore ice (Anderson & Tice, 1972). Solute concentration, particle 

size distribution, and the chemical and mineralogical nature of the soil matrix influence the unfrozen water 

content (Chai et al., 2018; Jin et al., 2020; Qiu et al., 2020). The difference in thermal conductivity 

between liquid water and ice is a key parameter in cold regions engineering (Li et al., 2019), due to its 

influence on the sensitivity of permafrost to energy exchange. Phase change and associated latent heat 

release are also important controls on the strength of frozen soil (Li et al., 2019). Frozen ice-rich soils are 

characterized by a relatively high bearing capacity and low compressibility compared to the thawed state. 

Additionally, latent heat is responsible for approximately two orders of magnitude more energy storage in 

the system, so accurately knowing the ice content is essential to understanding the energetic state of 

permafrost. Therefore, understanding the behaviour and processes associated with unfrozen water content 

is essential for engineering applications and climate change research on Arctic hydrogeology.  

The soil-freezing characteristic curve (SFCC) describes the relationship between unfrozen water 

content and sub-zero temperature (Kurylyk & Watanabe, 2013). There have been many different equations 

and relationships proposed for SFCC. One common approach is to use the similarity between SFCC and 

soil-water characteristic curve (SWCC), which relates the soil water content to suction at the air-water 

interface in unfrozen unsaturated soil (e.g., Kozlowski, 2003; Wang et al., 2017). Empirical approaches 

focus on the direct measurement of SFCC using laboratory or in situ methods such as dilatometry, time 

domain reflectometry (TDR), or nuclear magnetic resonance (NMR) (e.g., Ren & Vanapalli, 2019; 

Yoshikawa & Overduin, 2005). SFCCs can be used as a tool for estimating the resilient modulus of frozen 

soils, shear strength, and the segregation potential for frost heave (Ren & Vanapalli, 2019). There are  

currently no studies that focus on choosing the appropriate SFCC parameterization to accurately simulate 

dynamic freeze-thaw processes in numerical models.  The research objective of this thesis is to determine 

how soil-freezing characteristic curves affect cryohydrogeologic model outcomes such as permafrost 

formation and hydrologic connectivity. Three different SFCC’s (piecewise linear, exponential, and power 

law) and a range of parameterizations were compared using a two-dimensional coupled groundwater flow 

and energy transport model.  
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2. Literature Review 

2.1 Cold regions hydrogeology 

Approximately 25% of terrestrial land surface in the Northern Hemisphere and 17% of the Earth’s exposed 

land surface is underlain or partially underlain by permafrost – ground that remains at or below 0°C for at 

least two consecutive years (Gruber, 2012; Romanovsky et al., 2002). Arctic temperatures are rising at more 

than twice the global average rate (Ballinger et al., 2020), leading to rapid permafrost thaw and decreased 

seasonal ground ice (Pepin et al., 2015). Frozen ground often acts as an impermeable barrier to groundwater 

flow (Williams & Smith, 1989). When pore ice melts, the ground permeability increases, which can change 

patterns of groundwater flow and increase infiltration at the ground surface (McKenzie & Voss, 2013). The 

flow and discharge of groundwater to surface water bodies occurs primarily in this region above the 

permafrost table (i.e., supra-permafrost zone) in the seasonally-thawed active layer, or through perennially 

unfrozen zones called taliks (Walvoord & Kurylyk, 2016).  

The seasonal freezing and thawing of the active layer promotes shallow supra-permafrost 

groundwater flow early in the thaw season and allows for deeper groundwater flow as the thawing front 

moves progressively downward in the summer (Kurylyk & Walvoord, 2021). Active layer thickness 

typically ranges from tens of centimetres to a few metres depending on climatic conditions, landscape factors 

affecting the surface energy balance, and soil physical and thermal properties. If the frozen soil beneath the 

thawing front is ice-saturated (thus relatively impermeable), the active layer can function as a shallow 

perched aquifer that controls runoff and streamflow response to snowmelt and precipitation, as well as solute 

transport and biogeochemical cycling (Walvoord & Kurylyk, 2016). Increases in baseflow in headwater 

catchments have been attributed to active layer thickening (Sjöberg et al., 2016), especially in regions 

dominated by supra-permafrost flow.  

2.2 Modelling soil freezing processes 

Numerical modelling is a useful tool to study how hydrologic systems function and change over time. 

Numerical groundwater models for cold regions, or cryohydrogeologic models, must represent both energy 

transport and water flow and therefore require solving fully coupled partial differential equations 

describing heat transport and unsaturated flow (Grenier et al., 2018). The accurate representation of 

permafrost and seasonal freeze/thaw in multi-year cryohydrogeological models is essential because the 

presence of frozen soil influences not only the hydrology, but also the thermodynamics, soil chemistry, 

structural stability, and ecology of regions experiencing freezing soils (Devoie, 2020).  

Most groundwater models are based on a multidimensional form of Darcy’s Law and use an 

energy transport equation to describe heat transfer through conduction, advection, and latent heat release 

and absorption. The modified version of the USGS Saturated-Unsaturated Transport Model (SUTRA-ice) 

can be used in cryohydrogeological heuristic studies ranging from small field sites to large scale aquifers 

(McKenzie et al., 2007; Voss & Provost, 2010). Energy transport in SUTRA-ice is governed by: 

 

𝐶𝑒𝑓𝑓
𝜕𝑇

𝜕𝑡
= −𝜀𝑆𝐿𝜌𝐿𝑐𝐿𝑣 ∙ ∇𝑇 + ∇ ∙ (𝜆𝑒𝑓𝑓∇𝑇) + 𝑄𝑃𝑐𝐿(𝑇

∗ − 𝑇) + 𝜀𝑆𝐿𝜌𝐿𝛾𝐿 + (1 − 𝜀)𝜌𝑆𝛾𝑆 

( 1 ) 

where 𝐶𝑒𝑓𝑓 is the effective bulk  heat capacity of the matrix (E·L-3·°C-1; Equation 2), 𝑐𝐿is the specific heat 

of liquid water (E·M-1·°C-1), 𝑣 is the average groundwater velocity vector (L·t-1), 𝜆𝑒𝑓𝑓 is the effective 

thermal conductivity tensor of the matrix (E·t-1·L-1·°C-1), 𝑇∗ is the temperature of the fluid (°C), 𝜌𝑆is the 

solid grains density (M·L-3), and 𝛾𝐿 and 𝛾𝑆are distributed energy sources or sinks respectively (E·M-1·t-1). 

See Table 1 for a full list of parameters. 
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When the simulated air temperature drops below the freezing point of the soil, a freezing front 

(0°C isotherm) moves into the subsurface as a function of the imbalance associated with the heat supplied 

versus the heat transferred elsewhere in the model domain (Ren et al., 2017). As the freezing front 

advances, the upper portion of the soil becomes frozen while the lower portion remains unfrozen, with a 

partially frozen layer existing between the frozen and unfrozen soil layers.  

The most common benchmark for testing and validating cryohydrogeologic models is the 

Lunardini analytical solution (1988) that solves for an advancing freezing front into a semi-infinite domain 

through time. The solution divides the freezing interval in a semi-infinite domain into three zones: 

unfrozen, partially frozen (or “mushy”), and fully frozen (Figure 1). The use of freezing front models (e.g., 

Devoie & Craig, 2020) to benchmark and validate numerical codes is a common approach. The SUTRA-

ice code successfully replicated the Lunardini solution and the InterFrost benchmark problems (Grenier et 

al., 2018; McKenzie et al., 2007; Rühaak et al., 2015). 

 

 
Figure 1. Graphical representation of the Lunardini analytical solution for a propagating freezing front 

with three zones (i.e., ice, mushy, and liquid water). Here freezing occurs between -4 and 0°C. (Figure 

from Rühaak et al., 2015). 

Models of subsurface heat transport in cold regions must incorporate changes in thermal and 

hydraulic properties as a function of ice content. SUTRA-ice simulates the phase transformation of 

porewater to ice over a range of sub-freezing temperatures, as well as the associated changes in heat 

capacity, thermal conductivity, relative permeability, density, and latent heat of formation (McKenzie et 

al., 2007). The effective heat capacity in SUTRA-ice is calculated with a weighted arithmetic average of 

the heat capacities of the matrix constituents (i.e., liquid water, ice, and solid grains) and includes the 

release or absorption of energy due to latent heat during the liquid and solid water phase changes: 

𝐶𝑒𝑓𝑓 = 𝜀(𝑆𝐿𝜌𝐿𝑐𝐿 + 𝑆𝐿𝜌𝐼) + (1 − 𝜀)𝜌𝑠𝑐𝑆 − ∆𝐻𝑓𝜀𝜌𝐼
𝜕𝑆𝐼
𝜕𝑇

 

( 2 ) 

where ∆𝐻𝑓 is the latent heat of fusion (E·M-1), 𝑆𝐼 is the ice saturation, 𝜌𝐼 is the ice density (M·L-3), and 𝑐𝐿, 

𝑐𝐼 , and 𝑐𝑆 are the specific heats of liquid water, ice, and the solid grains, respectively (E·M-1·°C-1). The 

effective thermal conductivity of the matrix is equal to the geometric average thermal conductivity of the 

matrix constituents and includes the thermal effects of mechanical dispersion: 

 

𝜆𝑒𝑓𝑓 = (𝜆𝐿
𝑆𝐿 + 𝜆𝐼

𝑆𝐼)
𝜀
𝜆𝐼
(1−𝜀)

 

( 3 ) 
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where 𝜆𝐿, 𝜆𝐼 , and 𝜆𝑠 are the thermal conductivities of liquid water, ice, and grains, respectively (E·t-1·L-

1·°C-1). See Table 1 for a full list of required model parameters. 

 

Table 1. Parameters used in Equations 1, 2 and 3. 

Parameter Symbol Units 

Temperature 𝑇 C 

Temperature of fluid (liquid) source (user-specified value) 𝑇∗ C 

Time 𝑡 s 

Porosity (volume of voids per total volume) 𝜀 1 

Liquid-water saturation (volume of unfrozen water per volume 

of voids) 

𝑆𝐿 1 

Ice saturation (volume of ice per volume of voids) 𝑆𝐼 1 

Liquid-water density (user-specified, may be held constant at ~ 

1000. [kg/(m3)] from 0 °C to 20 °C, set to a linear function of 

temperature, or to a nonlinear function of temperature) 

𝜌𝐿 M/L3 

Ice density (user-specified as a constant value, ~ 917. [kg/(m3)] 

at 0 °C; ~ 919. [kg/(m3)] at –10 °C) 

𝜌𝐼 M/L3 

Density of solid grain in solid matrix (user specified value, ~ 

2600. [kg/(m3)] for typical mineral grains) 

𝜌𝑆 M/L3 

Specific heat of liquid (user-specified value, L c ~ 4.182 x 103 

[J/(kg∙°C)] at 20°C; L c ~ 4.218 x 103 [J/(kg∙°C)] at 0 °C) 

𝑐𝐿 E/(M·C) 

Average fluid velocity 𝑣 L/s 

Latent heat of fusion ∆𝐻𝑓 E/M 

Distributed energy source in liquid (user-specified value)* 𝛾𝐿 E/(M·s) 

Distributed energy source in solid grains (user-specified value)* 𝛾𝑆 E/(M·s) 

Fluid mass source (including pure water ma plus solute mass 

dissolved in source water) 

𝑄𝑃 M/(L3·s) 

Specific heat of liquid (user-specified value, 

𝑐𝐿 ~ 4.182 x 103 [J/(kg∙°C)] at 20°C; L c ~ 4.218 x 103 

[J/(kg∙°C)] at 0 °C) 

𝑐𝐿 E/(M·°C) 

Specific heat of ice (user-specified value,  

𝑐𝐼 ~ 2.108x103 [J/(kg·C)]) 

𝑐𝐼 E/(M·°C) 

specific heat of solid grains (user-specified value,  

𝑐𝑆 ~ 8.4x102 [J/(kg·C)] for quartz or calcite; typical range: 6. to 

9. x102 [J/(kg·C)] for other minerals) 

𝑐𝑆 E/(M·°C) 

Effective thermal conductivity tensor of the matrix 𝜆𝑒𝑓𝑓 E/(t·L·°C) 

Fluid thermal conductivity (λL~ 0.6 [J/(s·m·°C)] at 20°C; ~ 0.56 

J/(s·m·°C) at 0° C) 

𝜆𝐿 E/(s·L·°C) 

Thermal conductivity of ice, user-specified value [user-specified 

value, ~ 2.14 J/(s·m·°C) at 0°C; ~ 2.3 J/(s·m·°C) at -10°C] 

𝜆𝐼 E/(s·L·°C) 

Thermal conductivity of solid grains, user-specified value [user-

specified value, lS ~ 3.5 J/(s·m·°C) for sandstone at 0°C] 

𝜆𝑠 E/(s·L·°C) 

* Distributed energy sources are energy sources that may occur due to radioactive decay, chemical 

reactions, or bacterial metabolism, processes not explicitly represented in SUTRA, but their total energy 

can be included in the energy balance (Voss et al., 2017). 
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2.3 Soil freezing curves 

2.3.1 The Clapeyron Equation 

The amount of liquid water content in a given soil is important when considering the relative hydraulic 

conductivity of a frozen soil as it defines the available flow paths (Watanabe & Osada, 2017). Water within 

the voids of a partially or fully saturated soil freezes in situ when the temperature is lowered below the 

freezing point (Tf ) (Andersland & Ladanyi, 1994). However, not all liquid water transforms into ice. Due to 

soil-water physicochemical interactions, such as capillary forces and the effect of pore curvature, a certain 

amount of liquid water remains at temperatures below the freezing point, usually considered to be 0 °C (Dash 

et al., 1995). The relationship between unfrozen water content and sub-freezing temperatures (or suction at 

the ice-water interface, see Figure 2) is known as the soil-freezing characteristic curve (SFCC). Existing 

parameterizations for the SFCC are based on (1) empirical approaches, which establish the relationships 

between unfrozen water content and sub-freezing temperature, or (2) physical approaches based on the 

Clapeyron Equation: 

 

Ψ = −∆𝐻𝑓𝜌𝑊 ln
𝑇 + 273.15

𝑇𝑓 + 273.15
 

( 4 ) 

 

where Ψ is suction (kPa); ∆𝐻𝑓is latent heat of fusion of water (𝐻𝑓=334,000 J/kg); 𝑇 is sub-freezing 

temperature (°C); 𝑇𝑓 is normal freezing temperature (𝑇𝑓  = 0 °C); and 𝜌𝑊 is water density (𝜌𝑊 = 1 g/cm3) 

(Azmatch et al., 2012a; Watanabe et al., 2011). The Clapeyron Equation describes the equilibrium 

relationship between the temperature and pressure in freezing soils. Equation (4) is often simplified into 

Equation (5) by employing the first term in the Taylor expansion of the exponential function (Kurylyk & 

Watanabe, 2013; Li et al., 2010; Williams, 1964; Zhang et al., 2007): 

 

Ψ = −𝐿𝜌𝑊
𝑇

273.15
 

( 5 ) 

These Clapeyron formulations ignore the effects of solutes on the SFCC, that lower the freezing point 

depression (Azmatch et al., 2012a). When freezing and thawing processes occur at thermodynamic 

disequilibrium, the Clapeyron equation is not valid. It should be noted that numerical models that assume 

thermodynamic equilibrium based on the Clapeyron equation tend to overestimate the rate of ice formation 

and the amount of water flow from unfrozen to frozen regions (Kurylyk & Watanabe, 2013). Previous studies 

have utilized an impedance factor to decrease the hydraulic conductivity for frozen soils (e.g., Hansson et 

al., 2004; Jame & Norum, 1980; Lundin, 1990; Zhao et al., 1997). However, a decrease in the hydraulic 

conductivity expressed by the impedance factor has not been experimentally verified. Many researchers have 

used the generalized Clapeyron equation to model the water retention behaviour of frozen soils (e.g., 

Azmatch et al., 2012a; Dall’Amico, 2010; Hansson et al., 2004; Ma et al., 2017; Painter & Karra, 2014). 

2.3.2 Similarities between SFCC and SWCC 

Koopmans and Miller (1966) showed experimentally that SFCCs are similar to soil water retention 

curves, i.e. soil-water characteristic curves (SWCC), through a scaling relationship between ice pressure (a 

function of temperature by using the Clapeyron equation) and air pressure (or capillary pressure). The 

Clapeyron equation can be used to convert sub-freezing temperature to suction or vice versa with 

assumptions that (i) the pore ice pressure in a saturated frozen soil is equal to atmospheric pressure and (ii) 
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the solute effects are negligible (Ren et al., 2017). The analogy between SFCC and SWCC exists due to the 

similarity in physical processes between drying and wetting in unfrozen unsaturated soil and freezing and 

thawing in saturated frozen soil. The same sorptive and capillary forces that prevent soil water from draining 

also prevent it from freezing (Cahn et al., 1992). Koopman and Miller’s (1966) theory applied to saturated 

soils that are either free of colloid material (solid-to-solid contact, SS-type, e.g., sand, silt, or coarse clay) or 

soils in which the particles are always surrounded by water and therefore separated from each other (solid-

liquid-solid contact, SLS-type, e.g., suspension in of sodium-saturated montmorillonite clay). 

A conceptual SFCC is presented in Figure 2. As temperature decreases and soil suction increases, 

formation of ice occurs in the largest pores first. The corresponding suction or temperature at this stage is 

referred to as the ice-entry value (Azmatch et al., 2012b). The unfrozen water content in the soil gradually 

decreases along the freezing curve. At a certain sub-freezing temperature, most of the pore water turns into 

ice and beyond this temperature extremely low temperatures (i.e., very high suction) would be required to 

further reduce the unfrozen water. The specific unfrozen water content that remains is referred to as the 

residual unfrozen water content (SWRES). Similar to SWCC, SFCC can be divided into three zones: boundary 

effect zone (no pore ice formation), transition zone (sharp drop in the unfrozen water content), and residual 

zone of unfrozen state (where variation in the unfrozen water content is insignificant despite significant 

changes in temperature or suction). Like soil drying and wetting, soil freezing and thawing shows hysteretic 

behaviour, which can be a result of several potential mechanisms such as the effect of electrolytes, solute 

redistribution, or pore blocking (Watanabe & Osada, 2017). 

 

 
Figure 2. Conceptual soil-freezing characteristic curve. Figure modified from Ren et al. (2017). 

2.3.3 Overview of existing SFCC expressions  

SFCC’s not derived from SWCC’s 

Researchers have derived SFCC expressions independently of any SWCC data based on empirical 

relationships between the unfrozen water content and sub-freezing temperature (e.g., Anderson & 

Morgenstern, 1973; Anderson & Tice, 1972; Jame, 1977; Kozlowski, 2007; Kozlowski & Nartowska, 

2013; McKenzie et al., 2007). If density differences between ice and water are ignored, the total 

volumetric water content (θW) can simply be expressed as the sum of the liquid water content (θl) and the 

ice content (θi): 

 

𝜃𝑊 = 𝜃𝑙 + 𝜃𝑖 
( 6 ) 
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By assuming unfrozen water content to be independent of total water content, Anderson and Tice 

(1972) determined the unfrozen water content (θl) to be a function of temperature by a simple power curve: 

 

𝜃𝑙 =
𝜌𝑠(1 − 𝜀)

100𝜌𝑊
𝛼(−𝑇)𝛽 

( 7 ) 

where 𝜌𝑠 is the density of the soil solids (M L-3), 𝜀 is the porosity, and 𝛼 and 𝛽 are empirical fitting 

parameters. Because the apparent heat capacity term for freezing/ thawing soils contains the derivative of 

the SFCC, the SFCC must be smooth and differentiable. The derivative of Equation 4 with respect to 

temperature is: 

 

𝜕𝜃𝑙
𝜕𝑇

= −
𝜌𝑠(1 − 𝜀)

100𝜌𝑊
𝛼𝛽(−𝑇)𝛽−1 

( 8 ) 

Tice et al. (1976) and Andersland and Ladanyi (1994) have tabulated experimental values for 𝛼 and 𝛽 for 

several soils with varying total water contents and different physical properties. Empirical data also 

demonstrates that the 𝛼 and 𝛽 values can be obtained from the specific surface area 𝑆 (m2g-1) (Anderson & 

Morgenstern, 1973; Anderson & Tice, 1972; Blanchard & Fremond, 1985): 

 

𝛼 = exp⁡{0.5519⁡ × ln(𝑆) + 0.2168} 
( 9 ) 

𝛽 = −exp⁡{−0.2640⁡ ×⁡ ln(𝑆) + 0.3711} 
( 10 ) 

This indicates that 𝛼 and 𝛽 values correspond to basic soil types. For instance, Equation 9 suggests that 𝛼 

is typically higher for soil types with high surface areas such as clay. Tice et al. (1976) developed a simple 

procedure to calculate 𝛼 and 𝛽 based on liquid-limit data (defined as the lowest moisture content with a 

liquid state of consistency (Tuladhar et al., 2020)) . The power law parameterization therefore allows the 

SFCC of a particular soil to be estimated from a few simple laboratory measurements. 

Alternatively, Jame (1977) and McKenzie et al. (2007) propose a simple piecewise linear function 

for SFCC: 

 

{
⁡𝜃𝑙 = 𝑚𝑇 + 𝜃𝑊⁡⁡⁡⁡⁡if⁡⁡𝑇 > 𝑇𝑟𝑒𝑠
⁡𝜃𝑤 = 𝜃𝑟𝑒𝑠⁡⁡⁡⁡⁡if⁡⁡𝑇 < 𝑇𝑟𝑒𝑠

 

( 11 ) 

where 𝑚 is the slope of the freezing function (T-1), 𝜃𝑟𝑒𝑠 is the residual unfrozen water content, and 𝑇𝑟𝑒𝑠 is 

defined as the temperature at which the linear freezing function attains residual unfrozen water content, 

𝜃𝑟𝑒𝑠. 

Kozlowski (2007) achieved a good fit to measured unfrozen water in a clay soil using an 

exponential piecewise SFCC: 

 

{
 
 

 
 𝜃𝑙 = 𝜃𝑤⁡⁡⁡⁡⁡if⁡𝑇 > 𝑇𝑓

𝜃𝑙 =⁡𝜃𝑟𝑒𝑠 + (𝜃𝑤 −⁡𝜃𝑟𝑒𝑠)⁡exp [𝛿 (
𝑇𝑓 − 𝑇

𝑇 − 𝑇𝑟𝑒𝑠
)
𝜒

] ⁡⁡⁡⁡⁡if⁡𝑇𝑓 > 𝑇 > 𝑇𝑟𝑒𝑠⁡

𝜃𝑙 = 𝜃𝑟𝑒𝑠⁡⁡⁡⁡⁡if⁡𝑇 ≤ 𝑇𝑟𝑒𝑠

 

( 12 ) 



15 

 

where 𝛿  and 𝜒 are fitting parameters.  

McKenzie et al. (2007) and Ge et al. (2011) suggest a continuous exponential relationship could 

also be used to approximate SFCC. Equation 13 is modified such that the porosity is replaced with the total 

water content to account for unsaturated conditions: 

𝜃𝑙 = 𝜃𝑟𝑒𝑠 + (𝜃𝑠𝑎𝑡 − 𝜃𝑟𝑒𝑠)exp [− (
𝑇 − 𝑇𝑓

𝛾
)
2

] + 𝜃𝑟𝑒𝑠 

( 13 ) 

where 𝜃𝑠𝑎𝑡 is volumetric unfrozen water content at saturated condition (equal to soil porosity) and γ is a 

fitting parameter. Both the piecewise linear and exponential SFCC’s have smooth derivatives with respect 

to 𝑇 on the interval of freezing (McKenzie et al., 2007). 

 In addition to the power, exponential, and non-linear/ linear piecewise relationships, modified 

versions of the SFCC proposed by Anderson and Tice (1972) have also been used to approximate the 

relationship between liquid water content and the temperature of freezing soils (e.g., Kozlowski & 

Nartowska, 2013). 

SFCC’s derived from SWCC’s 

The Clapeyron equation allows conversion between SWCC and SFCC by relating suction with sub-

freezing temperature. Brooks and Corey (1964), van Genuchten (1980), and Fredlund and Xing (1994) 

have proposed using SWCC’s as SFCC equations by replacing suction at the air-water interface in 

unsaturated unfrozen soil with suction at the ice-water interface in saturated frozen soil. Using time domain 

reflectometry, Flerchinger et al. (2006) measured liquid water content in freezing soils and found that the 

SWCC parameters were very similar to SWCC parameters determined from SFCC’s directly obtained 

during freezing tests.  

By combining the simplified Clapeyron equation (Equation 5) with the Brooks and Corey (1964) 

equation, Sheshukov and Nieber (2011) obtained the following relationship: 

 

𝜃𝑙 = 𝜃𝑟𝑒𝑠 + (𝜀 − 𝜃𝑟𝑒𝑠) (
𝜌𝑊𝐿𝑇

𝜓𝐼𝐸𝑉273.15
)
−1/𝑏

 

( 14 ) 

where  𝜓𝐼𝐸𝑉 is ice-entry value (M L-1 t-2) and b is the Brooks and Corey (1964) model parameter. Equation 

(14) is similar to the power relationship proposed in Equation (7), however, the Brooks and Corey (1964) 

model can accommodate sorptive or capillary forces. 

 Zhang et al. (2007) modified a common SFC derived from the Clapp and Hornberger relationship 

to account for the effect of ice on the soil specific surface: 

 

𝜃𝑢 = 𝜀 (
𝜌𝐻𝑓𝑇

273.15𝜓𝐼𝐸𝑉
)
−
1
𝑏
(1 + 𝐶𝑘𝜃𝑖)

2 

( 15 ) 

where b is the empirical Clapp and Hornberger parameter, and 𝐶𝑘 accounts for the ice formation effect on 

matric potential (𝐶𝑘~8). 

 Azmatch et al. (2012b) showed that the Fredlund and Xing (1994) SWCC could be combined with 

Clapeyron equation to obtain the following SFCC: 
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𝜃𝑢 =
𝜃𝑠𝑎𝑡

{ln [2.718 + (
𝐿𝜌𝑊
𝑎𝑓

ln (
𝑇 + 273.15
𝑇0 + 273.15

))
𝑛𝑓

]}
𝑚𝑓

 

( 16 ) 

where 𝑎𝑓, 𝑛𝑓, and 𝑚𝑓 are model parameters from Fredlund et al. (1994). 

Several modified forms of the van Genuchten (1980) SWCC have also been proposed. Dall’Amico 

(2010) and Zhang et al. (2016) revised the van Genuchten (1980) soil-water curve by incorporating the 

Clapeyron equation to estimate liquid and ice saturations during freezing. Watanabe et al. (2011) combined 

the Clapeyron equation with the van Genuchten (1980) equation proposed by Durner (1994) to 

accommodate heterogenous pore structure. 

 Kurylyk and Watanabe (2013) note that deriving a SFCC by combining existing SWCC’s with a 

form of the Clapeyron equation often makes differentiating the SFCC and its subsequent incorporation into 

the apparent heat capacity term more difficult. Due to the small time-steps required for unsaturated 

freezing simulations, the relative complexity of the SFCC derivatives currently limits their use in multi-

dimensional or spatially extensive numerical models.  

This section provides an overview of a few SFCC formulations and parameterizations, however, 

there are many modified versions and expressions not listed above that can be used to describe soil 

freezing. Researchers developing numerical models of cold regions are faced with the challenge of 

choosing the appropriate type and parameterization of SFCC while balancing model complexity and 

calibration. Yet there is a lack of understanding whether these factors affect model outcomes and their 

degree of impact.  The purpose of this thesis is to quantify and compare three commonly used SFCCs to 

better understand how different forms and parametrizations affect physical processes in groundwater 

models. 

3. Methods 

3.1 SUTRA modelling equations  

I use SUTRA-ice, a modified version of the U.S Geological Survey Saturated-Unsaturated Transport 

Model. SUTRA-ice is a finite element numerical model that simulates groundwater flow and incorporates 

the hydrologic and thermodynamic effects of freezing and thawing. SUTRA-ice is modified from the 

original SUTRA code by changing the spatial properties of the porous matrix that occurs when 

temperatures at a specific model node or element are below the freezing point, defined as 0 °C in this 

study. These include the effects of ice on the thermal conductivity, heat capacity, permeability of the 

porous medium, and the latent heat of formation of ice. Values of thermal conductivity and heat capacity 

change as a function of ice content and are based on weighted geometric averages of every constituent of 

the soil matrix (see Section 2.2). 

For each timestep, SUTRA-ice calculates pressure and temperature for each node from the 

governing energy and mass balance equations. The code allows different user-defined functions to describe 

the freezing of soil. When temperature (𝑇) is above the temperature at which pore water begins to freeze 

(𝑇𝑓, defined as 0° C in this study), pore water in the model is entirely in liquid-water form (𝑆𝑊 = 1). When 

temperature is below the freezing temperature, (𝑇 < 𝑇𝑓), ice can begin to form and SUTRA-ice computes 

the liquid-water saturation as a function of temperature [𝑆𝑊 = 𝑆𝑊(𝑇)]. This study uses and compares three 

widely used SFCCs under fully saturated conditions (Figure 3). Because SUTRA-ice assumes fully 

saturated conditions:  
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𝑆𝑊
𝑠𝑎𝑡 + 𝑆𝐼

𝑠𝑎𝑡 = 1 

( 17 ) 

where⁡𝑆𝑊
𝑠𝑎𝑡 and 𝑆𝐼

𝑠𝑎𝑡 are the saturation of liquid water and ice respectively.  

 

The first SFCC is a simple piecewise linear function (blue curve in Figure 3a): 

 

𝑆𝑊
𝑠𝑎𝑡 =

{
 
 

 
 
1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑇 ≥ 𝑇𝑓

(1 − 𝑆𝑊𝑟𝑒𝑠) (
𝑇 − 𝑇𝑊𝑟𝑒𝑠
𝑇𝑓 − 𝑇𝑊𝑟𝑒𝑠

) + 𝑆𝑊𝑟𝑒𝑠⁡⁡⁡⁡for⁡

𝑆𝑊𝑟𝑒𝑠⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑇 ≤ 𝑇𝑊𝑟𝑒𝑠

𝑇𝑊𝑟𝑒𝑠 < 𝑇 < 𝑇𝑓 

( 18 ) 

where 𝑆𝑊
𝑠𝑎𝑡is the total water saturation, 𝑆𝑊𝑟𝑒𝑠⁡is the residual (minimum) liquid water saturation, and 𝑇𝑊𝑟𝑒𝑠 

is the user-defined temperature at which 𝑆𝑊𝑟𝑒𝑠 occurs. Differentiation of Equation (18) with respect to 𝑇 

(blue curve in Figure 3b) gives: 

 

𝑑𝑆𝑊
𝑠𝑎𝑡

𝑑𝑇
=

{
 
 

 
 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑇 ≥ 𝑇𝑓
1 − 𝑆𝑊𝑟𝑒𝑠
𝑇𝑓 − 𝑇𝑊𝑟𝑒𝑠

⁡⁡for⁡𝑇𝑊𝑟𝑒𝑠 ≤ 𝑇 ≤ 𝑇𝑓

0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑇 < 𝑇𝑊𝑟𝑒𝑠

 

( 19 ) 

The second function is the exponential liquid-water saturation function (orange curve in Figure 3a), 

adapted from Mottaghy and Rath (2006): 

𝑆𝑊
𝑠𝑎𝑡 = {

1⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡for⁡𝑇 ≥ 𝑇𝑓⁡

(1 − 𝑆𝑊𝑟𝑒𝑠)exp {−(
𝑇 − 𝑇𝑓

𝑤
)
2

} + 𝑆𝑊𝑟𝑒𝑠⁡⁡⁡for⁡𝑇 < 𝑇𝑓
 

( 20 ) 

where 𝑤 is the user-defined fitting parameter (𝑤 > 0). Differentiation of Equation (20) with respect to 𝑇 

(orange curve in Figure 3b) gives: 

 

𝑑𝑆𝑊
𝑠𝑎𝑡

𝑑𝑇
= {−

(1 − 𝑆𝑊𝑟𝑒𝑠) (
2

𝑤
) (

𝑇−𝑇𝑓

𝑤
) 𝑒𝑥𝑝 {−(

𝑇−𝑇𝑓

𝑤
)
2
} for⁡𝑇 < 𝑇𝑓

0⁡otherwise

  

( 21 ) 

The third soil-freezing function relates the liquid-water saturation to the temperature in accordance with a 

power law (green curve in Figure 3a) (Anderson & Morgenstern, 1973; Anderson & Tice, 1972): 

 

𝑆𝑊
𝑠𝑎𝑡 = {

1⁡for⁡𝑆𝑖
𝑠𝑎𝑡 < 0

𝛼𝑃𝑂𝑊(𝑇𝑓 − 𝑇)
𝛽𝑃𝑂𝑊 ⁡for⁡𝑇 < 𝑇𝑓

 

𝑆𝑊
𝑠𝑎𝑡 ≥ 𝑆𝑊𝑟𝑒𝑠 

( 22 ) 

where 𝛼𝑃𝑂𝑊 and 𝛽𝑃𝑂𝑊 are user-specified power law model parameters (𝛼𝑃𝑂𝑊 > 0;⁡𝛽𝑃𝑂𝑊 < 0). 

Differentiation with respect to T (green curve in Figure 3b) leads to: 
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𝜕𝑆𝑊
𝑠𝑎𝑡

𝜕𝑇
= {

0⁡for⁡𝑇 ≥ 𝑇𝑓⁡

−𝛼𝑃𝑂𝑊𝛽𝑃𝑂𝑊(𝑇𝑓 − 𝑇)
𝛽𝑃𝑂𝑊−1

⁡for⁡𝑇 < 𝑇𝑓
 

( 23 ) 

The permeability, k (L2), of ground that is frozen and/or unsaturated decreases as ice forms in pore spaces. 

This decrease can be represented with an impedance function (McKenzie et al., 2007): 

𝑘 = 𝑘𝑠𝑎𝑡10
−Ω(1−𝑆𝐿) 

( 24 ) 

where 𝑘𝑠𝑎𝑡is the permeability of the unfrozen saturated ground (L2) and Ω is the impedance factor.  

 

a)  

 
b)  

 
Figure 3. (a) Examples of piecewise linear (Eq. 16), exponential (Eq, 18), and power law (Eq. 20) freezing 

functions and (b) the slopes of the functions. Inset table shows the parameters used for the three functions. 
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Table 2. Model parameters used for the freeze/thaw simulations. 

Parameter  Unit Value 

Ice  

Specific heat, cI J/(kg°C) 2108 

Thermal conductivity, I W/(m°C) 2.14 

Density, I* kg/m³ 920 

Latent heat of fusion, ∆𝐻𝑓 J/kg 334,000 

Liquid water 

Specific heat, cL J/(kg°C) 4182 

Thermal conductivity, L W/(m°C) 0.6 

Density, W kg/m³ 1000 

Compressibility, βL ms²/kg 4.47 × 10-10 

Solid matrix  

Specific heat, cS J/(kg°C) 840 

Thermal conductivity, S W/(m°C) 3.5 

Horizontal permeability at saturation, kH m2 1× 10-13 

Vertical permeability at saturation, kV m2 1 × 10-14 

Compressibility,  ms²/kg 1 × 10-8 

Density, S kg/m³ 2600 

Porosity,  - 0.1 

Other  

Gravity, g m/s² -9.81 

Longitudinal dispersivity of solid matrix, αL  m 0.5 

Transverse dispersivity of solid matrix, αT m 0.5 

Permeability function (Equation 24)  

Impedance factor, Ω ** - 5.4 

Thermal boundary layer above ground surface   

Heat transfer coefficient*** J/sm2°C 1.25 

Height m 1 

Freezing function - None 

Permeability, 𝑘 m2 10-40 

Specific heat, cs J/kg 0 

Solid grain thermal conductivity, λS J/sm°C 1.25 

Porosity, ε  - Top = 1 × 10-5 

Bottom = 0.1 

Bottom boundary geothermal heat flux   

Energy source (J/s)/m2 0.085 

* From McKenzie et al. (2007) 

** To fit with the minimum permeability from Evans & Ge (2017)  

*** From McKenzie & Voss (2013)
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3.2 Model development and configuration 

3.2.1 Model domain and mesh 

The model is a two-dimensional cross-section representative of a simple permafrost landscape where 

groundwater discharges into a downgradient river. The total length of the model domain is 250 m, with 

the last 10 m of the model representing half of a triangular river channel with a 50% land surface slope. 

The 240 m land surface has a slope of 2%. The model is 55 m thick upslope (left vertical boundary) and 

45.2 m downslope (right vertical boundary). The domain is divided into 4 horizontal bands with varying 

element sizes in the y-direction, from 0.2 m at the land surface to 2 m at the bottom boundary. The model 

domain is comprised of 12038 nodes and 11740 elements. The width of the elements (x-direction) is 1 m 

for the entire domain. Preliminary tests by Lamontagne-Hallé (in preparation) show that the mesh 

discretization used in this study provides accurate results while limiting computational time, and using a 

finer mesh does not significantly affect model results. The intrinsic properties of every phase (i.e., soil 

particles, liquid water, and ice) are homogenous, excluding the surface thermal boundary layer (see 

Section 3.2.2). A horizontal and vertical permeability is 10-13 and 10-14 m2 respectively, for an 1:10 

anisotropy ratio. 

 
Figure 4. Model configuration and mesh discretization, including a 1-meter-thick thermal boundary layer 

(pink). Dashed lines show boundaries where water (blue) and heat (red) are flowing into or out of the 

model domain. The actual mesh is 2x denser than displayed in the figure. 
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3.2.2 Boundary conditions 

The vertical boundaries of the model correspond to watershed divides with no water flow or heat flux. 

The bottom horizontal edge is defined as a no-flow geologic boundary and a specified heat flux of 0.085 

W/m2 to represent the geothermal heat gradient (McKenzie & Voss, 2013). The 240 m land surface on the 

upper boundary is represented by a combination of hydraulic drain, specified recharge, and specified heat 

flux boundary conditions. The groundwater recharge boundary is a function of the time of year and 

climatic conditions (air temperature, summer precipitation, and winter precipitation). The seasonal 

specified recharge has 3 stages. First, when air temperature is below 0°C, there is no recharge and winter 

snow accumulates on the land surface. In the second stage, when air temperature exceeds 0°C, recharge 

rapidly increases for 15 days. Recharge during this stage (i.e., spring freshet) comes from both summer 

precipitation and snowmelt. The peak value of recharge is proportional to the amount of snow 

accumulated during the previous stage (<0°C, below freezing season). In the 15 days following this peak, 

recharge decreases linearly until there is no snowpack left (simulating freshet). In the last stage, following 

freshet, the ratio of summer precipitation recharging the model is 0.2 (i.e., runoff ratio of 0.8). The cycle 

repeats once air temperature decreases below 0°C. The values of 64.75 mm/month are used for summer 

precipitation and 17.60 mm/month for winter precipitation. These values are calculated from 

meteorological data measured in Beaver Creek, Yukon, Canada. Beaver Creek, an area underlain with 

discontinuous permafrost, has been the subject of multiple road stabilization and permafrost degradation 

studies (e.g., Chen et al., 2016; de Grandpré et al., 2012; Stephani et al., 2014). 

Applying a surface drain boundary condition on the upper boundary of the model allows water 

from surface nodes with a pressure greater than 0 Pa to be removed from the model domain. The amount 

of water that is discharged at the surface depends on the simulated pressure at the node. Using a specified 

recharge with a drain boundary condition prevents an unrealistic amount of recharge from being forced 

into the surface of the model and defines the maximum available water for recharge. Groundwater is 

allowed to discharge (exit) or recharge (enter) anywhere along the land surface when ice is not blocking 

flow.  

A 1-meter-thick thermal boundary layer is applied along the land surface, underneath the 

specified air temperature boundary and above the specified recharge/drain boundary condition. The 

thermal boundary layer acts as a buffer zone and represents the exchange of energy between the air and 

ground surface. This layer is defined with a thermal conductivity of 1.25 J/sm°C (based on calibrated 

field measurements from McKenzie et al. (2007)), a permeability of 10-40 m2 (essentially zero), and zero 

heat capacity, thus no water flow or freezing occurs through the thermal boundary layer. The specified air 

temperature boundary condition is defined by a sinusoidal function fitted with the observed air 

temperature measured in Beaver Creek from 2008 to 2018 (R² of 0.979; Figure 5): 

 

𝑇𝑎𝑖𝑟 = 𝑥 − [𝑦 sin (
2𝜋𝑡

365.25
)] 

( 25 ) 

where 𝑇𝑎𝑖𝑟 is the average daily air temperature, 𝑥 is the annual average air temperature (–3.6°C), 𝑦 is the 

seasonal temperature amplitude (18.8°C), and 𝑡 is time in days. Using a synthetic function based on 

averages allows us to reproduce observed seasonal parameters while ensuring model stability. Results 

from Lamontagne-Hallé et al. (in preparation) show that using this sinusoidal function, instead of directly 

measured air temperatures, does not affect model results.  
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Figure 5. Average observed air temperatures for each day of the year from 2008 to 2018 in Beaver Creek 

(blue line) and the sinusoidal function representing the air temperature boundary condition at the land 

surface (orange line). 

3.3 Modelling sequence 

Each simulation was run in three phases. The first two phases were sequential spin-ups to generate initial 

conditions (as described by Lamontagne-Hallé et al. (in preparation)). The first phase produces the 

starting pressure and temperature distribution across the model. To generate hydrostatic pressure, the 

surface nodes are set to a specified temperature of 5°C and a specified pressure of 0 Pa. The ground 

temperature at the surface is decreased -0.01°C per year for 860 years, until it reaches –3.6°C (the mean 

annual air temperature measured at Beaver Creek from 2008 to 2018). The model is then run for 10,000 

years with a constant temperature of –3.6°C at the land surface to generate a stable temperature 

distribution.  

The second phase is a seasonal spin-up that forms an active layer and a stable water pressure 

distribution in the shallow supra-permafrost layer. This phase is run for 100 years with 2-hour timesteps. 

The air temperature follows the sinusoidal function described in Section 3.2.2 and Equation 25. The third 

phase produces model results that are then analyzed and compared. Each simulation is run for 10 years 

with 2-hour timesteps, with a sinusoidal air temperature function (Figure 5). Running the simulation for 

10 years allows the model to reach dynamic equilibrium, meaning there is no significant difference in the 

model outcomes year to year by year 10. 

To compare different parameterizations of each SFCC, multiple simulations were run with 

various SWRES and TWRES values for piecewise linear, SWRES and w parameter values for exponential, and α 

and β values for power function. Residual saturation (SWRES) values ranged between 0.01 and 0.5 for 

piecewise linear and power law SFCC’s, and between 0.01 and 0.1 for exponential SFCCs (only 3 SWRES 
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values were tested for the exponential function due to limitations in fitting experimental data to SWRES > 

0.1). For each SWRES value, multiple temperature ranges of freezing (TWRES values) between –0.5°C and –

10°C were tested. A total of 20 simulations were run using piecewise linear, 12 simulations using 

exponential, and 5 simulations for the power law function (Table 2). Repeated nonlinear least-squares 

optimization of 417 experimental soil datasets produced the w parameter values used for the exponential 

function and the α and β values for the power law function fitted to the same temperature ranges of 

freezing used in the piecewise linear simulations (see Appendix).  

 

 

Table 3. SFCC test parameters. For each simulation, unique combinations of SWRES and TWRES were 

selected to test all combinations in this table 

 Piecewise linear  Exponential Power law  

SWRES (residual 

saturation of water) 

0.01 

0.05 

0.1 

0.25 

0.5 

0.01 

0.05 

0.1 

 

0.01 

0.05 

0.1 

0.25 

0.5 

TWRES (temperature at 

which residual liquid 

saturation, SWRES, is 

reached) 

-0.5°C 

-2°C 

-5°C 

-10°C 

-0.5°C 

-2°C 

-5°C 

-10°C 

* 

 *The power law freezing function does not use TWRES values. The shape of the power law function is 

controlled only by the α, β, and SWRES parameters. 
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4. Results and Discussion 

4.1 Groundwater and ice storage patterns 

4.1.1 Water saturation 

Figures 6 to 8 show vertical heatmaps representing water saturation values taken from the middle of the 

model (x = 125 m). Maximum values of 1 (dark blue) indicate areas that are fully saturated with liquid 

water while values closer to 0 (white) represent higher ice saturation. The average depth to the permafrost 

(orange line) is calculated using linear interpolation between model nodes to determine the point where 

ground temperature exceeds 0 °C. 

For piecewise linear simulations, decreasing the TWRES or increasing the SWRES value (while 

keeping the other parameter constant) results in a model with less ice-saturation which means that both 

variables independently change the hydrogeological regime. For simulations with SWRES of 0.01 (Figure 

6a), the ground is fully frozen with a seasonal thawing front for higher values of TWRES (Figure 21, 

Scenario A). The mushy zone (i.e., where both ice and liquid water coexist) that forms at the interface 

between the thawing front and permafrost is wider when TWRES is –2 °C compared to –0.5 °C. For TSWRES 

values lower than –2 °C, only the upper 10-15 m of the model is frozen in the winter. At greater depths 

the ground is perennially thawed, allowing for deeper groundwater flowpaths (Figure 21, Scenario C). 

Using a SWRES value of 0.5 results in unfrozen ground year-round in the upper and lower sections of the 

model (Figure 6b), with lower TWRES corresponding to a more liquid water-saturated model. A higher 

freezing point depression (higher TWRES values) limits the heat dissipation by increasing the slope of the 

SFCC thus changing the rate of phase change inducing a slower freezing front propagation. The depth to 

permafrost and the depth of the thawing front increases with wider temperature ranges of freezing (lower 

TWRES values) and higher SWRES values. For SWRES of 0.01, the average permafrost depth is 2.38 m for 

TWRES of –0.5 °C and 2.82 m for TWRES of -10°C. Increasing the SWRES value while keeping TWRES constant 

at a value of -10°C increases the average permafrost depth by 0.7 m and 0.84 m when TWRES is kept 

constant at –0.5 °C.  

Simulations of water and ice saturation with the power law SFCC (Figure 7) follow a similar 

pattern as the piecewise linear, where increasing SWRES results in models with less ice-saturation. The 

degree of ice saturation is similar for both piecewise linear and power law simulations with low SWRES 

(Figure 21, Scenario A). For power law simulations with a high SWRES, the ground remains water-

saturated even in the winter (Figure 21, Scenario B). The depth to permafrost increases from 2.53 m for 

SWRES of 0.01 to 3.08 m for SWRES of 0.5.   

Figure 8 shows changing the SWRES and TWRES values for simulations using the exponential 

freezing function has little to no effect on the water/ice saturation distribution. Like piecewise linear 

simulations with SWRES of 0.01 and TWRES of –0.5 °C, the model is fully frozen in the winter and thawed 

from the top down in the summer (Scenario A). The depth to the permafrost table also does not change 

significantly with SWRES.  
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a)                                                                       b) 

 
Figure 6. Liquid water saturation profiles for simulations using piecewise linear freezing functions with 

(a) SWRES of 0.01 (lowest value tested) and (b) SWRES of 0.5 (highest value tested). The depth to the 

permafrost layer is represented by the orange line.  
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Figure 7. Water saturation profiles for simulations using a power law freezing function with SWRES values 

ranging from 0.01 (lowest value tested) to 0.5 (highest value tested). The depth to the permafrost layer is 

represented by the orange line.  
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a)                                                                      b)  

 
Figure 8. Water saturation profiles for simulations using exponential freezing functions with (a) SWRES of 

0.01 (lowest value tested) and (b) SWRES of 0.1 (highest value tested). The depth to the permafrost is 

represented by the orange line. 
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These results demonstrate that the type and parameterization of SFCC significantly influences the degree 

and distribution of ground ice and water saturation, and by association the hydraulic conductivity in the 

models. In general, using a low SWRES value (e.g., 0.01 or 0.05) combined with a high TWRES value 

(excluding the power law function, which does not use a TWRES parameter) leads to a model that forms 

more permafrost and a seasonally thawed active layer. A soil-freezing curve with a lower residual water 

content at higher temperatures describes a SFCC with a steep phase change slope, meaning a high rate of 

freezing with negative temperatures. With the exception of the exponential freezing function, using a 

SFCC with a high SWRES or low TWRES results in ground that is only partially frozen and more water 

saturated in winter because the rate of freezing is slower and there is more liquid water that is forced to 

remain. The exponential SFCC curve does not differ with changing parameterization, suggesting that the 

shape of the function is relatively similar for each parameterization.  

4.1.2 Total ice content 

Figures 9 to 11 show the difference in total ice content in the last two years of each simulation, 

normalized to the maximum volume of ice. 

 

a)                                                                b)                                     

 
        c)                                                                  d) 

 
Figure 9. Difference in total ice volume over the last two years for piecewise linear simulations with (a) 

TWRES
 = –0.5 °C, (b) TWRES

 = –10 °C, (c) SWRES = 0.01, and (d) SWRES = 0.5. 
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Figure 9 shows the change in total ice content in the last two years for simulations where TWRES is 

kept constant at –0.5 °C and –10 °C while SWRES is systematically changed (Figure 9a and b), or where 

SWRES is kept constant at 0.01 and 0.5 while TWRES is systematically changed (Figure 9c and d). For 

piecewise linear simulations with a high TWRES value (Figure 9a), the ice volume reaches its maximum in 

winter and stays nearly constant (slight increase due to ice forming near the talik or mushy zone under the 

river) until seasonal thaw begins, suggesting a stable permafrost system. Conversely, the ice volume in 

simulations with a low TWRES value (Figure 9b) does not peak and plateau in winter but instead reaches a 

maximum point in the spring and then begins to thaw immediately, indicating a degrading permafrost 

system. For both high and low TWRES values, decreasing SWRES leads to greater differences in ice volume 

in the spring and summer as models with high SWRES are water-saturated year-round. A similar pattern is 

observed when TWRES is decreased from –0.5 °C to –10 °C while SWRES is kept constant (Figure 9c and d). 

A smaller temperature range for phase change (e.g., TWRES of –0.5 °C) induces a steeper freezing function 

and requires a higher amount of latent heat absorbed for one time step. The propagation of the 0 °C 

isotherm is slower than with larger temperature ranges (e.g., TWRES of –10 °C) because the latent heat 

fluxes are greater than the conductive fluxes from the surface. The amount of latent heat required is larger 

at the surface because the temperature profile is steepest here.  

 

a)                                                                  b) 

 
         c)                                                                     d) 

 
Figure 10. Difference in total ice volume over the last two years for exponential simulations with (a) 

TWRES
 = –0.5 °C, (b) TWRES

 = –10 °C, (c) SWRES = 0.01, and (d) SWRES = 0.1. 
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A stable permafrost system is observed for all simulations using the exponential SFCC (Figure 

10). Because the model is completely frozen in the winter and has a similar active layer and thawing front 

depths for each simulation, the patterns of changing ice content are nearly identical for all SWRES and 

TWRES combinations. The exponential simulations have more ice content overall compared to the 

piecewise linear simulations with the same SWRES and TWRES values (Figure 11). The difference in ice 

volume between these two types of freezing curves increases with wider temperature ranges of freezing. 

Using a larger freezing point depression (e.g., TWRES = –0.5 °C or –2 °C) for both the piecewise linear and 

exponential SFCC will result in a permafrost model with a seasonally thawed active layer. However, a 

piecewise linear SFCC with a high freezing point depression (e.g., TWRES = –5 °C or –10 °C) does not 

form permafrost or seasonally frozen ground, unlike the exponential SFCC that forms the same volume of 

ice for all temperature ranges of freezing. 

 

 
Figure 11. Ice volume in the last two years of piecewise linear (‘PLIN’, orange line) and exponential 

(‘EXPO’, blue line) simulations. The solid lines represent SWRES of 0.01 and the dashed lines represent 

SWRES = 0.1. For TWRES of –0.5 °C, the ice volumes for the piecewise linear and exponential simulations 

are nearly identical (blue and orange lines overlap). 

 
Figure 12. Difference in total ice volume over the last two years for each power law simulation.  
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For power law simulations, the seasonal change in ice pattern suggests a semi-stable permafrost 

system (Figure 12). The red line in Figure 12 (SWRES of 0.5) reaches a maximum ice volume and 

essentially plateaus, suggesting that a higher SWRES value will lead to a more stable permafrost system.  

Similar to the piecewise linear simulations, lower SWRES values lead to larger differences in ice volume 

due to permafrost formation and seasonal thaw. The maximum total volume of ice for power law 

simulations is 1230 m3 for SWRES of 0.01 and 626 m3 for SWRES of 0.5, which is slightly less compared to 

equivalent piecewise linear simulations (1293.16 m3 for SWRES of 0.01 and TWRES of -0.5 °C; 653.12 m3 

for SWRES of 0.5 and TWRES of –0.5 °C) and exponential simulations (1295.01 m3 for SWRES of 0.01 and 

TWRES of –0.5 °C; 1174.81 m3 for SWRES of 0.1 and TWRES of –0.5 °C). 

4.2 Temperature profiles 

Figures 13 to 18 plot temperature ‘envelope’ profiles that illustrate the maximum and minimum ground 

temperatures with depth taken from the middle of the model (x = 125 m). Mean ground surface 

temperature (–1.9 °C) can be obtained by extrapolating the overlaping lines of the maximum and 

minimum profiles to the horizontal axis (black dotted line in Figures 13 to 16). The intersection of the 

ground thermal profile in summer (right-hand component of the temperature envelope) with the 0 °C 

vertical line defines the depth of the active layer.  
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a)                                                                      b) 

 
Figure 13. Temperature profiles for models using an exponential freezing function with (a) constant 

SWRES or (b) constant TWRES.  

Figure 13 demonstrates how changing the TWRES or SWRES value for exponential simulations does 

not affect the thermal profile of the model. The thickness of the active layer and the depth (and value) of 0 

annual amplitude (level at which no significant seasonal temperature fluctuations occur) is the same for 

each simulation. 
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Figure 14. Ground temperature profiles for piecewise linear simulations using a low SWRES value (solid 

lines) or high SWRES value (dashed lines). 0°C is represented by a grey vertical dotted line. The inset figure 

shows maximum temperatures for the upper 14 m of the model. 

Figure 14 compares temperature profiles for models using a piecewise linear SFCC. The shaded 

regions in between the solid and dashed lines illustrate changes in the temperature profiles when 

increasing SWRES values from 0.01 to 0.5. The simulations using a high SWRES value (dashed lines) are 

warmer at greater depths compared to simulations using a low SWRES value (solid lines) because less 

energy is used in phase change. Simulations using a piecewise linear freezing function with a high SWRES 

have low ice content even in winter, meaning there is less latent heat required for complete thaw (faster 

thawing front) and more thermal energy can be used to heat the subsurface. A higher SWRES value results 

in a deeper active layer, for example, the difference in depth for the two dashed and solid lines for TWRES 

= –0.5 °C is approximately 0.7 m. This is approximately 6 – 9 % of the total thaw depth – a significant 

potential source of error. 
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Due to the mushy zone beneath the thawing front, the maximum temperatures of the TWRES = –5 

°C and TWRES = –10 °C thermal profiles change slope steepness approximately 9-10 meters from the 

surface. The inset on Figure 14 shows the relatively complicated behaviour of the system at this depth. 

The model remains in phase change as there is insufficient heat to completely thaw out the mushy zone 

for TWRES of –5 °C and –10 °C simulations with SWRES of 0.01. The freezing function with TWRES = –10 °C 

has a wider freezing range than TWRES = -5 °C thus the specific heat needed to heat the mushy zone is 

incrementally less. The maximum temperatures for the TWRES = –0.5 °C temperature profile is warmer 

than the –2 °C profile as the –0.5 °C model is completely frozen and the thermal conductivity of ice is 

greater than the thermal conductivity of water. Because the –0.5 °C model is fully frozen, heat is 

conducted downwards relatively easier compared to the –2 °C model which has only has partially frozen 

ground at this depth.  
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Figure 15. Ground temperature profiles for piecewise linear simulations using a high TWRES value (solid 

lines) or low TWRES value (dashed lines). 0°C is represented by a grey vertical dotted line. Zoomed-in 

inset shows maximum temperatures for upper 14 m of the model. 

Figure 15 illustrates changes in the temperature profiles of piecewise linear simulations when 

decreasing TWRES values from –0.5 °C to –10 °C. When TWRES is kept constant at –0.5 °C, increasing the 

SWRES value does not result in any significant change in the thermal profile. At a TWRES of –10 °C, 

increasing the SWRES value leads to thickening of the active layer. 
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Figure 16. Ground temperature profiles for power law simulations. 0 °C is represented by a grey vertical 

dotted line. Zoomed-in inset shows maximum temperatures for upper 14 m of the model. 

A similar pattern is seen in temperature profiles for the power law simulations (Figure 16), where 

models using higher SWRES values have a deeper active layer. The difference in active layer depths 

between SWRES= 0.01 and SWRES= 0.5 is approximately 0.55 metres.  
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Figure 17. Temperature profiles for piecewise linear, exponential, and power law simulations. The solid 

line is TWRES = –0.5 °C and dashed line is TWRES = –10 °C. The temperature profiles for power law and 

exponential simulations are nearly identical (blue and green lines overlap).  

Figure 17 compares ground temperature profiles for all three soil freezing functions with the same 

SWRES values. For piecewise linear and exponential functions, the solid lines show models that use a TWRES 

value of –0.5 °C whereas the dashed lines represent models where TWRES
 = –10 °C is used. Thermal 

profiles using the power law freezing function are shown with solid lines (however these simulations do 

not have a TWRES value). The solid lines in Figure 17 overlap, indicating that all three SFCCs have similar 

temperature envelopes even when changing the SWRES value. The only temperature profiles that differ are 

those using a piecewise linear curve with TSWRES of –10 °C (dashed orange line), as these models are 

completely unfrozen. 
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Figure 18. Temperature profiles for piecewise linear and exponential simulations. Solid line is SWRES = 

0.01 and dashed line is SWRES = 0.1. 

Figure 18 compares temperature profiles for piecewise linear and exponential with the same 

SWRES and TWRES value. The solid (SWRES= 0.01) and dashed lines (SWRES = 0.1) overlap, indicating that 

changing the SWRES values does not change the temperature profiles for either piecewise linear or 

exponential SFCC’s. However, there is a difference between piecewise linear and exponential when at 

lower TWRES values; the change in slope in the piecewise linear profiles are due to wide slow phase 

changing regions (mushy zones) that are absent in the exponential SFCC models.  

4.3 River discharge patterns  

Depending on the soil freezing curve used, the freezing point depression may have a significant effect on 

the amount of groundwater discharged to the simulated river. The timing of stream discharge for all three 

soil freezing curve simulations follow the same pattern, where maximum spring freshet occurs 15 days 

after air temperature exceeds 0 °C (small peak at day 35 in Figures 19 and 20). The amount of stream 

discharge is similar for all power law simulations, piecewise linear simulations using TWRES = –0.5 °C, 

and exponential simulations using TWRES = –0.5 °C even when SWRES value is increased (Figure 19a). 

With a low TWRES value of –10 °C, there is significantly more stream discharge for piecewise linear 

simulations compared to the other two soil freezing curves (Figure 19b). Pore ice limits connectivity 

between the river and aquifer, thus the exponential and power law models that are more ice saturated have 

less groundwater discharge to the river. Higher SWRES values lead to a less ice-saturated model, resulting 

in more groundwater connectivity and stream discharge. There is a significant amount of winter discharge 

to the stream, indicating increased baseflow and a different hydrologic regime. 

 Figure 20 compares the discharge for only the piecewise linear and exponential functions. Stream 

discharge is slightly greater with SWRES values of 0.1 (dashed lines) compared to SWRES values of 

0.01 (solid lines) for both SFCCs. When comparing the effect of decreasing TWRES on stream discharge, 

the exponential simulations stay constant while the piecewise linear simulations have significantly more 

discharge with lower TWRES and continue to discharge water to the river even when air temperatures are 

below 0 °C as the model shifts from Scenario A and B to Scenario C (see Figure 21). These results 
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suggest that differences in hydraulic connectivity between a piecewise linear and exponential SFCC is not 

significant if a high freezing point depression is used, however the type of SFCC is important with lower 

freezing point depression.  

 

 

 

 
Figure 19. Annual cumulative stream discharge for piecewise linear SFCC (‘PLIN’, orange line), 

exponential SFCC (‘EXPO’, blue line), and power law SFCC (‘POWR’, green line) simulations using (a) 

TWRES = –0.5 °C or (b) TWRES = –10 °C. The blue lines representing exponential simulations are only 

shown in the first three plots as SWRES 0.01, 0.05, and 0.1 were the only values tested for the exponential 

SFCC. 

 

a) 

b) 
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Figure 20. Annual cumulative stream discharge for piecewise linear SFCC simulations (‘PLIN’, orange 

line) and exponential SFCC simulations (‘EXPO’, blue line). Solid line is SWRES = 0.01 and dashed line is 

SWRES = 0.1. 

4.4 Interpretation of hydrogeologic results  

The type and parameterization of the SFCC has an important impact on the subsurface water storage and 

ice distribution of the model. Figure 21 conceptually illustrates the seasonal evolution of the active layer 

and groundwater flow pathways for different SFCC expressions and parameterizations. Each scenario (A, 

B, or C) represents a SFCC combination with SWRES and TWRES parameter values on extreme ends of the 

test value range (i.e., Scenario A corresponds to lowest SWRES and highest TWRES, B: highest SWRES and 

highest TWRES, C: lowest SWRES and lowest TWRES, and C: highest SWRES and lowest TWRES). 
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Figure 21. Conceptual model of shallow groundwater flow using different combinations of SWRES and 

TWRES values (A: low SWRES and high TWRES, B: high SWRES and high TWRES, C: low/high SWRES and low 

TWRES) for piecewise linear, exponential, and power law freezing functions.  

In Scenario A, an active layer allows shallow groundwater flow in the summer, with a narrow 

mushy zone forming between the active layer and fully frozen permafrost. The mushy zone enables slow 

groundwater flow below the permafrost table. The active layer freezes from the top down in the fall (i.e., 

freezing front), opening to create a lateral talik between the active layer and permafrost table that acts as a 

conduit for groundwater flow. In the winter, a 20 m deep and 11 m wide isolated talik forms under the 

river. This scenario corresponds to a piecewise linear freezing function with low SWRES (0.01) and high 

TWRES (–0.5 °C), a power law freezing function with low SWRES (0.01), or all exponential freezing function 

simulations. Scenario B is similar to A except that the ground doesn’t fully freeze and form ice-rich 

permafrost at greater depths, instead forming a partially frozen zone with < 60% ice saturation. This 

scenario is seen with simulations using piecewise linear SFCC with high SWRES (0.5) and high TWRES (–

0.5°C), or power law SFCC with high SWRES (0.5).  

In Scenario C, the model is completely unfrozen in the summer and only forms a shallow freezing 

layer in the winter. This allows for deep groundwater flow year-round, with only slightly less 

groundwater discharge to the river in the winter (vs in the summer) due to shallow seasonal freezing. 

Scenario C corresponds to a piecewise linear SFCC with low SWRES (0.01) and low TWRES (–10°C), or a 

piecewise linear SFCC with high SWRES (0.5) and low TWRES (–10°C). The degree of ice saturation in the 

winter freezing front increases with lower SWRES. In this scenario, the discharge to the river is significantly 

greater due to the higher permeability and hydrologic connectivity of water-saturated soil, compared to 

the impermeable ice-rich soil in Scenario A and slow groundwater flow in Scenario B. 
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5. Conclusions 

5.1 Limitations in modelling approach  

While this research provides evidence of how different types and parameterizations of SFCCs may impact 

groundwater models, there are limitations in the current numerical model analysis. To make the model 

more tractable, the SFCCs used in this study do not include the hysteretic behaviour experimentally 

observed in some frozen soils (e.g., Koopmans & Miller, 1966; Pardo Lara, Berg, & Warland, 2020), 

which may change the properties of the porous medium depending on the history of freeze-thaw and 

unsaturation. Hu et al. (2020) argue that this hysteresis behaviour is significant when sub-freezing 

temperatures are close to 0°C and its effect on the content of unfrozen water should not be ignored.  

 To represent an archetypal permafrost landscape, the current model uses simple boundary 

conditions. However, some surface processes are ignored such as snowmelt, snow distribution, effect of 

vegetation, and seasonally variable albedo. These cold-region surface processes can significantly affect 

the ground thermal and hydrologic regime (Lamontagne-Hallé et al., 2020). Integrating a snowpack 

model may improve the timing and accuracy of snowmelt recharge and could provide insight on the 

regulatory effect of snowpack insulation on the extent of soil freezing.  

5.2 Comparing literature values of SFCC parameters  

Experimental methods allow researchers to determine the soil freezing point depression and residual 

unfrozen water content in many different types of permafrost soils. Using NMR and contact methods, 

Chuvilin et al. (2022) were able to obtain freezing points between –0.49 °C and –2.81 °C for sand, silt, 

and clay samples from the Yamal Peninsula permafrost. The minimum unfrozen water contents for these 

soil samples were found to be between 0.3 and 10 % by weight. They found that unfrozen water content 

was sensitive to the total organic carbon content, due to its high hydrophilicity and ability to hold water. 

Pardo Lara et al. (2020) found freezing point depression averages and standard deviations between –1.86 

± 0.05 °C and –2.1 ± 0.4 °C for sandy/clay loam samples collected in Ontario, Canada. Some soils show a 

much lower freezing point depression due to particle size distribution, clay content, and mineral 

composition. Roth and Boike (2001) found liquid water existing at a volume fraction of 0.05 as low as –

15°C. Liu and Li (2012) determined soil-freezing characteristic curves using simple laboratory tests and 

found minimum unfrozen water content values of 6.12 wt % for silt samples (total water content between 

22.7 and 23.6%) and 8.48 wt % for silty clay samples (total water content of about 22.94 %). The mean 

temperature at which minimum unfrozen water content occurred was found to be –4.0°C and –8.5°C for 

silt and silty clay, respectively. For clay with a total water content of about 35.5 %, the minimum 

unfrozen water content was approximately 12.65 % at –8 °C. Many studies also show that more liquid is 

retained for higher salinity soils (i.e., decreased freezing point depression) (e.g., Ming et al., 2020; Wang 

et al., 2018; Zhang et al., 2022). In summary, the measured freezing range of in situ and laboratory soil 

samples is highly variable and dependant on several chemical and mechanical properties of the soil such 

as solute concentration and pore size. 

Previous modelling studies use SWRES values ranging between 0 and 0.05 and TWRES values 

between –0.0005 °C and –2 °C for piecewise linear SFCC (Grenier et al., 2013; Jame, 1977; 

Lamontagne-Hallé et al., 2018; McKenzie et al., 2007; Scheidegger, 2016). For exponential SFCC, SWRES 

values between 0.05 and 0.5 and w parameters between 0.005 and 0.5 have been used in permafrost 

models (Lyon, 2019; McKenzie et al., 2007). Parameterizations for the power law SFCC have been 
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experimentally determined by researchers such as Ren et al., (2017), who have found alpha and beta 

values ranging between 0.018 and 0.212 and –0.152 and –0.584, respectively. This thesis demonstrates 

how the type and parameterization of SFCC influences model behaviour and outcomes, however, many of 

the models listed above implement a wide range of parameter values that may not be quantitatively 

supported. There are many different types of soil in nature, and not all empirical relationships that 

describe soil freezing can be applied to all types of soil. It is important to consider the characterization of 

soil, permafrost regime (i.e., discontinuous, continuous, degrading, and/or stable), and degree of 

saturation intended to be modelled when defining the SFCC parameters. The appropriate choice of SFCC 

curve can significantly improve the efficiency and accuracy of numerical models with soil freezing. 

5.3 Choosing a SFCC and its parameterization 

 There is no uniform procedure or standard method when choosing a soil freezing characteristic 

curve in numerical groundwater models. Some modelers employ an empirical SFCC that relies on a 

predefined function where the parameters are estimated from laboratory measurements. These include 

piecewise linear, power law, and exponential functions analysed in this study. Other scholars use a 

mechanistic approach, which consists of SFCCs derived from SWCCs via a form of the Clapeyron 

equation (e.g. Brooks and Corey (1964), van Genuchten (1980), and Fredlund and Xing (1994)). When 

choosing the type and parameterization of SFCC, it is important to consider the study objectives, 

including the spatial and temporal scale of the study, as well as the limitations of the model code and 

availability of measured data. For site-specific models, SFCC parameters should be calibrated based on 

field or laboratory data. Reliable measurement of the SFCC depends on the accurate determination of sub-

zero temperatures and unfrozen water content, or pore water suction and moisture content for SWCCs. 

While this may be difficult due to experimental limitations associated with resolution and precision 

requirements, interpolated field data can be derived from point measurements to generate the SFCC or 

SWCC. SFCC selection may also be based on known soil characteristics, such as soil porosity, texture, 

composition, degree of saturation, presence of dissolved solids, etc., which can be site-specific and time 

varying (Devoie et al., 2022). However, it can be expensive and logistically difficult to collect such a 

dataset in an arctic environment, and interpolating sporadic data may result in uncertainties and 

misrepresentation (Lamontagne-Hallé et al., 2020). Although there are various quantitative methods to 

evaluate the accuracy of calibration of a groundwater model (Anderson & Woessner, 1992; Reilly & 

Harbaugh, 2004), it is more important to consider the study objectives and appropriateness of the 

conceptual system (e.g., do the SFCC parameters have clear physical meanings and are the values 

reasonable?) rather than obtaining the smallest differences between simulated values and real-world 

measurements. The choice and parameterization of SFCC can be validated by the ability of the 

groundwater model to reproduce past behaviour of a reference system, or by comparison against 

benchmark models.  

For hypothetical or conceptual models that are not data rich, the choice of SFCC and estimation of 

SFCC parameters depends on the modelling scenario and the type of landscape. Hypothetical models are 

not calibrated, but input data such as SFCC parameters should be adjusted during model development to 

ensure the model matches the idealized system. The type and parameterization of SFCC can be estimated 

from existing models or from sites with similar soil types and frost regimes. For example, using a 

piecewise linear SFCC with low SWRES and high TWRES may be suitable for modelling a landscape with 

deep and stable permafrost that is completely ice saturated in winter (e.g., Carpino et al., 2021). However, 

using a piecewise linear SFCC with high SWRES and high TWRES is more representative of ground that is 
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water saturated even in winter and has a shallow seasonal freezing front (e.g., Osterkamp, 2005). A 

degrading permafrost system, such as thin discontinuous permafrost responding to ground surface 

warming, may be better represented by a piecewise linear with low TWRES. Ren et al. (2017) found that 

exponential and van Genuchten equations are more suitable for sandy soils, whereas the power 

relationship could reasonably fit SFCC for soils with different particle sizes, excluding saline silt.  

5.4 Summary of findings 

This thesis uses two-dimensional numerical modelling to investigate how various parameterizations of 

three widely used soil-freezing curves affect cryohydrogeological model results such as permafrost 

formation and persistence, soil temperature, and stream discharge. Understanding groundwater and heat 

flow processes in permafrost environments is becoming increasingly important as climate change 

continues to impact northern hydrological regimes. Numerical modelling of cold regions allows 

researchers to evaluate and predict the future state of groundwater flow systems, however, appropriate 

parameterization is required for accurate simulation of dynamic freeze-thaw processes. 

 The model results suggest that the type and parameterization of SFCC used leads to significant 

differences in the ice saturation of permafrost and hydrological connectivity. For simulations using a 

piecewise linear or power law freezing function, changing the freezing point depression will significantly 

affect the existence of ice-rich permafrost, the depth of seasonal thaw, and the thickness of the active 

layer. However, the freezing point depression is not significant when using an exponential freezing 

function; the degree of ice saturation, the thickness of the active layer, and stream discharge is the same 

for all tested TWRES values. The difference in model outcomes for the three types of SFCC is only notable 

when a low freezing point depression (low TWRES value) is used. Thus, the choice of appropriate SFCC is 

made easier if a narrow freezing range (high TWRES value) is specified. This often leads to numeric 

instabilities in models. 

 Additionally, the results illustrate that the residual unfrozen water content (SWRES value) also has a 

large influence on thermal regimes and ice/water saturation. Researchers developing numerical models 

may increase the SWRES value when trying to limit computation time and model complexity, however, this 

may introduce a significant source of error. For example, the ground temperature profile shows increasing 

SWRES from 0.01 to 0.5 for the piecewise linear function (Figure 15) will lead to thickening of the active 

layer by 0.7 metres. This difference can be substantial for models with only a few metres of seasonal 

thawing or for small, metre-scale models. It is important to balance ease of modelling and model 

complexity with a SWRSE value that is physically realistic. 

My results show that changing the TWRES value has a larger impact on permafrost formation and 

thaw than changing the SWRES value for piecewise linear and power law SFCC. This is because increasing 

the TWRES value from -10 °C to –0.5 °C increases the slope of the soil-freezing function more than 

increasing the SWRES value from 0.01 to 0.5. Using a steeper freezing function results in a narrower 

freezing front and mushy zone. The shape of the freezing function controls the rate of latent heat release. 

Differences in the rate and depth of the freezing front between high and low TWRES simulations may be 

due to the large amount of latent heat released for lower TWRES, which hinders additional ice formation 

and creates a steeper temperature divide between the fully frozen and unfrozen regions. Because the effect 

of latent heat largely controls the distribution of temperature and ice, the shape of the soil-freezing 

function governs the hydrological regime of permafrost models. 

The parameterization of SFCCs in numerical modelling is highly important and choosing an 

inappropriate parameter can lead to misrepresentation of the hydrological and thermodynamic system. 
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While there is no universal procedure for choosing a SFCC, different approaches are more suitable for 

different modelling scenarios (e.g., site specific versus conceptual models). Factors such as soil type, 

annual temperature variations, and permafrost regime should be considered when parameterizing the soil 

freezing function. For site specific models, the relationship between unfrozen water content and 

temperature can be determined experimentally, however, the mechanical and chemical properties of soils 

vary greatly with soil type, so it is difficult to generalize the empirical formula from one soil to another 

(Bai et al., 2018; Devoie et al., 2022). For sites that are data rich, the model can be calibrated by fitting 

model results to field or experimental data. The closeness of fit between simulated and observed values is 

only one aspect of model calibration. It is also important to consider the conceptualization of the system 

and appropriateness of the model to address problem objectives. When evaluating the adequacy of a 

SFCC, the input parameters, model output, and appropriate mathematical representation of soil-specific 

processes should be evaluated to ensure they all represent the same analysis. This is especially important 

for hypothetical or conceptual models. The model used in this thesis is one of an idealized or 

representative system (simple permafrost landscape where groundwater discharges into a downgradient 

river) as opposed to a model of a specific system. Input parameters were adjusted to evaluate how the 

model responds to various SFCC parameterizations. The relative effect of the type and parameterization 

of SFCC may differ under different modelling scenarios or settings. For example, changing the initial 

saturation, boundary temperature conditions, or water input rate of the model may change model outputs 

such as stream discharge and ice saturation even with the same SFCC parameterization. Sensitivity 

analysis is therefore an important component of model calibration and evaluation for cryohydrogeological 

modelling.  
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Appendix 

Figure A1 shows an example of the nonlinear least-squares optimization plots of 416 experimental soil 

datasets used to determine the w parameter values for the exponential freezing function. The soil dataset 

can be found in an open-sourced repository by (Devoie et al., 2022). 

 

a)                                                                              b) 

 
c)      d) 

 
Figure A1. Plotted function used to fit w parameter to SWRES = 0.01 with (a) TWRES = –0.5° C, (b) TWRES = 

–2 °C, (c) TWRES = –5 °C and (d) TWRES = –10 °C. 
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Figure A2 show the nonlinear least-squares optimization plots of 416 experimental soil datasets used to 

determine the α and β parameter values for the power law freezing function. The soil dataset can be found 

in an open-sourced repository by (Devoie et al., 2022). 

 

 

 
Figure A2. Plotted function used to fit α and β parameters to SWRES = 0.25. 

 

 


