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RÉSUMÉ

L'effet du bombardement ionique sur la structure des bicouches de ~i/Fe et de Co/Cu

est étudié. Ces bicouc:hes ont une magnéto-résistance géante et des propriétés de

transport magnétique intéressantes.

Le profil des interfaces est examiné en utilisant quatre différentes représentations.

Ces différentes représentations sont simulées à raide d'un nlodèle de ~ étapes linéaires.

Il a été obseryé qu 'une fonction d 'erreur représente mieux la structure des interfaces.

La différence entre les interfaces graduelles et les interfaces rugueuses est présentée.

spécifiquement en ce qui concerne leurs effets sur la reflectivité spéculaire et non

sppculaire dps rayons X.

L"ne méthode d'acquisition et de traitement de données perIIlettant de séparer les

composantes spéculaire et non-spéculaire de diffraction. ainsi que d'obtenir l'intensité

intégrée absolue est élaborée. rn programme est développé en langage C pour per

mettre de calculer la réflexion rasante et l'intensité de la diffraction non-spéculaire

des rayons X. La cornparaison de ces calculs aux résultats expérimentaux permet

d 'obtenir les différents paramètres de structure.

Par l'étude dl' la réflexion rasante des rayons X. les profils de densité électronique

des structures de six bicouches de :"i/Fe et de Co/Cu sont obtenus pour différentes

doses de bombardement. Il a été obseryé que la diffusion entre les différentes couches

augmente a'-ec la dose.

:"ous a"ons mené llnt:' étude plus détaillée de la structure des bicouches ayant la

configuration Si/~i(500A)/Fe(500A).Il a été observé qu'avec l"augmentation de la

dose les interfaces deviennent plus rugueuses et la distance de corrélation entre les

hauteurs dirninuE'.

La struct ure crystallographique des échantillons a été déterminée en utilisant la

diffraction de rayons X à grand-angle. Il a été observé que les bicouches de Si/~i/Fe

sont polycristalline avec des fortes textures de fcc ~i(lll) et de bcc fe(lül) parallèles

au substrat. Les études par microscopie électronique ont démontré que le volume des

grains augmente a"ec la dose. ce qui est en accord avec ceux calculés à partir df's pics

de Bragg, Les résultats de la microscopie électronique sont en accord raisonnable

avec les résultats de ranalyse par rayons X.

x
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ABSTRACT

In the present thesis. we study the change in structural properties induced by ion beam

irradiation of ~i/Fe and Co/Cu bilayers using various x-ray scattering techniques.

These bilayers exhibit interesting G~IR and magnetotransport properties.

\\·e show that an ~-step model is userul in simulating any given electron density

profile. \Ye test four different interface profile funetions in fitting the refiectivity and

conclude that the error-function profile best deseribes our samples. Different types

of interfaces are introduced. namely graded and rough interfaces~ together with a

discussion of their representation and their effect on both specular refiectivity and

non-specular x-ray intensity.

\'Oe develop a data acquisition and processing method in arder to separate the

specular and diffuse components of x-ray seattering and ta obtain the normalizEd

reflecti\'ity. .-\ computer progranl in C was developed to calculate the x-ray reflecti\'ity

(XRR) and diffuse scattering intensity and to fit the theoretical calculation to the

experirnental data using a non-linear least-squares fitting method.

By fitting the XRR data of six bilayers of ~i/Fc and Cu/Co of different thieknesses

and deposition sequence. the electron density profiles are constructed for different

irradiation doses. 9. The intermixing at interfaces is found ta inerease with increasing

o. ~o change in the bulk materials electron density is observed upon irradiation of

four single layers of these materials .

.-\ illore detailed study is performed on Si/:':i(500A)/Fe(500A) bilayers. From

diffuse-scan fits we find that as 0 increases the interfaces become rougher~ more jagged

and the height-height correlation length of the roughness decreases. The intermixing

can be approximated using the ballistic model of ion mixing.

Csing high-angle x-ray diffraction (XRD) measurements~ the samples are found

to be polycrystalline with a strong texture of fcc Ni(lll) and bcc Fe(lOl) parallel

to the substrate surface, Both plane-\-iew and cross-sectional transmission electron

microseopy (TE~L XTE~I) images show that in-plane and out-of-plane grain sizes

increase with o. in good agreement with out-of-plane grain sizes calculated from

Bragg peaks. The high-angle x-ray Bragg peak positions agree well with selected

area electron diffraction (SAED) rings, The iron oxide parameters obtained from

XTE:'I and SAED patterns agree weIl \\ith XRR results.
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1

INTRODUCTION

Thin filnls conlposed of artificially growIl multilayer structures constitute an inter

esting dass of materials having new mechanical. optical, electrical. magnetic and su

perconducting properties useful for a large number of ilnportant applications. These

unique properties are a result of the periodicity of the layered materials [1]. By chang

ing the material in each layer and the layer thicknesses. it is often possible to optimize

the desired properties of the system [2].

~Iany applications for multilayers are being pursued. including mirrors for soft x

rays [31 and neutrons [4], high-critical-current superconductors [5], magnetoresistive

heads [61 and magneto-optical recording nlateriais [71.

In particular. multilayers consisting of alternating layers of magnetic and non

nlagnetic nlaterials show interesting giant magnetoresistance (G~IR) [6, 8] and per

pendicular magnetic anisotropy [9] characteristics. both of which demonstrate their

potential for applications [10].

In order to explain the motivation for the present work we will briefly discuss the

G:\[R effect and outline sorne of the pre\-ious research work done in this field_

~Iagnetoresistance (~IR) is defined as the change in electrical resistance of a ma

terial in response to a magnetic field. \Vhen a rnagnetic field is applied to a normal

(i.e. not ferrornagnetic) metai. the resistance is seen to increase with the intensity

of the field. regardless of the relative orientation of the field \\;th respect to the cur

rent and to the crystallographic a..xes. This phenomenon is called ordinary or positive

magnetoresistance [11]. This can be explained by the fact that in the presence of a

magnetic field. electron trajectories become convoluted (e.g. helical), and the mean

1



2 1 INTRODUCTION

&ee path of the electrons decreases as the magnetic field mcreases.

• On the other hand, in ferromagnetic systems, which in the absence of an applied

field consist of several magnetic domains, the phenomenoD of negative magnetoresis

tance is observed [12]. The application of an extemal magnetic field decrease!J the

resistanœ by up to an order of magnitude in fields as small as 100 Oe. This is ex

plained by the fact that the extemal field changes the domain structure and produces

a singl~domain crystal. Two efl'ects then take place. Filst, the e1ectron trajectories

become less convoluted because of the presence of a uniform internai field, and second

the removal of the domain walls eliminates a source of electron scattering [13]. 80th

effects result in longer mean &ee paths and thus lower re&istanee. This is why pennal

loy (a mixture of nickel and iton) is used as a magnetoresistive sensor in reading heads

for magnetic hard disk drives in computers.

An even more dramatie effect, called giant magnetoresistance (GMR), wu discov

ered in 1988 by Baibich et al. [6]. They have studied the magnetoresistance of Fe/Cr

superlattiees prepared by molecular-beam epitaxy, with different thicknesses of the Cr

spacer layers. At zero magnetic field there exista an antiferromagnetic (AF) coupling

of the neighbouring Fe layers via the Cr layers. 8y applying a magnetic field, they

discovered a huge MR in superlattices with thin Cr layers. This GMR was ascribed

to spin-dependent transmission of the conduction electroDS between Fe layers through

Cr layera. This GMR was found to oscillate as a function of the spacer thickness,

with maxima at specifie values of the Cr layera thiclmess.

The antiparalle1 coupling between Fe layera wu observed earlier in Fe/Cr/Fe tri

layer structures by spin-polarized low-energy electron diffraction experiments [14]

and by the light-scattering and magneto-optical measurements [15]. The discovery

of GMR in Fe/Cr superlattice& is promising for applications to magnetoresistance

senson and caused a very large amount of research to he dedicated to understanding

the GMR eff'ect (see for example [16, 17)) and to finding other pœsible combinations

of transition metals which show this efl'ect, pœsibly with wealœr AF couplings. Ex

unples of investigated superlattices include, to mention but a few, Co/Ru, Co/Cr

•
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and Fe/Cr [18L Co/Cu [8]. Fe/Xb [19}. Fe/Cr. Co/Cu and Fe/Cu [20] and permal

loyj.\u [21].

In a stud,Y by S.S.P. Parkin [22]. the osciUatory indirect magnetic exchange cou

pling between ferromagnetic layers of Fe. Co. );i or :\i alloys separated by transition

nIetais spacers \Vas iu\"estigated. It was found that the oscillatory indirect magnetic

exchange coupling effect is a general phenonlenon and the period was determined in

aU the transition nIetals in which the coupling was observed.

~lany of the physical properties depend sensitively on the structural properties.

such as interdiffusion and roughness. to the extent that physical praperties can often

be predicted if structure and conlposition are known with sufficient precision. It is

not always true that structural and compositional perfection are the nlost desirable

traits for magnetic films. Interfacial roughness may~ for exanIple. enhance magnetic

coupling [23]. Coupling across nonmagnetic layers also relies on structural aspects

of the spacer layers. Interdiffusion and roughness may modify the details of the

interactions. but the distinction between roughness and interdiffusion is very difficult

to do experin1entally [11].

For exanIple. giant magnctoresistance with lo\\" saturation field was found for

:"i8üCo:,w/Cu nlultilayers (~ILs) [2-1]. \re have participated in a study concerning the

effect of cumulative interface roughness on the magnetization in these AF-coupled

~ILs [25]. Cumulative interface roughness is the accumulation of small intrinsic in

terface roughness in each layer. which becomes more pronounced as the number of

bilayers (~) increases. By preparing samples with ~ varying from 8 ta 100 and

studying their structure using low-angle x-ray reflectivity (XRR) measurements it

was found that as ~ increases. the interface roughness increases as is clearly shown

by the damping of the second-order superlattice Bragg peaks. and by the deviation

frorIl linearity in :\I-H cun·es. which can be attributed to a roughness-related extrinsic

anisotropy.

In order to study the effect of structure on the magnetic properties of thin films~

bilayers and multilayers. well-established techniques able to modify the structural
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properties and a variety of methods for structural probing and analysis are needed.

Ta modify the structural properties~ preparation of samples with artificially in

duced. controlled defects is needed. There are bath in situ and ex situ techniques

tlsed to modify the structure of sanlples. Exanlples of in situ techniques include

roughening interfaces with codeposition [26] and changing deposition conditions, e.g.

growth temperature [27].

\\·e have participated in a study with the Thin Films Group of Cniversity of

}'Iontreal 1 concerning the effect of deposition temperature (Ts) on the texture and

Inagnetic properties of sputtered :\i/Fe multilayers [28]. In this study. multilayers

with the configuration [~i(S6A)/Fe(29A)]1l \Vere deposited by magnetron sputtering

onto glass substrates. By changing the deposition temperature fronl room tempera

ture to 300c e a systenlatic change in texture from (Ill) to (200) and an increase in

grain size \Vere found. The superlattice modulations \Vere clearly visible in low-angle

XRR nleasurenlents for aIl the multilayers deposited up to 250o e. however. the peaks

intensities deerease with increasing T s indicating enhanced rnixing of:\i and Fe across

interfaces.

The saturation resisti\'ity (Ps) of the multilayers (with the applied field paraUel to

the current) decreases initially as T s increases up ta 2DDoC. which is associated with

an increase in grain size hence a reduction of electron scattering at grain boundaries.

At higher T s • alloying across the layers leads to an increase in PS. ..\lso. the total

anisotropie nlagnetoresistance as weIl as its field sensitivity were round to increase

with T s .

These in situ techniques have the disad\'antage of affecting the crystallography

of the sample. ~loreoYer~ the study is performed on different samples~ hence the

comparison between the results is often inconclusive. On the other hand. ex situ

techniques. such as post-growth annealing [29] and ion beam irradiation~ offer the

possibility of systematically modifying the structure of a single sample~ thus providing

conclusive information about structural and magnetic properties.

• 1Groupe de recherche en physique et technologie des couches minces, t:niversitê de MontréaL
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In recent years the technique of ion beam irradiation (lBI) of multilayered samples

has been used extensi\"ely for the formation of a mLxed layer at the interfaces [30].

Examples of these studies include ~i-implanted iron [31. 32L Ar2+ irradiation of

Au/~i superlattices [33]. Kr irradiation of Fe/Xi ~ILs [3--lL .-\r+-irradiated Co/Pd

~[Ls [35], Xe----irradiated Fe/Cr ~ILs [36]. Xe+ irradiation of Ag/Fe superlattices [37L

Kr irradiation of Au/~i )'1Ls [38] and noble gas irradiation of Fe/Ni ~ILs [39].

In particular. we ha\"e studied. in collaboration \Vith the Thin Films Group of

Cniversity of ~[ontreall. the effect of ion irradiation and subsequent annealing on

Co/Cu )'1Ls [-t0..H].

First. multilayers with the configuration Cu(50A)/[Co(16A)/Cu(20..\.)]3o/Cu(30A)

deposited by magnetron sputtering were irradiated with 1 ~[eY Si+ ions \Vith doses

ranging fronl 10 12 to 10 15 ions/cm:!. For ion-beam doses up to 1013 cm-2 , no changes

in resistivity. )'[R or magnetization were obseryed [-l0]. The saturation resistivity (Ps)

of the rnultilayer \Vas found to increase noticeably as a function of total ion dose from

10 13 up ta lOI:'> ions/cm:!. whereas the resistivities of 1000A CU and Co pure films

were nearly unchanged upon irradiation with the sanIe doses. This suggests that the

large increase in Ps in the Co/Cu )'ILs is connected with interface disorder induced

by IBI. and is not due ta any bulk defects produced in the Cu or Co layers by the

beam.

Law-angle XRR measurements have confirmed the ion-beam-induced interface dis

order in our sanlples whereas high-angle x-ray diffraction revealed little change in

crystaUographic texture. It was alsa found that the saturation magnetic field de

creases as ion dose increases. while the remanence ratio (~[r/~ls) increases (where

~Ir and ~Is are the remanence and the saturation magnetization, respectively). This

indicates that the .-\F coupling strength between the magnetic layers and the :\F

coupled fraction are systematicaUy reduced by irradiation. The G~IR was found to

faU rapidly with ion dose in contrast ta the results found for Fe/Cr :\1Ls [36].

The increase in G~IR \\ith irradiation dose in Fe/Cr ~ILs \Vas explained in tenns

IGroupe de recherche en ph}"sique et technologie des couches minces, Unh.-ersité de ~lontréal.



of the enhanced spin-dependent electron scattering at the interfaces. In contrasL

the decrease in ~IR by irradiation of our Co/Cu ~ILs can be understood to a large

extent by a reduced fraction of AF-coupled domains rather than by enhanced interface

scauering.

•
6 1 INTRODUCTION

In a later study (-lI}. lllultilayers with the configuration [Co(17A)/Cu(tA)ho with

t=22 and 3-1 A were deposited by sputtering techniques. \Vith these Cu thicknesses~

the nlultilayers are situated at the 2nd and 3rd peaks of the G~IR oscillation. These

nlUltilayers were irradiated by 1 ~Ie\' Si-+- ions to doses ranging from 1012 ta 5 x

l01~ ions/cnl:!. Some of the irradiated samples were subsequently annealed in vacuum

to temperatures up ta 325°C.

Law-angle XRR measurement of the as-deposited multilayer (t(Cu)=3-!..\.) reveals

dear first- and second-arder superlattice peaks. which confirms that the Co/Cu in

terfaLes are well-defined. After irradiation at 2 x 10H CIl1-2 . the intensities of the

two superlattice peaks are reduced. indicating increased interface roughness. :\ fit

to the as-deposited multilayer reflectivity data ga\'e an interface roughness value of

.j.7 + 0.5 .-\. whereas after irradiation at 2 x 1014 cm -2 ~ an intermixing regioll between

the Co and Cu layers with a width of :::::: 1L.\ was deduced from the fit.

After annealing at moderate tenlperatures. the superlattice peaks in the law-angle

XRR curves fully recovered their original intensities and linewidths. This shows

that annealing causes a back-diffusion from the nletastably rnixed regions and causes

the reformation of relatively abrupt interfaces. The fit to this spectrum shows no

interdiffusion between the Co and Cu layers. This reversible beha\iour is attributed

to the equilibriunl immiscibility of Cu and Co.

Examining the resistivity and the }'IR beha\·iour it was found that the satura

tion resisti\-ity (Ps) of the multilayer increases progressively with ion doses above

1013 ions/cm2 [-10L as previously mentioned. Since in these multilayers the electron

rnean free path is comparable to the layer thickness~ this increase in Ps can be directly

connected \\ith enhanced electron scattering as a result of ion-beam mi.."{ing across

• interfaces.
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Cpon subsequent annealing it was found that the resistivities of the irradiated

multilayers decrease dranlatically. and get \'ery close ta that of the non-irradiated

sampIe which suggests that significant demixing at the interfaces occurs on heating.

The G )'IR was round ta decrease nlonotonically with ion dose for these Co/Cu

nlultilayers [40] but increases sharply upon annealing at different temperatures up

ta 300o e. This increase is mostly due to the interfacial dernixing process and is ac

companied by an impro\'ement in the AF coupling between the Co layers. \Vhen

annealing tenlperatures are increased abo\'e 300oe. the ~IR starts to decrease for aIl

the multilayers as the nlultilayer structure begins to break down.

Therefore. ion irradiation of Co/Cu multilayers was found to cause a monotonie

decrease in the G~IR while subsequent annealing increases it. Hence. the AF in

terlayer coupling and the G~IR can he reversibly altered ex situ over a \Vide range

in a single Co/Cu multilayer with liule effect on the crystallographic texture of the

sample.

From our ~i/Fe [28] and Co/Cu [40. -11] studies. we have tested in situ and ex

situ techniques able ta modify the interfacial structure and hence to affect the G~IR

and the nlagnetotransport properties of these multilayers. The ion beam irradiation.

as an ex situ technique. pro\'ed to be weIl suited for systematically modifying the

structure of a single sanlple by successive irradiation ta different doses. These results

have moti\'ated us to further study in more details the effect of IBI on the interfacial

structure of ~i/Fe and Co/Cu samples.

.\ yariety of techniques for structural analysis is now available which permits the

determination of atomic scale structure using diffraction techniques and macroscopic

morphology using electron microscopy techniques.

Different electron nlÎcroscopy techniques include conventional electron microscopy,

Lorentz electron microscopy, scanning electron microscopy with polarization analysis

(SE~IPA). scanning tunneling microscopy (ST~I). atomic force microscopy (AF~I)

and magnetic force rnicroscopy (~IF~I) .

Conventional diffraction techniques have been used e:\.1:ensively tl) determine the



structure of bulk materials. Thesf' techniques~ including neutron, electron and x-ray

diffraction. are weIl established and can be used reliably.•
8 1 INTRODUCTION

:'\eutron scattering can giYe~ in principle. the same structural information as x

rays. but it offers lower intensity and resolution and is limited to Inajor facilities,

Howeyer. it can be used to determine the nlagnetic structure because of a neutron 's

nlagnetic cross section.

X-ray analysis is the best established and probably the most powerful probe of

oyerall structural characterization. \\"ell-established techniques exist to deal with

structures of great conlplexity. with defects and with structural rearrangements. Fur

thernl0re. synchrotron x-ray sources pro\"ide enormous intensity. thereby opening ne\\"

avenues to the x-ray study of chemical. and e\'en magnetic. structure [11].

X-ray diffraction (XRD) also offers high spatial sensiti\"ity. high penetration for

studying buried interfaces and a nondestructive capability for studying real-time pro

cesses. It is therefore well suited for studying the structure of muItilayers.

Several diffraction geometries exist in order ta probe different properties of the

samples, Law-angle x-ray diffraction profile gives the Fourier transform of the electron

density profile. By fitting the low-angle reflecth'ity data it is possible to obtain the

electron density profile of the sample perpendicular ta the interfaces~ the thickness

and the foot-mean-square (rms) roughness of the different layers. High-angle x-ray

diffraction. on the other hand. gi\'es information about the crystallographic structure

ur the bulk materials. whereas x-ray diffuse scattering measurements are essential in

ordE'r to probe the in-plane structure and the roughness structure at the interfaces.

These x-ray scattering techniques have been used extensively in a very large num

ber of studies. Examples include the use of XRD ta study multilayers [10~ 42, 43], thin

films [-!-tJ. surfaces [45]. liquid surfaces [-t6) and liquid crystals [-t7J. In situ high-angle

XRD during annealing was also used to study :"î81Fe19/Ag nlultilayers [-t8].

Kortright et al. [-t9J summarize the use of soft x-ray synchrotron radiation facilities

in research in magnetism and magnetic materials. including the use of time-resolved

• measurements and examples of present and future opportunities in this field.
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In particular. x-ray diffuse scattering (XDS) has received much attention in recent

years since the derivation of the scattering cross section from a single surface [50. 51].

and later a description of the diffuse scattering from multilayer interfaces [52~ 53. 5-1].

It has been used ta study the structure of roughness at surfaces and interfaces~ and

to investigate the interfacial roughness correlations in multilayers. Examples ioclude

the study of roughness structure and self- and cross-correlations in thin films [55].

bilayers [56]. metallic multilayers [57. 58~ ,j9: 60: 61], anlorphous multilayers [621,

nlultilayers with stepped interfaces [63. 6-1]. multilayer waveguides [65], grating sur

faces [66} and organic multilayers [67. 68]. It has also been used to follow the evolution

of the interfacial roughness of Fel Au multilayers as a function of time [69].

In arder to obtain structure information. modeling of the multilayer structure is

required in order ta compare the ca1culated intensity of the modeled multilayer with

the measured intensity. Since nlany types of disorder can be present in a multilayer.

including layer thickness fluctuations. interface disorder. crystalline disorder and in

terdiffusion. a large number of rnodel parameters has to be included, Several scat

tering nlodels have inc1uded discrete layer-thickness fluctuations and continuous fluc

tuations en the interface distance in their calculations (sec for example (70. 71. 72]).

Furthennore. the values of the pararneters obtained from this kind of fits represent

the averaged "alue o\'er aIl the larers in the mllltilayer stack.

Since we are mainly interested in the interfacial changes which occur upon lBI.

these effects could be better studied using bilayer samples. In this way the number

of interfaces will be limited leading to a small number of fit parameters and therefore

a more detailed study of the interface structure could be performed.

I!l the present thesis we will study the effect of IBI on the structure of Ni/Fe and

Co/Cu bilayers. Recent studies on ~i-Fe samples include the study of the magnetic

anisotropy of thin Fe films grown on ~i films of 1-10..\ thickness on Si substrates [73].

The magnetic anisotropy was measured using SQL1D magnetometry. The change in

the magnetic anisotropy "ith the Fe layer thickness was correlated to a structural

phase transition of Fe from fcc to bcc with increasing Fe thickness. In a more recent



study [7-t]. Parkin et al. have investigated the structure and magnetic properties of

Fe/~i and Fe/~i81Fe19 ~ILs using XRO and SQl"ID magnetometry. They fa und that

the Fe layers undergo a transition from a distorted fcc(OOl) phase ta a nearly relaxed

fcc(OOl) phase to a bcc(Oll) phase with illcreasing Fe layer thickness. The phase

change is accompanied by changes in the rnagnetic properties.

•
10 1 INTRODUCTION

This change in Fe thin filnl phase was aiso found by Heinz et al. [75]. They have

iIl\'estigated the crystallography of ultrathin Fe. ~i and Co filnls grown epitaxially

on Cu for \'arious film thicknesses using quantitative low-energy electron diffraction

(LEED). For thicknesses of Fe up ta -1 monolayers. the film has an fcc structure on

average. This is consistent \Vith the ferronlagnetisIIl in the film. For thicker films (5

10 monolayers) an isotropie fcc structure is formed. The subsurface region becomes

non-magnetic or antiferronlagnetie. At higher thicknesses a transition to bee-iron

OCLurs. It was found that both structural and magnetic properties of Fe/Cu( Ill)

depend eonsiderably on the details of the film growth.

Co. howe\·er. has the freedom ta stack either in an fcc sequence or in its native

hep sequence. It turned out that the growth of Co on Cu( Ill) depends sensiti\'ely

on whether or not the cobalt is eapped by copper layer. For the first 2 monolayers

of cobalt. the Co film largely copies the fcc stacking of the Cu substrate. Aboye this

thickness. the Co is increasingly dominated by hep stacking. .-\round and above 5

nlonolayers of Co. the hep structure dominates. But if the Co layer is capped by

a Cu layer (as in Cu/Co/Cu sandwiches or Co/Cu ~ILs)~ the Co domains show fcc

stacking. The Co/Cu(lll) :\ILs with Co layers stacked in an fcc sequence exhibit

strong magnetic anisotropy \Vith oscillatory magnetic coupling across the Cu layers

and an associated G}'IR ([75] and references therein).

The magnetic anisotropy and the orbital nlagnetîc moment of Fe. ~i and Co thin

films were also ealculated theoretically [76]. Fe/~i :\ILs were also in\'estigated using

XRR and magnetization measurements [77] and using magnetic force microscopy [78].

De magnetron-sputtered XiSlFe19/Cu ~ILs were found to have high field sensitiv-

• ity and thermally stable G~IR properties [79]. These properties are very promising
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for nlagnetic head application. XRD and transmission electron microscopy (TE~I)

were used to characterize the structure of these ~ILs. XRD was also used to study

the thermal expansion beha\'iour of Fe1-x~iI/Cu \lLs in the temperature range of

10-300 K [80]. Low thermal expansion coefficient was found at the Invar composi

tion (x=0.35). whereas larger coefficients \Vere round for either lower or higher :\'i

concentrations.

~itrogen diffusion into :\i/Fe bilayers \Vas in\"estigated [81]. :\itrogen \Vas im

planted into the top ~i layer. It \Vas found that subsequently part of the:\" diffused

iota the Fe layer. Depth profiles of :\ in the bilayers \Vere recorded as a function of

implantation dose and temperature using nuclear reaction analysis technique. l"s

ing XRD and cross-sectional transmission electron microscopy (XTE~1) techniques it

\Vas round that nitrides are formed in iron below the :\i/Fe interface in the absence

of radiation darrlage [82].

The mixing parameters in :\i and Fe crystals covered \Vith a thin Zr layer were

determined using in situ Rutherford backscattering spectroscopy (RBS) during irra

diation \vith ions of yarious masses (from :\ to Xe) [83]. The distribution function of

mixed atoms and the mixing rate \Vere studied as a function of ion fluenee.

Finally. the effeet of lB! of Cr/Fe/:\i ~ILs \Vith 100 keV Xe ions \Vas studied [84].

XRD and :\Iossbauer spectroscopy \Vere used for structùral characterization. It was

found that both irradiation with Xe to a dose of 2 x 1016 ions/cm2 and pulsed laser

irradiation produce a complete mi.xing of the layers and form a disordered solid state

solution. Later. Cr/Fe/:\i :\1Ls were irradiated successiyely by 80 ~leV Si ions and

1.jQ and 200 :\1eV .\.g ions [8.j]. Significant modifications at the interfaces took

place. XRR measurements showed increased interfacial roughness after irradiation

and ~Iossbauer uleasurements pro\ided evidence of intermixing after irradiation by

200 ~le\· Ag ions. Heavy ion irradiated ~lL was compared \\ith annealed and law

energy ion irradiated samples. Phases formed at the interfaces of iron are similar in

aIl three cases.

Co/Cu ~lLs were aiso largely studied recently. Different sample preparation tech-



niques were used to deposit the sanlples. such as magnetron sputtering [86~ 87~ 88~

89]. unbalanced magnetron sputtering with and without an applied d.c. substrate

bias [90]. electrodeposition [91. 92. 93. 9..1. 95]. pulsed laser deposition [96] and molec

ular beam epitaxy [97. 98].

•
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The effect of annealing on the magnetism and magnetic structure of Co/Cu )'ILs

was studied (see for example [86. 87. 88]). The magnetization and )'[R ratio of these

~[Ls were in\'estigated [95. 92]. It was found that the G)'[R of Co/Cu )'[Ls depends

on the \'olume fraction of ferromagnetic regions [-10. 86. 87]. The value of the G)'[R

was found to he altered irre\'ersibly when an applied magnetic field is increased to

the saturation and back to zero at room temperature [99],

The effect of hydrogen implantation on the structural. magnetic and electrical

properties of Co/Cu ~ILs was investigated [100]. .-\. particularly attractive combi

nation of high sensitivity and law hysteresis was obtained at the second .-\.F peak

by alternating very thin Co layers ~3A with 15...\ thick Cu layers [101]. Theoretical

calculations of the conductivity and G~IR in Co/Cu ~ILs \Vere also gi"en [102].

lu particular. we are nlore interested in studies concerning the structure of Co/Cu

~ILs and its effert on the magnetic properties. Several methocls \Vere used to in\'es

tigate the structure. such as in situ helium atonl scattering to measure the interlayer

spacing during growth [103]. field-ion rnicroscopy and three-dimensional atom-probe

analysis (10-1]. transmission electron microscopy (TE~I) and energy dispersi\'e x-ray

sp(lctroscopy [96}. x-ray absorption spectroscopy [105L polarization-dependent x-ray

absorption fine structure (XAFS) [106]. in situ scanning tunneling microscopy [107L

XRR and high-angle x-ray diffraction [89] and specular and diffuse x-ray diffrac

tion [97. 98. 108. 109] .

.-\s preYiously ObSeIyed [75]. Co has the freedom to stack either in an fcc or an hcp

sequence. It was found to stack in an fcc sequence with hcp parts in it in the ~[L.~

prepared by pulsed laser deposition [96]. whereas the hep structure was obsen-ed in

magnetron sputtered :\[Ls [89J together with a mLxed amorphous CoCu layer at the

• interface due to the diffusion between Co and Cu. This might he the cause of the
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re1ative1y small MR value found for these MLs while electrodeposited Co/Cu MLs on

indium-tin oxide glass substrate exhibit a large MR ratio [95]. The growth mode of

Co on Cu was found to he quite düferent &om that of Cu on Co [107]. The Co tends

to nucleate in small islands «50A) [107, 105, 75].

The interfaces in a set of Co/Cu MLs were studied by low-angle anomalous x

ray diffraction [109]. The MLs were deposited by magnetron sputtering on oxidized

Si substrate. The Co/Cu thiclmess ratio W8S equal to unitY and the total sam

pie thickness was around 7ooA. An accurate and unambiguous determination of the

mesoscopic structure of these MLs has been achieved using XRR meuurements and

diffuse scattering SC&l1S. By fitting both specular and off-specular SC&DS, a unique set

of fit parameters was obtained. The thickness, nns roughness of each layer together

with the horizontal and vertical correlation lengths and the Hurst parameter of the

surface were obtained.

The main objective of the present thesis is to investigate the effect of ml on the

structure of Co/Cu and Ni/Fe bilayers. These combinations of materials were chosen

because ofinteresting GMR or magnetotransport properties [28,40,41]. Furthennore,

as previously mentioned, we choœe to limit ourselves to the study of bilayers in order

to reduce the number of 6t parameters, hence simplify the interpretatioD and obtain a

more detailed analysis of the interface structure. The detailed change in the roughness

structure of the interfaces in Ni/Fe bilayers as a result of IBI to various ion doses will

he determined usiDg x-ray specular and ofl'-specu1ar SC&DS. High-angle XRD scans

will &Iso be performed in order to determine the crystallographic structure of the

bilayers. Our results will be compared to TEM and XTEM images obtained for some

of the bilayers at difl'erent ion doses. Single layers of Ni, Fe, Co and Cu will &Iso he

studied in order to determine the efl'ect of inadiatioD on their bulk e1ectron densities.

The structure of the thesis will he as foUows. Chapter 2 includes the theoretical

calcu1atioDS of the x-ray reftectivity. We aI&o present the düferent methods used to

calcu1ate the x-ray diffuse scattering crœs-&eetion and explain briefly the ion-solid

interaction mechanism.



Chapter 3 presents the experimental techniques used to prepare, inadiate and

measure our sunples. It also iDcludes a description of the dift'erent types of interfaces

and the simulation method used in order to calculate the reflectivity from these

interfaces. Examples of a typical reflectivity curve and a diffuse scan curve are also

included.

Chapter 4 presents the results of a survey perCormed on the single layers and the

bilayers. The fits to the reflectivity data from these samples are shown together

with the parameters obtained and the e1ectron density profiles calculated from the fit

parameters.

A more detailed study of the Fe/Ni bilayers is presented in chapter 5. Other x

ray scatteriDg techniques are &Iso used to characterize these bilayers, namely, x-ray

diffuse scattering and high-angle x-ray diffraction. Some TEM and XTEM images are

aIso presented for comparison with the x-ray results. Finally, a conclusion is given in

chapter 6.

•
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THEÜRETICAL BACKGROUND

As mentioned in the introduction. we will irradiate bilayers of :\i/Fe and Co/Cu by

1 ~Ie\' Si~ ions and characterize their structure at each stage of irradiation using

x-ray reflectivity (XRR) and x-rar diffuse scattering (XDS) measurements. [n order

to extract infornlation about the structure. we will model our samples and calculate

the theoretical XRR and XDS intensity for these models. The theoretical calculations

will then be fit to the experimental data using least-squares fitting program.

Several nlethods ha\"e been developed for the calculation of XRR and XDS inten

sitics. In this chapter we will briefly introduce these theories. which gives a lengthy

set of equations that can be skipped rather quickly to the method which we use to

calclliate the reflecti\"ity in sec. 2.1.3 and the diffuse scattering intensity calculations

in sec. 2.2.2.

\\'e assume that the structure of our interfaces obeys the scaling hypothesis. and

hence the interfaces are treated as self-affine surfaces. The height-height correlation

function used in our calculations is also introduced.

Finally. we present a surnmary of the different models treating the ion beam effects.

namely. the ballistic model and the thermodynamic model.

2.1 X-ra)''' specular scattering

X-ray scattering measurements consist of monitoring the intensity of a reflected x

ray beam from a sample surface relative to the intensity of the incident beam as a

function of the wave \"ector transfeL q~ defined as q = k 2 - kl~ where k l and k 2 are

the incident and reflected wave \"ectors~ respectively. The direction of q with respect

15



to the sample surface deternlines the direction in which the structure is probed [110] .

In con\"entional optics. the incidence and reflection angles (-"'li and "'/0) are defined as

the angles which the direction of the incident or the reftected wave vector~ respectively~

makes with the normal to the surface. In x-rar scattering formalism, howe\·er, the

incident and reflected angles (BI and Bo ) are defined between the beam direction and

the surface of the n1aterial. i.e.. Bi = ii/2 - fl and (Jo = ii /2 - "'!'o.

For specular reflecti,oity. the angles (JI and (Jo are equal. sa that q is oriented nornlal

to the salnple surface and i5 given by the relation q=-!ii sin(JlÀ (where (J = (Ji = (Jo

and ..\ is the wavelength of the incident x-ray radiation). In the region of small q,

large length scales are probed. hence the material can be considered homogeneous

and atomic structure may be ignored. Reflectivity can be treated either in an optical

fornlalism using Fresnel·s law and considering the n1aterial as continuous media with

dielectric boundaries or in the diffraction fornlalism considering the material as a

collection of scatterers.

•
16 2 THEORETICAL BACKGROUND

2.1.1 .X-ray refl.ection {rom ideal interfaces

Consider first the reflection of x-rays from a perfectly smooth interface separating

t\Va horl1ogeneous rnedia ha\"ing refractive indices nI and n2. Let (Ji denote the angle

of incidence in mediuIll 1 and (Jt the angle of refraction (or transmission) in medium

2. both measured between the direction of the beam and the plane of the interface.

Snelrs law states that:

(2.1 )

If the second n1ediun1 is opticaIly more dense (n2 >n1 L the refracted angle is

real for aIl incident angles. If. howe\·er. n2 <nI, Ot \\;ll only be real for values of (Ji

satisfying the condition cos Oi ~ n2/nl. The angle (Je is called the critical angle and

is given by:
n·)

cos (Je = -=:.
nI

(2.2)

For ,·alues of (Ji < (Je' total external reflection of the incident wave in medium 1

• occurs.



By applying boundary conditions to the electric and magnetic fields at the inter

face. the following Fresnel equations for the reflection and transmission coefficients•
2.1 .X-ray specular scattering 17

are obtained:
nt s'in8i - n2 sin8t

(2.3)r s -
nt sin8i + n2 sin8t ~

t s
2nt sin8i

(2.4)-
nt sin8i + n2sin8t ~

n2sirz8i - nt sin8t
(2.5)r p -

Tl2 sin8 j + Tlt sin8t •

tp
2nt sinBi

(2.6)-
n2 sin8i + nt sin8t •

where sand p clenote the two different polarization components [111].

The refracti\'e index of mau'rials in the x-ray wavelength range is given by:

,,\2 ;VO F
n=l-r--

e 2" '
(') -)_.1

where r t! = e2
/ rne2 is the classical electron radius. ,\ is the x-ray wavelength~ :'\0 is

the number dellsity of atoms and F is the structure factor given by:

F = fa + (~f') + i(~r·). (2.8)

where fo=Z is the atomic scattering factor at zero-momentum transfer and ~f' and

~f" are the real and inlaginary parts of the dispersion corrections to fa. respectively.

a:ld are tabulated for Inost materials as a function of x-ray wavelength [112]. Csing

equation 2.8. the refracti\'e index could he written as:

J is aiso related to the linear absorption coefficient of the material~ j.1.~ by the relation:

•

where <5 and 3 are given by:

Tl = 1 - <5 - i3.

À
3 = -Jl..

4ïi

(2.9)

(2.10)

(2.11)

(? 1?\_. -)



Fronl equation 2,9 we can see that n< 1 for x-rays, therefore total external reflection

will take place whenever x-rays are incident from vacuum (or air) ooto the surface of

a material with an angle Bi < Bc . Since Bc is small, by expanding the cosine function

in equation 2,2 ta second order in B we obtain the relation:

•
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Bc = (28) 1/2.
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(2.13)

Typical values of Be are in the range of 0.1 0 to 0.60 for nl0st nlaterials and depend

on the electron density. For sInall values of (Ji, the Fresnel reflectivity is shown in

figure 2.1 as a function of wave \'ector transfer. q. and is gin~n approxinlately by the

relation:

( fJ )"' ()-IR __ _c ~ qc
1 -- 2Bi 2q

(2.14)

l.e. the reftecti\'ity falls very fast with increasing B or the scattering wave vector q.

2.1,2 .X-ray reflection [rom a stratified medium

:\ stratified medium is a mediurn whosc propcrties are constant throughout each plane

perpendicular ta a fixed direction. e.g. a rnultilayer consisting of a succession of thin

plane parallel fihns.

Consider a plane. time-harmonie electrornagnetic wave propagating through a

stratified mediuIn, Taking the plane of incidence ta be the yz-plane, and z the direc

tion of stratification. by soh'ing ~[axwell's equations for a TE wave we obtain [Ill]:

(2.15)

(2.16)

where ko = 2ii/"\ is the magnitude of the wa\'e \'ector of the incident radiation,

Cl = ncosB where n is the refractive index of the medium and B is the angle between

the incident wave vector and the surface of the film. It turns out that the x and y

components of the electric (or magnetic) vectors in the plane z=O are related ta the

• corresponding components in an arbitraI}- plane z=constant through a 2 x 2 matrLx,
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Figure 2.1: Fresnel reflectivity falls very fast with iDcreasing wave
vector transfer q1 as gi"en by equation 2.14.
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JI. called the characteristic matrix of the medium.

2 THEORETICAL BACKGROUND

(2.17)

For a homogeneous dielectric film. the characteristic nlatrix JI is given by [111]:

(

cos( konzsinO)
-l/(z) =

- ipsin( kon:sinB)
(2.18)

where p = TlSlnO. For a stratified mediunl consisting of a pile of thin homogeneous

filnls extending fronl 0 S; : S; :t. :t :S : :S :2· .... :"'-t :s; : :S :N with characteristic

matrices .lIt. -'h . .... .lIs. the characteristic matrix of the whole structure. JI. is

given by the product of the nlatrices of the indh'idual layers:

The reftection and transn1Ïssion coefficients are gh-en by:

(2.19)

r -
(,nu + Tnt2Pdpl - (m21 +m22pd

(mll + m12Pt}Pl + (TTl21 + m22pd'
(2.20)

(2.21)2Pl
t =

(mu + rn12Pc)Pl + (m21 + TTl22Pd'

\\ here rn lJ are the elernents of the characteristic matrix of the nledium. Pl and Pl

are the P parameter for the first and last layers. respectively. The refiectivity and

transmissi\-ity are then gÎven by:

(2.22)

(2.23)

•

T = Pl It1 2 .

Pl

.\nother approach to sol\'e the problem of x-ray reftection from a stratified medium

consists in decomposing the field into two plane waves that must satisfy Snell-Descartes

law [113] given by:

(2.24)



where qll and q.L are the tangential and perpendicular components of the wave vector

q: respectin~ly. One of the plane waves. T. propagates in the transmission direction

while the other. R. propagates in the reflection direction:
•
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(2.25)

(2.26)

This nlethod leads to the Fresnel matrix. F. which gives the transfornlation of the

(T. R) fields at the crossing between two media. instead of the (U. '") representation:

where F is gi\"cn by:

where:

). (2.28)

.") .")

cos2(). for TE {L'aves. (2.29)c- - n-
'"

.)

cos'2(}.) n-
for T.\! (2.30)c- - lL'ares.~ n4

This leads to the following expressions for the reflection and transmission coefficients:

(2.31 )

(2.32)

2.1.3 .X-ray reBection from rough surfaces

\ïdal & \ïncent [11-lJ have included the effect of surface and interface roughness

on the nlatrix coefficients and in the calculation of the reflection and transmission

coefficients. The matrix relating the components of the electric field below and above

an interface separating media 1 and 2 is given by:

• p -
(

Pllexp[-t3l - 32)2;2] PL2exp[-(81 + ,~fa;2] )
P21exP[-(.31 + J 2f0"2

2
] P22exp[-(.81 - tJ2)2 17

;] :

(2.33)
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where .
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(2.34)

and.

,~

P12 - (1 - .~~ )exp[+i(31 + ,32 )yL

P21 = (l - ~: )e.rp[-i(31 +J.1 ) y].

{ho, (l + ~: )erp[+i(J1 -J-1)y],

(2.35)

(2.36)

(2.37)

(2.38)

(2.-10 )

(2.39)

y is the direction normal to the interface and (j is the rnlS roughness of the interface.

The reflecti\'ity and transmissivity will then be given in terms of the elements Pi) of

matrix P by the relations:

R = ,P2112 •

Pu

3 .)
T = --!.1--=-1 2

.
3'2 PLI

\re follow this method of calculation in our program in arder ta calculate the

reRectÏ\-ity of our sanlples and fit its ,'alue ta the experimental data.

2.2 ..X-ray diffuse scattering

In specular scattering. the wave "ector q has no component parallel to the surface

and hence no information is obtained about the in-plane structure of interfaces, Only

infonnation about the variation in the electron density perpendicular ta the interfaces

is ohtained. In order to obtain lateral information about the roughness structure at

interfaces. off-specular or diffuse x-ray scattering~ in which Oi =/; 00 , has ta be measured

and the appropriate parameters should be obtained by fitting the experimental data

ta the theoretical calculations.

In this section we will brieRy present the results of several methods which have

• been used ta derive the x-ray diffuse scattering cross section from rough interfaces.
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2.2.1 Diffuse scattering from a single rough surface

a) Using the Born approximation

23

Sinha et al. [51] have calculated the specular and diffuse x-ray scattering cross

sections fronl rough surfaces using the Born approximation (B:\). They obtained the

fol1owing results:
_2

S ) -L _q:t7'2 -( )'( )spec(q == -')e . Ô qI Ô qy ,
q;

where the delta funetions represent the condition for specular reflection and.

(2.41)

(2.42)

•

where C(.\". }") is the height-height correlation function of the interface, which will

be further discussed in sec. 2.3. S(q) is defined as the cross section per unit area

surface/(.V2 r;). ~ is the number density of the scattering partides and Te == e2lmr?

for x-ray scattering.

The specular part is equal to the scattering cross section from a smooth surface

multiplied by a pseudo-Debye-\Valler factor. exp( _q;a2 ). to account for the effect

of roughness. The diffuse component depends on the in-plane roughness structure

through the height-height correlation function.

The Born approximation uses the kinematical approach where the x-ray reflection

is described by scattering processes from separate electrons and the multiple scattering

is neglected. It is therefore a valid approximation at incident and reftected angles

larger than the critical angle of total external reflection, Oc' ~ear Oc, dynamical

methods have to be used in order to account for multiple x-ray scattering and to

include the effect of total external reflection. This can be done by using the distorted

wa\·e Born approximation (D\VBA).

b) U sing the distorted-wave Born approximation

ln the D\VBA. the roughness is considered as a perturbation on the exact solution

of the wa''-e equation for an ideal smooth interface. The specular scattering cross
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section is gÏ\'en by [51]:

[:~ (kt. k2 )] = L.rLy6(qx )6(qy )k;sin20i IR(kd 1
2 ~

spec

(2.--13)

where k 1 and -k2 are the nornlal and time-reversed incident wave vectors. respec

ti,'ely. LxL y is the area of the surface and IR(kdl is given by:

(2.--1-1)

where q:: and q; are the z-cornponents of the wave \Oector transfer in \'acuum and in the

mediunl. respectively. and R(kd is the reflectivity fronl a smooth surface. Therefore.

the effect of roughness is again to lnultiply the refiectÏ\'ity by a Debye-\\'aller-type

factor. The diffuse scattering cross section is given by:

where:

[
drr] L L Ik~(l - n

2
)1

2

IT(k )1 2 IT(k )12S( )
dO dlf f = l Y 16ii2 1 2 qt . (2.--15)

where T(kd and T(k2 ) are the translnission coefficients calculated for the incident

and exit angles. respectively.

The factor IT(kd 1
2 IT(k2 ) [2 in equation 2.--15 is not obtained using the Born ap

proxinlation. For large q::. ITl2 ::: 1 and q~ ::: q:: and eq. 2.--15 reduces to the BA. The

diffuse scattering eross section for a 10 mm-thick Pyrex glass [51] calculated using

eq. 2.-15 is shawn in fig, 2.2. As seen from the figure. when the incident or exit angle

is equal to (Je (01=0.2° or 0.8°). lT(k1 )1 2 or IT(k2 )1 2 has a ma-ximum and peaks ap

pear in the diffuse scattering. These ma-xima are called Yoneda wings or anomalous

reReetions and their origin lies in the fact that the electric field at the surface reaches

a nlé:Lximum of twice the incident field resulting in greater diffuse scattering. The

central peak appears because the surface is \"ery jagged~ as explained in sec. 2.3.

2.2.2 Diffuse scattering from rough multilayers

• a) Using the distorted-wave Born approximation
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Figure 2.2: Calculation of diffuse scattering cross section in the
distorted-wave Born approximation using eq. 2.-15 for a 10 mm
thick Pyrex glass at constant 28 = LO° [51]. The central peak
appears because the surface is very jagged, as e..xplained in sec. 2.3.
The Yoneda v.ings are clearly \;sible at 8i =0.2° and O.so! respec
th·ely.



The work of Hol~' et al. [53] in the area of x-ray diffuse scattering should be

rnentioned. They have extended the derivation of Sinha et al. using the D\VB.-\ to

the case of diffuse scattering from rough multilayers. The following expression was

obtained for the diffuse scattering cross section:

•
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k~ ~ 1 2 .2 12 [5J (ITJ~ITJ+112 , IRJ+IRJ+112)
16- '1 L.- 1

11J - TlJ - 1 00 1 2 or l 2
" J=1

+ sid IT1-1R{-+-11 2 + IT/-,.l R~~112 )

, ')R r5J TJ~ITJ~1 (RJ-+-ITJ+l)* , (SJ RJ+IRJ+l)*TJ+IRJ+1
i - e. 02 1 2 1 2 or 02 l 2 l '1

1 5J TJ~lTJ-I(TJ~IRJ+l)* + (sj RJ+LRJ+l)*RJ+lTJ+l
T DL l '2 1 2 01 1 2 1 2

, 5J TJ+ITJ-l(RJ~IRj+l)* , SJ TJ+IRJ+l(TJ+ 1RJ+l)*]]
-r 03 1 2 l '1 or 21 2 1 1 2 •

(2.-1i)

where j denotes the layer Ilunlber with j = 1 being the \-acuum and j = .V + 1 is

the substrate. TlJ is the refracti\'e index of the ph layer. RL.2 and T1.'2 are the complex

amplitudes of the reflected and translnitted beams. respecti\'ely. for the state 1 and

the tinle-in\'erted state 2. and Sfnn is the structure factor defined by:

(2.-18)

where m. rz = O..... 3. ŒJ is the rms roughness of the ph layer. C(.\". }") is the height

height correlation function and qi.;l are the momentum transfer in layer j + 1 defined

as:

....,.i-l _ Lj+l _ l-i-l ......i ...... 1 _ kd+1 l-i+l ,..j~l _ l-i+l _ kd+1 ,J+l _ kd+1 _ kd+l
'10 - ~2 ~l' 'Il - 2 - IC"l . '12 - 1C"2 1 ~ '13 - 2 1!

(2.-19)

where k l and k'1 are the incident and reflected wave vectors for state 1. respectively~

and k 2 and k'2 are the corresponding wave '-ectors for the time-in\·erted state 2.

\Ye can see the dependence of the diffuse scattering cross section on the differ-

• ent transmission coefficients and on the correlation function. Hol}- et al. have further
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extended their deri\'ation to include both horizontal and vertical correlations of rough

ness profiles [5-1].

b) Using the reciprocity theorem

In our fitting program. we follow the method of Daillant et al. [52] in order to

calculate the x-ray diffuse scattering cross section using the reciprocity theorem. The

use of the reciprocity theorem of electrodynamics [115] is analogous to the use of

Green runetions. but it explicitly shows the synlmetry in the source and detector

positions in scattering problems. It hal;) been used to solve different problenls in

electric circuits [116] and its relevance to the problenl of scattering by rough surfaces

bas been widely dcvcloped by Croce (IIi].

Consider a rnultilayer eonsisting of (.V -1) layers denoted as 1.2 V - 1. between

the vacuum denoted as 0 and the substrate denoted as ~V. as shown in fig. 2.3. The

expression for the diffuse scattering cross section from this multilayer is given by [52]:

(
+.'1 +d. ;se. ±de -.'1 -d ±se Tde)S ( '.. _)+ u j il j uk uk + li) uj uA: li/.; T qj~ qk' -j,"A:

+(u7sujdufseufde + ujsu;-dukseu~d·)S:r(q;. qk, Zj' ZA:)

• (. +.'1 -d ;se ±d. . -.'1 "d ±se ;de)S (" )]
, u) 11 j uA: uk + il j Uj u k u" :r %' qA:' Zj~ ZA: ~ (2.50)

(2.51 )

•

where n) is the refractive index of layer j. uj(s.d) and uj(s,d) are the amplitudes of

the electrie field in layer j in the downward (+) and upward (-) directions, respec

th·ely. s denoting the incident wave (source) and d the reflected wave (detector), and

S:r(qj, qk· Zl' =k) is the structure factor gi"en by:

S. ( .
.. -) - t k~ exp( -tqJ::<=;> - ~qk;<Z~»

; qj.qk·-r-k -."1. -2 e
16/1 qj::qk=

X! ! d~\dl~(e:rqJ;qZ;CJk(XX) - 1)ei(ch X +q~Y\

where .-\ - LxL y / sin (Jo is the illuminated area, (Jo being the angle of incidence,
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Figure 2.3: Schematic representation of a multilayer with ~-1 layers
denoted as 1.2.....:\-1 between the vacuum. denoted as 0, and the
~tlbstrate. denoted as X. The angle of incidence on the multilayer
surface is f)lJ and the angle of refraction in layer j is denoted by 8j •

d) is the thickness of layer j and =) is the height of the interface
between layers j - 1 and j.

•

<ZJ> = (jJ is the mean-square roughness of layer j, C)k(.\, }.) = <ZjC\, Y)Zk(O, 0»
is the height-height correlation function. qj = kj + kt and q'j = kj - kt.

The expression gi\"en byeq. 2.50 for the x-rays diffuse scattering cross section from

rough nlultilayers obtained using the reciprocity theorem proved ta be equivalent ta

the results obtained using the 0\\"8A. \Ve can see the symmetry in the source and

detector positions in eq. 2.50. In order to evaluate this differential cross section we

need to ca1culate the electric field in each layer and ta evaluate the structure factor.

In our program, the electric field \\ithin each layer is calculated recursively using

the matri.x method explained in section 2.1.2 [111]. The electric and magnetic fields



within the ph layer (in the s polarization~ but the polarization doesn't matter for

x-rays at grazing incidence) may be written as:•
2.3 Height-hejght correlation function

E () [ j)·( ..... )el(kon)cosO,,-.....t).
).x:: =

29

(2.52)

(2.53)

The anlplitudes of the electric and magnetic fields are decomposed into a downward

and an upward propagating plane wayes. i.e.:

L~(.:) (2.54)

('> - -)_•.:>.:>

•

where p) = nJsinOJ and k;: = kopj.

Theo. following the procedure of Bloch et al. [118]! by starting at the substrate and

assurning that its thickness is semi-infinite such that no wave is reflected back from iL

we can apply the conditions LL~' = t and ll~r = 0 where t is the transnlission coefficient

of the olultilayer. and obtain the values of the electric field amplitude within each

layer recursively.

~ow wc hél\'C to evaluate the structure factor ST (q), qb =)! =k) given br eq. 2.51

Ln order to calculate the differential cross section. This structure factor depends

on the specifie form of the height-height correlation function of the interfaces. The

next section will be devoted ta a discussion of self-affine surfaces and to obtain an

expression for the height-height correlation function! Cjk(~\! }P).

2.3 Height-height correlation function

In order to characterize the roughness structure of interfaces, let us consider a growing

surface where sorne roughening occurs during preparation. The rough surface can be

described by a single-valued. continuous height function, H(r! t), above a reference

surface as shown in fig. 2...l. The growth of the rough surface could be represented

by several models. :\ widely-used model to represent the growth of a surface is the
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~ H(r.t)

r

Figure 2.-1: Schematic representation of a rough surface. The sur
face height is described by a single-\·alued. continuous function.
H(r. t). abo\"e a reference surface.

I~ardar. Parisi and Zhang (KPZ) model. in which the e\"olution of H(r~ t) follows the

following Lange\"in equation [119]:

aH(r. t) ,) [ ]0)at = 1/Y-H(r. t) + ,.\ v H(r~ t) - + '7. (2.56)

where 1/ is an effecti,·e surface stiffness. ,.\ is the non-linear coefficient and,.., is random

white noise.

:\t tinle t = 0 the substrate is assumed to be perfectly flat then fluctuations will

build up of both lateral ((ii (t)) and normal ((.l.. (t)) extensions during growth. The

scaling hypothesis states that for lateral and normaliength scales smaller than (Ii and

(_. respecti,·ely. the statisti<:al properties of the growing surface are not expected to

change after scaling the systenl. The laterai and normal dimensions are not equivalent

and cannot be scaled by the saIne factor. Hence. the surface cannot be considered

as self-similar. but should be treatcd as self-affine taking into account the difference

between the parallel and normal dinlensions [120].

If the lateral position \"ector r is scaled by a factor b. H(r. t) by b-h and t by

b= then the rescaled surface il(r. t) should possess the same statistical properties as

H(r. t). where il is gi\"en by:

~ > O. 0 < h < 1. (.) --)_.:Ji

•
By assun1Ïng that [H(r. t) - H(r/~ t)] is a Gaussian random variable whose distribution

depends on the absolute difference r = !r - r']. we may define the height difference

correlation function of the interface. g(r. t). by the following expression:

(2.58)



where the average is taken over aH pairs of points on the surface which are separated

by the distance r. Csing eq. 2.57 and setting b = l/r: the height difference correlation

function of the interface. g(r! t). will be given by:
•

2.3 Heigbt-height correlation function

g{r. t) = b-2hg (br: b=t)

= r2hg(t/r=).

The asynlptotic behaviour of g(r. t) is given by:

31

(2.59)

(2.60)
{

(t1r= )'23 ! tir: < < l.
g(r. t) ~ _

const.. tl r· >> l.

where J = hl::.. :\ow consider a self-affine surface: as defined by ~[andelbrot [121L

which has cvolved in a growth process and is assumed now ta be in a metastable state.

The scaling hypothesis does not justify the choice of an:r functional form for g(r) as

long as it satisfies the asymptotic behaviour given by eq. 2.60. :\150: in practice:

there will be an upper cutoff limit for the lateral correlation length: (Il (which will be

denoted sinlply as ( fronl now on). because of the finite sampie size or as a result of

a nlacroscopic surface trcatment. among many possible reasons. Therefore. a simple

fornl for the height difference correlation function might be given by:

(2.61)

which saturates at a value of 2(12. where (1 is the rms roughness of the surface. From

the definition of g(r) and by translational invariance we can write:

\Yriting < H(r)2 >= (j2 as the mean-square roughness and using equation 2.61

for g( r). the height-heigbt correlation function. C(r), will be given by:

•

g(r) = <[H(r) - H(r')f>

= <H(r)2> + <H(r')2> - 2<H(r)H(r'»

= 2<H(r)2> - 2<H(r)H(r'».

O<h~l.

(2.62)

(2.63)
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h=l

small h

Figure 2.5: Effect of roughnes5 exponent on the surface roughness
structure for two surfaces having the same values of (7 and (. h = 1
produces smooth hills and valleys whereas small ,ëÙues of h repre
sent extremely jagged surfaces.

The pxponent h. calicd the roughness exponent or the Hurst paranleter. determines

the smoothness of the surface and its fractal dinlension. As shown in fig. 2.5. for two

surfaces ha\'ing the saIne values of (j and (. small values of h represent extrenlely

jagged surfaces. whereas \'alues of h approaching 1 produce smooth hills and valleys.

The surface fractal dinlension is given hy D = 3 - h. The effect of the roughness

f>xponent on the x-ray diffuse scattering cross section is shown in fig. 2.6. For h = l

th('rp is no nlaxirnurn of the diffuse intensity near the specular peak position ((Ji =
~(2(})). whereas for \'alues of h < 0.5 a broad maximum appears in that region. ~

also shown in fig. 2.2.

Other funetions representing the height-height correlation C(r) have been used

to study the x-ray diffuse seattering (see for example ref. [122]). but the funetion

defined in eq. 2.63 is the most widely used because of its simple mathematical forme

Therefore we use it in our program in arder ta calculate the diffuse scattering cross

section from rough multilayers.

The double integral in eq. 2..jl can he solved analytically for certain values of h

only (h=O.5 or 1). However. in order to obtain hetter fits~ the integral is evaluated

numerically in our fitting program such that h can take up any value between 0 and

• 1. in spite of the fact that the numerical calculation is yery time consuming.
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Figure 2.6: Etfect of roughness e..xponent on the diffuse scattering
cross section measured at constant 28 = 1.0°: solid line: h = 0.2:
dashed tine: h = 0.5: dotted line: h = 1.
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Since we use ion bean1 irradiation in order to induce intermixing in our samples, we

will briefly introcluce the nlodels used to calculate the efrect of ion bombardnlent on

the amount of mixing.

•
3-1

2.4 Ion beam irradiation
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Ion beam processing of materials results from the introduction of atoms into the

surface layer of a solid by bombardment of the solid \Vith ions in the eV to ~leV energy

range. Several types of processing have been studied. namely. ion implantation. ion

beanl nlixing. ion-incluced phase transformations and ion beam deposition.

Ion dose or fluence is defined as the number of ions per centin1eter square implanted

into the sanlple (ions/cn12
). The dose rate or flux is given in units of ions per second

per centirneter square (ions·s- 1·crn- 2 ) •

.-\.s an irllplanted ion slows clown in the solid it makes n1any violent collisions with

the lattice atonlS. displacing thenl from their lattice sites. These displaced atoms.

in turn. displace others. with the result of the production of a highly-disordered.

isolated region around the path of the ion. At sufficiently high doses the individ

ual localized disordered regions may o\"erlap fornling an amorphous or metastable

crystalline layer [123]. [on beam mixing is defined as the atomic internlixing and

alloying which can occur at the interface between t\Vo different materials during ion

irradiation.

The ion mixing effect is affected by the ballistics or kinematics of the ion-target

interaction. the fornlation of collision cascades and the ion dose, o. Both ballistic

a.nd cascade effects can he altered by changing the mass of the irradiating ion. It was

found that ion mixing has similar characteristics ta thermal interatomic diffusion in

that bath the arnount of mixing at the interface and the width of thermally-diffused

layer are proportional to t 1/ 2 • where t denotes the time of mi..xing or diffusion.

Two types of n10dels are used to descrihe the ion beam mi.xing processes~ the baI

listic models and the thermodynamic models. The ballistic models are temperature

independent and depend oolr on the ballistic aspects of atomic collisions, such as

• atonüc mass and density. whereas the thermodynamic modeis take ioto account the
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thermodynamic properties of solids.

35

•

2.4.1 Ballistic models of ion mixing

The ballistic model of Sigmund and Gras-~larti [12-1] includes t\Vo main contributions

to ion n1Ïxing. nalnely. recoil nlixing and cascade nüxing.

a) Recoil mixing

Recoil nlixing is the transport of atoms through repeated single collision events

between the incident ions and the target atoms. For high-energy collisions, the target

atoms recoil far from their initial location. The number of atoms that undergo recoil

mixing \'aries linearly with ion dose and with the damage energy deposited per unit

length. FD. and is temperature-independent.

Theoretical calculations predict that the concentration of recoil atoms decays as

an in\'erse power of the total relocation depth. This relation has been obser\'ed

experinlentally in ion mixing of bilayers ([125] and references therein).

b) Cascade mixing

Collision cascade is the nlUltiple displacement sequence of collision events. in which

an initially displaced target atom produces secondary recoil atom displacements,

which in turn displace additional atoms. These displaced atoms have a much smaller

kinetic energy than the incident ion energy. and after many generations of collision

cascades they move in nearly random directions. which can therefore be approxi

mately described by random walks. The sum of these atomic displacements across

the interface bet\Veen t\Vo materials gives rise ta cascade mLxing.

The random walk nature of cascade mixing ,j;elds a Gaussian spread of the im

purity profile for an initially sharp distribution. The depth distribution of implanted

ions is shown in fig. 2.7 for the cases in which the ion mass is less than or greater than

the target mass. The standard de,-iation of this Gaussian distribution~ n, is called

the cascade mLxing width. The following relation \Vas derived for the cascade mi.xing
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0 2 _ ~ FD . R~:
~ ~ - 3 r 0 .v ç21 EcO'

where r 0 = 0.608. FD is the energy deposited per unit length due to nuclear collisions,

~ is the atomic density. f21 = [-1.\/1.\/2/(.\/1 + J/2)2]l/2. where J/1 and .\/2 are the

rnasses of the atoms in\'oln~d in the collisions. Ec is a threshold displacement energy,

R~ is the mean-square range associated with Ec and 0 is the ion dose.

width of the beam [12-1J:
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By using 1 ~Ie\' Si+ ions to irradiate our samples. we are mainly in a linear mixing

regime of the top few layers. as represented by the leftmost segment of the curve in

fig. 2.ï(a). The highest concentration of Si+ ions in our samples occurs deep ioto the

substrate.

From eq. 2.6-i we notice that n :x: 0 1/ 2 which is similar to a thermal random walk

where n :x t i
/2. By setting n2 = -iDeIIt. the effective diffusion coefficient is found to

scale with the dose (DefI :x 6) and with the damage energy (Del! ::x: F D ). As seen

fronl eq. 2.6-1. the ca..'icade mixing width and, subsequently, the effective diffusion

coefficient depend only on the atomic number. mass and density. hence only on the

ballistic properties of the materials in'·olved. It is also independent of temperature.

because the kinetic energy of the displaced atoms from either recoil mixing or cascade

n1Îxing is nluch greater than the thennal energy of lattice vibration.

2.4? Thermal spikes and radiation-enhanced diffusion

At the end of a collision cascade. which lasts approximately 10-13 to 10- 11 s. thermal

spikes are fornled. A thermal spike i5 a limited volume inside a solid with the majority

of atoms tenlporarily in motion in a state of quasi-equilibrium. :\ local temperature

may be defined within the spike. which is estimated to be very high. At these high

tenlperatures the materials parameters. such as the heat capacity and the thermal

diffusÎ\·ity. are taken from bulk liquid state values. This process lasts about IO-ll to

10- 10 s.

Following the thernlal-spike stage a uniforrn temperature throughout the solid is

• achieyed. Thermally-activated migration of vacancy and interstitial defects generated
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during the collision cascade can occur at high enough temperatures and contributes

to nlixing during a delayed stage. This is known as radiation-enhanced diffusion and

occurs in the relaxation stage which can last for a period exceeding 10-9 s.•
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2.4.3 ThermodynanIic aspects of ion mixing

Ballistic models of ion rnixing alone could not properly describe the mixing process

since they do not consider the ilnportance of the chemical driving forces which play

an important raIe when concentrated alloys are formed. Two important contributions

to the thernl0dynaruic aspects of ion rnixing come from the heat of nüxing and the

cohesi\"(~ energy.

a) Heat of mixing effects

Two nulterials which are completely nliscible will he weIl interrnixed by ion irradia

tion in contrast to immiscible systelTls which can remain unchanged aCter irradiation.

,-\s an exarnple let us cOUlpare the .-\u/Cu and the \Y/Cu systems. Both systems

have nearly identical ballistic paralTleters. aton1Îc density and atomic mass. such that

their ballistic response to ion mixing should be the sanIe. However. experimelltal

data showed that the Au is weIl intermixed with the Cu while the \Y is relatively

unchangerl after irradiation. This is attributed ta the miscibility differences in the

t\\"o systems.

It \Vas observed that systems having a negatÏ\'e heat of nüxing show large mixing

rates whereas systenls possessing zero or positive heat of mixing undergo little or no

mixing upon irradiation. The more negative the enthalpy difference between the t\\"o

nlaterials. the greater the tendency to form an alloy.

Binary systems with a sufficiently large and positive heat of rnixing will have a

phase separation under ion bornbardment. If the sample temperature is sufficiently

lo\\". ion irradiation can cause intermixing! howe\·er. when the sample temperature is

increased. the rnixed layer will back-segregate into its cornponents. This process is

• called demixing.



\Ve ha\'e observed the demixing phenomenon in Co/Cu multilayers (41} as dis

cussed in chapter 1. The heat of formation of intermetallic compound CoCu is

+ 13 kJ / g.at (126}. Therefore. Co and Cu are immiscible and it is hard to fornl an

intermixing region between them, Br irradiating Co/Cu multilayers by Si+ ions at

liquid-nitrogen temperature (77K) a small internlixillg width was established. How

ever. annealing the saulples caused a back-diffusion and the formation of sharper

interfaces.

•
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b) Cohesive energy effects

Cohesi\'e energy is the energy that holds a ulaterial together, it is defined as the

difference betwcen the energy of the solid and the energy of the same number of free

neutral atOUlS at infini te separation. Since the higher the cohesive energy the stronger

the atorns in a solid are bonded together! we should expect more atolnic displace

nIent created in a Iow ~Hcoh solid than in a high ~Hcoh solid under identical ion

bonlbardment conditions. It \Vas found that the mixing rate is directly proportional

to (~Hcoh)'2. therefore systems with a lower cohesive energy have a higher mixing

rate.

Finally. wc would like to mention that Johnson et al. [1271 have developed a phe

nomenological expression for the ion n1Îxing rate which explicitly includes the heat of

Illixing. ~Hm:x' and the cohesive energy, ~Hcoh~ effects:

(2.65)

•

where Kt and /\2 are fitting parameters. FD is the damage energy per unit length

and 5: is the average atomic density. It \Vas experimentally verified that this equation

provides a reasonable prediction of the ion beam mixing rate in metai/metai bilayer

systems irradiated with heavy ions at low temperatures.
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EXPERIMENTAL ~IETHOD

In the present chapter we will explain the experimental techniques used in order

to prepare our sâlnples. irradiate thenl with high-energy ions and characterize their

structure llsing different x-ray and transmission electran rnicroscopy (TE~[) tech-

niques.

Section 3.1 deals with the choice of our sanlples and their preparation using rf

nlagnetron sputtering. :"ext wc discuss the ion bcam irradiation (IBI) techniques in

section :3.2.

In order to characterizc the structure of our bilayers at each irradiation stage we

perfornl x-ray refiectiyity (XRR). x-ray diffuse scattering (XDS) and high-angle x-ray

diffraction (XRD) measurenlents. One of the samples is further studied using TE~I

techniques.

The XRR and XOS measurements are performed using a high-resolutian triple

crystal x-ray diffractometer. The diffractometer setup~ alignment, filtering of the Cu

h-(t~ line and sample alignnlent are discussed in section 3.3.l.

Section :3.3.2 explains the pracess of data acquisition. \Ve show examples of a

typical XRR cun'e and of an _....'-scan and point out their mast common features. \Ve

t hen explain in detail ho\\" our data is processed in order ta separate the diffuse

scattering component from the specularly-reflected component and to normalize our

refiectiyity CUITes.

In order to fit the XRR and XDS data a model has to be chosen for our samples,

as discussed in section 3..t. Section 3.-1.1 presents the different types of interfaces and

• explains the origin of diffuse scattering. In order to test different interface profile

40



functions we use a sinlulation rnethod described in sec. 3.4.2. Then, the footprint

correction applied at very small incident angles is explained in section 3.4.3. Sec

tion 3.-t.-t presents the non-lïnear least-squares fitting procedure used to fit the exper

inlental data to the theoretical calculations in order to obtain the different structural

•
3.1 Sample preparation ~l

•

paranleters.

Finally. sections 3.5 and 3.6 describe. respectively. the high-angle x-ray diffrac

torneter and the transnlission electron nlÏcroscope which are used in arder to further

characterize the structure of our sarnples.

3.1 Sample preparation

As nlentioned in chapter (1). ~i/Fe and Co/Cu multilayers exhibit sorne interesting

nlagnetic properties which are affected by ion beam irradiation (lBI). This effect is

attributed to structural changes occurring at the interfaces of these rnultilayers upon

irradiation. The purpose of the present thesis is to investigate the effect of IBI on the

structural properties of ~i/Fe and Co/Cu.

These changes are D1ainly occurring at the interfaces. including the change in the

roughnpss structure of interfaces and the interdiffusion between neighbouring layers.

.-\s mentioned eadier. in order ta facilitate the interpretation of XRR and XDS data

we will linlit ourseIves to the study of single layers and bilayers of these rnaterials.

Two groups of sarnples were deposited using ri magnetron sputtering onto ther

mally oxidized Si(100) wafers having a 3000 ASiG:! layer on top. First. we started with

a set of bilayers of ~i/Fe and Co/Cu with different deposition sequence. These bilay

ers have the configuration ~i(2000A)/Fe(lOOALFe(2000A)j:\i(100AL Co(2000A)j

Cu( 100.-\.) and Cu(2000A) /Co( 100.-\.) with the 100 A layers being deposited on the

surface. Three samples of each of these four configurations were deposited on a single

piece of Si substrate of dimensions 20 x 6 mm2 using a contact mask to create the

three distinct samples as shown in fig. 3.1. The base pressure before each deposition

\Vas less than 2 x 10-7 torr. Deposition rates were 1.2 Ais for Fe~ 1.7 Ais for Ni [28L

2 A/s for Cu and 1 A/s for Co [~Ol. These deposition rates were calibrated using a
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Figure 3.1: Three samples ha\'ing the same configuration (shaded areas) are deposited sirnultaneously
on the same piec-c of 5ubstrate (non-shaded) of dimensions 20 x 6 mm:!.

quartz-crystal monitor. The Ar(99.999%) pressure \Vas 3 mtorr and the rf power was

200 \Y.

l-sing the same contact mask. three distinct single layers of each of the following

elenlflnts: fe. ~i. Co and Cu of a thickness of 500 A each \Vere also deposited on

the sarne kind of substrate. The purpose of studying the single layers is to \'erify

the effect of ion beanl irradiation on the electron density of each single material. and

hence to distinguish bet",een the effect of irradiation on the bulk materials and on

the interfaces of the bilayers.

By depositing three sanlples of each configuration simultaneously we wanted to

obtain three identical samples. then by irradiating each of thenl to a different ion

dose "OC can realize a fast sur\'ey of the effect of different ion doses on se\-eral sampIe

configurations. Howe\·cr. XRR measureUlents of the three as-deposited samples of

each configuration reyealed differences in the thicknesses of the corresponding layers.

This rneasurable thickness gradient along the sample length is caused by the slight

difference in the distance between the source and the different points on the target

during the sputtering process. causing different deposition rates at different points

a10ng the substrate. ~Ioreo\·er. the roughness of the corresponding interfaces of the

different as-deposited samples were not exact1y identical.

These small differences caused inconveniences when trying to compare the results

after irradiation. ..\1so the smaIl size of these samples caused the loss of a part of



the incident beam intensity because the slit size had to be reduced, as will be further

discussed in chapter 4. Therefore. for a subsequent more detailed study, the samples

were deposited with a rectangular geometry of 15mm high x 4mm wide.

Since Co/Cu samples were widely covered in literature. as we have seen in chap

ter (1). we will focus our attention on ~i/Fe bilayers. Two sets of bilayers \Vere

prepared with the configuration Fe(500A)/~i(500A) and Ni(500A)/Fe(500A) onto

Si( 100) /Si02 substrate wafers by rf magnetron sputtering techniques [128]. The sub

strate temperature was maintained at -l0 ± 3°C during deposition and the same Ar

pressure and power settings \Vere maintained as for the previous saInples. Layer

thicknesses \Vere computer-controlled during deposition and subsequently verified by

low-angle x-ray reflectivity nleasurements.

The thicknesses of the latter sanlples were chosen to be of 500A/50oA because

of the difficulties that we faced while fitting the data from the earlier bilayers with

thicknesses of 2000A/100:\.. The 100..\ layer was too thin. and in the case of the

Fe( 100:\.) layer on top its oxidation callsed the data to be difficult to interpret. .-\lso

the 2000A layer \Vas too thick to measure its modulations by our diffractometer

resolution.

•
3.2 Ion beam irradiation 43

•

3.2 Ion beam irradiation

~ormal incidence ion beam irradiation experiments were performed in a vacuum

of 10-7 torr \Vith 1 ~IeV Si'" ions. To limit heating effects during irradiation the

samples were placed in thermal contact with a copper block kept at the liqllid-nitrogen

temperature (ïï K) and the beam current \Vas maintained below 50 nA/cn12 • For the

first set of bilayers and single layers which were deposited as three distinct samples

on the same piece of substrate. one sample was kept without irradiation while the

otlier two were irradiated at 2 x 1014 and 1 x 1015 ions/cm2 ~ respectively.

For the second set of samples~ t,,·o samples were chosen \\;th the configuration

Si/Si02 /Fe(500A)/:,\i(500A) and Si/SiO:d~i(500A)/Fe(500A)and a series of succes

sive irradiation by 1 ~1e\· Si+ ions was carried out on each of them \Vith ion doses
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ranging from 1 x 1015 to 1.9 X 1017 ions/cm2 . This ion energy was selected because

in these 1000A-thick samples the energy 10ss of the l ~[eV ions is roughly 200 keV,

sueh that only a ycry snlall fraction «0.1%) of the implanted ions cornes to rest in

the bilayer. the rest being transnlÎtted or backscattered. Consequently, a uniform

nlixing profilc throughout the bilayer is expected. X-rar reflectivity (XRR), x-rar

diffuse scattering (XDS) and high-angle x-ray diffraction measurements \Vere carried

out for each stage of irradiation.

3.3 X-ra}" reflectivit:r and diffuse-scattering measurements

3.3.1 The diffractolneter

Setup

The x-ray reflecti\"ity and diffuse scattering experitnents reported in this thesis are

performed using a high-resolution triple-crystal x-ray diffractometer. Fig. 3.2 shows

the layont of the instrunlent [129. 130].

The x-ray source is powered by a Philips generator (type 1793) with a water cooling

systenl. .-\ copper x-ray tube is used for the measurements. operated under power

settings of -lOk\' x -10n1.-\. An arca of the anode of O.-lmm x 12mm is illuminated by

accelerated electrons fronl its tungsten filament. The take-off angle of the x-rays is

6°. The x-ray tube has four beryllium windows along its sides ta allow the x-rays to

pass through. The two windows along the long sides of the tube allow a long spot of

x-rays to pass through. From the other two windows along the short sides of the tube.

a point source can be obtained. \Ye use a point source with a beam cross-section of

0..txl.2 mm2 .

For high resolution. the monochromator and the analyzer are bath high quality

single crystals such as germanium or silicon having Darwin width of 3.5 x 10-5 rad

for their (Ill) diffraction peak [129. 131]. In a lower resolution setup. the priority is

gi\"en ta the intensity requirement. The monochromator and analyzer are replaced by

a crystal with a mosaic structure such as graphite~ with \\;dth typically ~ 0.1 0 which

• gi\"es higher intensity at the expense of lower resolution.
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Figure 3.2: The diffractometer.
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For our measurements we use the (Ill) diffraction peak of high-quality Ge single

crystals for the monochromator and the analyzer. They are both mounted on man

ually adjustablc gonionleters. The nlonochromator is fixed once aligned. while the

analyzer is lllounted on the 2e-arlll of the sampIe gonionleter and can rotate around

the central a..xis of the goniollleter.

The sample crystal is mounted on a four-axis goniolneter and it has three degrees

of frt'edom for rotational rno\·ement and two degrees of freedom for lateral mo,-ement.

The gonionlcter is assernbled with Huber goniometer cOlnponents (Huber 5023: 2

cirde goniometer. Huber -121) and a lateral moving x-y stage (Huber 5102) \Vith a

slide range of -:"'15 mm and a positioning accuracy of 0.005 mm. It is driven by

stepping 11lotor controller PC58 from Oregon ~Iicro Systems. The stepping motor

controller can move with the minimum step size of 0.00025° for 2fJ. 0 and \. and of

0.00005;) for (J.

A Canberra scintillation detector is used with pre-amplifier (Canberra 1702) with

a high \·oltage supply (Canberra 3102) ta generate electrons by absorbing photons, a

pulse arnplificr and pulse height analyzer (model 1718) with a power supply (model

2000) to select the right energy of the photons. Photons are reflected by the crystal

according to Bragg's law in more general form:

2d sine = nÀo • n - integer. (3.1 )

l-sually n= 1. the radiation of wavelength ,.\ = "\0/2 cannat go through because

Ge(222) is a forbidden reflection. But the radiation ,.\ = À c /3 can pass if n=3 by

third arder diffraction. The pulse height analyzer makes sure that the \\;ndow is

centered at the energy corresponding to "\0 and has a width narrower than the energy

difference between '\c and À c /3. This energy discriminator is necessary to reduce the

rniscount of photons by suppressing the higher harmonies and the lo\\" voltage noise

of the preamplifier. By tightening the energy \\indow of the pulse height analyzeL

less photons contribute to our signal. This reduces the dark counts at the expense of

slightly reducing the oyeraU intçnsity. This trade-off is worthwhile at higher angles

• when our signal gets weak, because lowering the dark current allows us ta detect



weaker signaIs (lowering the noise such that the signal-to-noise ratio becomes higher) .

The energy of x-ray photons generated from Cu target is 8.0-1 keV [132]. By using

a window of ~ ,./,. = -1/3.8 for the pulse height analyzer to accept pulse amplitudes

between " and " + ~ '-, we were able to lower the clark counts from 0.147 cps to

0.032 cps at the expense of reducing the arm-zero intensity from 1.02 x 105 cps ta

0.55 x 105 cps at ITiaximum power (-lOkVx40mA). :\Iost of this dark current cornes

fronl the electronic circuits and fronl randorn scattering.

The slits are used to reduce the background. Slits 1 and 2 are used to better define

the beam spatially. Slit 3 is the most effective slit in the system because it contraIs the

size of the beam incident on the sample. It is dri\en by computer-controlled stepping

nlotors and the opening can be narrowed or opened \Vith an accuracy of 0.001 mm in

•
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Size.

Copper has t"'o close and strong characteristic emission lines (A"ol and !{o.,) at

wavelengths of 1.54051 A and 1.54433 A. respectively [133]. The KOl Hne has twice

the intensity of the 1\02 line, sa in the setup, KOI radiation is the central wavelength

and c, f'rything is supposed to line up with respect to it. Ideally, the rotation center

of the gonionleter should be on this line. but in practice it will de,'iate by a smaIl

amount due ta the lirnited precision of adjustment. This deviation is in the order of

10-2 mm. The A"o'1- Une also goes through the instrument but can be filtered out by

special alignment. It does not. howe"er. pass o'-er the center of rotation.

Filtering of the K o '1- Hne

For the purpose of our measurements. the /\02 line was filtered out and only the K Ol

line is incident on the sample. This is achieyed by making the distance between the

monochromator and the sample longer and narrowing the slits before the sample just

enough to fil ter the /\02 Hne and let KOl line pass.

The wavelength of Cu Kat is smaller than the waveiength of Cu K o =by 0.00382 A~

hence the two Hnes will be angularly separated after the Ge monochromator by 0.0680

in 28. as shown in fig. 3,3, For a beam width of 0.5 mm~ the distance between the

monochromator and the sampIe must be at least about 830 mm to make the K Q2 !ine



completely spatially separated from the Ka! line. Tbus, by properly adjusting slit 3,

the Kor, line cao be removed. Fig. 3.4 shows the distances between the crystals that

we use for our setup.•
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From fig. 3.3 we can see the incident x-ray beam intensity at minimum power

settings (l5kV x5mA) with Ge(lll) monochromator and analyzer crystals at the

(+,+) setting. In part (a) of the figure the original incident beam inteDSity is shown

before evacuating the ftight path or removing the K a2 line. Both Ka! and Ka., lines

are seen with a separation of 0.068°. The intensity of the Ka! line is almast twice that

of the KQJ line. By filtering out the K a2 line the beam intensity will decrease mainly

due to the divergence of the beam, but also due to the absence of the K02 intensity

and the air attenuation of the longer optical path undergone by the x-rays. This latter

effect is decreased by adding an evacuated ftight path between the monochromator

and the sample position, which increases the intensity by more than 1.6 times, as

shown in part (b) of the figure.

Part (c) of figure 3.3 shows the incident beam aCter removing the K a2 Hne by

narrowing down slits 3 just before the sample. The resolution function of the diffrac

tometer was studied in detail in reference [129]. It was found that at small angles the

HWHM of the resolutioD functioD is around o.oor for 28 direction, and around 0.003°

for w direction. The removal of K a2 improves the resolving power of the instrument

at lower angles. As we cao see from fig. 3.3, the spread due to the separation of the

Ka! and Kal lines is 0.068°. Thus, the removal of the Kor, line increases the resolving

power by an order of magnitude. Another advantage is that the centering of the

sample beoomes more accurate. To center a sample we usually adjust its position to

be parallel to the x-ray beam and cut the beam inteDSity by half. Because K a2 line

has a sligbtly dilferent incident angle than the Kal line, if the K a2 is not removed,

when the sample cuts hall the inteDSity of the beam it may still Dot be well centered.

8y filtering out the Kaa line, we are sure to center the position of the sample on the

Kal line and on the center of rotation of the goniometer to an accuracy of 10-2 mm.
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Figure 3.3: Incident x-ray beam intensity at minimum power set
tings (l5kV x 5mA) with Ge(1l1) monochromator and analyzer
crystals at the (+~+) setting. Slits 1 are 1.75mm v';de x 2.0mm
high and sLits 2 after the monochromator are 1.5mm \\-ide x 11.Omm
high. no filters are used: a) original intensity \\-ith slits 3 \\-ide open
and no flight path: b) after evacuating the flight path: c) after fil
tering out the K Q-;:. line by narrov.-ing slits 3 just before the sample
to O. imm wide x IO.Omm high.
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Figure 3.4: Distances used for our diffractometer setup.

Sample holder

.\s mentioned earlier. the samplc crystal is mounted on a four-axis goniometer on a

lateral mo\*ing x-y stage. It has two dcgrees of freedom for lateral movenlent. Our tirst

set of samples are deposited as three distinct samples on a single piece of substrate

of dinlensions 20 x 6 mm 2
• with the area of each sanlple about -l x 6 mm2

• as shawn

in fig. :3.1.

.\5 a consequence of thesc snlall sample dinlensions. the x-y stage on the gonionleter

is not enough to align each of the samplcs. A z-stage had to he designed and fabricated

using an adjustable height rack and pinion post from Edrnund Scientific Company

which allows the nlO\'ement of the sanlple in the \'ertical direction within a range of

20 mm. By narrowing the slits. the vertical height of the beam can be decreased. then

using the new xyz-stage. the desired sample can be well aligned in the x-ray beam.

3.3.2 Data acquisition and processing

In our reflecti\"ity measurements the 2(} range is typically 0.30 < 20 < -l0. This is a

large range compared to a normal Bragg peak measurement and the angular error

introduced by the goniometer may cause detectable shift of ;.,.,.' which leads to the

inaccuracy of the measurement. One way to solve this problem is to make a small

mesh around the ..•: = 0 region for each fixed 20. spanning 2 or 3 times the H\VH:\I of

the resolution function. Then the ma.ximum data for each 2(} value is chosen! which

• should represent the intensity at effective zero ;.;..... This is not good in the region



where the signal is weak because we are mostly measuring the background. Another

more feasihle method is to average the data around a narrow region of the specular

ridge. This reduces the error caused by the goniometer positioning inaccuracy but

the a\·erage. which is equi"alent to an integration o'"er :..1, rnay take into account sorne

intensity frorn the diffuse part.
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Figure 3.5 shows a typical () - 28 scan for a 500A-thick Ni layer deposited on

Si substrate. obtained by performing an -",-scan at each 28-value then calculating

the integrated intensity under each peak. as will be discussed later. \Ve can clearly

see the region of total external refIection extending until the critical angle around

'29 = O. ï -lo. Following the critical angle. the intensity falls off rapidly as (2in- 4

as gi '"en by Fresnel's equation 2.1-1 for the reflection from a perfect surface. This

fall-off will even be [aster for the reflection from rough surfaces because the Fresnel

reftectivity will be Illultiplied by a Debye-\Valler-type correction factor to account for

the effect of roughness. The top surface roughness will mainly dominate this effect

because of the relati"cly large change in density upon going from vacuum to soHd

rnatter. The effect of buried interface roughness usually results in damping of the

interference maxima at large angles.

The periodicity of the oscillation peaks determines the thickness of the :\i layer.

Sy transfornling fronl real space into reciprocal space~ the spacing between maxima.

~q. will be gi\"en by ~q = 27rn/d~ where n is the refractive index of the layer and dits

thickness. The amplitude of the oscillations depends on the electron density contrast

between the filnl and the substrate whereas their relative phase depends on the sign

of the density change at the buried interface.

An example of a typical w-scan. also referred to as diffuse scan~ transverse scan~ r.,,;

rock or rocking cun"e~ is shawn in fig. 3.6. In this kind of measurement the detector is

fixed at a certain 28 '"alue and the scattered intensity is measured as a function of the

angle of incidence. ()~ by rocking the sample around the specular peak. At 8=~(2(})

we can clearly see the specular peak. 'Yoneda wings appear when the incident or the

reflected wave vectors makes an angle with the surface equal to the critical angle of
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Une ia a pide ta the eye.



total external reflection. Oc' This happens in our example at f) = 0.360 and (J = 0.640
~

respectively. as seen from fig. 3.6. The origin of these peaks was explained using the

distorted-wave Born approxinlation (D\VB.\), as stated in sec. 2.2.1. .\ccording to

eq. 2.-15. at these angles the transmission coefficient of the incident or the reflected

wa\'es has a ma.xinlum and causes the appearance of these wings.

The integrated intensity under this curve is composed of three parts: a constant

dark counts level which can be easily subtracted out. the specular intensity and the

diffuse background. The area under the specular peak determines the reflectivity

whereas the diffuse background cornes from the incoherent scattering of x-rays from

the roughness structure in our sample. .-\s seen from eq. 2.46. the structure factor

depends on the in-plane height-height correlation function of the interfaces~ C(.\~ F).

Thus. by fitting the diffuse intensity. the paranleters of the correlation function can

be obtained.

•
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(3.2)

Therefore. in our measurenlents we need to separate the specular reflectivity from

the diffuse background. This is achieved by performing an """,-rock at each fixed 2fJ

value. Each of these ....:-rocks is then fit using non-lïnear least-squares progranl to a

lineshape which is the sunl of a Gaussian and a Lorentzian of equal widths and unit

af(~as. \'"e write the approxinlation function for the lineshape in the farm [13-t~ 135]:

_ (l - 1/) [' V1n2 . L - L o 2 .•)
j(f. '1, I . .ro ) - '} 2 + 7J - * exp[-( f ) ln-l

if f - + (x - .ro ) if

where TJ is the Gaussian fraction. Xc is the peak position and r is the H\VH~1 of both

the Gaussian and the Lorentzian lineshapes. The fitting curve may be written as:

(3.3)

•

where bg is the diffuse background. 1 is the integrated intensity under the peak and

j is the lineshape function defined in eq. 3.2. Fig. 3.7 shows sorne examples of these

fits.

From each fit we obtain the integrated intensity~ r the background which is a

measure of the diffuse scattering~ the H\VH~r~ r ~ of the peak~ the Gaussian fraction~

1J~ and the deviation of the peak position from the:.;) = 0 position. x - X o -
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The function is calculated only at the data points.



As seen from the examples in fig. 3.7. the counting rate drops over several orders

of magnitude in the range 0.50 < 20 < 3.00
• In order to measure the reflectivity over

this wide signal range with the sanle accuracy~ the counting time is increased as we

go to higher 20 ,·alues. going fronl 5 seconds per data point at low 20 values to 500

seconds per point at 28 > 2.50
• This takes very long scanning time and in arder to

limit this tiIne we increase the step size in 20 from 0.01 0 to 0.02° as we go to higher

20 \'alues and decrease the nunlber of data points taken at each ;.:-scan. :\fter taking

these measures into account each sample takes around 50 hours to scan as compared

to 20 hours for a direct 0-20 scan.
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Fig. 3.8 shows the paranleters that we obtain from fitting a series of ;.:-rocks using

the previously-defined lineshape function. The X2 is shown in part (a) and is given

by eq. 3.8. The non-lînear least-squares fitting aims at minimizing X2
. At small

20-\·alues. the nleasured intensity is high and the statistical error is smal!. such that

any snlall deviation of the calculated fit from the experimental data would result in

large \2 \·alues. At large 20-values. on the other hand. our signal is very weak and

the statistical error is large. therefore the calculated fit will most likely go through

aIl the data points and the .\2 \'alue \vill be snlaller.

The fraction '7 of the Gaussian content is shown in part (b). \Ve can see that '7

\ëuics bctween a and 0.5. for an a\'erage of about 0.2~ which shows that our lineshape

content is mostly Lorentzian. In parts (c) and (d) of the figure~ it is shown that the

H\rH),[ and the peak position \'ary a little during our fit. :\.S seen from the data

in fig. 3.7. at higher values of 20 we have fewer data points and weaker signal-ta

noise ratio such that it is harder to determine the H\VH~[ and the peak position

accurately. Sincf:' the H\VH),[ depends on the resolution of the diffractometer setup,

these two parameters are not expected to vary with 20. Therefore. they are fit at

small 20 values ta obtain an estinlate of the H\VH~[ value and of the accuracy of the

goniometer mo\'ement~ then they are kept fLxed at higher angles in order to determine

the diffuse background and the integrated intensity more accurately. Part (d) shows

• the deviation of the peak position from the w = 0 value in order te obtain a clear
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Figure 3.8: The parameters obtained from the lineshape fits: a) the
X::! value: b) the Gaussian content of the lineshape. 11; c) the H'VH~l
of the peille and d) the accuracy of the goniometer movement.
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estimation of the goniometer accuracy.

In this way. we haye separated the specular integrated intensity from the diffuse

background. The diffuse background level is then multiplied by the O-scan range in

arder to obtain the integrated diffuse intensity. The twa separated components for

this particular sampie are shown in fig. 3.9.

By calculating the integrated intensity under the arm-zero peak. 1o , shawn in part

(c) of fig. 3.3. we can obtain the absolute reflectivity. R. br normalizing the specular

integrated intensity. 1. shown in fig. 3.9 br the integrated intensity of the incident

x-ray bean1. R = 1/10 , Finally. the footprint correction. explained in sec. 3,-l.3. must

be applied in order ta account for the fact that at small incident angles the sample

dof's Ilot subtend the whole incident beam. This correction will further reduce the

intensity of the reflected beam.
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3.4 J.\lodeling method

In order to fit our x-ray reflectÏ\'ity and diffuse scattering data a model has to he

choseTl for our sanlples. \\"c han~ ta keep the nunlber of \'ariables in the least-squares

fitting to a rninirrlUm such as to ohtain the most reHable results. Thus. we try to keep

our model as simple as possible.

Our model consists of a stack of indi\'idual layers each ha\;ng a constant electron

density value. The first layer is the substrate. which in our case is silicon coated \Vith a

layer of silicon oxide on top. The substrate is measured first and fit in order to obtain

the Si02 thickness. and bath the Si and SiG:;! roughness and electron densities. This

allows us to fix sorne of those parameters during subsequent fits and hence reduce

the number of fit variables. Another rneasure to reduce the number of variables in

refiecti\"ity fits is ta obtain the normalized reflectivity as e:\.-plained in section 3.3.2

and sa the intensity parameter could be kept constant. Following the Si02 layer we

ha\"e one layer of material (in case of our single layer samples) or two layers (in case of

bilayers). \Ve try first to fit our data without adding any oxide layers on the surface~

• if the fits are not satisfactory we add a surface oxide layer to the mode!.
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Each layer in our nlodel is characterized by four parameters~ the thickness, the

roughness. the refractive index given by eq. 2.9 and the absorption coefficient given

by eq. 2.12 .

.-\ program \Vas written in C language in order to calculate the theoretical x-ray

reflectivity and x-ray diffuse scattering intensity. The XRR calculation follows the

matrix method [11-11 explained in section 2.1.3 and the diffuse scattering calculation

fo11o\\"s the derivation of Oaillant et al. [52} given in section 2.2.2. The calculated

intensities are then fit to the experiluental data using a non-lïnear least-squares fitting

progranl in order to extract the values of the different fit parameters.

However. many reprcsentations can be used in order to model the interfaces. In

the next sections we will present the different types of interfaces and explain the

sirnulation method which wc use in order to test the effect of the different electron

density profiles on the calclliated reflectivity.
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3.4.1 Interface types

Interfaces can be clivided iuto two categories. rough interfaces and diffuse or graded

interfaces. as shown in fig. 3.10. In an ideal structure, the interface would be smooth

and sharp as shown in part (a) of the figure. But normally an interface can be rough

or graded (ao.; shown in parts (b) and (c) of fig. 3.10. respectively). The interface

roughness originates partly from replication of the roughness of the substrate and

adclitional roughness is induced during the crystal growth. The diffuseness is most

likely the result of nlÎxing of the layers during deposition or subsequent treatnlent

such as annealing or irradiation. This diffuseness causes a smooth and continuous

decrease of scattering density normal to the interface. Real. non-ideal interfaces

exhibit a combinat ion of both rough and graded structures as shown in part (d) of

the figure.

These two kinds of interfaces. rough and graded~ are not completely equivalent.

Although in both cases~ the deviation from an ideal smooth interface causes the 10ss

of part of the specular reflectivity. in the case of a rough interface that part of the

• energy flux goes into diffuse scattering and may or may not go into the transmitted
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•

Figure 3.10: Different kinds of interfaces.

beam. while in the case of a graded but smooth interface aIl the energy flux goes

either inta specular reRection or transnlitted beam. no diffuse scattering component

can be measured.

The reason for this difference is that the diffuse scattering originates from the in

coherent scattering of x-rays by the roughness structure of Tough interfaces. Graded

interfaces. on the other hand. can be represented by many thin uniform slabs. each

of which has a 8Tnooth surface but a different eleetron density value. Thesc smooth

surfaces do not cause any incoherent x-ray scattering~ and therefore no diffuse scatter

ing component can be nleasured from them. A graded interface causes a less abrupt

change in the refractive index and 50 enhances the transmission coefficient.

Therefare. we cannat tell the difference between rough and graded interfaces just

by nleasuring the specular reflectidty since bath types reduce the specularly-reftected

intensity. A. measure of the diffuse scattering intensity is essential in order to distin

guish between them.

~Ioreo\"er. rough interfaces can be further di\·;ded into four categories [63]: a)

perfectly conformai rough interfaces~ where the roughness of aH interfaces are per

fectly identical: b) uncorrelated roughness~ where each interface has an independent

roughness profile: c) partially correlated roughness \Vith constant total roughness



per interface. where the roughness of an interface is partially duplicated in a subse

quent interface along with a superposition of random fluctuations~ and d) curnulative

partially correlated roughness. where each interface duplicates the roughness of the

pre\"Ïous one and adds on it its own roughness sncb that the roughness increases from

the bottom to the top of the stack. These effects are "ery important in a multilayer
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structure.

In order ta fit our diffuse scattering data we assume Gaussian roughness fluctu

ations at the interfaces. as given by eq. 2.63. For sinlplicity. we assume that in our

saIllples there are no cross-correlations between the roughness of the different inter

faces. i.e. we consider the Ci.lSe of uncorrelated roughness. \Ye rewrite the expression

for the correlation function as:

for j = k.

for j "# k.
(3.4)

in order to explicitly pxpress the absence of any cross-correlations. where R = (X'2 +
}"2) L2.

3.4.2 Interface modeling

The enl1uation of specular scattering from a non-ideal interface requires the deter

rnination of the interface profile function. Ideally. if the exact three-dirnensional

structure of the interface were known. then the actual profile could be calculated

numerically. In general. however. such detailed knowledge of the structure of the

interface is not a\'ailable and the interface profile is usually modeled using a simple

analytical function. Stearns [136] lists several useful models of the interface profile~

their deriyatives and their Fourier transforms. He states that the classical diffusion

of two materials produces a \"ariation in composition at the interface which is best

described by an error function. in which case the derivative is a Gaussian, Bai et

al. [-1-1] studied the composition profile of a Xi/Fe alla)" thin film using resonant x-ray

refiecti\'ity measurements. They used a series of straight !ine segments to approach

• the in-depth electron density profile at the interfaces. They round that the linear



segment approximation is a better choice than using step functions for the electron

density profile. They had to use up to three linear segments to approach the real

electron density at the top interface. which in our case would give too many parame

ters for the fit. but they obtained good fits and consistent parameters at fi\'e different
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x-ray energies.

ln order to choose an electron density profile suitable to describe the structure

of our samples we would like to test se\'eral possible representations. Figure 3.11(a)

shows three different interface profiles for a 100 A layer using an error functioll! a

hyperbolic tangent function and an arc-tangent function. As seen from the figure.

the t'tror function and the hyperbolic tan profiles almost coincide while the arc-tan

profile is a little smoother. The x-ray reftecti\'ity calculated for this layer of material

using the different interface profile functions is shown in fig. 3.11 (b). Again! we can

see that the calculated reftectivity llsing the arc-tan function profile differs a Hule

froIn the reftectiYity calculated using the error function and the tanh electron density

profiles. This is due to the fact that the scattering factor is proportional to the Fourier

transfornl of the electron density gradient across the interface:

f(q) = jX [dP~:)] e-iq=d:.
-x; d_

(3.5)

•

\\"hile the deri\'ative of th{' error function is a Gaussian whose Fourier transform is

also a Gaussian and that of the tanh function is an exponential. the Fourier transform

of the derivative of the arc-tan function is a Lorentzian and hence is smoother than

the Gaussian and exponential functions gi\;ng a slightly different reflectivity.

For a graded interface. the variation in composition at the interface fo110\\"5 an

error function. whose deri\'ative is a Gaussian. \Vhereas for a rough interface! as

represented schematically in fig. 2.-1. the interface position varies at different depths

\\ith respect to an ayerage interface. The probability distribution of the interface

height deviation from an ideal surface is assumed to follow a Gaussian distribution.

If the interface can be represented by an error function~ as in the case of graded

interfaces. we can calculate the reflecthity from snch a structure exactly. However,

we would like to be able to calculate the reflecti\ity from any given electron density
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profile. In arder to simulate any given electron density profile we divide the interface

into X linear steps as shawn in fig. 3.12(aL and calculate the reflectivity from this•
3.-1 .'Iodeling method 65

•

structure.

First. we test the accuracy of this sinlulation method using an error function profile

for which the reflectivity can be exactly calculated. Fig. 3.12(b) shows the effect of

increasing the nunlber of linear steps :\ of an error function profile on the calculated

reflectivity. The exact reflecti"ity for this layer is gÏ\'en by the solid Hne. .-\S expected,

by increasing X the calculated reflectivity using the step model becomes accurate ta

larger ,'alues ùf 'lB. Howe\'er. the calculation saturates at a certain point due to

round-off errors [rOIn multiplying a very large number of matrices (a nlatrix for each

linear step). Hence. increasing the numher of linear steps beyond :\=100 is not useful

and wc get approxinlately the same reflectivity result. But the ca1culation is accurate

beyond 28 = 10° which is large enough in our case since our nleasurements extend

only to -1°.

Therefore. by dividing any given interface profile function into :\ linear steps. with

X a sufficiently large nunlber. and calculating the reflectivity fronl this structure by

considering each of these steps as a separate layer \Vith a certain thickness and electron

density value. we obtain a very good approximation to the exact reflectivity from that

interface profile.

In fitting our experimental data we tried four different interface profile functions

using the :\-step sinlulatioll method. as discussed in section -1.2. \Ve round that the

error function profile best represents the structure of our samples and used it to model

the roughness and the interdiffusion at the interfaces. In sorne cases of our fits! the

roughness turned out to be conlparable ta the layer thickness. In arder ta understand

the density profiles inlplied by our model at these large \"alues of roughness, we use

the :'\-step model to simulate the interface profile and calculate the reflectivity as

shawn earlier.

Figure 3.13 shows the effect of increasing roughness on the calculated reflectivity.

The roughness values range from very small (5 A) to a roughness equal to the layer
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thickness (100 ...\.). As seen from the figure! the reflectivity falls off very steeply as

the roughness increases. The electron density profiles for this material are shawn

in fig. 3.l-t For roughness "alues less than 25% of the layer thickness the effect

of roughness is to smooth out the transition at the interface. but as the roughness

becomes conlparable to the layer thickness it affects the effective electron density

of the layer. As the roughness increases to 50% and even to 100% of the layer

t hickness the effecti\-e electron density of the layer is reduccd. The interface extends

into the center of the layer. representing an interdiffusion of the layers across this

interface. HeI1ce. in our model when we obtain a large value for the roughness of a

layer corllpared ta its thickness. it implies lower effective electron density for the layer

in question and rnore interdiffusion across the interface.
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3.4.3 Footprint correction

There is an instrumental correction for coUecting data with small q:: scans caUed the

footprint correction [135]. This correction arises because when the x-rays are incident

with a glancing angle at the sarrlple surface. only part of the x-ray photons hits the

san1ple. Therefore the reftected photon counts are reduced. As the sample rotates

to higher 6. more radiation is intercepted and thus reflected by its surface. If the

intensity of the incident x-rays is uniformly distributed across the horizontal width of

slit 3 of the diffractooleter. the factor of footprint correction Ph for K Ot Hne of the

x-rays is gi\'en by:

L
Ph = -sinO.

U'
if

U'
() . -1

<= S'ln L'

otherwlse.

(3.6)

(3.7)

•

where L is the laterai length of the sampIe parallei to the x-ray beam and lL' is the

horizontal width of the incident x-ray beam as defined by slit 3. \Ve assume that our

sample has no surface nliscut angle..\lso since we black out the K 02 line from hitting

the sample. we do not need ta consider the footprint correction due to this Hne.

Figure 3.15(a) shows the footprint correction for Kat Hne for a sampie 4 mm wide

and a beam width of O.ï5 mm. \Ve can see that at () == 0 no photons hit the sample
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because the sampIe should be perfectly paraHel to the incident beaul due to our align

ment. and the [\·O~ line is removed. .-\S () increases. more photons start hitting the

sanlple. It is only at () = 10.S0 (q==1.53.-\ -1) that aH of [(nl is intercepted by our sam

pIe. Since our measurenlents extend only to 0 = 2.0 0 it is very important to include

the footprint correction into our nl0del. Figure 3.15(b) shows the effect of the foot

print correction on the reftectivity from a Si/SiO:d~i(500A)/Fe(500A) bilayer. The

solid Hne represents the calculated reftecti\"ity withaut taking the footprint correction

into accannt. while the dashed line shows the effect of induding this correction. The

111t:1ëLsurenH."nt in this exanlple extends only ta () = 1.50 hence the footprint correction

reduces the reftected beanl intensity over the cntire range.

•
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3.4.4 Fitting procedure

Our mode! calclliations are fit to the experimental data using a non-lïnear least

squares fitting program in arder to determine the appropriate physical parameters

for our sanlpll's. The fitting procedure minimizes:

where Rf and R~ are the experimental and calculated x-ray reftectivity. respectively.

.Y is the total number of data points and 0-; is the weighting function. The choice

of the weighting function is '"cry ilnportant since our data varies over more than

four orders of magnitude in reftectivity. At high reflectcd intensities. two factors

will introduce more error on the counts: \"ariation in the beam intensity and sample

alignment. This will produce an error significantly larger than the one introduced on

the basis of counting statistics. 50 it is more appropriate to treat it as a percentage

error rather than as counting statistics. At lo\\" reflected intensities~ a weighting

function determined by the counting statistics and proportional to the llumber of

counts is the appropriate form [137]. The overall weighting factor is calculated as

the sum of two tenns arising from a percentage uncertainty at high intensities and

counting statistics at lo\\" intensities~ given by:

•

.V

\:2 = L(R~ - R~f /(f~.
r=l

2 _ Re ....... ( R e)2
(Ji - i 1 Q i ~

(3.8)

(3.9)
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where 0: is the fractional uncertainty. The variation in the bealn intensity at low

angles is estinlated to be of the order of 10-15%. In our fits we typically use 0: = 0.05

since we found that this value is large enough to CO\'er the systenlatic errors.•
-.)
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•

3.5 High-angle x-ra,Y diffraction

The crystallographic structure of the samples is in,"estigated using high-angle x-ray

diffraction measurenlents. A ~icolet-Stoë double-crystal powder diffractometer is

usecl with Cu Kü radiation at low-resolution setup using a graphite analyzer and

operated at -15 k\" x 25 n1.-\ power settings.

3.6TE1\I and XTEAJ measurements

Several sanlples with the configuration SijSiO·.d:\ï(500A)jFe(500A) were deposited

at the sarne tinle. Each of these samples was irradiated to a different ion dose and

characterized by law-angle x-ray reflectivity and high-angle x-ray diffraction measure

nlents bath before and after irradiation. The as-deposited samples were found to be

alnlost identical.

Plane-view and cross-sectional transmission electron microscopy (TE~l and XTE~[)

analyses were carried out on these samples by P. Desjardins 1 in order to ,"erify their

structure especially at the interfaces. These TE~[ measurements were performed

using a Philips C~112 microscope \Vith a LaB6 filament operated at 120 kV [128].

Specimens were prepared using mechanical grinding to a thickness of :::= 30j.lm fol

lowed by .-\.r+ ion nlÎlling in a liquid-~2-cooled stage. The incident beam angle and

energy \Vere progressively reduced from 150 to 11 0 and from 5 keV to 3.5 keV in order

ta mininlize radiation damage artifacts and ta obtain samples with relatively even

thickness distributions.

L~(aterials Science and Engineering Department. the Coordinated Science Laboratory, and the ~Ia

terials Research Laboratory, C nh"ersity of Dlinois at t:rbana-Champaign.
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RESULTS OF THE SURVEY

In the present chapter we will present the results of a survey performed on eight

sanlples. four of which are single layers of ~L Fe. Cu and Co and the other four are

bilayers of Fe(\ï and Co/Cu with different deposition sequences. Our pllrpose is to

identify the structural changes that occur in these samples upon ion irradiation. \Ve

want to study the beha\'iour of several nlaterials in a relatively fast survey and then

to perfornl a more detailed study based on the information obtained from this survey.

In order to acconlplish this study the sarnples were deposited by rf triode sputtering

techniques and irradiated by 1 ~le\' Si~ ions to doses of 2 x 10 1.t and 1 x 1015 ions/cm2 .

X-ray reftectivity meaSllrements and x-ray diffuse scattering scans were performed on

each of these sanlples at each stage of irradiation.

\ \Oc ,,"ould like to answer sorne questions snch as what is the best method for data

acquisition'? Ho\\" should we process this data? \Vhat is the optimal setting for our

diffractorneter'? How reliable are the results of the fit'? How good is the estimation of

the errors in the various parameters? Is there a change in the electron density of the

different layers upon irradiation'? Is our rneasurement sensitive enough to tell? \Vhat

is the best configuration for our sampIe in arder ta obtain good data! best thicknesses

to be weIl resolved by our setup? Do we see any roughening or intermixing at the

interfaces upon ion irradiation? Can we tell the difference by measuring the diffuse

scattering'? At what range of ion doses do we see changes in the structural properties?

\\11at model should we use to represent our samples? and sa on.

In an attenlpt to make a fast survey we deposited three distinct samples of each

configuration on the same piece of substrate using a contact mask. The dimensions

73



of the obtained samples are shawn in fig. 3.1. The purpose of this deposition method

is ta obtain three identical sanIples. deposited at the same deposition conditions and

then to irradiate two of thenl to two different irradiation doses and keep the third one

as deposited. Then by characterizing those three samples we can obtain the structural

changes after irradiation.

•
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In our study. aIl of the samples are deposited on the same type of therrnally

oxidized silicon substrate. In order to reduce the number of fit parameters when

fitting the refiectivity data of our samples we start by measuring and fitting the

refiectivity of the SijSiO"l substrate. The obtained substrate paranleters are then

used in subsequent fits to the other saolples. Section 4.1 presents the data and fit to

the substrate reflecti\"ity.

An iOlportant question arises on how to model the interfaces of our samples?

Generally speaking there are two types of interfaces. rough interfaces and graded

interfacps as discussed in sec. 3.4.1. Rough interfaces have a randool distribution of

surface heights in X.y while graded interfaces ha\"e a smooth and continuous change

in t.he refractive index normal to their surface. The roughness in an interface cornes

frool the replication of the roughness of the substrate and more roughness could be

introduced during deposition or irradiation. The graded interfaces are produced by

intermixing of the different layers. Real interfaces however are usually a mixture of

bath types.

.-\. rough interface could be well represented by an error function profile whereas

a purely graded interface might be better represented by a linear profile. In order

to test these representations we fit the reflectivity data of the Ni sample using four

different interface profile functions. These functions are the error function interface,

the linear interface. the hyperbolic tangent interface and the arc-tangent interface.

The results are presented in sec. 4.2.

Once we ha\"e decided which model to use, we fit the reflecti\ity data for the other

samples at the different irradiation doses" From the fit parameters we construct and

• plot the evolution of the electron density profile with irradiation dose. The fits! fit



parameters and electron density profiles for the single layers are presented in sec. 4.3.2

while those for the bilayers are presented in sec. 4.-1.2.

Finally. sec. 4.5 presents the x-ray diffuse scattering measurements performed on

the bilayers together with a qualitative description of the results and a discussion of

ho\\" to differentiate between the different types of interfaces. A conclusion to this

survey is presented in sec. 4.6.

•
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-1.1 Substrate measurement

.\s mentioned earlier. our samples are deposited on thermally oxidized Si(lOO) wafers.

Si02 is chosen as the substrate instead of Si because Si is more reactive with Xi or

Fe than Si02 upon deposition or irradiation. Details of sample preparation and

irradiation are given in sections 3.1 and 3.2. respectively.

In arder to mininlize the number of fitting parameters. we start br measuring the

x-ray reflecti\'ity of the substrate. The data is fit to a standard optical model [Ill]

based on the recursive method of \ïdal and \ïncent [114]. As explained in sec. 3.-1.

the model consists of a semi-infinite layer of silicon followed by a layer of silicon

oxide. Each layer is represented by four parameters. the thickness. the roughness. the

electron density and the absorption coefficient. The roughness of the interface and

the surface roughness are represented by error funetions. The ealculated curves are

fit to the experimental data using a non-lïnear least-squares fitting program.

Fig. 4.1 shows the experimental data (dotted line) and calculated fit (solid line)

for the reflectivity of the substrate. \Ye can see from the data that the region of total

external refiection extends up ta the critical angle of 28=0.-12° (q:: = 0.03 A-1). The

reflectivity in this region is less than unity due to the footprint correction, as explained

in sec. 3.-1.3. Abo\-e the critical angle there is a rapid faH-off in the reflectivity which

for ideal surfaces follows :::: q;4 aceording to Fresners equation 2.14~ and drops even

faster for rough surfaces. This means that the reflectivity measurement must be made

\-ery near and aboye the critical angle and that the measurement must have a very

large dynamic range. spanning many orders of magnitude of reflecti\ity.
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Figure -t.l: 5ij5i02 substrate reflectivlty data (dotted line) and fit
(solid line) .



As we can see from the inset. the wiggles in the experimental data are very weak

because the 3000 A Si02 layer is tao thick ta be weil resolved by our setup. In fact,

any thickness betweell 3000 A and 5000 A gives almost the same fit. The error of

6.-13 A in the thickness obtained from the fit is an artifact of the fitting process. In

fact the error should be much larger than that. \Ve have chosen the 3000 A value for

the thickness because it is the approxinlate \'alue known from the thernlal oxidation

process. This choice of SiO:! thickness does not affect the subsequent fits for the

sarnples which are dcposited on this type of substrate.

•
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There is a small discrepancy between the experimental data and the caIculated fit

which shows that rnore work could be done ta refine our ruodel. In fact a large number

of studics concerning the structure and reactivity of the Si/Si02 interface have been

perfonned. First. concerning the structure of the oxide film in the interfacial region

where the chenlical bonding transition from crystalline Si to amorphous Si02 occurs,

these studies suggest the existence of an interfacial layer approxinlately 10 A thick.

and perhaps a thickcr lay{'r up to 50 Aof suboxide formation and compressed Si02 •

The thickncss and density of this suboxide region depends sensitively on the prepa

ration conditions of the oxide and subsequent annealing procedures [138, 1391.

Second. the roughness of the Si/Si02 and Si02!vacllum interfaces have been exam

ined by x-ray reflectivity as weIl as by other techniques. It was found that interfacial

roughness is mostly a function of substrate preparation and that thermal oxidation of

Si leads to an abrupt Si/Si02 interface (1-10. 141]. For thermally oxidized Si samples,

\\·oronick et al. [1-12] nleasured surface roughnesses of 1.0 to la A for films ranging

from 120 ta 1200 A thick. Herald et al. [1-l3j and Chason et al. (144] measured a

surface roughness of about -l.0 A for 300 ta 500 A thick thermally grown films. Si02

surfaces smoother than about 3.0 A have not been obseryed.

This shows that we might need to include an intermediate layer in our model in

order to obtain a better fit. but nevertheless we obtained an abrupt Si!Si02 interface~

and our surface roughness of 6.67 Aagrees weIl \Vith the results of other studies. Since

the study of Si/Si02 structure in itself is not the purpose of the present thesis and



Layer Tbickness (A) Roughness (A) II! (e- /A3) p: (e- / A3) p. (cm-1)

Si02 3006±6 6.67±0.09 0.664±0.OOI 0.648 113.54

Si - 10±3 O.709±0.OO6 0.710 173.75•
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Table 4.1: PanuneterB of the 8Ubstrate obtained from fittiDg the reftectivity data..

•

our fit results agree generally well with other studies, we will consider the present

mode! to be suitable enough ta represent our substrate.

The parameters obtained from the fit and the calculated electron densities are

given in table 4.1 where p! is the e1ectron deDSity of the layer obtained from the fit,

P: is the calculated electron density and IJ is the calculated absorption coefficient. The

experimental and theoretical e1ectron densitiœ of Si agree within the experimental

error while those of Si02 differ by 0.016 e-/ A3 which is beyood our experimental

error. The parameters obtained from the fit are used in subsequent fits for samples

which are deposited 00 the same type of substrate. From these parameters we can

CODStruct the electron density profile for the substrate, which is shown in fig. 4.2.

4.2 Interface profile fonctions

In this section we attempt ta answer the question of how to model the interfaces of our

samples? For this purpœe we test four possible representatioDS for the interface profile

by using them ta fit the re8ectivity data of the Ni single layer. These representatioDS

are the error-function interface, the Iinear interface, the tanh interface and the arc-tan

interface. From each fit we obtain the parameters of the difl'erent layers then plot

the electron density profile for the sample. The resu1t& are shown for eacl1 interface

profile function. From the fits we detennine the type of interface function that gives

us the best agreement with the experimental data.

The Ni &ample is deposited on Si/SiÛ2 substrate as discussed in sec. 3.1, then

irradiated with 1 MeV Si+ ions to doses of 2 x 1014 and 1 x 1015 ioos/cm2 , as dis

cussed in sec. 3.2. The data presented below was collected by measuring a mesh and

fitting the w-scan al each 2tJ value to an equal-width Gaussian-Lorentzian lineshape
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Figure -1.2: Electron density profile for the Si/Si02 substrate con
structed from the fit parameters given in table 4.1.
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Layer pt (e- /--\3) 1 p~ (e- /:\3) f.1 (cm -1)

:\iO 1.76±0.O-!
1

1.81 282.24
1 1
1 :\i 2.22±0.02

1

.) .)- 475.65
11 1

_._1

Table ..1.2: The electron densities and absorption coefficients of ~i and ~iO.

as discussed in sec. 3.3.2 in order to obtain the absolute reflectivity and to separate

the diffuse 5cattering component.

The ruodel used to fit the :\i reflectivity data consists of four layers. the substrate

Si. foIlowed by the SiO:,! layer. then the single layer of :\i and finaIly an oxide layer on

tht" top. The ulain fitting paranleters are the thickness. the roughness, the electron

density and the absorption coefficient of the different layers. \Ve use the substrate

parameters gh'en in table 4.1. The :\iO and :\i electron densities are first calculated

then fit for the as-deposited sampIe and kept const.ant for the irradiated ones. For

t.he absorption coefficients we llse the calculated values since we ha\'e found that the

fit is not \'ery sensitÎ\'e to the change in these values.

4.2.1 Error-function interface

The first function tested for the interface region is the error-function representation.

Figure --1.3 shows the experimental data and the calculated fits for the :\i as-deposited

sample and the two irradiated samples using an error-function interface profile. "·e

can see that the fits agree reasonably weIl with the experimental data.

The calculated values for the :\i and :\iO electron densities and absorption co

efficients (p~ and J1) together \\ith the electron density \alues obtained from the fit

(pt) are giyen in table 4.2. The :\iO electron densities aimost agree within the ex

perimental error. while the :\i electron densities differ by only 0.05 e- / A3 but do not

agree within the estimated error of ±0.02 e- / A3 . The thickness and roughness of

the different layers obtained from these fits are listed in table 4.3. For this type of

interface function. the SiO;? roughness is allowed to \ary during the fit to represent

the interdiffusion at the Si02/Xi interface.

• As mentioned earlier. three :\i samples are deposited on the same piece of substrate
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Figure ·1.3: Fits (saUd line) ta Si/SiO:d~i(500A) reflectivity data
(dotted line) before and after irradiation to two different irradiation
doses using error-function interface profile.
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Parameter as-dep06ited 2 x 1014 ions/cm2 1 x 1015 ions/cm2

NiO thickness (A) 7±3 8±3 8±2

NiD roughnes; (A) 1.7±O.4 2.6±0.8 3.9±0.1

Ni roughnes& (A) 9±3 12±5 16±2

Si02 roughness (A) 11.5±0.3 11.5±0.8 14.4±0.8

•

Table 4.3: Paramet.el'll of the Si/Si02/Ni(SOOA) sample belore aDd alter irradiation obtained !rom
8tûDg the re8ectivity data UIing aD error-function interface pro81e.

and two of them are irradiated to the different ion doses. These two samples are round

to have a slightly difl'erent thiclmess for the Ni layer. The thicknesses obtained from

the fils are 468±lA and 458±3A. The centers of these samples are 12 mm apart,

giving a thicknes& gradient of 0.847A/mm.

From the parameters given in table 4.3 it is found that the roughnes8 of the different

layers increases with increasing the irradiation dose. The electron density profile is

calculated using these parameters and is plotted in fig. 4.4. Figure 4.4(a) shows the

e1ectron density profile for the Si02/Ni interface and the Ni/NiD interface. It is

seen that there is a slight change in the electron density profile upon irradiation. In

figure 4.4(b) it is shown that there is some intennixiDg between the Ni and NiD layers

al the interface, this intennixing increases with the irradiation dose. For the Si02/Ni

interface, DO change is obvious at the low irradiation dose of2 x 1014 ions/cm2 but the

intermixing increasœ at the higher dose of 1 x 1016 ions/cm2 as shown in fig. 4.4(c).

4.2.2 Linear interface

There are three interfaces in our mode), the Si/SiÛ2, the Si02/Ni and the Ni/NiD

interfaces. Sinœ we suspect and want to verify the interdiffusion between the bulk

material and the substrate at the Si02/Ni interface upon irradiation, tbis interface

representation is changed to the different function shapes to test their eJl'ect on the

fit.

The material/oxide interface is always represented in our fits by an error function

because it is most probably a lOugb interface with a random distribution of heights in
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x and y and is best represented by this type of function. Also we always represent the

Si/Si02 interface by an error function and use the paranleters obtained from fitting

the substrate reflectivity data. Effectively. the fit is not sensitive ta the rOllghness of

the Si layer. as will be discussed shortly.

•
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Therefore. in the following fits we change the representation of the Si02/~i in

terface only. In the present section. this interface is represented by a linear function

profile. This linear function is simulated in our model by dividing the interface into

10 sections of equal thickness and using an average electron density at each step. as

discussed in sec. 3.4.2 and shown in fig. 3.12(a). \Ve chose to limit the nllmber of

steps to 10 because when this number was increased no noticeable change in the fit

was observed. Henre. we keep the number of steps at the snlallest possible number

which produces no significant change in the caiculated fit in arder to limit the number

of sinlulated layers in our nlodel thus nlinimizing the fitting time. (:\ote that here

only the interface is di\'ided into :\ steps whereas in fig. 3.12(a) the whole sampie

thickness was divided into linear steps. therefore the present nurnber of steps ~ is

nIllch snlaller).

Fig. -1.5 shows the fit to the same experirnental data of the ~i sampIe using the

Si02 /:\i linear interface profile. \Ve can see that we do not obtain excellent fits as we

did using the error-function interface profile. The fit using a linear interface shows

large clips in the calculated reflecti\'ity which are not seen in the experinlental data.

Knowing that our resolution is high enough so that we could see such clips in the

experimental data if they really existed~ we conclude that those clips originate from

our nlodel because of the discontinuity in the linear interface profile.

The obtained parameters are listed in table -1.4. the Si02/~i interface parameter

represents the thickness of the linear interface between the Si02 and the Xi layers.

Conlparing the paranleters given in tables -1.3 and 4.4 we find that the NiO thickness

and roughness have much higher \"alues using the linear interface profile than using

the error-function profile. \Ve should however obtain almost the same parameters

• since the :\i/:\iO interface is represented by an error function in both cases. This is
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Parameter ar<feposited 2 x 101. ions/cm2 1 x 1015 ions/cm2

NiD thickness (A) 10±2 18±2 18±4

NiD roughness (A) 9.2±0.4 10.4±0.6 13.8±0.9

Ni roughness (A) 8±2 14±5 14±5

SiD2/Ni interface (A) 0.0 3.86±0.OOO2 9.5±0.5

•

Table 4.4: Parameter8 of the Si/Si02/Ni(SOOA) sample before and alter irradiation obtained Crom
&tting the reftectjvity data usïng a linear functioD interface pro&le.

an artifact of the fit, the leut-squares fitting procedure attempts to improve the dips

and minimize the X2 parameter by iDcreasing the NiO thiclmess and roughness.

The electron density profile is calculated using these parameters and is plotted in

fig. 4.6. Again, we have increased iDtermixing at the Ni/NiD interface upon increasiDg

the irradiation dose as shown in fig. 4.6(b). Dy comparing figures 4.4(c) and 4.6(c) we

see that the obtained electron density profile depends on the chœen interface model.

4.2.3 Hyperbolic-tangent and arc-tangent interfaces

Two more interface profiles were tested for this sample. The fits to the Si/Si02/

Ni(500A) reftectivity data using a hyperbolic-tangent function and an arc-tangent

function to represent the Si02/Ni interface profile are shown in figures 4.7 and 4.8,

rœpectively. Again, the Si/Si02 and the Ni/NiO interfaces are represented by an

error function. The tanh and the arc-tan interfaces are simulated by dividing the

interface ÏDto 10 steps and using an average electron density at each step. The su~

strate parameters are taken from table 4.1 and the Ni and NiO electron densities and

absorption coefficients are taken from table 4.2.

From these figures we can see large disaepancies between the experimental data

and the calculated fits. The paramete1'8 obtaiDed from the fits are given in tables 4.5

and 4.6, respectively. Once agaïD, the least-squares fittiDg program attempts to ÏJD

prove the fit and reduce its r parameter by iDcreasiDg the thickness and roughness

of the NiD layer.

The e1ectron density profiles are calcu1ated using these parameters and are plotted
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Parameter as-deposited 2 x 1014 ions/cm2 1 X 1015 ions/cm2

NiO thickness (A) 14±1 14±1 16±1

NiO roughness (A) 8.1±O.4 9.7±0.6 10.2±0.4

Ni roughness (A) 5±1 7±1 7.3±O.4

Si02/Ni interface (A) 3±1 3.7±O.8 29±2

•

Table 4.5: PwameterB of the Si/Si02/Ni(SOOA) sample before aod alter irradiation obtained from
fitting the reflectivity data using a tanh ftmetion interface pro&1e.

Parameter as-dep08ited 2 X 1014 ions/cm2 1 X 1015 ions/cm2

NiO thickness (A) 14±1 14±1 15±1

NiO roughness (A) 8.1±O.5 9.7±O.6 11.9±O.7

Ni roughness (A) 5±1 7±1 8.9±0.8

Si02/Ni interface (A) 3±1 3.6±0.8 30±2

Table 4.6: Parameters of the Si/Si02/Ni(SOOA) sample before and alter irradiation obtained from
fitting the reftectivity data using an arc-tan funetion interface profile.

in figures 4.9 and 4.10, respectively. Comparïng parts (b) of these figures we can see

the dependence of the Ni/NiO interface evolution on the specifie functional fonn used

ta represent the interface profile.

From tbis survey of the Cour diJferent interface profile functions we conclude that

the calculated fit depends sensitively on the functional ronn used to represent the

interface. The structure oC our samples is best described using the error-functioD

interface profile, thereCore in all sub6equent fits the interfaces will be represented by

an error-functioD representation.

4.3 Single layers of Fe, Cu and Co

4.3.1 Single layers model

FoUowing the method described in sec. 3.4 we use a model consistÎDg of four layers

in order to fit the Fe, Co and Cu reflectivity data. The layers represent the substrate

Si rollowed by the SiÛ2 layer, then the bulk material and fina1ly an oxide layer at the
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top.

The substrate paranleters are fixed ta their '"alues given in table -l.1. except for

the Si02 roughness whose ,'ariation represents its intermi."(ing with the bulk material.

The electron density ,'aiues for the different layers are first calculated then fit for the

as-deposited saIl1ples and kept constant. as much as possible. for the irradiated ones.

\re use the calculated '"alues for the absorption coefficient of the different materials

since it was found that the fits are not "ery sensitÏ\'e to the change in these values.

.\s done previously for the :\i single layer. the reflectivity of each sample is mea

sured by performing a nlesh and fitting the "",:-scan at each 20 ,-alue to an equal-width

Gaussian-Lorentzian lineshape as discussed in sec. 3.3.2 in order to obtain the absolute

refiectivity and ta separate the diffuse scattering component,

•
-4.3 Single layers of Fe~ Cu and Co 93

•

-1.3.2 Discussion of tlle single layers results

The expcrinwntal data and calculated fits for the reflectivity of the Fe. Cu and Co

sélIllples at the different irradiation doses as weH as the electron density profiles con

structed fronl the fit parameters are shown in figures -1.11 ta -l.16. The calculated

values of the absorption coefficient (J-L) and of the electron density (p~) are tabulated

together with the electran density "aIues abtained from the fits (pt). and the thickness

and roughness parameters of the different layers are gi,-en in tables -l.ï ta -1.12.

From the experimental data we can see that we obtain very gaod oscillations in

our reflecti"ity CUfves aver a range that covers four orders af magnitude~ dawn ta

reflecti,ity '"alues in the order of 10-6 • This is due ta several factors. First. by

tightening the energy window of the pulse height analyzer we were able to reduce

the dark rounts 50 that we can detect weaker signaIs. as explained in section 3.3_

Second. by using the data acquisition method explained in section 3.3.2 we were

able to separate the diffuse scattering component from the specular companent. \Ve

obtained the normalized reflectiyity data which alsa helped in reducing the fitting

parameters by one. because the intensity now remains fi.xed during the fits.

In general. the calculated fits agree reasonably weIl \\ith the experimental data.

From fig. -l.11 we can see that the shape of the refiecthity curves for Fe is different from



the other sanlples. There is a long wavelength fringe superirnposed on the reflectivity

cun'e. This is due to the presence of the surface iron oxide layer. It causes an obvious

kink in the data which starts at around q= ~ 0.16 A-1 for the as-deposited sample

and nlo\"es to snlaller q;: ,'alues as the irradiation dose increases,

.-\150. frorll fig. -1.1:2(b) we can see that for the as-deposited sample and the sample

irradiated at :2 x 1014 ions/cm2 the oxide layer electron density is close ta the calculated

FeO electron density. while at the higher irradiation le\"el of 1 x 1015 ions/cm2 the

oxide layer electron density decreases ta approach the calculated electron density of

Fe30,. as gi\"en in table -1.7.

For the Cu sample we note that the Cu layer roughness decreases as the irradiation

dose increases. as gin~n in table -l.10. contra~' to the behaviour of the other samples.

.-\lso. the oxide layer thickness increases noticeably at the higher irradiation dose of

1 x lOi.') ion5/cn}2 . .-\S seen from fig. 4.13. at the higher irradiation dose the fit to the

reftecti\"ity data is not \Oery good from the 3rd to the 6th peak. \V'e obtain sorne large

clips which were accounted for by the fitting routine by abruptly decreasing the Cu

layer roughness and increasing the oxide layer thickness significantly. These changes

are only artifacts of the fitting process and do not represent the real changes occurring

in the sample.

.-\nother artifact of the fitting process is seen in the Co sample results. As seen

from table 4.12 and figures 4.16(b) and .t16(c} bath the Co roughness and the Si02

roughness decrease dranlatically at the higher irradiation dose. "·e can notice the

bad fit at the -lth peak in fig. -1.15 at the high-irradiation dose which is responsible

for these sudden drops in the roughness values.

But in general the cornmon trend observed from the fits is that the roughness of

the different layers increases with increasing the irradiation dose, which represents

more intermixing at the interfaces, :"\0 change in the bulk materials electron density

was obsen"ed upon irradiation at the present doses.

•

•
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Figure ".15: Firs (soUd Line) to Si/SiO::!/Co(500..\) reflectivity data
(dotted Une) at the different irradiation doses.
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Layer II! (e- /À3) ~ (e- /A3) IJ (cm- l )

FeO 1.4±O.1 1.23 1500.S0

Fe30. 0.9±O.2 0.72 600.20

Fe 2.06±O.04 2.11 2501.91

Table 4.7: The elec:tron denaiti.. and abeorption coef6cientB of Fe and iron axides.

101

•

Parameter as-deposited 2 X 1014 ions/cm2 1 X 1015 ions/cm2

FeO thiclmess (A) 25±1 26±1 -
FeO roughness (A) 5±1 4±1 -
Fe30. thiclmess (A) - - 25.4±O.4

Fe30. roughness (A) - - 4.1±O.3

Fe roughness (A) 6±2 6±2 9.9±0.6

Si02 roughness (A) 10±1 12±1 9.4±O.4

Table 4.8: ParameterB of the Si/Si~/Fe(500A)sample be!ore and alter irradiation obtained from
6ttiDg the reftectivity data.

Layer p! (e- /À3) ~ (e- /A3) IJ (cm- l )

CuQ 1.35±0.03 1.31 174.80

Cu 2.29±0.02 2.28 515.96

Table 4.9: The elec:tron densiti.. and &bmrptioD coefficients of Cu and CuO.
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Parameter as-deposited 2 x 1014 ions/cm2 1 X 1015 ions/cm2

CuQ thiclmess (A) 5±1 10±3 41.8±0.7

CuO roughness (A) 3.4±O.1 4.I±O.2 12.6±O.5

Cu roughness (A) 39±4 27±6 2.9±O.2

Si02 roughness (A) 13.7±O.4 15.1±O.7 11.4±O.5

•

Table 4.10: Parameten of the Si/SiÛ2/Cu(SOOA) &ample before and alter irradiation obtained from
6itiDg the re8ectivity data.

Layer II! (e- /À3) p: (e- / A3) P (cm-1)

CoQ 1.26±O.O5 1.30 1539.69

Co 2.23±O.O2 2.25 3079.37

Table 4.11: The electroD deuiti. and at.orptiOD coefticieota of Co and CoO.

Parameter as-depœited 2 x 1014 ions/cm2 1 x 1015 ions/cm2

CoQ thickne68 (A) 8±2 14.3±O.9 23.7±O.4

CoQ roughness (A) 3.9±0.2 4.1±O.1 9.6±O.3

Co roughness (A) IS.6±O.S 29.S±O.9 9.9±O.3

Si<>, rouglmesa (A) 9.I±O.3 12.I±O.3 2.1±O.2

Table 4.12: Parametera rl t.be Si/Si~/Co(500A.) sample bebe and alter irradiation obtained from
6ttîDK the rdectivity data.
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4.4 Bilayers of Ni/Fe and Co/Cu

4.4.1 Bilayers mode]
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Our nlain objecti"e is to study the effect of :\[eV ion irradiation on the structure

of magnetic nlultilayers of :\i/Fe and Cu/Co. and hence understand the changes in

the giant nlagnetoresistance (G:\IR) and in the nlagnetotransport properties of these

multilayers which occur upon ion irradiation, :\Iost of these changes occur at the

interfaces between the different layers. hence our model has to include each layer

represented indi,-idually in order to study in detail the structural changes occurring

at the interfaces. Since a multilayer consists of a bilayer repeated ~ times! where

:\=11 for our :\i/Fe sarnples [28] and :\=30 for our Co/Cu samples [--l0! .U]. and

since each layer is represented in our model by four paranleters. this will produce

il \'cry large number of paranleters in our model and the fit will not be reHable at

aIl. :\ormally ta study a multilayer one assumes that it consists of identical bilayers

and nlodels only one bilayer repeated :\ times with the same parameters. In arder

to obtain more detailed interface structure information we will study only individual

bilayers of these materials. This will allow us ta nlinimize the nunlber of parameters

while obtaining a clearer picture of the interface profiles.

For this purpose bilayers \Vere prepared with the configurations Si/Si02 / Fe(2000A)/

:\i(loOA). Si/Si02 /:\i(2000A)/Fe(100A). Si/SiO:dCo(2000A)/Cu(100A) and Si/Si02 /

Cu(2000A)/Co(lOOA). The bilayers \Vere deposited on the same type of thermally

oxidized Si substrate as three distinct samples of each configuration on the same piece

of substrate. one of which \Vas kept as-deposited and the other two were irradiated

br l :\leY Si ... ions to doses of 2 x lOL-l and 1 x lOLS ions/cm2 • The samples were

characterized by low-angle x-ray reflectÏ\;ty measurements and x-ray diffuse scans at

each stage of irradiation.

In order to fit the x-ray reflectÏ\;ty data our model is essentially the same as for

the single layers. with the addition of one extra layer. The substrate parameters are

again taken from table --l.1 and the calculated yalues for the absorption coefficients (J.t)

and the electron density values (p!) obtained from the pre,;ous fits for the different



materials are taken from tables 4.2. 4. Î. -l.9 and -l.11. These values are kept fixed

and only the thickness and roughness of the different layers are varied during the fit.

These measures are taken in order to nlinimize the number of fit parameters and to

obtain more reliable fits.

•
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4.4.2 Discussion of the bilayers results

The refiectivity data and fits for the four ~i/Fe and Co/Cu bilayers together with

the electron density profiles constructed fronl them are shown in figures -t.17 to -l.2-l.

Tables -t 13 ta 4.16 list the various thickness and roughness parameters obtained from

the firs.

Frorn our bilayers suryey wC' can see that changing the deposition sequence gives

different results. For the Fe/~i bilayers. having the Fe layer on the top causes the

appearance of SOUle peaks which don't exist for the opposite deposition sequence.

These peaks are difficult to fit which suggests that they might originate from sorne

iron oxides which are Ilot taken into account in our mode!. \\·e modeled the oxide

by only one layer of a particular thickness and electron density while there could be

more than one iron oxide layer fornled..\dding another layer of oxide with different

electron density might help the fit at the expense of increasing the number of fit

parameters. The obtained fits are reasonable enough and sa no change in the model

will be introduced.

For the Si/SiO:dFe(2000:\) /~i(100.\) bilayer very small changes occur upon irradi

ation. The oxide layer electron density was found to be 1.8-t±0.07 e- f.~J which agrees

well with the calculated \'alue for the ~iO electron density of 1.81 e- /..\3 within the

experinlental error. As we can see from table -1.13 the ~i layer roughness is very high

compared to its thickness~ namely a roughness of 30 ..\ for a thickness of 77.45 ..\. The

effect of this \·ery high roughness is seen in the electron density profile of fig. -l.18(c)

where the effecti\"e :\i electron density is reduced from 2.22 to around 2.18 e-I-~3 for

the as-deposited sample and eyen ta less than 2.16 e- /..\3 for the irradiated samples.

This effect of high roughness was discussed in sec. 3.-1.2 and \Vas sho\\~ in fig. 3.14.

• For the oppositely-deposited sample~ the oxide layer electron density was found ta



be 1.21±0.02 e- / A3 which is close to the calculated value of the FeO electron density

of 1.23 e- / A3 and agrees with it within the experinlental error. Another artifact of

the fit occurs at the higher irradiation dose as we notice a decrease in the FeO layer

roughness and a sudden increase in the Fe layer roughness as given in table -1.14.

For the Co/Cu bilayers nlore changes are observed for the sampIe with the Cu layer

on top than for the oppositely-deposited sanlple. \Ve found that ha\'ing the Cu layer

on the top causes the Co/Cu interface to become sharper upon irradiation whereas

\\'hen changing the deposition sequence we do not obser\'e this beha\'iour. :\s seen

fronl table .t.15. the roughness of the Co layer decreases dranlatically from 35 A in

the as-deposited sample to only 9 A at the higher irradiation dose. This is seen in

fig . .t.22(c) where the interface between the Co and Cu layers becomes sharper upon

irradiation. This is due to the fact that Co and Cu are immiscible and there is only a

metastable liquid nliscibility between thenl at high temperatures (1-195°C) [1.t5. 146].

In an attenlpt to confirnl the obtained results and to make certain that this is

not another artifact of the fit we added an extra layer in our model between the Co

and the Si02 to represent a possible fornlation of a Co2Si or CoSi or CoSb layer. but

the fits did not inlpro\'e. In facto we can see from fig. .t.21 that we obtain better

defined wiggles in the experimental data as the irradiation dose increases~ indicating

the fonnation of better-defined layers and sharper interfaces.

For the oppositely-deposited sample no obvious change is noticed in the reflectivity

cun'es upon irradiation. as can be seen from fig. 4.23. The oxide layer electron density

was found to be 1.10±O.05 e- ;'~3 which is close to the Co30-t electron density of 1.16

e- /A3.

In general. the overall trend obsenoed is that the roughness of the different layers

increases with increasing irradiation dose~ representing more intermi.xing at the inter

faces. :."0 ob\-ious change in the electron density of the bulk materials was detected

as can be seen from our reflectivity curves. sillce the critical angle for total external

reflection does uot change \\;th irradiation dose. In the ne)..~ section we present the

results of diffuse-scattering scans performed on these bilayers at different 2(J values.

•
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Parameter as-depœited 2 x 1014 iODS/cm2 1 X 1015 ions/cm2

NiO thiclmess (A) 25±5 33±2 34±3

NiO roughness (A) 7.8±0.1 9.9±0.1 8.6±0.1

Ni roughness (A) 30±5 29±5 32±3

Fe roughness (A) 8±1 Il.8±0.6 10.5±0.7

SiÛ2 roughness (A) 10±4 IO±l 19±4

•

Table 4.13: ParameterB of the Si/Sio,/Fe(2000A)/Ni(100A) sample before and alter irradiation
obtained from fittinl the re8ed;ivity data.

Parameter as-depasited 2 X 1014 ions/cm2 1 X 1015 ions/cm2

FeO thickDess (A) 35.5±O.4 33.2±O.3 40.1±O.7

FeO roughness (A) 10.0±O.4 11.5±O.4 2.7±0.2

Fe roughness (A) 1.7±O.3 1.6±O.3 9.1±0.5

Ni roughness (A) 8.9±0.9 8.0±0.9 8.0±0.9

Si02 roughness (A) 30±7 30±5 36±7

Table 4.14: Parametenl of the Si/SiO,/Ni(2000A)/Fe(I00A) sample before and alter irradiation
obtaioed from fitting the reflect.ivity data.

Parameter as-depasited 2 X 1014 ions/cm2 1 X 1015 ions/cm2

CuO thiclmess (A) 25±4 23±9 32±2

CuQ roughness (A) 9±1 9±2 14±1

Cu roughness (A) 14±2 15±3 9±1

Co roughness (A) 35±5 15±2 9±1

SiÛ2 roughness (A) 13±4 14±3 14±3

Table 4.15: ParaIIlSen of the Si/Si~/Co(2000A)/Cu(l00A)ump1e betOre aDd after irradiation
obaiDed m- fitt.iDI the re8ectivity data.



Parameter as-deposited 2 x 101.. ions/cm2 1 x 1015 ions/cm2

Co30 .. thickness (A) 18±1 20±2 18±2

Co30 .. roughness (A) 1.0±O.4 1.0±O.3 1.0±O.4

Co roughness (A) 15.8±O.7 19.4±O.6 21.2±O.8

Cu roughnes& (A) 12±1 13±2 17±2

Si02 roughness (A) 22±3 25±6 25±4

•
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•

Table ~.16: Parameteft of the Si/Si02/Cu(2000A)/Co(lOOA) &ample beCore ud alter irradiation
obtaiDed &am &ttiDI the reftectivity data.

4.5 X-ray diffuse scattering data

As mentioned earlier, there are two types of interfaces, rough interfaces and graded

interfaces. We eannot distinguish between these two interface types by measuring

the specular reftectivity a10ne sinee both of them cause a loss of part of the specular

reftectivity. We have to measure the diff'use scattering in order to dift'erentiate between

them because a rough interface causes some diffuse scattering which increases with

increasing roughness, whereas a graded interface does Dot cause any diffuse scattering

and the 1068 in the specular reftectivity goes into the transmitted beam.

ln order to qualitatively characterize our samples we measured the diffuse scat

tering by perfonning W-SCaDS on each bilayer at difl"erent 29 values. The results are

shown in 6gs. 4.25, 4.26, 4.27 and 4.28.

As seen from the figures, we obtain typica1 w-scans as shown in fig. 3.6 and dis

eussed in sec. 3.3.2. In m06t of these W-SCanB we can see the Yoneda wings which

appear at 9 =ge and 9 = (29) - gel where lJe is the critieal angle for total extemal

re8ection of the material.

For example, Be = 0.399° for Ni, and we can see the first Yoneda wing at B~ 0.40

in aU parts of fig. 4.25 and the second Yoneda wing at 9 ~ 0.60, 0.80, 1.00, and 1.2°

in 6gs. 4.25(a), 4.25(b), 4.25(c) and 4.25(d), respectively. Also the specular peak

appears at IJ = i(28) and decreases in intensity as 28 increases.

We cao see the differenœ between the w-scans for the Si/Fe/Ni bilayer in fig. 4.25

and those for the Si/Ni/Fe bilayer in fig. 4.26. For the earlier sample we have a lot



of diffuse scattering which changes with the irradiation dose whereas for the latter

sampie there is almost no diffuse scattering~ what is nleasured is the clark counts

which don't change with irradiation. From the specular refiectivity fits we found that

the ;\i layer in the Si/Fe/;\i bilayer was very rough. Its roughness was very high

compared to its thickness. The ...,}-scans confirm this high roughness since it is the

only sanlple where we can see a large diffuse scattering component, and the change

in the diffuse scattering upon irradiation is obvious at aU measured values of 20 up ta

20 = 1.6°. For the other sanlples it is best to nleasure the diffuse scattering at \'alues

of 2fJ < 1.2°.

•
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\'"e l'an thus conclude that the ;\i/;\iO interface in the Si/Fe/Xi sampie is a rough

interface whereas the interfaces in the Si/;\i/Fe sampIe a.re graded interfaces. This

ruight also suggest that the linear interface profile would best represent the graded

interfaces of the Si/;\,i/Fe sanlple. in fact we were able ta obtain a better fit using the

linear interface profile only for the as-deposited sarnple.

The Si/Co/Cu and Si/Cu/Co samples bath show sorne diffuse scattering at 2() =

I.OC but that scattering is more affected by the irradiation for the first sanlple than for

the second one..-\t higher 20 values the diffuse scattering decreases and at 2() > 1.2°

wc are nlerely nleasuring the dark counts.

frorn this survey. we cannat determine the effect of ion irradiation on the dif

fuse scattering. .-\.lthough we notice sorne changes in the diffuse scattering cun-es

upon irradiation. these changes are not consistent due to the fact that we are using

three distinct sarnples of each bilayer configuration. In the next chapter we will use

one sanlple of each bilayer configuration and irradiate it successively to the different

irradiation doses in order to obtain more consistent and comparable results.

-J.6 Conclusion of the surrev'
'"

\\"e see fronl this survey that x-ray reflecti\"ity is a good tool for studying intermixing

at the interfaces. \'·e have established and tested a good setup for our diffractometer,

• by optimizing the slits settings~ the pulse height analyzer settings and by induding a
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new sample holder and new stepping motor controllers.

Our nlethod of data acquisition and processing enables us to obtain the nornlalized

ref!ccti"ity data o\'er several orders of magnitude and our modeling method gives us

reasonable fits that agree well with the experimental data, \Ve ha\'e also tested

nuious representations for the interface profile and concluded that the error-function

representation best describes our sanlples,

.-\n inlportant question arises on ho\\" accurate is the estirnation of the thickness.

roughness and electron density of the different layers in our reflectivity fits? .-\S

discussed in sec. :3.3.2. the thickness of the different layers determines the position

of the peaks in the refiectivity cun"es. whereas the anlplitude of the oscillations is

propartional ta the electron density contrast between the neighbouring layers. The

roughness affects the o\'erall decay of the reflectivity cun·e.

Hence in the fitting process. when the refractive indices and the thicknesses have

reasonable values. a snudl change in the thickness will mainly displace the positions

of the peaks which will cause a large change in the \2 value of the least-square fitting.

This rlleèlns that the thickness values obtained will be very reHable as long as those

thicknesses are in a range that is weil resolved by our setup and good oscillations

ha\'e been obtained for them in the experinlental data.

On the other hand. a small change in the electron densities will nlainly affect the

intensity and will not influence \2 as nluch. with the exception of the electron density

value of the layer which deternlines the position of the critical angle. Any smail

change in this electron density \"alue will cause a shift in the critical angle position

and hence a large change in the \2 value. Therefore. this electron density value is

more reliable. whereas the electron density contrast between the other layers is more

reHable than their absolute \·alues.

Concerning the roughness parameter. we know that the top surface usually displays

the strongest scattering due to the relatively large change in electron density upon

going from vaCUUDl (or air) to solid matter. The scattering from the buried interfaces

is usually weaker because of the smaller electron density contrast. Hence the overall

•

•

-1.6 Conclusion of elle surrey 121



fall-off of the reflectivity curve with increasing q is dominated by the top surface

roughness. The effect of buried interfaces roughness is usually the danlping of the

interference fringes at large q. Therefore the top layer roughness value is usually more

reliable and the reliability of the roughness paranleter of any interface decreases as the

electron density contrast between the two layers sandwiching this interface decreases~

because this particular interface will contribute less to the scattered intensity. If the

change in an interface roughness parameter does not affect the fit at aIL a smallest

possible roughness \'alue is chosen for this particular interface,

•
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In general. the overall good fits obtained mean that the models are good approx

imation ta the structure of our samples. The snlall discrepancies in the fits indicate

that further improvements could still be added to our model. Although at sorne

points the results of the fit were not convincing~ the overall trend is dearly visible,

\ \Oe discussed the linlits of reliability of our fits and obtained a good picture for the

extent of our nlOdel.

Several other factors affected the accuracy of this data, First. the samples were

\'ery small in size (-l mm high x6 mm wide each) which forced us to reduce the height

of the slit defining the bean1 just before the sampie to 3 mnl such that the total

height of the incident x-ray beanl would hit each indi\'idual sampie without hitting

the neighbouring ones. This caused the 10ss of an important part of the incident

x-ray beanl intensity which reduced our signal significantly and therefore reduced our

nleasured signal-ta-noise ratio, This reduction in incident intensity affects the data

especially as we try to measure to higher 28 values~ since the reflectÏ\;ty drops very

fa..~t over several orders of magnitude.

Second. aIthough we try to obtain three identical samples for each configuration,

sorne differences occur between those three as-deposited samples. The most obvious

difference is in the thickness of the corresponding layers. There is a thickness gradient

along the length of the samples which was measured to be 0.847A/mm. Also, sorne

differences in the roughness of the corresponding layers and in the thickness of the

• oxide layer exist. which affect the comparison of results at different irradiation doses.



Third, the 2000 Alayers are too thick to be resolved by our setup, hence we lose the

information that could be obtained from these wiggles. Finally, the 2 x 1014 ions/cm2

irradiation dose turned out to be very low, few changes are observed at this dose, if

any. The 1 x 10 15 ions/cm2 dose causes sorne noticeable changes but is Dot high enough

ta produce a larger effect. ~Ieanwhile. oxidation causes lots of changes (especially for

iron) which sonletünes are difficult to fit .

.\s a whole we obtained a good overview of the possibilitics and accuracy of our

measurements. \\·e learned a lot about our model, its strengths and its weaknesses.

\\·e will try to overcome these difficulties by depositing bigger samples (15 mm high x

-l mm wide) of Fe/:\i bilayers with a more convenient thickness. In this case the

vertical height of the slit defining the beam could be kept wide open (10 mm) in

order to gain more signal for the incident x-ray beanl and we are sure to have only one

set of initial paranleters to cornpare the structure evolution at each irradiation dose.

Each of these samples will he irradiated successively ta higher irradiation doses until

more changes could be observed in the structure. The samples will be characterized

at each irradiation stage by law-angle x-ray reflectivity and x-ray diffuse scattering

meaSllrernents. Sorne of these sanlples will also he characterized by high-angle x-ray

scattering and transmission electron microscopy techniques. The results are presented

in chapter 5.

•
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• 5

DETAJLED STUDY OF FE/NI BILAYERS

In this dlapter we present the results of a detailed study performed on two Fe/:\i

bilayers with opposite dcposition sequences. In order to overconle the difficulties that

we faced in our previous survey. the bilayers are deposited with the dimensions of

15 Ulm high x --l mm wide each. therefore the height of the slit defining the beam

could be left wide open at la mm. This aIlows us to increase the incident x-ray

bearn intensity and hence to increase the measured signal-to-noise ratio. aIlowing us

ta obtain bptter scans at higher q values.

TIl(' individual Fe and :\'i layers thicknesses are chosen to be 500.\ each since

wc obtained \"ery good oscillations in the reftectÏ\-ity cun"es of the single layers at

this thickness. ~Ioreover. each bilayer is irradiated successively to higher doses and

characterized at each irradiation stage. until aIl the specularly-reftected signal is lost

and wc obtain only the diffusely-scattered conlponent. In this way we ensure two

things: first. since we irradiate a single sample of each configuration our results

will be comparable and our initial parameters will always he the same: second~ the

successive irradiation will make certain that we reach a high-enough irradiation dose

in order to obsen"e noticeable structural changes in our sarnples.

Identical Si/Si02 /:\,i( 500.-\) /Fe(500:\) bilayers are aIsa deposited and character

ized by x-ray reftectivity (XRR) and high-angle x-rar diffraction (XRD) measure

ments. Each of these bilayers is then irradiated at a different irradiation dose.

characterized again br XRR and XRD techniques. then studied br plane-view and

cross-sectional transmission electron microscopy (TE1\I and XTE~I) techniques. The

• obtained results are compared ta the results of our x-ray structural study.
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In section 5.1 we explain in detail ho\\" the diffusely-scattered component is sep

arated from the specularly-refiected cornponent. \Ye also show that the specular

reflectivity decreases with increasing irradiation dose until aIl of our signal represents

the diffusely-scattered radiation. This is shown to occur at a different irradiation dose

for the different sarnples.

Section 5.2 presents the x-ray refiectivity data and fits for the two bilayers while

the x-ray diffuse scattering scans are presented in sec. 5.3. The high-angle x-ray

diffraction rneasurerncnts for the Si/:"i/Fe bilayer are presented in sec. 5.4 and the

TE~I and XTE~I plots for this bilayer are given in sec. 5.5. Finally a discussion of

these rpsults fo11o\\"s in section .5.6.

5.1 Separating the diffuse scattering component {rom the

specular reflectivit}'· data

In this section we will explain in detail ho\\" our low-angle x-ray scattering data

is processed in order to separate the diffuse scattering component and to obtain

the specular reflecti\"ity component only. This turns out to be very important at

high irradiation doses (in the 1016 ions/crn2 dose range) since the diffuse scattering

cornponent becomes very large relative to the specular component. Therefore. if the

diffuse conlponent is not subtracted out we cannot obtain meaningful fits since our

model only calculates the specularly-reflected intensity.

There are sC\'eral ways of measuring the low-angle refiecti\;ty. as discussed in

sec. 3.3.2. \'Oe can perform a direct f} - 2f} scan. where the intensity is measured once

at each 28 \"alue at the expected position of the peak (8 = ~ (29)). However~ any

angular error introduced by the goniometer mO\'ement will cause an inaccuracy of the

measurement.

\Ye can perform a small mesh around the;.;; = 0 region for each fixed 20~ then choose

the maximum data point for each 20 value. or a\'erage the data around the specular

ridge. This will reduce the error caused by the goniometer positioning inaccuracy.

but when the signal is weak we will be mainly measuring the background and the



a\'erage will take into account sorne intensity from the diffuse part .

The best method in arder ta separate the diffuse background is to perform an WJJ

rock at each fixed 20 \'alue. spanning several times the H'YH~I of the peak. Each of

these .....·-rocks will be conlposed of three parts: the dark counts. the diffuse background

and the specular peak. The dark counts conIe nlainly from the electronic circuits

and [rOIn randonl scattering and represent a linear background which in our setup

is rneasured ta be 0.032 cps. This linear background is subtracted fronl the diffuse

background.
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In order ta calculate the specular intensity and ta separate the diffuse background~

each of thcse ..•.:-rocks is fit to an equal-widths Gaussian-Lorentzian lineshape (E\VGL)

given by equation :3.2. The fitting cun'e is given by eq. 3.3. where bg is the diffuse back

ground. 1 is the integrated illtensity under the specular peak and f is the lineshape

function defined in cq. 3.2. Frorn the fit parameters we obtain the diffuse background

level (in counts-per-second) and the integrated intensity under the specular peak.

Exanlples of thcse fits are shawn in fig. 5.1 where the diffuse background is rep

resented by the shaded areas. \\'e have choscn the data of the Si/Fe/~i bilayer

irradiated at 9 x 10lti ions/cm2 as an example because the diffuse scattering back

ground increases with irradiation dose. 50 by choosing a high irradiation dose we can

better see the effect of the diffuse background on the specular peak. As can be seeD

from the figure and from fig. 3.7. as 20 increases the peak intensity decreases and the

diffuse background level increases with respect to the specular peak. The dark counts

level is tao law to appear on this scale.

By fitting the measured ....:-rocks at each 2(} yalue we obtain the integrated specular

intensity and the diffuse background for the samples at each irradiation stage. The

obtained diffuse background leyel is in counts-per-second which should be transformed

into an integrated intensity. by multiplying it by the width of our scan (0.0160 in our

case),

Figures 5.2 and 5.3 show the diffuse and the specular components of the scattering

• of the two bilayers at the different irradiation doses. The open squares represent
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the total intensity (specular+diffuse) that we would obtain if we do not separate

the diffuse part. The soHd triangles represent the specular integrated intensity alone

after separating the diffuse background~ and the open circles represent the diffuse

background after subtracting the dark counts and transforming it into an integrated

•
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intensity.

For the Si/Fe/~i bilayer we can Sf'e rronl fig. .5.2(a) that for the as-deposited

sarnple the specular integrated intensity (triangles) and the total integrated intensity

(squares) alnlost coincide at aU values of20. showing that the diffuse scattering is weak

and does not affect the measured specular intensity greatly. On the other hand, at

the highest irradiation dose. fig. 5.2(cl) shows that the specular intensity (triangles)

is very weak. even weaker than the diffuse intensity (cirdes). At this dose, it is

extrcluely important to separate the diffuse intensity before fitting the reflectivity.

At internlediate irradiation doses. we can see from figures 5.2(b) and 5.2(c) that the

diffuse part beconles lIlore significant at lower angles as the irradiation dose increases.

For the oppositely-deposited bilayer. we see from fig. 5.3(c) that the specular

scattering is affeeted at 28 > 1.5° whereas at the higher irradiation dose we have

SOlue specular scattering up to a 'l() value of around 0.80 as seen from fig. 5.3(d).

This shows us that the 1015 cm-2 irradiation dose is in faet high enough to see

Cl. fe\\" changes in the structure but the diffuse scattering is still weak at this level.

.\s the dose is increased to 3 x 10 16 cm -2 more diffuse scattering is measured and

the specular intensity is more affected. At the 9 x 10 L6 cm-2 dose the Si/Fe/~i

bilayer loses most of its specular part and the signal is composed mainly of the diffuse

seattering componenL whereas the Si/~i/Fe bilayer still has sorne specular scattering

at this dose. and actually loses aIl the specular part when we further irradiate it at

1.9 x 1017 em-2 . Therefore. the two bilayers lose their specular reflectivity part at

different irradiation doses. showing different beha\·iour upon changing the deposition

sequence.

In order now to obtain the reflectÏ\-;ty we have to normalize the specular integrated

• intensity by dividing it by the integrated intensity of the incident x-ray bearn, as



explained in sec. 3.3,2. In the next section we present the fits to these reflectivity

curves and the electron density profiles constructed from the fit parameters.•
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In this section we present the fits ta the x-ray reflectivity data of the Si/Fe/!'i and the

Si/:\i/Fe bilayers. The samples structure is approximated using the bilayers model

described in sec. -I.-l.1. The fit parameters are the thickness and roughness of the

different layers. The electron densities and absorption coefficients are again taken

from table ..LI for the substrate. and from tables -1.2 and ·t.T for the ~i and Fe layers

and oxides. respectively..-\11 the interfaces are represented by error-function profiles.

Figures 5.-1 and 5.5 show the experimental data and ca1culated fits for the Si/Fe/:\i

and Si/:\i/Fe bilayers. respecti\"ely. Since we found in the last section that the

Si/Fe/:\i sample lost mo~t of its specular reflectivity at the 9 x 1016 cm-2 irradi

ation dose while the Si/Xi/Fe sanlple still had sorne measurable specular component

at this dose. there are only 3 fits for the earlier sample and -l fits for the latter one.

\\'e can see that by removing the diffuse scattering component from our data we are

able to obtain good fits which agree reasonably weIl with the experimental data at

aIl irradiation doses. Therefore. our model is a good approximation to the structure

of our sanlples.

The values of the fit parameters are given in tables 5.1 and 5.2~ respectively. As can

be seen. the roughness \-alues of the different layers increase with increasing irradiation

dose. with the exception of the substrate roughness which fluctuates a !iule. However.

as discussed in sec. 3.3.2. the fit is not very sensitive to the buried interfaces roughness

and the obtained values for the surface and top interface roughness are more accurate.

The electron density profiles are constructed from the fit parameters and are shown

in figures 5.6 and 5.7. respectively...\s can be seen~ there is an increased intermbcing

at the different interfaces as the irradiation dose increases. \Ve can see here the

advaIltage of ha\ing only one sample of each configuration irradiated successively to

higher irradiation doses. The increase in intermixing region is systematic and we
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Parameter as-depœited 2 x 1015 ions/cm2 3 x 1016 ions/cm2

NiO thiclmess (A) 23±1 28±1 30±2

NiO roughness (A) 18.2±0.8 18.4±O.5 19.5±O.2

Ni roughness (A) 8.9±O.4 12.9±0.9 45.8±0.7

Fe rouglmess (A) 21±1 23±2 26±1

Si02 roughness (A) 20±1 16±4 14±5

Table 5.1: Parameters of the Si/Si02/Fe(SOOA)/Ni(sooA) sample at; difl'erent irradiation doses o~
tained from &tting the reflectivity data.

Parameter as-dep06ited 1 X 1015 ions/cm2 3 X 1016 ions/cm2 9 X 1016 ions/cm2

Fe oxide thickness (A) 35±1 36±1 72±1 101±1

Fe oxide roughness (A) 12.2±0.9 13.1±O.7 13.8±O.6 26.6±O.7

Fe roughness (A) 20.5±0.S 22.6±0.9 31.3±O.6 40.1±O.9

Ni roughness (A) 2.2±O.2 15±2 20±3 30±5

Si02 roughness (A) 16±1 16±1 21±2 20±1

Table 5.2: Parameter8 of the Si/Si02 /Ni(SOOA)/Fe(500A) sample at; difl'erent irradiation doses o~
tained from 6tting the retlectivity data.

didn't have to correct Cor the thickness gradient as we had to in the results oC our

survey.

•

For the Si/Ni/Fe sample, the iron oxide thickness increased significantly at the

two highest irradiation doses, to nA and IOIA, respectively. The iron oxide e1ectron

density value for the as-deposited sample is O.6±O.2 e-/ A3 which is close to the Fe-.z03

ca1culated electron density of 0.507 e- / A3 , and agree& with it within the experimental

error. This value bas changed systematically to become O.9±O.2 e- / A3 at the highest

inadiation dose, which is doser to the e1ectron density of Fe:.04, calculated to he

0.72 e-/À3. Th.. electron deD8ity values are found to he in good agreement with

the position of the riDgs ob&ened iD the selected-area electron diffraction patterns

(SAED), 88 will he di&cu&&ed iD sec. 5.5.
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:\s rnentioned earlier. specular reflectivity measurements give us information about

the structure normal to the interfaces. i.e. the thicknesses and electron densities of

the different layers as well as their root-mean-square (l'ms) roughnesses. However.

no explicit in-plane information can be obtained frorTI the reftectivity scans. In order

to obtain this kind of infornlation we have to perform off-specular or diffuse scansl

in which a component of the wa"e-vector transfer is parallel to the surface. These

diffuse scans give us infornlation about the in-plane structurel in particular the in

plane height-height correlation length of the roughness.

\\'e lUl\'e ~een in sec. 5.1 that an estimate of the diffuse scattering is important even

in estimating the specular reflecti\'ity when the diffuse scattering becomes comparable

to. or e"en greater than. the specular component. This might occur at large angles.

and in our case at high irradiation doses.

In the present section we will show how to obtain infornlation about the in-plane

structure of the interfaces by analyzing the diffuse scattering data. Figures 5.8 and 5.9

show the difIuse scattering scans at different irradiation doses performed on the bilay

ers Si/SiO:dFe(.jOOA)j~i(500A) and SijSiO:dXi(500A)/Fe(500A). respectively. \Ye

can clearly see the specular peak at the center of each of these scans. The intensity

of this specular peak decreases as the irradiation dose increases. until it completely

\"anishes at the highest irradiation dose of 1.9 x 101i ions/cm2 .

\\'e can also see the two 'Yoneda wings in each of these scans at the position where

the angle of incidence or the angle of reftection is equal to the critical angle of total ex

ternal reflection. Oc' The amount of diffuse scattering is represented by the area under

these \'oneda wings. For the Si/Fe/Xi sample we can see that the diffuse scattering

is almost the same at the first three irradiation doses. then it increases significantly

at the fourth and fifth irradiation doses. For the oppositely-deposited sample~ the

intensity at the Yoneda wings decreases at the third irradiation dose but increases

significantly at the fourth and fifth doses. This reduction in intensity however does

not mean a decrease in the diffuse scattering, because if we take a closer look we can



see that the width at the bottom of the specular peak increases significantly at the

third dose representing nlore diffuse scattering. This will be iUustrated c1early in the

fits to these scans.
•
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:\s an exanlple we will show the fits ta the ..,J-scans for the Si/~i/Fe bilayer. This

bilayer is chosen because it will be further analyzed using high-angle x-ray diffraction

nleasurenlents and transnlission electron microscopy techniques~ then aU the obtained

results will be compared. In order to fit the diffuse scattering scans we model the

sample as a stack of five layers. as pre\'iously done for the specular reflectivity fits.

The theoretical calculation of the diffuse scattering follows the nlethod of Daillant el

al. [52] explained in sec. 2.2.2. These calculations are fit ta the experimental data

using the non-linear least-squares fitting procedure explained in sec. 3.-1.-1.

In our calculations. the roughness structure at interfaces is described by the height

height correlation function given by eq. 3.-1. where a is the rms roughness of the

interface determined frorIl the specular fits. ( is the in-plane correlation length and

II, is a rneasure of the fractal dinlension of the interface given by 3 - h. If h = l the

fractal dinH:lnsion of the interface is 2 (which equals its topological dimension) and

the interface has a non-fractal (Gaussian) nature. This represents an interface with

srIlooth hills and nl.lleys whereas small values of h produce extremely jagged surfaces,

as shown in fig. 2.5.

For the ....:-scan fits. the specular and diffuse intensities are normalized and the

values of the thickness. roughness. electron density and absorption coefficient of the

different layers are kept constant. as much as possible. to their values obtained from

the specular reflecti'-ity fits in sec. 5.2. Therefore the only fit parameters are the

correlation length. ç and the exponent. h.

The calculation of the diffuse scattering component is very tilDe consuming because

of the numerical integration .. as discussed in sec. 2.3. In order ta limit this time we

ha\'e assumed that aIl the interfaces in our sample have the same correlation length

and the sanIe fractal dimension. Hence only one value for ( and h is obtained from

• our fits.
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Figures 5.10 to 5.14 show the calculation and fits to the Lo,,'-scan data for the

Si/~i/Fe bilayer at different irradiation doses (0).

These ....'-scans are the same as those shawn in fig. 5.1 which are perfornled at each

2B-yalue in arder ta obtain a mesh and ta extract the specular reflecti\"ity data~ except

that the mesh ....:-scans include a fe\\" points only in a narrow range of () (0.016°) around

the specular peak and are approximated by an equal-widths Gaussian-Lorentzian

lineshape in arder to obtain the level of diffuse background and the integrated intensity

under the specular peak. For the present .....'-5cans. in order to obtain information about

the in-plane structure of our interfaces and to examine the roughness characteristics.

wc scan a much larger range in () (0.90
) at constant 20-value. such that wc can

clearly see the Yoneda wings and our measurement extends far enaugh until the dark

counts le\'el. By fitting these scans to a model which describes the in-plane roughness

structure at the interfaces we can obtain the height-height correlation length of the

roughness and the fractal dimension of the interfaces.

As stated earlier. each of these .....:-scans is cornposed of three components: the

specular peak. the diffuse scattering and the clark counts. The clark counts form a

constant linear background which is measured to he 0.032 cps.

The specular reflecth'ity and diffuse scattering components are calculated sepa

rately as explained in sections 2.1.3 and 2.2,2. respectÏ\"ely. and are added to the

constant dark counts in order ta obtain the total scattered intensity. This total in

tensity is then fit to the experimental data. The fits thus obtained are shown as solid

lines in parts (a) of figures 5.10 to ,j.1-!.

Parts (b) of these figures show a plot of each of these three components calculated

separately at each irradiation dose (0). .\s can be seen. the specular component

decreases as 0 increases until it completely vanishes at 0 = 1.9 X 1017 cm-2 . On the

other hand. the diffuse component increases systematically \\ith o.

At 0 = 3 X 1016 cm-2 we can see from fig. 5.12(a) that the e~~erimentaldata at

the bottom of the specular peak becomes broader. This is caused by a substantial

increase in the diffuse component causing a hill in the nonspecular intensity near the

•

•
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.pecular

• Figure 5.10: As-deposîted Sî/SiO~d:'\i(500A)/Fe(500A)bilayer w
scan at 28 = 1.0°: a) fit (solid line) to the :..,)-scan data (dotted
line): b) the specular and diffuse components of the calculated fit.



•
5.3 .X-ray diffuse scattering data

(a)

(b)

specular

143

• Figure 5.11: -,-scan performed
the Si/SiO:dXi(500A}/Fe(500A)
1 x 1015 ions/cm::!: a} fit (solid
(dotted line): b) the specular and
calculated fit.

at 28 = 1.00 for
bilayer irradiated at

line) to the ;.:-scan data
diffuse components of the
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(b)

spec:ular

• Figure 5.12: :.;-scan performed
the Si/SiO~d~i(500A)/Fe(500..\)
3 x 1016 ions/cm2 : a) fit (soUd
(dotted Une): b) the specular and
calculated fit.

at 29 = 1.0° for
bilayer irradiated at

Une) to the w-scan data
diffuse cornponents of the
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(b)

clark COUD'"

• Figure 5.13: w-scan performed
the Si/Si02 /Ni(500A)/Fe(500"\')
9 x 1016 ions/cm2 : a) fit (solid
(dotted Une): b) the specular and
calculated fit.

at 29 = 1.00 for
bilayer irradiated at

line) to the w-scan data
diffuse components of the
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Figure 5.14: ....'-scan performed at 28 = LO° for
the Si/SiO~/Xi(500A)/Fe(500A) bilayer irradiated at
1.9 x 1017 ions/cm2 : a) fit (solid line) to the ;..r-scan data
(dotted line); b) the dark counts and diffuse component of the
calculated fit. no specular component is measured at this high
irradiation dose.



specular peak as seeD in fig. 5.12(b), which occurs because of a large increase in the

Fe layer roughness. Another broad maximum in the diJfuse scattering is observed at

tP = 1.9 X 1017 cm-2 near the specular peak, as seen in fig. 5.14(b), which is caused

this time by the small value of h (h=0.17), since it was found that a maximum in the

nonspecular scattering occurs at this position for h < 0.5 [53], as discussed in sec. 2.3.

The parameters obtained from these lits are the in-plane height-height correlation

length of the roughness, C, and the exponent h. Figures 5.15(a) and 5.15(b) show the

variation in the values of' and h with tP.

At low irradiation doses the interfaces are smooth as shown by the value of

h = 1. As tP increases, the interfaces become more jagged and h decreases to 0.5

at tP = 3 X 1016 cm-2 then decreases further to around 0.2 at higher doses. This

represents an extremely jagged roughness structure at the interfaces, as seen from

fig. 2.5. FUrthermore, the height-height correlation length is large in the as-depœited

sample, , = 220 ± 7 A, but decreases systematically as t/> increases until it reaches

a small value of 16 ± 9 A at the highest irradiation dœe. This reduction in , also

shows that the roughness texture becomes more jagged as the bills become c10ser to

each other in the plane of the interfaces.

Figure 5.16(a) shows the efl'ect of irradiation on the nns roughness of the diff'erent

layers in our sample. Except for the Si02 roughness which almœt doesn't change, the

roughness of the Ni, Fe and irOD oxide layers increases systematically with irradiation

dose, tP. The obtained values agree very weil with those obtained from the reftectivity

lits. We note that &DY discrepaocy betweeD the roughness values obtained from the

reflectivity fils, Uqcc, and thœe obtaiDed from the diffuse scattering fils, a.IIt arises

&om the difference between graded and 100gb interfaces. Wbereas both kinds of

imperfection reduœ the specular inteDSity, only t'S.II contributes to the measured

non-specular iDteD&ity. The Cact that D.. and a.11 values agree well with each other

impliœ that our interfaces are mostly of the lOugh, Dot the graded, type.

We Dote that we can also obtain the values of the nos roughness of the diff'erent

layen at tP =1.9 X 1017 cm-2 for whieb no specular reftectivity is measured. Renee

•
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• Figure 5.15: The effect of ion beam irradiation on: a) the height
height correlation length, ç: and b) the exponent h. The solid lines
are guides ta the eye.



the diffuse scattering fits give us a way to analyze the sampie structure when the

specular reflectivity component is very weak.

In order to test the cascade mixing width dependence on the ion dose, given by

eq. 2.64, a plot of the roughness of the Fe layer 8& a function of the square root of the

dose is given in fig. 5.16(b). The data fits remarkably well to a straight line having

a slope of 6.35±O.09 A2• In order to estimate the slope from eq. 2.64, typical values

oC FD =35 eV/ Â, R.c=10A and Ec=25 eV are taken [41, 147]. The atomic masse:; oC

Si and Fe are used to calculate (21 and N is given by the atomic density of Fe. We

obtain a slope oC 18 A2 , which is close to our experimental value giving the accuracy

oC the typical values we used. The calculation also yields a cascade mixing width oC

77.5 A at the highest irradiation dose of 1.9 x 1017 ions/cm2 whereas experimentally,

'Re obtain a roughnes& oC 48.6 Aat this ion dose. Henee, the intennixing between the

Fe and iron oxide layers can be approximated using the ballistic model of ion mixing.

•
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Thus we cao conclude that the interfaces in our sample are initially smooth with

large height-height correlation length and small values of the rms roughness. As tP

increases the correlation length decreases, the nns roughness at the diff'erent interfaces

increases and the surface becomes more jagged, even extremely jagged at the two

highest irradiation doses with h ~ 0.2 and , ~ 20 A. The ion beam mixing cao be

approximated using the ballistic model.

It wu Cound that the w-scans fits are more sensitive to the oxide layer electron

density value and to the rouglmess values of the oxide and the top layers than the

specular reflectivity fits. We were able to obtain the diffuse scans fits using the same

values for the oxide e1ectron density and roughness values as thœe obtained from the

reflectivity fits, which confinns the accuracy of th5e values.

In geDerai, the fits are reasonably good whieb shows that the present model a~

proximates we1l the rouglmess structure of our interfaces. The discrepancies between

the fits and the data show that the rouglmess of the interfaces is Dot exactly given by

the simple expression used in our model. For example, we have assumed that ail the

interfaces in our sample have the same value of, and h which is an oversimplification
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Figure 5.16: a) The effect of irradiation dose, d>, on the roughness
of the clifferent layers: short-dashed Hne: iron oride, long-dashed
Hne: Fe. dotted Hne: Xi. salid line: Si02 • Lines are ooly guides to
the eye; b) the roughness of the Fe layer. representing the cascade
mixing width. is proportional to Ol/:.!. The salid tine is a linear fit
to the e.xperimentai points.



to the model. Furthermore, we consider the interfaces to be totally uncorrelated,

whereas they might he partially or totally correlated which is not taken into account

in our model.•
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5.4 High-angle x-ray diffraction data

We have seen that small-angle x-ray scattering gives us infonnation about the average

e1ectron density in the layers of the sample as weil as the rms roughness of the inter

faces. However, it doesn't contain any information about the crystallographic struc

ture of the bulk material. In order to probe this crystal structure, high-angle x-ray

diffraction (XRD) measurements were perfonned on the Si/Si02 /Ni(500A)/Fe(SOOA)

bUayer at the difl'erent irradiation doses. The results of these 9 - 28 XRD scans in

the range of 29 from 400 to 100° are shown in fig. 5.17.

Several Bragg peaks were indexed as shown in the caption of the figure. Peak

(2) located at 28 = 44.62° i& very close to the bulk positions for fcc Ni(111)(28 =
44.53°) and bec Fe(lOl)(28 = 44.7~). Much weaker Ni(002), Fe(ll2), Ni(113) and

Ni(222)/Fe(202) Bragg peab were a1so found indicating a polycrystalline structure

for the bilayer. At all ion doses the integrated intensity of the main peak (2) is

approximately 50 times luger than that for the other crystalline orientations in

dicating a strong texture with fcc Ni(lll) and bec Fe(lOI) planes paralle1 to the

sub&trate surface [128]. Peak (1) located at 28 = 42.8° is close to the Fea04(004)

peak (28 = 43.09°). Figure 5.18 shows a narrower region of these high-angle scaDS.

We can see that the intensity of peak (1) incre&&e& with irradiation dose (,p) thus

reprtRDting more surface iron oxide in agreement with the previous XRR analysis and

with the TEM results presented in the next section. It is also seen that as tP increases

the Ni(lll)/Fe(lOl) Bragg peak shifts towards larger 28 values and becomes sharper

and more intense. This is caused by an overall reduction of structural disorder by

the formation of luger grains. The average grain size in the growth direction, L, is
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Figure .5.17: High-angle x-ray diffraction data for the
Si/Si02/~i(500A)/Fe(500A) bilayer at different irradiation doses.
The experimental data is displaced vertically for clarit)" v.ithout
altering the scale. The different Bragg peaks correspond to: 1)
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calculated using the Scherrer fonnula [112, 132] given by:

B(29) = 0.9.u
LcosfJ'

(5.1)

•

where B(29) is the full width in radians subtended by the half maximum intensity of

the peak (FWHM) and À is the x-ray wavelength. It was found that L increases from "J

140 Afor the as-deposited sample to "J 305 Aalter irradiation with 9 x 10uS ions/cm2•

This result agrees with the results of the TEM analyses presented in section 5.5.

5.5 TEM and XTEM plots

Four identical Si/Si02/Ni(500A)/Fe(500A) bilayers were aIso deposited in order to

probe the effect of ion beam irradiation on their structural properties using plane-view

and cross-sectional transmission electron micrœcopy (TEM and XTEM) techniques.

These bilayers were irradiated to difl'erent irradiation dosœ, namely ; = 0, 1 X

1015 , 2 x 10uS and 1 x 1017 ions/cm2• They were characterized before and after ir

radiation using low-angle x-ray reflectivity and high-angle x-ray diffraction measure

ments [128]. The x-ray scans were found to he almost identical to the Si/SiO~/Ni/Fe

bilayer data investigated in the previous sectioDS. TEM and XTEM analyses were

carried out on these samples by P. Desjardins1•

Figure 5.19 shows plane-view TEM images for the as-depœited and the irradiated

samples, together with selected-area electron diffraction patterns (SAED). The layers

are Cully dense with no evidence of inter-grain porosity. The average in-plane grain size

incre~ from about 125 A for the as-deposited sample to ",350 A after irradiation

at 1 x 1017 cm-2•

The mœt intense diffraction ring in the SAED pattern corresponds to the Ni(lll)/

Fe(101) peak in agreement with the XRD resu1ts of sec. 5.4. No change in the relative

intensities orthe various rings was detected foUowingirradiation. The diffraction rings

gradually become compœed of discrete spots as t/> increases due to the significant grain

growth.

1MateriaIa Scieoce &Bd Engineerinc Depanmeot, the Coordio'ted Science Laboratory, and the Ma
œriAla Re.arda Laboratory, UDiwnity of Dlinom At UrbaDa-Champaip.



[n part (d) of the figure~ at (/) = 1 X 101i cm-2
! two additional rings appear near

the center of the diffraction pattern. They correspond to the (222) and the (113)

peaks of Fe30-t. The Fe30-t(00-l) peak was also observed in the XRD curves.

Figure 5.20 shows XTE~I images for the samples at different doses 4>. The layers

are fully dense with no evidence of either inter- or intra-grain porosity in agreement

\Vith the plane-"iew inlages. Xi and Fe layer thicknesses determined fronl the micro

graphs are -185 and 515 A. respectively. in agreenlent with the values obtained fronl

XRR measnrements. The grain size increases gradually after irradiation in both the

in-plane and the out-of-plane directions frolll 1'.,; 120 and 1'.,; 160 A! respectively! in the

as-deposited sarnple to 1'.,; -liO and"", -l50 A for Ni and I"'v -l-l0 and ~ -105 A for Fe aCter

irradiation to 1 x 10Li Clll-2 • The in-plane grain size values agree with those obtained

from t.he plane-vie,,' TE~I images and the out-of-plane values agree reasonably weIl

with those obtained from the XRD cun·es.

\'Oe also obsenoe that the interface between the Fe and the Xi layers remains sharp

aCter irradiation and the surface iron oxide layer thickness increases with o. from

...... 30 .-\ in the as-deposited sarnple to 1'.,; 100 A after 1 x 101i cm-2 irradiation. in

good agreement with the "alues obtained fronl XRR measurements which are given

in table 5.2.

It should be noted that the values given in the pre\Oiously-mentioned table corre

spond ta another sample which was irradiated successively and measured at relatively

longer intervals of tiIne than the four identical samples which \Vere irradiated ta dif

ferent doses and measured almost simultaneously. Since the iron oxide thickness

'"alues agree renlarkably weIl in bath cases. this increase in oxide thickness is mainly

attributed to the irradiation process itself. and not caused by longer exposures to

ambient air.
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506 Discussion

In this chapter we have presented an intensive study of the effect of ion beam irradi

ation on the structure of Xi/Fe bilayers. The samples were deposited by sputtering
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Figure 5.19: Plane-\iew transmission electron microscopy images
for the as-deposited and the irradiated bilayers together \\ith the
selected-area electron diffraction patterns.
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Figure 5.20: Cross-sectional TEl\1 images for the bilayers irradiated
at different doses.



teclmiques and irradiated by 1 MeV Si+ ions to doses, tP, up to 1.9 X 1017 ions/cm2•

The structure wu probed using x-ray reflectivity (XRR), x-ray diffuse scattering

(XDS), high-angle x-ray diffraction (XRD) and pl&n~viewand cross-sectiona! trans

mission electron microscopy (TEM, XTEM) techniques.
•
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It was found in sec. 5.1 that separating the diJruse scattering component from

the specular reflectivity component is crucial to the XRR analysis at high doses tP,

because the diffuse component becomes very large as t/J increases, sometimes even

larger than the specu)ar component.

Information about the structure nonnal to the interfaces wu obtained using XRR

techniques and the e1ectron density profile was p)otted for the sample at ditrerent

doses. It was found that the nos roughness of the dift'erent interfaces increases with

t/J. The oxide layer thickness also increased from ~ 35 A in the as-depœited sample

to ~ 100 A at tP = 9 X 1016 cm-2•

In order to obtain information about the in-plane rougbness structure of the sample

and the height-height correlation length, " parallel to the interfaces, x-ray diffuse

scattering scans were performed. From the fits we obtain the values of , and the

exponent h at each irradiation stage. It was found that at low irradiation doses the

interfaces are smooth as shown by a value of h = 1 and a large value of ~ 220 A for

(. The value of h decreases to 0.5 at tP =3 x lOltS cm-2 and decreases even further to

~ 0.2 at higher d0&5, while (decreases to ~ 16 Aat tP = 1.9 X 1017 cm-2 • This shows

that as t/J iDcreases, the interfaces become more jagged and the hills in the roughness

become clœer to each other in the plane of the interfaces.

By plotting the roughness of the Fe layer as a function of the square root of

irradiation dose we see that a ex t/Jl/2 as predicted by the cascade mixing width

relation, eq. 2.&4. Thus, the ion beam mixiDg at this interface c:an he approximated

using the ballistic model of ion mixiDg.

A study of the higb-angle XRD pattern i& e&&eDtiaJ in order to probe the crystal

lographic structure of the bulk material. We found that our sample is polycrystalline

with a stroDg texture of fcc Ni(lll) and bec Fe(lOl) planes paralle1 to the substrate



surface. 'Ve also found an fe304(004) Bragg peak whose intensity increases \\;th 4> .

From the F'VH~I of our ~i(111)/Fe(lOl)main Bragg peak and using the Scherrer

formula we were able to calculate the grain size ta be '" 140 A for the as-deposited

sanlple and", 305 A at 0 = 9 X lOl6 cm -2.

This latter result agrees reasonably weIl with the out-of-plane grain sizes obtained

fronl the XTE~I images. .-\lso from these images we found that the ~i/Fe interface

remains sharp upon irradiation and the iron oxide thickness values agree remarkably

weIl with the values obtained from XRR analysis.

Finally the plane-vie\\' TE~[ images allowed us ta mea...,ure the in-plane grain size

which also increases upon irradiation. The abtained values agree with the values

obtained from the XTE~I images. On the other hand! the decrease in the height

height correlation length. (. as 0 increases shows that ( is not a measure of the grain

size but of in-plane correlations on grain surfaces. The SAED rings agree with the

Bragg peaks measured using XRD. and show the increase in Fe304 peak intensity as

•
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o increases.

This shows that x-ray diffraction techniques represent a versatile. powerful and

nOll-destructi\'e way to investigate the structure of bilayers! and subsequently. of

nlultilayers. bath in the bulk layers as weIl as at interfaces. By using different mea

surement techniques. XRR. XDS and XRD. we are able to probe the structure bath

perpendicular ta and parallel to the interfaces. as weIl as the bulk crystallographic

structure of the different layers. Finally. TE~I and XTE~I results agree weIl with our

x-ray analysis.
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CONCLUSION

}'Ietallic rnultilayers consisting of alternating layers of magnetic and non-magnetic

rnaterials exhibit interesting giant magnetoresistance (G~IR) effects which are useful

for a wide range of applications. These magnetic properties depend sensitively on the

structural properties. especially at interfaces. Interdiffusion and roughness affect the

details of the interlayer nlagnetic coupling across the interfaces.

In arder ta study the effect of structure on magnetic properties of thin films and

nlultilayers. (lXperinlental techniques must be used ta modify the structural properties

and \'arious methods are needed in order to probe and analyze the structure.

From our previous studies of ~i/Fe [28] and Co/Cu [-10. -11] multilayers. very in

teresting G}'IR and magnetotransport properties were found. Ion beam irradiation

(IBI) was used in order ta induce mixing at the interfaces and proved to be a suitable

ex situ technique for systematically modifying the structure of the samples. Fur

thernlore. x-ray scattering techniques are very weIl established and constitute a very

powerful tool for structural characterization.

Therefore. in the present thesis. we chose to study the change in interface struc

ture produced by IBI in ~i/Fe and Co/Cu samples using various x-ray scattering

techniques. Since we are mainly interested in interfacial changes! we chose to limit

ourselves ta the study of bilayer samples in arder ta reduce the number of interfaces,

hence. the number of fit parameters \\ill be reduced leading ta a more detailed analysis

of interface structure.

First, we re\'iewed various theoretical derivations of x-ray refiecti"ity (XRR) and

• x-rar diffuse scattering (XDS) cross section. \Ve discussed the properties of self-affine

160
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surfaces and introduced the height-height correlation fUfiction used in our mode!.

Ballistic and thermodynamic ulodels of ion mixing \Vere also introduced.

\Ye used several x-ray scattering techniques for structural characterization. X

ray reflectÏ\'ity data were taken in order to obtain information about the structure

of the samples in a direction normal to the interfaces~ namely, the thickness and

root-mean-square (rms) roughness of the different layers and the electron density

profile. [n order to probe the in-plane laterai structure at interfaces, x-ray diffuse

scattering nleasurements were performed. By analyzing the diffuse-scan data we can

Jistinguish between rough and graded interfaces and obtain infonnation about the in

plane roughness structure. such as the height-height correlation function parameters.

\\Oc started by cstablishing and testing a good setup for our diffractometer~ by

optirnizing the slits settings. the pulse height analyzer settings, by filtering out the

[\oz line and by including a new sanlple holder and new stepping motor controllers.

.-\ normal 0 - 20 scan will include both the specular and diffuse components of

x-ray scattcring intensity. The diffusely-scattered intensity has to he subtracted first

from the total intensity before we try to fit the reflectivity. This separation is very

important at high irradiation doses because the diffuse scattering component becomes

very large relati\'e to the specular component. If we try ta fit the total scattered

intensity without separating the diffuse part wc cannot obtain meaningful tits. \Ve

han~ dcvcloped a method of data acquisition and processing which enabled us ta

separate the two scattering components and to obtain the normalized reftectivity

data O\'er several orders of magnitude in reflectivity as well as the diffusely-scattered

intensity.

\Ve pro"ed the \"alidity of an ~-step model whereby the reflectivity from any given

elcctron density profile can be approximated by dividing the profile into N linear

steps and calculating the reflecti\ity from this structure using a constant value for

the electron density at eacb step. \Ve discussed the various types of interfaces, namely

rough and graded interfaces and their representation using different interface profiles.

The ~-step method was used to simulate four different interface profile functions and



to test their effect on the calculated refiecti\·ity. \Ve concluded that the error-function

profile produced the best agreement between the calculations and the experimental

data.
•
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:\ program has been written in C in order to calculate the x-ray specular reflec

tiyity and diffuse scattering intensity following theoretical derivations obtained from

literature. :\ least-squares fitting program was used in order to fit the calculated

reftectiYity and diffuse scattering intensity to the experimental data and to extract

the different structural parameters.

Experirnentally. wc started by performing a suryey of the effect of ion beam irra

diation on four bilayers of ~i/Fe and Cu/Co and four single layers of these materials.

For fitting purposes. the sanlples were modeled as a stack of indi\'idual layers each

represented by a (:2 x 2) matrix. By fitting the XRR data of these samples at different

irradiation doses. wc obtained the thickness and rms roughness of the different layers

as weIl as their electron density values. \Ye obseryed that the rms roughness of the

different layers increa....,es with increasing dose. o. indicating an increased intermixing

at the interfaces. The electron density profiles for these samples were constructed

fronl the fit parameters. :\0 change in the bulk olaterials electron density was ob

ser\'ed. \Ye discussed the limits of reliability of our fits and obtained a good picture

for the extent of our mode!.

Howe\·er. several disad\'antages occurred during this suryey. nanlely the small size

of the samples. the inconsistence in the parameters of the as-deposited samples of each

configuration. the large thickness of the 2000.-\ layers which could not he resolved by

our setup and the law irradiation doses used. In a more detailed study. we overcame

these difficulties by depositing ~i(500A)/Fe(500A) bilayers \\ith larger dimensions

and irradiating them successively to higher irradiation doses, 6. characterizing them at

each irradiation stage by XRR. XDS and high-angle x-ray diffraction measurements.

By measuring and fitting the XRR data we obtained the structural parameters

normal to the interfaces. \Ve constructed the electron density profiles and found

• that the main effect of irradiation was to increase the rms roughness of the different
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layers which represent more intermixing at the interfaces as 6 increases. The iron

oxide layer thickness in the Si/Si02/~i/Fe bilayer increased fronl ~ 35 A in the

as-deposited sampIe ta ,..... 100 A at cp = 9 X 1016 cm-2.

In order ta fit the ,",,:-scans. howe\'er. the program uses numerical integration which

takes a long time to calclliate. Therefore. the ~'-scan fits were done only for the

Si/Si02/~i(500A)/Fe(500A)bilayer in arder to obtain the parameters of the in-plane

height-height correlation function. It \Vas found that at low irradiation doses the

interfaces are smooth as shawn by a value of h = 1. the height-height correlation

length is large ....... 220 A and the rUlS roughness values are small. :\s 0 increases.

the interfaces beconle more jagged as the ,'alue of h decreases to 0.5 at intermediate

doses and to 0.2 at higher doses. The correlation length decreases to ~ 16 A at

the highest irradiation dose and the rms roughness of the different layers increases

systematically with o. The obtained roughness "alues for the different layers agree

very weIl with the values obtained from the reflectivity fits. Since both graded and

rough interfaces reduce the specular reflectivity but only rough interfaces contribute

ta diffuse scattcring. the agreenlent between roughness "alues obtained from XRR

and XDS fits show that our interfaces are mostly of the rough type.

From XDS fits. we were able to obtain the various parameters for the sample at the

highest irradiation dose for which no specular reflecti"ity \Vas measured. Hence. we

were able ta fit bath the specular and diffuse scans with the same set of parameters

and. in addition. the diffuse scattering tits enabled us ta analyze the sample structure

in the region where the specular reftectÏ\ity component was ,'ery weak. \Ve found

that the intermixing at the interfaces can be approximated by the ballistic model of

ion mixing. since cr ex 0 1/ 2 as predicted by the cascade mixing "idth relation given

by equation 2.6..1.

High-angle x-ray diffraction measurements of the Si/Si02/~i/Febilayer were per

formed in order to study the crystallographic structure of the bulk material. It \Vas

found that the sample is polycrystalline "ith a strong te:x"ture of fcc Ni(111) and bcc

Fe( 101) planes parallel to the substrate surface. An Fe304 (004) Bragg peak was also



observed whose intensity increased with O, The grain size calculated using Scherrer

formula increased with irradiation dose. The calculated grain size values agree well

with the out-of-plane grain sizes obtained from cross-sectional transmission electron

nlÎcroscopy (XTE~I) images. The in-plane grain size also increased upon irradiation

as seen fron1 both the plane-vie\\' and cross-sectional TE~I images. On the other

hand. the decrease in the height-height correlation length~ (, as dJ increases shows

thar ( is not a measure of grain size but of in-plane correlations on grain surfaces.

•
164 6 CONCLUSION

The positions of the selected-area electron diffraction (SAED) rings agree with the

Bragg peaks nleasured using high-angle XRD. and show the increase in Fe30" peak

intensity as 0 increases. Fronl the XTE~I images it \Vas found that the surface iron

oxide layer thickness increases with increasing 0 from '" 30 A in the as-deposited

sampie to '"'" 100 A at 0 = 1 X 10 17 ions/cm2• in very good agreement with the values

obtained from XRR fits. By noting that the XRR fits correspond ta another sampIe

which was irradiated successi\'e1y and measured at relatively longer intervals of tinle

than the four identical samples which \Vere irradiated and measured almost simulta

neously. we conclude that the increase in iron oxide thickness is mainly attributed ta

the irradiation process itself rather than ta longer exposures ta ambient air.

Hence. by using ion beam irradiation ta induce intermixing at the interfaces fol

lowed by different x-ray diffraction measurement techniques in arder to probe the

structure. wc were able ta analyze the evolution in the structure of our samples both

perpendicular to and parallel to the interfaces as a function of total ion dose. The

bulk crystallographic structure was also obtained and TE~[ and XTE~1 results agreed

weIl \\ith our x-ray analysis.

Future investigations in this field include the study of other combinations of ma

teriais since the oscillatory indirect magnetic exchange coupling between magnetic

layers separated by non-magnetic spacer Iayers is a general phenomenon and there is

an unlimited number of possibilities for choosing various materials combinations. In

the present thesis we \Vere main!y concerned with structural characterization but an

• interesting study wouid be ta inyestigate the G~IR and magnetotransport properties
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of the sanlples and to relate any change occurring in these magnetic properties upon

irradiation to observed structure modifications. This study was performed for the

Si/SiO:,d:\i/Fe bilayers by the Thin Films Group of Cniversity of ~Iontreall [128].

:\.nother interesting possibility is ta study in more detail the roughness structure

at interfaces by testing the validity of assuming a self-affine structure. The bilayers

study could also be extended to the case of multilayers. ~eighbouring interfaces in a

rnultilayer can exhibit totally uncorrelated. partially correlated or perfectly conformaI

roughness structures. It is possible to investigate cross-correlations between neigh

bouring interfaces by using different forms for the height-height correlation function .

.-\ growth nl0de study can be performed on the structure of the samples as a func

tion of time during deposition using different in situ measurement techniques such as

in situ heliunl atom scattering to measure the interlayer spacing during growth [103]

and in situ scanning tunneling microscopy [lOi]. In addition. a more detailed in"esti

gation of IBI effects couId be performed to test different theories of ion beam mLxing.

including the ballistic model and the effect of thermodynamic properties on the mix

ing rate. For exampie. by changing the masses or the energy of the incident ions or

the rnass of the target ions. we can investigate the validity of the ballistic model of

ion mixing and by trying to nlÎx combinat ions of materials with different heats of

mLxing and different cohesi\'e energies. the thermodynamic aspects of ion mixing can

be investigated.

l Groupe de recherche en physique et technologie des couches minces, Université de Montréal.
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