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RESUME

L'effer du bombardement ionique sur la structure des bicouches de Ni/Fe et de Co/Cu
est étudié. Ces bicouches ont une magnéto-résistance géante et des propriétés de
transport magnétique intéressantes.

Le profil des interfaces est examiné en utilisant quatre différentes représentations.
Ces différentes représentations sont simulées a |'aide d 'un modeéle de N étapes linéaires.
Il a été observé qu'une fonction d'erreur représente mieux la structure des interfaces.
La différence entre les interfaces graduelles et les interfaces rugueuses est présentée.
spécifiquement en ce qui concerne leurs effets sur la reflectivité spéculaire et non-
spéculaire des ravons X.

Une méthode d acquisition et de traitement de données permettant de séparer les
composantes spéculaire et non-spéculaire de diffraction. ainsi que d’'obtenir l'intensité
intégrée absolue est ¢laborée. Un programme est développé en langage C pour per-
mettre de calculer la réflexion rasante et l'intensité de la diffraction non-spéculaire
des rayons NX. La comparaison de ces calculs aux résultats expérimentaux permet
d’obtenir les différents parametres de structure.

Par I'étude de la réflexion rasante des ravons X. les profils de densité électronique
des structures de six bicouches de Ni/Fe et de Co/Cu sont obtenus pour différentes
doses de bombardement. Il a été observé que la diffusion entre les différentes couches
augmente avec la dose.

Nous avons mené une étude plus détaillée de la structure des bicouches ayant la
configuration Si/Ni(500A)/Fe(500A). Il a été observé qu'avec l'augmentation de la
dose les interfaces deviennent plus rugueuses et la distance de corrélation entre les
hauteurs diminue.

La structure crvstallographique des échantillons a été déterminée en utilisant la
diffraction de ravons X a grand-angle. Il a été observé que les bicouches de Si/Ni/Fe
sont polvcristalline avec des fortes textures de fcc Ni(111) et de bee Fe(101) paralleles
au substrat. Les études par microscopie électronique ont démontré que le volume des
grains augmente avec la dose. ce qui est en accord avec ceux calculés a partir des pics
de Bragg. Les résultats de la microscopie électronique sont en accord raisonnable
avec les résultats de I'analyse par ravons X.



ABSTRACT

In the present thesis. we study the change in structural properties induced by ion beam
irradiation of Ni/Fe and Co/Cu bilavers using various x-ray scattering techniques.
These bilayers exhibit interesting GMR and magnetotransport properties.

We show that an N-step model is useful in simulating any given electron density
profile. We test four different interface profile functions in fitting the reflectivity and
conclude that the error-function profile best describes our samples. Different types
of interfaces are introduced. namely graded and rough interfaces. together with a
discussion of their representation and their effect on both specular reflectivity and
non-specular x-ray intensity.

We develop a data acquisition and processing method in order to separate the
specular and diffuse components of x-ray scattering and to obtain the normalized
reflectivity. A computer program in C was developed to calculate the x-ray reflectivity
(XRR) and diffuse scattering intensity and to fit the theoretical calculation to the
experimental data using a non-linear least-squares fitting method.

By fitting the XRR data of six bilayers of Ni/Fe and Cu/Co of different thicknesses
and deposition sequence. the electron density profiles are constructed for different
irradiation doses. o. The intermixing at interfaces is found to increase with increasing
©. No change in the bulk materials electron density is observed upon irradiation of
four single lavers of these materials.

A more detailed study is performed on Si/Ni(500A)/Fe(500A) bilayers. From
diffuse-scan fits we find that as o increases the interfaces become rougher. more jagged
and the height-height correlation length of the roughness decreases. The intermixing
can be approximated using the ballistic model of ion mixing.

Using high-angle x-ray diffraction (NXRD) measurements, the samples are found
to be polvcrystalline with a strong texture of fcc Ni(111) and bee Fe(101) parallel
to the substrate surface. Both plane-view and cross-sectional transmission electron
microscopy {TEM. XTEM) images show that in-plane and out-of-plane grain sizes
increase with 0. in good agreement with out-of-plane grain sizes calculated from
Bragg peaks. The high-angle x-ray Bragg peak positions agree well with selected-
area electron diffraction (SAED) rings. The iron oxide parameters obtained from
XTEM and SAED patterns agree well with XRR results.
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1

INTRODUCTION

Thin films composed of artificially grown multilayer structures constitute an inter-
esting class of materials having new mechanical. optical, electrical. magnetic and su-
perconducting properties useful for a large number of important applications. These
unique properties are a result of the periodicity of the layered materials [1]. By chang-
ing the material in each laver and the laver thicknesses. it is often possible to optimize
the desired properties of the system [2].

Many applications for multilayers are being pursued. including mirrors for soft x-
rays (3] and neutrons [4], high-critical-current superconductors [3]. magnetoresistive
heads (6] and magneto-optical recording materials [7].

In particular. multilavers consisting of alternating lavers of magnetic and non-
magnetic materials show interesting giant magnetoresistance (GMR) [6. 8] and per-
pendicular magnetic anisotropy [9] characteristics. both of which demonstrate their
potential for applications [10].

In order to explain the motivation for the present work we will briefly discuss the
GMIR effect and outline some of the previous research work done in this field.

Magnetoresistance (MR) is defined as the change in electrical resistance of a ma-
terial in response to a magnetic field. When a magnetic field is applied to a normal
(i.e. not ferromagnetic) metal. the resistance is seen to increase with the intensity
of the field. regardless of the relative orientation of the field with respect to the cur-
rent and to the crystallographic axes. This phenomenon is called ordinary or positive
magnetoresistance [11]. This can be explained by the fact that in the presence of a

magnetic field. electron trajectories become convoluted (e.g. helical), and the mean
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free path of the electrons decreases as the magnetic field increases.

On the other hand, in ferromagnetic systems, which in the absence of an applied
field consist of several magnetic domains, the phenomenon of negative magnetoresis-
tance is observed [12]. The application of an external magnetic field decreases the
resistance by up to an order of magnitude in fields as small as 100 Oe. This is ex-
plained by the fact that the external field changes the domain structure and produces
a single-domain crystal. Two effects then take place. First, the electron trajectories
become less convoluted because of the presence of a uniform internal field, and second
the removal of the domain walls eliminates a source of electron scattering [13]. Both
effects result in longer mean free paths and thus lower resistance. This is why permal-
loy (a mixture of nickel and iron) is used as a magnetoresistive sensor in reading heads

for magnetic hard disk drives in computers.

An even more dramatic effect, called giant magnetoresistance (GMR), was discov-
ered in 1988 by Baibich et al. [6]. They have studied the magnetoresistance of Fe/Cr
superlattices prepared by molecular-beam epitaxy, with different thicknesses of the Cr
spacer layers. At zero magnetic field there exists an antiferromagnetic (AF) coupling
of the neighbouring Fe layers via the Cr layers. By applying a magnetic field, they
discovered a huge MR in superlattices with thin Cr layers. This GMR was ascribed
to spin-dependent transmission of the conduction electrons between Fe layers through
Cr layers. This GMR was found to oscillate as a function of the spacer thickness,
with maxima at specific values of the Cr layers thickness.

The antiparallel coupling between Fe layers was observed earlier in Fe/Cr/Fe tri-
layer structures by spin-polarized low-energy electron diffraction experiments [14]
and by the light-scattering and magneto-optical measurements [15). The discovery
of GMR in Fe/Cr superlattices is promising for applications to magnetoresistance
sensors and caused a very large amount of research to be dedicated to understanding
the GMR effect (see for example [16, 17]) and to finding other possible combinations
of transition metals which show this effect, possibly with weaker AF couplings. Ex-
amples of investigated superlattices include, to mention but a few, Co/Ru, Co/Cr



and Fe/Cr [18]. Co/Cu [8]. Fe/Nb [19]. Fe/Cr. Co/Cu and Fe/Cu [20] and permal-
loy/Au [21].

In a study by S.S.P. Parkin [22]. the oscillatory indirect magnetic exchange cou-
pling between ferromagnetic layvers of Fe. Co. Ni or Ni alloys separated by transition
metals spacers was investigated. It was found that the oscillatory indirect magnetic
exchange coupling effect is a general phenomenon and the period was determined in

all the transition metals in which the coupling was observed.

Many of the physical properties depend sensitively on the structural properties.
such as interdiffusion and roughness. to the extent that physical properties can often
be predicted if structure and composition are known with sufficient precision. It is
not always true that structural and compositional perfection are the most desirable
traits for magnetic films. Interfacial roughness may, for example. enhance magnetic
coupling [23]. Coupling across nonmagnetic layers also relies on structural aspects
of the spacer layers. Interdiffusion and roughness may modifv the details of the
interactions. but the distinction between roughness and interdiffusion is very difficult

to do experimentally [11].

For example. giant magnetoresistance with low saturation field was found for
NigoCoag/Cu multilayers (MLs) [24]. We have participated in a study concerning the
effect of cumulative interface roughness on the magnetization in these AF-coupled
MLs [25]. Cumulative interface roughness is the accumulation of small intrinsic in-
terface roughness in each layer. which becomes more pronounced as the number of
bilayers (N) increases. By preparing samples with N varving from 8 to 100 and
studying their structure using low-angle x-ray reflectivity (XRR) measurements it
was found that as N increases. the interface roughness increases as is clearly shown
by the damping of the second-order superlattice Bragg peaks, and by the deviation
from linearity in M-H curves. which can be attributed to a roughness-related extrinsic

anisotropy.

In order to study the effect of structure on the magnetic properties of thin films,

bilayers and multilayers. well-established techniques able to modify the structural
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properties and a variety of methods for structural probing and analysis are needed.

To modify the structural properties, preparation of samples with artificially in-
duced. controlled defects is needed. There are both in situ and er situ techniques
used to modifv the structure of samples. Examples of in situ techniques include
roughening interfaces with codeposition [26] and changing deposition conditions, e.g.
growth temperature [27].

We have participated in a study with the Thin Films Group of University of
Montreal' concerning the effect of deposition temperature (T,) on the texture and
magnetic properties of sputtered Ni/Fe multilayers [28]. In this study. multilayers
with the configuration [Ni(86A)/Fe(29A)],, were deposited by magnetron sputtering
onto glass substrates. By changing the deposition temperature from room tempera-
ture to 300°C a systematic change in texture from (111) to (200) and an increase in
grain size were found. The superlattice modulations were clearly visible in low-angle
XRR measurements for all the multilavers deposited up to 250°C. however. the peaks
intensities decrease with increasing T indicating enhanced mixing of Ni and Fe across
interfaces.

The saturation resistivity {p,) of the multilavers (with the applied field parallel to
the current) decreases initially as T, increases up to 200°C. which is associated with
an increase in grain size hence a reduction of electron scattering at grain boundaries.
At higher T,. alloving across the layvers leads to an increase in p,. Also. the total
anisotropic magnetoresistance as well as its field sensitivity were found to increase
with T,.

These in situ techniques have the disadvantage of affecting the crystallography
of the sample. Mloreover. the study is performed on different samples, hence the
comparison between the results is often inconclusive. On the other hand. ex situ
techniques. such as post-growth annealing [29] and ion beam irradiation, offer the
possibility of svstematically modifving the structure of a single sample, thus providing

conclusive information about structural and magnetic properties.

'Groupe de recherche en physique et technologie des couches minces, Université de Montréal.



In recent vears the technique of ion beam irradiation (IBI) of multilayered samples
has been used extensively for the formation of a mixed layer at the interfaces [30)].
Examples of these studies include Ni-implanted iron [31, 32]. Ar®® irradiation of
Au/Ni superlattices [33]. Kr irradiation of Fe/Ni MLs [34], Ar™-irradiated Co/Pd
MLs {35], Xe~-irradiated Fe/Cr MLs [36]. Ne™ irradiation of Ag/Fe superlattices [37],
Kr irradiation of Au/Ni MLs [38] and noble gas irradiation of Fe/Ni MLs {39].

In particular. we have studied. in collaboration with the Thin Films Group of

University of Montreal!. the effect of ion irradiation and subsequent annealing on

Co/Cu MLs [40. 41].

First. multilavers with the configuration Cu(c')OA)/[Co(16:\)/Cu(?O.-\)]ag/Cu(L’,O:\)
deposited by magnetron sputtering were irradiated with 1 MeV' Si™ ions with doses
ranging from 10'2 to 10'5 ions/cm?. For ion-beam doses up to 10'® cm~2, no changes
in resistivity. MR or magnetization were observed [40]. The saturation resistivity (p,)
of the multilaver was found to increase noticeably as a function of total ion dose from
10'3 up to 10' ions/cm?. whereas the resistivities of 1000A Cu and Co pure films
were nearly unchanged upon irradiation with the same doses. This suggests that the
large increase in p, in the Co/Cu MLs is connected with interface disorder induced

by IBI. and is not due to anyv bulk defects produced in the Cu or Co layers by the

beam.

Low-angle XRR measurements have confirmed the ion-beam-induced interface dis-
order in our samples whereas high-angle x-ray diffraction revealed little change in
cryvstallographic texture. It was also found that the saturation magnetic field de-
creases as ion dose increases. while the remanence ratio (M, /M) increases (where
M, and M, are the remanence and the saturation magnetization, respectively). This
indicates that the AF coupling strength between the magnetic layers and the AF-
coupled fraction are systematically reduced by irradiation. The GMR was found to

fall rapidly with ion dose in contrast to the results found for Fe/Cr MLs [36].

The increase in GMR with irradiation dose in Fe/Cr MLs was explained in terms

1Groupe de recherche en physique et technologie des couches minces, Université de Montréal.
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of the enhanced spin-dependent electron scattering at the interfaces. In contrast,
the decrease in MR by irradiation of our Co/Cu MLs can be understood to a large
extent by a reduced fraction of AF-coupled domains rather than by enhanced interface

scattering.

In a later study [41]. multilayers with the configuration [Co(17A)/Cu(tA)]s, with
1=22 and 34 A were deposited by sputtering techniques. With these Cu thicknesses,
the multilayvers are situated at the 2"¢ and 372 peaks of the GMR oscillation. These
multilayers were irradiated by 1 Me\" Si* ions to doses ranging from 10' to 5 x
10 ions/cm?®. Some of the irradiated samples were subsequently annealed in vacuum

to temperatures up to 325°C.

Low-angle XRR measurement of the as-deposited multilaver (t(Cu)=34A) reveals
clear first- and second-order superlattice peaks. which confirms that the Co/Cu in-
terfaces are well-defined. After irradiation at 2 x 10'* cm™2. the intensities of the
two superlattice peaks are reduced. indicating increased interface roughness. A fit
to the as-deposited multilayer reflectivity data gave an interface roughness value of
n

5.7+0.5 A. whereas after irradiation at 2 x 10" cm~2, an intermixing region between

the Co and Cu layers with a width of =11\ was deduced from the fit.

After annealing at moderate temperatures. the superlattice peaks in the low-angle
XRR curves fully recovered their original intensities and linewidths. This shows
that annealing causes a back-diffusion from the metastably mixed regions and causes
the reformation of relatively abrupt interfaces. The fit to this spectrum shows no
interdiffusion between the Co and Cu layers. This reversible behaviour is attributed

to the equilibrium immiscibility of Cu and Co.

Examining the resistivity and the MR behaviour it was found that the satura-
tion resistivity (p;) of the multilayer increases progressively with ion doses above
10'3 jons/cm? [40]. as previously mentioned. Since in these multilayers the electron
mean free path is comparable to the layer thickness, this increase in p, can be directly

connected with enhanced electron scattering as a result of ion-beam mixing across

interfaces.
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Upon subsequent annealing it was found that the resistivities of the irradiated
multilayers decrease dramaticallyv. and get verv close to that of the non-irradiated

sample which suggests that significant demixing at the interfaces occurs on heating.

The GMR was found to decrease monotonically with ion dose for these Co/Cu
multilayers [40] but increases sharply upon annealing at different temperatures up
to 300°C. This increase is mostly due to the interfacial demixing process and is ac-
companied by an improvement in the AF coupling between the Co layers. When
annealing temperatures are increased above 300°C. the MR starts to decrease for all

the multilayvers as the multilaver structure begins to break down.

Therefore. ion irradiation of Co/Cu multilayvers was found to cause a monotonic
decrease in the GMR while subsequent annealing increases it. Hence, the AF in-
terlaver coupling and the GMR can be reversibly altered ez situ over a wide range
in a single Co/Cu multilayer with little effect on the crystallographic texture of the
sample.

From our Ni/Fe [28] and Co/Cu [40. 41] studies. we have tested in situ and ex
situ techniques able to modify the interfacial structure and hence to affect the GMR
and the magnetotransport properties of these multilayers. The ion beam irradiation.
as an ex situ technique. proved to be well suited for systematically modifving the
structure of a single sample by successive irradiation to different doses. These results
have motivated us to further study in more details the effect of IBI on the interfacial

structure of Ni/Fe and Co/Cu samples.

A variety of techniques for structural analysis is now available which permits the
determination of atomic scale structure using diffraction techniques and macroscopic

morphology using electron microscopy techniques.

Different electron microscopy techniques include conventional electron microscopy,
Lorentz electron microscopy, scanning electron microscopy with polarization analysis
(SEMPA). scanning tunneling microscopy (STM). atomic force microscopy (AFM)

and magnetic force microscopy (MFM).

Conventional diffraction techniques have been used extensively to determine the
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structure of bulk materials. These techniques, including neutron, electron and x-ray

diffraction. are well established and can be used reliably.

Neutron scattering can give, in principle. the same structural information as x-
ravs. but it offers lower intensity and resolution and is limited to major facilities.
However. it can be used to determine the magnetic structure because of a neutron’s
magnetic cross section.

X-ray analysis is the best established and probably the most powerful probe of
overall structural characterization. Well-established techniques exist to deal with
structures of great complexity. with defects and with structural rearrangements. Fur-
thermore. syvnchrotron x-rav sources provide enormous intensity. thereby opening new
avenues to the x-ray study of chemical. and even magnetic. structure [11}.

X-rayv diffraction (XRD) also offers high spatial sensitivity, high penetration for
studyving buried interfaces and a nondestructive capability for studving real-time pro-
cesses. [t is therefore well suited for studving the structure of multilavers.

Several diffraction geometries exist in order to probe different properties of the
samples. Low-angle x-ray diffraction profile gives the Fourier transform of the electron
density profile. By fitting the low-angle reflectivity data it is possible to obtain the
electron density profile of the sample perpendicular to the interfaces, the thickness
and the root-mean-square (rms) roughness of the different layers. High-angle x-ray
diffraction. on the other hand. gives information about the crystallographic structure
of the bulk materials. whereas x-ray diffuse scattering measurements are essential in

order to probe the in-plane structure and the roughness structure at the interfaces.

These x-ray scattering techniques have been used extensively in a very large num-
ber of studies. Examples include the use of XRD to study multilayers [10. 42, 43], thin
films [44]. surfaces {45]. liquid surfaces [46] and liquid crystals [47]. In situ high-angle
XRD during annealing was also used to study Nig Fe,9/Ag multilavers [18].

Kortright et al. [49] summarize the use of soft x-ray synchrotron radiation facilities
in research in magnetism and magnetic materials. including the use of time-resolved

measurements and examples of present and future opportunities in this field.



In particular. x-ray diffuse scattering (XDS) has received much attention in recent
vears since the derivation of the scattering cross section from a single surface [50. 51].
and later a description of the diffuse scattering from multilayer interfaces [32, 33. 54].
[t has been used to study the structure of roughness at surfaces and interfaces. and
to investigate the interfacial roughness correlations in multilayers. Examples include
the study of roughness structure and self- and cross-correlations in thin films [35].
bilayers [56]. metallic multilayers [57. 38, 59, 60. 61], amorphous multilayers [62],
multilayers with stepped interfaces [63. 64]. multilaver waveguides [65], grating sur-
faces [66] and organic multilayers [67. 68]. It has also been used to follow the evolution

of the interfacial roughness of Fe/Au multilayvers as a function of time [69].

In order to obtain structure information. modeling of the multilayer structure is
required in order to compare the calculated intensity of the modeled multilayver with
the measured intensity. Since many types of disorder can be present in a multilayer.
including laver thickness fluctuations. interface disorder. crystalline disorder and in-
terdiffusion. a large number of model parameters has to be included. Several scat-
tering models have included discrete layer-thickness fluctuations and continuous fluc-
tuations cn the interface distance in their calculations (see for example [70, 71. 72]).
Furthermore. the values of the parameters obtained from this kind of fits represent

the averaged value over all the layers in the multilayer stack.

Since we are mainly interested in the interfacial changes which occur upon IBI.
these effects could be better studied using bilayer samples. In this way the number
of interfaces will be limited leading to a small number of fit parameters and therefore

a more detailed study of the interface structure could be performed.

In the present thesis we will study the effect of IBI on the structure of Ni/Fe and
Co/Cu bilayers. Recent studies on Ni-Fe samples include the study of the magnetic
anisotropy of thin Fe films grown on Ni films of 140A thickness on Si substrates [73].
The magnetic anisotropy was measured using SQUID magnetometry. The change in
the magnetic anisotropy with the Fe laver thickness was correlated to a structural

phase transition of Fe from fcc to bee with increasing Fe thickness. In a more recent



10 1 INTRODUCTION

study [74]. Parkin et al. have investigated the structure and magnetic properties of
Fe/Ni and Fe/Nig Fe;g MLs using XRD and SQUID magnetometry. They found that
the Fe layers undergo a transition from a distorted fcc{(001) phase to a nearly relaxed
fcc(001) phase to a bce(011) phase with increasing Fe laver thickness. The phase

change is accompanied by changes in the magnetic properties.

This change in Fe thin film phase was also found by Heinz et al. [73]. They have
investigated the crvstallography of ultrathin Fe, Ni and Co filmus grown epitaxially
on Cu for various film thicknesses using quantitative low-energy electron diffraction
(LEED). For thicknesses of Fe up to 4 monolayers. the film has an fcc structure on
average. This is consistent with the ferromagnetism in the filin. For thicker films (5-
10 monolayers) an isotropic fcc structure is formed. The subsurface region becomes
non-magnetic or antiferromagnetic. At higher thicknesses a transition to bcc-iron
occurs. It was found that both structural and magnetic properties of Fe/Cu(111)

depend considerably on the details of the film growth.

Co. however. has the freedom to stack either in an fcc sequence or in its native
hep sequence. It turned out that the growth of Co on Cu(111) depends sensitively
on whether or not the cobalt is capped by copper layer. For the first 2 monolayers
of cobalt. the Co film largely copies the fcc stacking of the Cu substrate. Above this
thickness. the Co is increasingly dominated by hcp stacking. Around and above 5
monolayers of Co. the hep structure dominates. But if the Co layver is capped by
a Cu layer (as in Cu/Co/Cu sandwiches or Co/Cu MLs). the Co domains show fcc
stacking. The Co/Cu(111) MLs with Co layers stacked in an fcc sequence exhibit
strong magnetic anisotropy with oscillatory magnetic coupling across the Cu layers

and an associated GMR ([73] and references therein).

The magnetic anisotropy and the orbital magnetic moment of Fe. Ni and Co thin
films were also calculated theoretically [76]. Fe/Ni MLs were also investigated using

XRR and magnetization measurements [77] and using magnetic force microscopy [78|.

DC magnetron-sputtered Nig;Fe;9/Cu MLs were found to have high field sensitiv-

ity and thermally stable GMR properties [79]. These properties are very promising
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for magnetic head application. XRD and transmission electron microscopy (TEM)
were used to characterize the structure of these MLs. XRD was also used to study
the thermal expansion behaviour of Fe;_,Ni;/Cu MLs in the temperature range of
10-300 K [80]. Low thermal expansion coefficient was found at the Invar composi-
tion (x=0.33). whereas larger coefficients were found for either lower or higher Ni

concentrations.

Nitrogen diffusion into Ni/Fe bilayers was investigated [81]. Nitrogen was im-
planted into the top Ni layer. It was found that subsequently part of the N diffused
into the Fe laver. Depth profiles of N in the bilavers were recorded as a function of
implantation dose and temperature using nuclear reaction analysis technique. Us-
ing XRD and cross-sectional transmission electron microscopy (XTEM) techniques it
was found that nitrides are formed in iron below the Ni/Fe interface in the absence

of radiation damage {82].

The mixing parameters in Ni and Fe crystals covered with a thin Zr laver were
determined using in situ Rutherford backscattering spectroscopy (RBS) during irra-
aiation with ions of various masses (from N to Xe) [83]. The distribution function of

mixed atoms and the mixing rate were studied as a function of ion fluence.

Finally. the effect of IBI of Cr/Fe/Ni MLs with 100 ke\" Xe ions was studied [84].
XRD and Mossbauer spectroscopy were used for structural characterization. It was
found that both irradiation with Xe to a dose of 2 x 10'® ions/cm? and pulsed laser
irradiation produce a complete mixing of the lavers and form a disordered solid state
solution. Later. Cr/Fe/Ni MLs were irradiated successively by 80 Me\" Si ions and
150 and 200 Me\' Ag ions [85]. Significant modifications at the interfaces took
place. XRR measurements showed increased interfacial roughness after irradiation
and Mossbauer measurements provided evidence of intermixing after irradiation by
200 MeV" Ag ions. Heavy ion irradiated ML was compared with annealed and low-
energy ion irradiated samples. Phases formed at the interfaces of iron are similar in

all three cases.

Co/Cu MLs were also largely studied recently. Different sample preparation tech-
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niques were used to deposit the samples, such as magnetron sputtering [86, 87. 88,
89]. unbalanced magnetron sputtering with and without an applied d.c. substrate
bias [90]. electrodeposition [91. 92. 93. 94. 93]. pulsed laser deposition [96] and molec-

ular beam epitaxy [97. 98].

The effect of annealing on the magnetism and magnetic structure of Co/Cu MLs
was studied (see for example [86. 87. 88]). The magnetization and MR ratio of these
MLs were investigated {95. 92]. It was found that the GMR of Co/Cu MLs depends
on the volume fraction of ferromagnetic regions [40. 86. 87]. The value of the GMR
was found to be altered irreversibly when an applied magnetic field is increased to

the saturation and back to zero at room temperature [99].

The effect of hvdrogen implantation on the structural. magnetic and electrical
properties of Co/Cu MLs was investigated [100]. A particularly attractive combi-
nation of high sensitivity and low hysteresis was obtained at the second AF peak
by alternating very thin Co layers ~3A with 15A thick Cu layers [101]. Theoretical

calculations of the conductivity and GMR in Co/Cu MLs were also given [102].

In particular. we are more interested in studies concerning the structure of Co/Cu
MLs and its effect on the magnetic properties. Several methods were used to inves-
tigate the structure. such as in situ helium atom scattering to measure the interlayer
spacing during growth [103]. field-ion microscopy and three-dimensional atom-probe
analysis {104]. transmission electron microscopy (TEM) and energy dispersive x-ray
spectroscopy [96]. x-ray absorption spectroscopy [103], polarization-dependent x-ray
absorption fine structure (NAFS) [106]. in situ scanning tunneling microscopy [107].
XRR and high-angle x-ray diffraction [89] and specular and diffuse x-ray diffrac-

tion {97. 98. 108. 109].

As previously observed [75]. Co has the freedom to stack either in an fcc or an hep
sequence. It was found to stack in an fcc sequence with hcp parts in it in the MLs
prepared by pulsed laser deposition [96]. whereas the hep structure was observed in
magnetron sputtered MLs [89] together with a mixed amorphous CoCu layer at the

interface due to the diffusion between Co and Cu. This might be the cause of the
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relatively small MR value found for these MLs while electrodeposited Co/Cu MLs on
indium-tin oxide glass substrate exhibit a large MR ratio [95]. The growth mode of
Co on Cu was found to be quite different from that of Cu on Co [107]. The Co tends
to nucleate in small islands (<50A) [107, 105, 75].

The interfaces in a set of Co/Cu MLs were studied by low-angle anomalous x-
ray diffraction [109]. The MLs were deposited by magnetron sputtering on axidized
Si substrate. The Co/Cu thickness ratio was equal to unity and the total sam-
ple thickness was around 700A. An accurate and unambiguous determination of the
mesoscopic structure of these MLs has been achieved using XRR measurements and
diffuse scattering scans. By fitting both specular and off-specular scans, a unique set
of fit parameters was obtained. The thickness, rms roughness of each layer together
with the horizontal and vertical correlation lengths and the Hurst parameter of the

surface were obtained.

The main objective of the present thesis is to investigate the effect of IBI on the
structure of Co/Cu and Ni/Fe bilayers. These combinations of materials were chosen
because of interesting GMR or magnetotransport properties [28, 40, 41]. Furthermore,
as previously mentioned, we choose to limit ourselves to the study of bilayers in order
to reduce the number of fit parameters, hence simplify the interpretation and obtain a
more detailed analysis of the interface structure. The detailed change in the roughness
structure of the interfaces in Ni/Fe bilayers as a result of IBI to various ion doses will
be determined using x-ray specular and off-specular scans. High-angle XRD scans
will also be performed in order to determine the crystallographic structure of the
bilayers. Our results will be compared to TEM and XTEM images obtained for some
of the bilayers at different ion doses. Single layers of Ni, Fe, Co and Cu will also be
studied in order to determine the effect of irradiation on their bulk electron densities.

The structure of the thesis will be as follows. Chapter 2 includes the theoretical
calculations of the x-ray reflectivity. We also present the different methods used to
calculate the x-ray diffuse scattering cross-section and explain briefly the ion-solid

interaction mechanism.
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Chapter 3 presents the experimental techniques used to prepare, irradiate and
measure our samples. It also includes a description of the different types of interfaces
and the simulation method used in order to calculate the reflectivity from these
interfaces. Examples of a typical reflectivity curve and a diffuse scan curve are also
included.

Chapter 4 presents the results of a survey performed on the single layers and the
bilayers. The fits to the reflectivity data from these samples are shown together
with the parameters obtained and the electron density profiles calculated from the fit
parameters.

A more detailed study of the Fe/Ni bilayers is presented in chapter 5. Other x-
ray scattering techniques are also used to characterize these bilayers, namely, x-ray
diffuse scattering and high-angle x-ray diffraction. Some TEM and XTEM images are
also presented for comparison with the x-ray results. Finally, a conclusion is given in
chapter 6.
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THEORETICAL BACKGROUND

As mentioned in the introduction. we will irradiate bilavers of Ni/Fe and Co/Cu by
1 MeV Si™ ions and characterize their structure at each stage of irradiation using
x-ray reflectivity (XRR) and x-ray diffuse scattering (XDS) measurements. [n order
to extract information about the structure. we will model our samples and calculate
the theoretical XRR and XDS intensity for these models. The theoretical calculations
will then be fit 1o the experimental data using least-squares fitting program.

Several methods have been developed for the calculation of XRR and XDS inten-
sities. In this chapter we will briefly introduce these theories. which gives a lengthy
set of equations that can be skipped rather quickly to the method which we use to
calculate the reflectivity in sec. 2.1.3 and the diffuse scattering intensity calculations
in sec. 2.2.2.

We assume that the structure of our interfaces obeys the scaling hypothesis. and
hence the interfaces are treated as self-affine surfaces. The height-height correlation
function used in our calculations is also introduced.

Finally, we present a summary of the different models treating the ion beam effects.

namely. the ballistic model and the thermodynamic model.

2.1 X-ray specular scattering

X-ray scattering measurements consist of monitoring the intensity of a reflected x-
ray beam from a sample surface relative to the intensity of the incident beam as a
function of the wave vector transfer, q. defined as q = k3 — k3. where k; and k3 are

the incident and reflected wave vectors, respectively. The direction of q with respect

15
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to the sample surface determines the direction in which the structure is probed [110].

In conventional optics. the incidence and reflection angles (+; and ~,) are defined as
the angles which the direction of the incident or the reflected wave vector, respectively,
makes with the normal to the surface. In x-ray scattering formalism, however, the
incident and reflected angles (8, and 6,) are defined between the beam direction and
the surface of the material. i.e.. §, = 7/2 — v, and 0, = 7/2 ~ ~,.

For specular reflectivity. the angles 6, and 6, are equal. so that q is oriented normal
to the sample surface and is given by the relation q=47 sinf/A (where 8§ = 6; = 6,
and X is the wavelength of the incident x-ray radiation). In the region of small q,
large length scales are probed. hence the material can be considered homogeneous
and atomic structure may be ignored. Reflectivity can be treated either in an optical
formalism using Fresnel's law and considering the material as continuous media with
dielectric boundaries or in the diffraction formalism considering the material as a

collection of scatterers.

2.1.1 X-rav reflection from ideal interfaces

Consider first the reflection of x-rays from a perfectly smooth interface separating
two homogeneous media having refractive indices n; and n,. Let 8; denote the angle
of incidence in medium 1 and 6, the angle of refraction (or transmission) in medium
2. both measured between the direction of the beam and the plane of the interface.

Snell’s law states that:
cos 6; n,

= . 2.1
cos b6, ni (2.1)

If the second medium is optically more dense (n» >n;}, the refracted angle is
real for all incident angles. If. however. n, <n,, #, will only be real for values of 6;
satisfving the condition cos §; < na/n,. The angle 6. is called the critical angle and
is given by:

cos §. = —=. ns < np. (2.2)
ni

For values of §; < #6.. total external reflection of the incident wave in medium 1

occurs.
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By applying boundary conditions to the electric and magnetic fields at the inter-
face. the following Fresnel equations for the reflection and transmission coefficients

are obtained:
n,sinf; - n.sind,

nisinf; + nqsinf,’

2n,sinb;

nysinf; + nysind,’
nysinf; — nsiné,
nasin®; + nysin,’

2n, siné; .
ty = : —, (2.6)
nssinf; + nysiné,

where s and p denote the two different polarization components [111].
The refractive index of materials in the x-ray wavelength range is given by:

AN,
py.

-t

n=1-r,

F, (2.

[}
-~1
~—

where r, = e?/mc® is the classical electron radius, \ is the x-ray wavelength, N, is

the number density of atoms and F is the structure factor given by:
F=fo+QAf)+iAf). (2.8)

where f,=Z is the atomic scattering factor at zero-momentum transfer and A f' and
Af" are the real and imaginary parts of the dispersion corrections to f,. respectively.
and are tabulated for most materials as a function of x-ray wavelength [112]. Using

equation 2.8. the refractive index could be written as:

n=1+-4 — i3 (2.9)

where d and 3 are given by:
5= 220, (2.10)
3= Ao, (211)

J is also related to the linear absorption coefficient of the material, y, by the relation:

3 = — (2.12)
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From equation 2.9 we can see that n<1 for x-rays, therefore total external reflection
will take place whenever x-rayvs are incident from vacuum (or air) onto the surface of
a material with an angle 8; < 6.. Since 8. is small, by expanding the cosine function

in equation 2.2 to second order in f# we obtain the relation:
8. = (28)Y2 (2.13)

Tvpical values of 6, are in the range of 0.1° to 0.6° for most materials and depend
on the electron density. For small values of 6;, the Fresnel reflectivity is shown in

figure 2.1 as a function of wave vector transfer. ¢q. and is given approximately by the

Ry = (f—g) (;’—q) . (2.14)

i.e. the reflectivity falls very fast with increasing 8 or the scattering wave vector q.

relation:

2.1.2 X-ray reflection from a stratified medium

A stratified medium is a medium whose properties are constant throughout each plane
perpendicular to a fixed direction. e.g. a multilayer consisting of a succession of thin
plane parallel fils.

Consider a plane. time-harmonic electromagnetic wave propagating through a
stratified medium. Taking the plane of incidence to be the vz-plane, and z the direc-

tion of stratification. by solving Maxwell’s equations for a TE wave we obtain [111}:

E.(z) = U(z)e'lkeay=vt] (2.15)
H,(z) = V(z)e'tkeoy=st) (2.16)
where k, = 27/\ is the magnitude of the wave vector of the incident radiation,

a = ncos where n is the refractive index of the medium and 8 is the angle between
the incident wave vector and the surface of the film. It turns out that the x and vy
components of the electric (or magnetic) vectors in the plane z=0 are related to the

corresponding components in an arbitrary plane z=constant through a 2 x 2 matrix,
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Figure 2.1: Fresnel reflectivity falls very fast with increasing wave
vector transfer q, as given by equaiion 2.14.
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. /. called the characteristic matrix of the medium.
L, U(z

=M (=) . (2.17)
198 17(2)

For a homogeneous dielectric film, the characteristic matrix M is given by [111]:

cos(konzsing)  —isin(k,nzsind)
M(z) = ? P . (2.18)
—ipsin{ko,nzsind)  cos(konzsin®)
where p = nsinf. For a stratified medium consisting of a pile of thin homogeneous
films extending from 0 € = < 2. 2 € 2 < 2o, ... 2y-1 € = < zy with characteristic
matrices M,. M,. .... M. the characteristic matrix of the whole structure, M. is

given by the product of the matrices of the individual layers:
.‘[(3_\') = .‘[1(31).‘[2(12 - 31)....‘[_\'(1_\ - Z’\‘_l)‘ (219)

The reflection and transmission coeflicients are given byv:

(myy + myap)pr — (may + maapr)
(myy + mpp)py + (maey + mapr)

2p,
(my + myap)p1 + (may + maapy)

where m,, are the elements of the characteristic matrix of the medium. p, and p,
are the p parameter for the first and last layvers. respectively. The reflectivity and

transmissivity are then given by:

Another approach to solve the problem of x-ray reflection from a stratified medium
consists in decomposing the field into two plane waves that must satisfy Snell-Descartes

law [113] given by:

@ + ¢ = nki (2.24)
li L o



2.1 X-ray specular scattering 21

where g and g are the tangential and perpendicular components of the wave vector
q. respectively. One of the plane waves. T. propagates in the transmission direction

while the other. R. propagates in the reflection direction:

T = A7 9+, (2.25)
R = A~ e™i:=, (2.26)

This method leads to the Fresnel matrix. F. which gives the transformation of the

(T. R) fields at the crossing between two media. instead of the (U, 17) representation:

T T -
= F . (2.27)
R R
1
where F is given by:
1 1+%8 1-4%
F = - s & (2.28)
2 1 - & 1 + &
§2 §2
where:
& = n® - cos’d. for TE waves. (2.29)
y 2 — cos*#
@ = = ot for TM waves. (2.30)

nt

This leads to the following expressions for the reflection and transmission coefficients:

£~ &
ro= . 2.31
e e (2:31)
26,
p= 22 2.32
§i+ & ( )

2.1.3 X-ray reflection from rough surfaces

Vidal & Vincent [114] have included the effect of surface and interface roughness
on the matrix coefficients and in the calculation of the reflection and transmission
coefficients. The matrix relating the components of the electric field below and above

an interface separating media 1 and 2 is given by:

P = puezp(—(3 %:] pr2exp[—( ‘31'*‘,32)2%:] (2.33)
p21ezxp[—(31 + Ja) %] [ (81 — )2%]
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where.
3. o _
pu = (1+ I)EIP[“l(Jl — Ja)yl. (2.34)
piz = (1= T exp[+i(31 + )y, (2.35)
3 | |
pn = (1- E)BIP[—E(JI + 32)y). (2.36)
A ) _ -
pr = (1+ 3 )exp[+i(J = 3)yl. (2.37)
and.
3 = (2.38)

y is the direction normal to the interface and ¢ is the rms roughness of the interface.
The reflectivity and transmissivity will then be given in terms of the elements P;; of

matrix P by the relations:

R = |=]". 2.39
B. (239)
Jl 2 9
= 2= 2,
T JQ!PH (2.40)

We follow this method of calculation in our program in order to calculate the

reflectivity of our samples and fit its value to the experimental data.

2.2 X-ray diffuse scattering

In specular scattering. the wave vector q has no component parallel to the surface
and hence no information is obtained about the in-plane structure of interfaces. Only
information about the variation in the electron density perpendicular to the interfaces
is obtained. In order to obtain lateral information about the roughness structure at
interfaces. off-specular or diffuse x-ray scattering, in which §; # 8,. has to be measured
and the appropriate parameters should be obtained by fitting the experimental data
to the theoretical calculations.

In this section we will briefly present the results of several methods which have

been used to derive the x-ray diffuse scattering cross section from rough interfaces.
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2.2.1 Diffuse scattering from a single rough surface

a) Using the Born approximation

Sinha et al. [51] have calculated the specular and diffuse x-ray scattering cross
sections from rough surfaces using the Born approximation (BA). They obtained the

following results:

w

4
Sspec(q) = q

where the delta functions represent the condition for specular reflection and.

e™%7"5(qz)d(qy). (2.41)

s

1 242 . 2 Rt . ., .
Sarr(@ = =™ [ [ ANdy OO —qjem@¥ar)  (2.42)
So

q:
where C(X.Y') is the height-height correlation function of the interface, which will
be further discussed in sec. 2.3. 5(q) is defined as the cross section per unit area
surface/(.N?r2). N is the number density of the scattering particles and r. = e?/mc*
for x-ray scattering.

The specular part is equal to the scattering cross section from a smooth surface
multiplied by a pseudo-Debye-Waller factor, exp(—g?c?). to account for the effect
of roughness. The diffuse component depends on the in-plane roughness structure
through the height-height correlation function.

The Born approximation uses the kinematical approach where the x-ray reflection
is described by scattering processes from separate electrons and the multiple scattering
is neglected. It is therefore a valid approximation at incident and reflected angles
larger than the critical angle of total external reflection, 6.. Near 6., dvnamical
methods have to be used in order to account for multiple x-ray scattering and to
include the effect of total external reflection. This can be done by using the distorted-

wave Born approximation (DWBA).
b) Using the distorted-wave Born approximation

In the DWBA. the roughness is considered as a perturbation on the exact solution

of the wave equation for an ideal smooth interface. The specular scattering cross
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section is given by [31]:

[jg(kl ka2 )} = L:Lyd(qr)d(qy)kzsin%,|R(k1){2, (2.43)

spec

where k; and —k, are the normal and time-reversed incident wave vectors. respec-

tivelv. L,L, is the area of the surface and IR(kl)l is given by:
IR(k1)? = |R(ky)Pem9:%" q: 2 qe (2.44)

where ¢. and ¢! are the z-components of the wave vector transfer in vacuum and in the
medium. respectively. and R(k;) is the reflectivity from a smooth surface. Therefore.
the effect of roughness is again to multiply the reflectivity by a Debyve-Waller-tyvpe

factor. The diffuse scattering cross section is given by:

do A;’ 1- n'.’) ? 2 2 -
[dnJ - L., (16-2 T () PIT (k2) S () (2.15)
*lduff T
where:
. - t [- )
S(q.) = = [(q-)lq:., N7/ }/ | dXdY(e EECLLY) _ p)emtasNra),

(2.46)
where T(k;) and T (ka) are the transmission coefficients calculated for the incident
and exit angles. respectively.

The factor |T(k;)|*|T(k2)|? in equation 2.45 is not obtained using the Born ap-
proximation. For large q.. |T|*> ~ | and ¢! ~ ¢. and eq. 2.45 reduces to the BA. The
diffuse scattering cross section for a 10 mm-thick Pyrex glass [31] calculated using
eq. 2.45 is shown in fig. 2.2. As seen from the figure. when the incident or exit angle
is equal to 6, (8,=0.2° or 0.8°). |T(k;)|?® or |T(kz)|® has a maximum and peaks ap-
pear in the diffuse scattering. These maxima are called Yoneda wings or anomalous
reflections and their origin lies in the fact that the electric field at the surface reaches

a maximum of twice the incident field resulting in greater diffuse scattering. The

central peak appears because the surface is very jagged. as explained in sec. 2.3.

2.2.2 Diffuse scattering from rough multilayers

a) Using the distorted-wave Born approximation
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Figure 2.2: Calculation of diffuse scattering cross section in the
distorted-wave Born approximation using eq. 2.43 for a 10 mm-
thick Pyrex glass at constant 26 = 1.0° [51]. The central peak
appears because the surface is very jagged, as explained in sec. 2.3.
The Yoneda wings are clearly visible at §;=0.2° and 0.8°, respec-
tively.
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The work of Holy et al. [53] in the area of x-ray diffuse scattering should be
mentioned. Thev have extended the derivation of Sinha et al. using the DWBA to
the case of diffuse scattering from rough multilavers. The following expression was

obtained for the diffuse scattering cross section:

dQ 1672

=1

do kX , . el SN
H = 253 Ind -l ST T + IR R
dif f
+ ST RITP + 1T R
+ QRC[Sé'-)Ti)-—IT-{-rl(R_{-é—lTEJ’-l)s + (ngR{+lRé*l)-Ti]+lRé+1
+ SélT{*ng‘l(T{flR%+l)t + (SélR{-i—lR%-ﬁ-l)-R_{é-lIg-#-l
, 7 )+ 1+l J+1l pj+lys ¥ j+1 pJ+l I+l py)+1\e
+ ST T RITIRYTY + SYTETRITHTTIRYTY) ).
(2.47)
where j denotes the laver number with j = 1 being the vacuum and j = V + 1 is
the subsrrate. n, is the refractive index of the jt* laver. R, and T, are the complex

amplitudes of the reflected and transmitted beams. respectively. for the state 1 and

the time-inverted state 2. and S}, is the structure factor defined by

St = —mrmmmenp [o3 (@R + @)/
Xerp [—i( sl _ qul;l‘):J] //Sd.\'d}'erp [—1(gzX +q,}")]
x {exp [ (@171 C(X V)] - 1} (2.48)

where m.n =0.....3. o, is the rms roughness of the j** layer. C(.X.Y) is the height-

height correlation function and gi;! are the momentum transfer in layer j + 1 defined

as!

ol =k K -1 _ kr_i2+1 _id i1 ka-‘-l _ k";+l,qf-,+l _ k'j;I _ k,_il-:—l’
(2.49)
where k; and k', are the incident and reflected wave vectors for state 1. respectively,
and k2 and k', are the corresponding wave vectors for the time-inverted state 2.
We can see the dependence of the diffuse scattering cross section on the differ-

ent transmission coefficients and on the correlation function. Holy et al. have further
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extended their derivation to include both horizontal and vertical correlations of rough-

ness profiles [54].
b) Using the reciprocity theorem

In our fitting program. we follow the method of Daillant et al. [32] in order to
calculate the x-ray diffuse scattering cross section using the reciprocity theorem. The
use of the reciprocity theorem of electrodynamics [113] is analogous to the use of
Green functions. but it explicitly shows the symmetry in the source and detector
positions in scattering problems. It has been used to solve different problems in
electric circuits [116] and its relevance to the problem of scattering by rough surfaces
has been widely developed by Croce [117].

Consider a multilaver consisting of (.V ~ 1) layers denoted as 1.2......V — 1. between
the vacuum denoted as 0 and the substrate denoted as V. as shown in fig. 2.3. The

expression for the diffuse scattering cross section from this multilayer is given by [52]:

do Al 2 2
[(1—0] ZZZ ny_)(ng = ny)
tlaiff = k=1
d Tse  Fds -8, - go (e
x [( ug " + u; " u; duk uk“ )S=(qj. Gk 5. <)

+3 +d T +ds -3, ~d, = Fde
+(u; Ul g g '*'“;3 S uE Ui ) 52 (50 Ghe 350 2k)

+5 —d Tse ...dt +d. +se +ds ’ -~ -~
+(u uy g + ultu u uie ) S () e 350 3k)
; (u-:> ll du-s- - 4+ +d, 5. Id-)s ( UV .,) (.-, -O)
-+ j k uk u u U™ U = qj,qk, NI &.0
. L . (sd —(sd .
where n; is the refractive index of layer j. u] 4 and u; (¢4 are the amplitudes of

the electric field in layer j in the downward (+) and upward (-) directions, respec-
tively. s denoting the incident wave (source) and d the reflected wave (detector), and
S=(g;. k- =,, =) is the structure factor given by:

kY erp(—3q7.<zi> - Lqpi<zg>)
1672 ;-4
x / / AXdY (€T 9hCrn(XY) _ 1) eil@eN+aV) (9 51)

S=(gj-qk. 3. %) = A

where A = L, L,/sinf, is the illuminated area, 6, being the angle of incidence,
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Figure 2.3: Schematic representation of a mulitilayver with N-1 layers
denoted as 1.2.....N-1 between the vacuum. denoted as 0, and the
substrate. denoted as N. The angle of incidence on the multilayver
surface is 8, and the angle of refraction in layer j is denoted by 8;.
d, is the thickness of layer j and z, is the height of the interface
between layers j — 1 and j.

<:?> = 0} is the mean-square roughness of laver j. C;x(.\X,Y") = <z;(.X,Y)2(0,0)>
is the height-height correlation function. q; = kj + k;’ and q'; = k§ — k;'.

The expression given by eq. 2.50 for the x-rays diffuse scattering cross section from
rough multilayvers obtained using the reciprocity theorem proved to be equivalent to
the results obtained using the DWBA. We can see the symmetry in the source and
detector positions in eq. 2.30. In order to evaluate this differential cross section we
need to calculate the electric field in each layer and to evaluate the structure factor.

In our program, the electric field within each layer is calculated recursively using

the matrix method explained in section 2.1.2 [111]. The electric and magnetic fields
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within the j®* layver (in the s polarization, but the polarization doesn’t matter for

x-rays at grazing incidence) may be written as:

EJ:(-’-’) = [J:’J(:)ei(kon,coso,,_u-:). (

o
[$]]
(3]
N

Hy(z) = Vj(z)eikacosty=st), (2.53)

o
ot

The amplitudes of the electric and magnetic fields are decomposed into a downward
and an upward propagating plane waves, i.e.:

U)(2) = uje:® 4 ujetrs, (2.54)

k). 2 —ik; - (‘ )

Vi(z) = pyuje™® —piuie
where p, = n;sin@, and k;. = kop;.

Then. following the procedure of Bloch et al. [118], by starting at the substrate and
assuming that its thickness is semi-infinite such that no wave is reflected back from it,
we can apply the conditions ¢ =t and ¢y = 0 where ¢ is the transmission coefficient
of the multilaver. and obtain the values of the electric field amplitude within each
laver recursively.

Now we have to evaluate the structure factor S=(g;. gk. z,, 2x) given by eq. 2.51
in order to calculate the differential cross section. This structure factor depends
on the specific form of the height-height correlation function of the interfaces. The

next section will be devoted to a discussion of self-affine surfaces and to obtain an

expression for the height-height correlation function, C;(.\X', 7).

2.3 Height-height correlation function

In order to characterize the roughness structure of interfaces, let us consider a growing
surface where some roughening occurs during preparation. The rough surface can be
described by a single-valued. continuous height function, H(r,t), above a reference
surface as shown in fig. 2.4. The growth of the rough surface could be represented

by several models. A widelyv-used model to represent the growth of a surface is the
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Figure 2.4: Schematic representation of a rough surface. The sur-
face height is described by a single-valued. continuous function.
H(r.t). above a reference surface.

Kardar. Parisi and Zhang (KPZ) model. in which the evolution of H(r.t) follows the
following Langevin equation [119]:

% = vV2H(r.t) + \[VH(r,t)]> + . (2.56)
where v is an effective surface stiffness. \ is the non-linear coefficient and n is random
white noise.

At time t = 0 the substrate is assumed to be perfectly flat then fluctuations will
build up of both lateral (¢;(t)) and normal ({.(t)) extensions during growth. The
scaling hypothesis states that for lateral and normal length scales smaller than ¢; and
_. respectively. the statistical properties of the growing surface are not expected to
change after scaling the system. The lateral and normal dimensions are not equivalent
and cannot be scaled by the same factor. Hence. the surface cannot be considered
as self-similar. but should be treated as self-affine taking into account the difference
between the parallel and normal dimensions [120].

If the lateral position vector r is scaled by a factor b. H(r.t) by b and ¢t by
b* then the rescaled surface H(r.t) should possess the same statistical properties as

H(r.t). where H is given by:

H(r.t) = b™"H(br.bt). :>0.0<h< 1. (2.57)

By assuming that {H(r.t) — H(r'. t)] is 2 Gaussian random variable whose distribution
depends on the absolute difference r = {r — r’|, we may define the height difference

correlation function of the interface. g(r.t). by the following expression:

g(r.t) = <[H(r.t)— H(r'.t)]*>. (2.38)
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. where the average is taken over all pairs of points on the surface which are separated

by the distance r. Using eq. 2.57 and setting b = 1/r, the height difference correlation

function of the interface. g(r.,t). will be given by:

g(r.t) = b= g(br, b°t)

= rth(t/r:). (2.

[§V)
(S]]
=]
N’

The asyvmptotic behaviour of g(r.t) is given by:

t/r3)E. t/r << 1,
g(r.t) ~ (/%) / (2.60)
const.. t/r7 >> 1,

where J = h/z. Now consider a self-affine surface, as defined by Mandelbrot [121},
which has evolved in a growth process and is assumed now to be in a metastable state.
The scaling hypothesis does not justify the choice of any functional form for g(r) as
long as it satisfies the asvmptotic behaviour given by eq. 2.60. Also, in practice.
there will be an upper cutoff limit for the lateral correlation length. {; (which will be
denoted simply as ¢ from now on). because of the finite sample size or as a result of
a macroscopic surface treatment. among many possible reasons. Therefore. a simple

form for the height difference correlation function might be given by:
g(r) = 20°[1 — O™, (2.61)

which saturates at a value of 2¢2. where ¢ is the rms roughness of the surface. From

the definition of ¢(r) and by translational invariance we can write:

g(r) = <[H(r) - H(r')]*>
= <H(r)*>+ <H(r')*> - 2<H(r)H(r")>
= 2<H(r)’> - 2<H(r)H(r")>. (2.62)

Writing < H(r)? >= o¢? as the mean-square roughness and using equation 2.61

for g(r). the height-height correlation function, C(r), will be given by:

. Cr) = <H(D)H()> = ole~tr/0™ O<h<l. (2.63)
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small h

Figure 2.5: Effect of roughness exponent on the surface roughness
structure for two surfaces having the same values of c and {. h =1
produces smooth hills and valleys whereas small values of k repre-
sent extremely jagged surfaces.

The exponent h. called the roughness exponent or the Hurst parameter. determines
the smoothness of the surface and its fractal dimension. As shown in fig. 2.5, for two
surfaces having the same values of o and ¢. small values of h represent extremely
jagged surfaces. whereas values of h approaching 1 produce smooth hills and vallevs.
The surface fractal dimension is given by D = 3 — h. The effect of the roughness
exponent on the x-ray diffuse scattering cross section is shown in fig. 2.6. For h =1
there is no maximum of the diffuse intensity near the specular peak position (§; =
%(29)). whereas for values of h < 0.5 a broad maximum appears in that region. as

also shown in fig. 2.2.

Other functions representing the height-height correlation C'(r) have been used
to study the x-ray diffuse scattering (see for example ref. [122]). but the function
defined in eq. 2.63 is the most widely used because of its simple mathematical form.
Therefore we use it in our program in order to calculate the diffuse scattering cross

section from rough multilayers.

The double integral in eq. 2.51 can be solved analytically for certain values of A
only (h=0.5 or 1). However. in order to obtain better fits. the integral is evaluated
numerically in our fitting program such that A can take up any value between 0 and

1. in spite of the fact that the numerical calculation is very time consuming.
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Figure 2.6: Effect of roughness exponent on the diffuse scattering
cross section measured at constant 260 = 1.0°: solid line: h = 0.2:
dashed line: h = 0.5: dotted line: h = 1.
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2.4 Jon beam irradiation

Since we use ion beam irradiation in order to induce intermixing in our samples, we
will briefly introduce the models used to calculate the effect of ion bombardment on
the amount of mixing.

[on beam processing of materials results from the introduction of atoms into the
surface laver of a solid by bombardment of the solid with ions in the eV to Me\ energy
range. Several types of processing have been studied. namely, ion implantation. ion
beam mixing. ion-induced phase transformations and ion beam deposition.

Ion dose or fluence is defined as the number of ions per centimeter square implanted
into the sample (ions/cm?). The dose rate or flux is given in units of ions per second
per centimeter square (ions-s™!-cm™2).

As an implanted ion slows down in the solid it makes many violent collisions with
the lattice atoms. displacing them from their lattice sites. These displaced atoms.
in turn. displace others. with the result of the production of a highly-disordered.
isolated region around the path of the ion. At sufficiently high doses the individ-
ual localized disordered regions may overlap forming an amorphous or metastable
crystalline layver [123]. [fon beam mizing is defined as the atomic intermixing and
alloving which can occur at the interface between two different materials during ion
irradiation.

The ion mixing effect is affected by the ballistics or kinematics of the ion-target
interaction. the formation of collision cascades and the ion dose, ©. Both ballistic
and cascade effects can be altered by changing the mass of the irradiating ion. It was
found that ion mixing has similar characteristics to thermal interatomic diffusion in
that both the amount of mixing at the interface and the width of thermally-diffused
layer are proportional to t'/?. where ¢ denotes the time of mixing or diffusion.

Two tvpes of models are used to describe the ion beam mixing processes, the bal-
listic models and the thermodynamic models. The ballistic models are temperature-
independent and depend only on the ballistic aspects of atomic collisions, such as

atomic mass and density. whereas the thermodynamic models take into account the
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thermodynamic properties of solids.

2.4.1 Ballistic models of ion mixing

The ballistic model of Sigmund and Gras-Marti [124] includes two main contributions

to ion mixing. namely. recoil mixing and cascade mixing.
a) Recoil mixing

Recoil mixing is the transport of atoms through repeated single collision events
between the incident ions and the target atoms. For high-energy collisions, the target
atoms recoil far from their initial location. The number of atoms that undergo recoil
mixing varies linearly with ion dose and with the damage energy deposited per unit
length. Fp. and is temperature-independent.

Theoretical calculations predict that the concentration of recoil atoms decays as
an inverse power of the total relocation depth. This relation has been observed

experimentally in ion mixing of bilavers ([125] and references therein).
b) Cascade mixing

Collision cascade is the multiple displacement sequence of collision events. in which
an initially displaced target atom produces secondary recoil atom displacements,
which in turn displace additional atoms. These displaced atoms have a much smaller
kinetic energy than the incident ion energy. and after many generations of collision
cascades they move in nearly random directions, which can therefore be approxi-
mately described by random walks. The sum of these atomic displacements across
the interface between two materials gives rise to cascade mixing.

The random walk nature of cascade mixing vields a Gaussian spread of the im-
purity profile for an initially sharp distribution. The depth distribution of implanted
ions is shown in fig. 2.7 for the cases in which the ion mass is less than or greater than
the target mass. The standard deviation of this Gaussian distribution, €, is called

the cascade mixing width. The following relation was derived for the cascade mixing
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width of the beam [124]:
2
0 = %I‘o%&n%o, (2.64)
where [, = 0.608. F is the energy deposited per unit length due to nuclear collisions,
N is the atomic density. &, = [HM Mo/ (M) + Mo)?]Y2, where M, and M, are the
masses of the atoms involved in the collisions. E. is a threshold displacement energy.,
R? is the mean-square range associated with E. and o is the ion dose.

By using 1 Me\V Si* ions to irradiate our samples. we are mainly in a linear mixing
regime of the top few lavers. as represented by the leftmost segment of the curve in
fig. 2.7(a). The highest concentration of Si* ions in our samples occurs deep into the
substrate.

From eq. 2.64 we notice that Q x o'/ which is similar to a thermal random walk
where Q x t'/2. By setting Q2 = 1D, t. the effective diffusion coefficient is found to
scale with the dose (D.s; x ©) and with the damage energy (D.s;y x Fp). As seen
from eq. 2.64. the cascade mixing width and, subsequently. the effective diffusion
coeflicient depend onlv on the atomic number. mass and density, hence only on the
ballistic properties of the materials involved. It is also independent of temperature.
because the kinetic energy of the displaced atoms from either recoil mixing or cascade

mixing is much greater than the thermal energy of lattice vibration.

2.4 2?2 Thermal spikes and radiation-enhanced diffusion

At the end of a collision cascade. which lasts approximately 107" to 10~!! s, thermal
spikes are formed. A thermal spike is a limited volume inside a solid with the majority
of atoms temporarily in motion in a state of quasi-equilibrium. A local temperature
may be defined within the spike. which is estimated to be very high. At these high
temperatures the materials parameters. such as the heat capacity and the thermal
diffusivity. are taken from bulk liquid state values. This process lasts about 10~!! to
10710 s,

Following the thermal-spike stage a uniform temperature throughout the solid is

achieved. Thermally-activated migration of vacancy and interstitial defects generated
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Figure 2.7: Gaussian depth distribution of implanted ions for the
cases in which: a) the ion mass is less than the target mass; b} the
ion mass is greater than the target mass. The standard deviation,
Q, is called the cascade mixing width.
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during the collision cascade can occur at high enough temperatures and contributes
to mixing during a delaved stage. This is known as radiation-enhanced diffusion and

occurs in the relaxation stage which can last for a period exceeding 1079 s.

2.4.3 Thermodynamic aspects of ion mixing

Ballistic models of ion mixing alone could not properly describe the mixing process
since they do not consider the importance of the chemical driving forces which play
an important role when concentrated alloys are formed. Two important contributions

to the thermodynamic aspects of ion mixing come from the heat of mixing and the

cohesive energy.
a) Heat of mixing effects

Two materials which are completely miscible will be well intermixed by ion irradia-
tion in contrast to immiscible systems which can remain unchanged after irradiation.
As an example let us compare the Au/Cu and the W/Cu systems. Both systems
have nearly identical ballistic parameters. atomic density and atomic mass. such that
their ballistic response to ion mixing should be the same. However. experimental
data showed that the Au is well intermixed with the Cu while the W is relatively
unchanged after irradiation. This is attributed to the miscibility differences in the
two systems.

[t was observed that systems having a negative heat of mixing show large mixing
rates whereas systems possessing zero or positive heat of mixing undergo little or no
mixing upon irradiation. The more negative the enthalpy difference between the two
materials. the greater the tendency to form an alloy.

Binary svstems with a sufficiently large and positive heat of mixing will have a
phase separation under ion bombardment. If the sample temperature is sufficiently
low. ion irradiation can cause intermixing, however, when the sample temperature is
increased. the mixed layer will back-segregate into its components. This process is

called demixing.
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We have observed the demixing phenomenon in Co/Cu multilayers [41] as dis-
cussed in chapter 1. The heat of formation of intermetallic compound CoCu is
+13 kJ/g.at [126]. Therefore. Co and Cu are immiscible and it is hard to form an
intermixing region between them. By irradiating Co/Cu multilayvers by Si* ions at
liquid-nitrogen temperature (77K) a small intermixing width was established. How-
ever. annealing the samples caused a back-diffusion and the formation of sharper

interfaces.
b) Cohesive energy effects

Cohesive energy is the energy that holds a material together, it is defined as the
difference between the energy of the solid and the energy of the same number of free
neutral atoms at infinite separation. Since the higher the cohesive energy the stronger
the atoms in a solid are bonded together, we should expect more atomic displace-
ment created in a low AH.,, solid than in a high AH,,, solid under identical ion
bombardment conditions. It was found that the mixing rate is directly proportional
to (AH,)°. therefore systems with a lower cohesive energy have a higher mixing
rate.

Finally. we would like to mention that Johnson et al. {127} have developed a phe-
nomenological expression for the ion mixing rate which explicitly includes the heat of

mixing. AH .. and the cohesive energy, AH,,. effects:

d(4Dt) K\ F} i AHm) o an
do  N3B(AH.)? (1+]‘2;\Hco,, : (2.65)

where A, and K, are fitting parameters. Fp is the damage energy per unit length
and .V is the average atomic density. It was experimentally verified that this equation
provides a reasonable prediction of the ion beam mixing rate in metal/metal bilayer

svstems irradiated with heavy ions at low temperatures.
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EXPERIMENTAL METHOD

In the present chapter we will explain the experimental techniques used in order
to prepare our samples. irradiate them with high-energy ions and characterize their
structure using different x-ray and transmission electron microscopy (TEM) tech-
niques.

Section 3.1 deals with the choice of our samples and their preparation using rf
magnetron sputtering. Next we discuss the ion beam irradiation (IBI) techniques in
section 3.2.

In order to characterize the structure of our bilayvers at each irradiation stage we
perform x-rayv reflectivity {(XRR). x-ray diffuse scattering (XDS) and high-angle x-ray
diffraction (XRD) measurements. One of the sampies is further studied using TEM
techniques.

The XRR and XDS measurements are performed using a high-resolution triple-
crystal x-ray diffractometer. The diffractometer setup. alignment, filtering of the Cu
R ,, line and sample alignment are discussed in section 3.3.1.

Section 3.3.2 explains the process of data acquisition. We show examples of a
typical XRR curve and of an «-scan and point out their most common features. \We
then explain in detail how our data is processed in order to separate the diffuse-
scattering component from the speculariyv-reflected component and to normalize our
reflectivity curves.

In order to fit the XRR and XDS data a model has to be chosen for our samples,
as discussed in section 3.4. Section 3.4.1 presents the different types of interfaces and

explains the origin of diffuse scattering. In order to test different interface profile

40
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functions we use a simulation method described in sec. 3.4.2. Then, the footprint
correction applied at very small incident angles is explained in section 3.4.3. Sec-
tion 3.4.4 presents the non-linear least-squares fitting procedure used to fit the exper-
imental data to the theoretical calcularions in order to obtain the different structural
parameters.

Finally. sections 3.5 and 3.6 describe. respectively. the high-angle x-ray diffrac-
tometer and the transmission electron microscope which are used in order to further

characterize the structure of our samples.

3.1 Sample preparation

As mentioned in chapter (1). Ni/Fe and Co/Cu multilayvers exhibit some interesting
magnetic properties which are affected by ion beam irradiation (IBI). This effect is
attributed to structural changes occurring at the interfaces of these multilayers upon
irradiation. The purpose of the present thesis is to investigate the effect of IBI on the
structural properties of Ni/Fe and Co/Cu.

These changes are mainly occurring at the interfaces, including the change in the
roughness structure of interfaces and the interdiffusion between neighbouring layers.
As mentioned earlier. in order to facilitate the interpretation of XRR and XDS data
we will limit ourselves to the study of single layers and bilayvers of these materials.

Two groups of samples were deposited using rf magnetron sputtering onto ther-
mally oxidized Si(100) wafers having a 3000 A SiO, laver on top. First. we started with
a set of bilayers of Ni/Fe and Co/Cu with different deposition sequence. These bilay-
ers have the configuration Ni(2000A)/Fe(1004), Fe(2000A)/Ni(100A), Co(2000A)/
Cu(100A) and Cu(2000A)/Co(100A) with the 100 A lavers being deposited on the
surface. Three samples of each of these four configurations were deposited on a single
piece of Si substrate of dimensions 20 x 6 mm? using a contact mask to create the
three distinct samples as shown in fig. 3.1. The base pressure before each deposition
was less than 2 x 10~ torr. Deposition rates were 1.2 /s for Fe, 1.7 A /s for Ni [28],

2 A/s for Cu and 1 A/s for Co [40]. These deposition rates were calibrated using a
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Figure 3.1: Three samples having the same configuration (shaded areas) are deposited simultaneously
on the same piece of substrate (non-shaded) of dimensions 20 x 6 mm?=.

quartz-crystal monitor. The Ar(99.999%) pressure was 3 mtorr and the rf power was
200 W.

Using the same contact mask. three distinct single lavers of each of the following
elements: Fe. Ni. Co and Cu of a thickness of 500 A each were also deposited on
the same kind of substrate. The purpose of studying the single lavers is to verify
the effect of ion beam irradiation on the electron density of each single material. and
hence to distinguish between the effect of irradiation on the bulk materials and on
the interfaces of the bilayers.

By depositing three samples of each configuration simultaneously we wanted to
obtain three identical samples. then by irradiating each of them to a different ion
dose we can realize a fast surveyv of the effect of different ion doses on several sample
configurations. However. XRR measurements of the three as-deposited samples of
each configuration revealed differences in the thicknesses of the corresponding lavers.
This measurable thickness gradient along the sample length is caused by the slight
difference in the distance between the source and the different points on the target
during the sputtering process. causing different deposition rates at different points
along the substrate. Moreover. the roughness of the corresponding interfaces of the
different as-deposited samples were not exactly identical.

These small differences caused inconveniences when tryving to compare the results

after irradiation. Also the small size of these samples caused the loss of a part of
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the incident beam intensity because the slit size had to be reduced, as will be further
discussed in chapter 4. Therefore. for a subsequent more detailed study, the samples
were deposited with a rectangular geometry of 15mm high x 4mm wide.

Since Co/Cu samples were widely covered in literature. as we have seen in chap-
ter (1). we will focus our attention on Ni/Fe bilayvers. Two sets of bilayvers were
prepared with the configuration Fe(300A)/Ni(500A) and Ni(500)/Fe(500A) onto
Si(100)/SiO5 substrate wafers by rf magnetron sputtering techniques [128]. The sub-
strate temperature was maintained at 40 = 3°C during deposition and the same Ar
pressure and power settings were maintained as for the previous samples. Layer
thicknesses were computer-controlled during deposition and subsequently verified by
low-angle x-rayv reflectivity measurements.

The thicknesses of the latter samples were chosen to be of 500A/500A because
of the difficulties that we faced while fitting the data from the earlier bilayvers with
thicknesses of 2000A/100A. The 100A layer was too thin. and in the case of the
Fe(100A) layver on top its oxidation caused the data to be difficult to interpret. Also
the 2000\ laver was too thick to measure its modulations by our diffractometer

resolution.

3.2 Ion beam irradiation

Normal incidence ion beam irradiation experiments were performed in a vacuum
of 10~ torr with 1 Me\ Si~ ions. To limit heating effects during irradiation the
samples were placed in thermal contact with a copper block kept at the liquid-nitrogen
temperature (77 IX) and the beam current was maintained below 50 nA/cm?. For the
first set of bilayers and single layers which were deposited as three distinct samples
on the same piece of substrate. one sample was kept without irradiation while the
other two were irradiated at 2 x 10™* and 1 x 10! ions/cm?, respectively.

For the second set of samples. two samples were chosen with the configuration
Si/SiO,/Fe(500A)/Ni(500A) and Si/SiO:/Ni(500A)/Fe(500A) and a series of succes-

sive irradiation by 1 MeV Si* ions was carried out on each of them with ion doses
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ranging from 1 x 10%® to 1.9 x 10" ions/ecm?. This ion energy was selected because
in these 1000A-thick samples the energy loss of the 1 MeV ions is roughly 200 keV,
such that onlv a very small fraction (<0.1%) of the implanted ions comes to rest in
the bilayver. the rest being transmitted or backscattered. Consequently, a uniform
mixing profile throughout the bilayer is expected. X-ray reflectivity (XRR), x-ray
diffuse scattering (XDS) and high-angle x-ray diffraction measurements were carried

out for each stage of irradiation.

3.3 X-ray reflectivity and diffuse-scattering measurements

3.3.1 The diffractometer
Setup

The x-ray reflectivity and diffuse scattering experiments reported in this thesis are
performed using a high-resolution triple-crystal x-ray diffractometer. Fig. 3.2 shows
the layout of the instrument [129. 130].

The x-ray source is powered by a Philips generator (tvpe 1793) with a water cooling
svstem. A copper x-rayv tube is used for the measurements. operated under power
settings of 40kV x 40mA. An area of the anode of 0.4mm x 12mm is illuminated by
accelerated electrons from its tungsten filament. The take-off angle of the x-rays is
6°. The x-ray tube has four berviiium windows along its sides to allow the x-rays to
pass through. The two windows along the long sides of the tube allow a long spot of
X-ravs to pass through. From the other two windows along the short sides of the tube,
a point source can be obtained. We use a point source with a beam cross-section of
0.4x1.2 mm?.

For high resolution. the monochromator and the analyzer are both high quality
single crystals such as germanium or silicon having Darwin width of 3.5 x 1073 rad
for their (111) diffraction peak [129. 131]. In a lower resolution setup. the priority is
given to the intensity requirement. The monochromator and analyzer are replaced by
a cryvstal with a mosaic structure such as graphite. with width typically = 0.1° which

gives higher intensity at the expense of lower resolution.
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For our measurements we use the (111) diffraction peak of high-quality Ge single
crystals for the monochromator and the analvzer. Theyv are both mounted on man-
uallv adjustable goniometers. The monochromator is fixed once aligned. while the
analvzer is mounted on the 26-arm of the sample goniometer and can rotate around
the central axis of the goniometer.

The sample crvstal is mounted on a four-axis goniometer and it has three degrees
of freedom for rotational movement and two degrees of freedom for lateral movement.
The goniometer is assembled with Huber goniometer components (Huber 5023: 2-
circle goniometer. Huber 421} and a lateral moving x-y stage (Huber 5102) with a
slide range of =15 mm and a positioning accuracy of 0.005 mm. It is driven by
stepping motor controller PC38 from Oregon Micro Syvstems. The stepping motor
controller can move with the minimum step size of 0.00025° for 26. ¢ and \. and of
0.00005° for 6.

A Canberra scintillation detector is used with pre-amplifier (Canberra 1702) with
a high voltage supply (Canberra 3102) to generate electrons by absorbing photons. a
pulse amplifier and pulse height analvzer (model 1718) with a power supplv (model
2000) to select the right energy of the photons. Photons are reflected by the crystal

according to Bragg's law in more general form:
2d sinf = nl,. n = integer. (3.1)

Usually n=1. the radiation of wavelength A = \,/2 cannot go through because
Ge(222) is a forbidden reflection. But the radiation A = A./3 can pass if n=3 by
third order diffraction. The pulse height analvzer makes sure that the window is
centered at the energy corresponding to A; and has a width narrower than the energy
difference between A. and A./3. This energy discriminator is necessary to reduce the
miscount of photons by suppressing the higsher harmonics and the low voltage noise
of the preamplifier. By tightening the energy window of the pulse height analvzer,
less photons contribute to our signal. This reduces the dark counts at the expense of
slightly reducing the overall intensity. This trade-off is worthwhile at higher angles

when our signal gets weak. because lowering the dark current allows us to detect
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weaker signals (lowering the noise such that the signal-to-noise ratio becomes higher).

The energy of x-ray photons generated from Cu target is 8.04 ke\” {132]. By using
a window of A17/1" = 1/3.8 for the pulse height analyzer to accept pulse amplitudes
between 1" and V" + Al", we were able to lower the dark counts from 0.147 cps to
0.032 cps at the expense of reducing the arm-zero intensity from 1.02 x 10° cps to
0.55 x 10° ¢ps at maximum power (40kVx40mA). Most of this dark current comes
from the electronic circuits and from random scattering.

The slits are used to reduce the background. Slits 1 and 2 are used to better define
the beam spatially. Slit 3 is the most effective slit in the system because it controls the
size of the beam incident on the sample. It is driven by computer-controlled stepping
motors and the opening can be narrowed or opened with an accuracy of 0.001 mm in
size.

Copper has two close and strong characteristic emission lines (A,, and R,,) at
wavelengths of 1.54051 A and 1.54433 A. respectively [133]. The A}, line has twice
the intensity of the A, line. so in the setup. A, radiation is the central wavelength
and evervthing is supposed to line up with respect to it. Ideally, the rotation center
of the goniometer should be on this line. but in practice it will deviate by a small
amount due to the limited precision of adjustment. This deviation is in the order of
107 mm. The A}, line also goes through the instrument but can be filtered out by

special alignment. It does not. however. pass over the center of rotation.

Filtering of the A, line

For the purpose of our measurements. the A, line was filtered out and only the A,
line is incident on the sample. This is achieved bv making the distance between the
monochromator and the sample longer and narrowing the slits before the sample just
enough to filter the A’,, line and let A, line pass.

The wavelength of Cu A, is smaller than the wavelength of Cu K. by 0.00382 A,
hence the two lines will be angularly separated after the Ge monochromator by 0.068°
in 26. as shown in fig. 3.3. For a beam width of 0.5 mm, the distance between the

monochromator and the sample must be at least about 830 mm to make the K,, line
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completely spatially separated from the K,, line. Thus, by properly adjusting slit 3,
the K,, line can be removed. Fig. 3.4 shows the distances between the crystals that

we use for our setup.

From fig. 3.3 we can see the incident x-ray beam intensity at minimum power
settings (15kV x3mA) with Ge(111) monochromator and analyzer crystals at the
(+,+) setting. In part (a) of the figure the original incident beam intensity is shown
before evacuating the flight path or removing the K,, line. Both K,, and K,, lines
are seen with a separation of 0.068°. The intensity of the K, line is almost twice that
of the K,, line. By filtering out the K, line the beam intensity will decrease mainly
due to the divergence of the beam, but also due to the absence of the K, intensity
and the air attenuation of the longer optical path undergone by the x-rays. This latter
effect is decreased by adding an evacuated flight path between the monochromator
and the sample position, which increases the intensity by more than 1.6 times, as

shown in part (b) of the figure.

Part (c) of figure 3.3 shows the incident beam after removing the K,, line by
narrowing down slits 3 just before the sample. The resolution function of the diffrac-
tometer was studied in detail in reference [129]. It was found that at small angles the
HWHM of the resolution function is around 0.007° for 20 direction, and around 0.003°
for w direction. The removal of K,, improves the resolving power of the instrument
at lower angles. As we can see from fig. 3.3, the spread due to the separation of the
K,, and K,, lines is 0.068°. Thus, the removal of the K, line increases the resolving
power by an order of magnitude. Another advantage is that the centering of the
sample becomes more accurate. To center a sample we usually adjust its position to
be parallel to the x-ray beam and cut the beam intensity by half. Because K,, line
has a slightly different incident angle than the K,, line, if the K, is not removed,
when the sample cuts half the intensity of the beam it may still not be well centered.
By filtering out the K, line, we are sure to center the position of the sample on the
K,, line and on the center of rotation of the goniometer to an accuracy of 102 mm.
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Figure 3.3: Incident x-ray beam intensity at minimum power set-
tings (15kV x 3mA) with Ge(111) monochromator and analyzer
crystals at the (+.+) setting. Slits 1 are 1.75mm wide x 2.0mm
high and slits 2 after the monochromator are 1.5mm wide x 11.0mm
high. no filters are used: a) original intensity with slits 3 wide open
and no flight path: b) after evacuating the flight path: c) after fil-
tering out the Ay, line by narrowing slits 3 just before the sample
to 0.7mm wide x 10.0mm high.
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Figure 3.4: Distances used for our diffractometer setup.

Sample holder

As mentioned earlier. the sample crvstal is mounted on a four-axis goniometer on a
lateral moving x-v stage. It has two degrees of freedom for lateral movement. Our first
set of samples are deposited as three distinct samples on a single piece of substrate
of dimensions 20 x 6 mm?. with the area of each sample about 4 x 6 mm?. as shown
in fig. 3.1.

As a consequence of these small sample dimensions. the x-v stage on the goniometer
is not enough to align each of the samples. A z-stage had to be designed and fabricated
using an adjustable height rack and pinion post from Edmund Scientific Company
which allows the movement of the sample in the vertical direction within a range of
20 mm. By narrowing the slits. the vertical height of the beam can be decreased. then

using the new xyz-stage. the desired sample can be well aligned in the x-ray beam.

3.3.2 Data acquisition and processing

In our reflectivity measurements the 26 range is typically 0.3° < 26 < 4°. Thisis a
large range compared to a normal Bragg peak measurement and the angular error
introduced by the goniometer may cause detectable shift of » which leads to the
inaccuracy of the measurement. One way to solve this problem is to make a small
mesh around the « = 0 region for each fixed 26. spanning 2 or 3 times the HWHMI of
the resolution function. Then the maximum data for each 26 value is chosen, which

should represent the intensity at effective zero «. This is not good in the region
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where the signal is weak because we are mostly measuring the background. Another
more feasible method is to average the data around a narrow region of the specular
ridge. This reduces the error caused by the goniometer positioning inaccuracy but
the average. which is equivalent to an integration over w, may take into account some

intensity from the diffuse part.

Figure 3.5 shows a typical § — 26 scan for a 500A-thick Ni layer deposited on
Si substrate. obtained by performing an .-scan at each 26-value then calculating
the integrated intensity under each peak. as will be discussed later. We can clearly
see the region of total external reflection extending until the critical angle around
20 = 0.74°. Following the critical angle. the intensity falls off rapidly as (26)~*
as given by Fresnel’s equation 2.14 for the reflection from a perfect surface. This
fall-off will even be faster for the reflection from rough surfaces because the Fresnel
reflectivity will be multiplied by a Debye-Waller-type correction factor to account for
the effect of roughness. The top surtace roughness will mainly dominate this effect
because of the relatively large change in density upon going from vacuum to solid
matter. The effect of buried interface roughness usually results in damping of the

interference maxima at large angles.

The periodicity of the oscillation peaks determines the thickness of the Ni layer.
By transforming from real space into reciprocal space, the spacing between maxima.
Ag. will be given by Ag = 27n/d. where n is the refractive index of the layer and d its
thickness. The amplitude of the oscillations depends on the electron density contrast
between the film and the substrate whereas their relative phase depends on the sign

of the density change at the buried interface.

An example of a typical w-scan. also referred to as diffuse scan, transverse scan, w-
rock or rocking curve, is shown in fig. 3.6. In this kind of measurement the detector is
fixed at a certain 26 value and the scattered intensity is measured as a function of the
angle of incidence. 6, by rocking the sample around the specular peak. At 0=%(20)
we can clearly see the specular peak. Yoneda wings appear when the incident or the

reflected wave vectors makes an angle with the surface equal to the critical angle of
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Figure 3.5: Typical #—28 scan for a 500A-thick Ni film deposited on
Si substrate. The critical angle position is clearly visible at 28 =
0.74°. Following the critical angle, the intensity falls off rapidly
over three orders of magnitude. The distance between adjacent
oscillation peaks varies inversely with the thickness of the Ni layer
whereas the amplitude of the oscillations is proportional to the
electron density contrast between the Ni and the Si layers. Solid
line is a guide to the eye.



3.3 X-ray reflectivity and diffuse-scattering measurements 33

total external reflection. .. This happens in our example at # = 0.36° and 8 = 0.64°,
respectively. as seen from fig. 3.6. The origin of these peaks was explained using the
distorted-wave Born approximation (DWBA), as stated in sec. 2.2.1. According to
eq. 2.45. at these angles the transmission coefficient of the incident or the reflected
waves has a maximum and causes the appearance of these wings.

The integrated intensity under this curve is composed of three parts: a constant
dark counts level which can be easily subtracted out. the specular intensity and the
diffuse background. The area under the specular peak determines the reflectivity
whereas the diffuse background comes from the incoherent scattering of x-rays from
the roughness structure in our sample. As seen from eq. 2.46. the structure factor
depends on the in-plane height-height correlation function of the interfaces, C(X.Y").
Thus. by fitting the diffuse intensity. the parameters of the correlation function can
be obtained.

Therefore. in our measurements we need to separate the specular reflectivity from
the diffuse background. This is achieved by performing an w-rock at each fixed 26-
value. Each of these w-rocks is then fit using non-linear least-squares program to a
lineshape which is the sum of a Gaussian and a Lorentzian of equal widths and unit

areas. \We write the approximation function for the lineshape in the form [134, 135]:

) r: In2 N I — I,
f(r‘ U'I~Io) - - r2+(.r—.r°)2 + n * e'rp[ ( r

2in2]  (3.2)

-~
"

where 7 is the Gaussian fraction. r, is the peak position and I is the HWHM of both

the Gaussian and the Lorentzian lineshapes. The fitting curve may be written as:

frelon.r.x,.1.bg) = bg+ 1+ f(I'.n,r.r,) (3.3)

where bg is the diffuse background. I is the integrated intensity under the peak and
[ is the lineshape function defined in eq. 3.2. Fig. 3.7 shows some examples of these
fits.

From each fit we obtain the integrated intensity, I, the background which is a
measure of the diffuse scattering, the HWHNM, T, of the peak, the Gaussian fraction,

n. and the deviation of the peak position from the w = 0 position. z — z.
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Figure 3.6: Tx'pical w-scan at 20 = 1.0° for the bilayer
Si/Si03 /Ni(500A)/Fe(500A). The specular peak is clearly visi-
ble at the position § = 3(26). Two Yoneda wings appear at
@ = 0.36°,0.64° where the incident or the reflected angle, respec-
tively, is equal to the critical angle for total external reflection, 8.
Solid line is & guide to the eye.
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Figure 3.7: Example of lineshape fits to the w-rocks using eq. 3.3
at different 26 values: a) 26 = 0.5°; b) 26 = 0.6°: ¢) 28 = 1.1°; d)
20 = 1.2°: e) 20 = 1.53°: f) 26 = 2.0°; g) 20 = 2.5°; h) 20 = 3.0°.
The function is calculated only at the data points.
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As seen from the examples in fig. 3.7. the counting rate drops over several orders
of magnitude in the range 0.5° < 26 < 3.0°. In order to measure the reflectivity over
this wide signal range with the same accuracy, the counting time is increased as we
go to higher 26 values. going from 3 seconds per data point at low 26 values to 500
seconds per point at 26 > 2.3°. This takes very long scanning time and in order to
limit this time we increase the step size in 26 from 0.01° to 0.02° as we go to higher
26 values and decrease the number of data points taken at each w-scan. After taking
these measures into account each sample takes around 30 hours to scan as compared

to 20 hours for a direct #-26 scan.

Fig. 3.8 shows the parameters that we obtain from fitting a series of w-rocks using
the previously-defined lineshape function. The y? is shown in part (a) and is given
by eq. 3.8. The non-linear least-squares fitting aims at minimizing yv>. At small
2¢-values. the measured intensity is high and the statistical error is small. such that
any small deviation of the calculated fit from the experimental data would result in
large \° values. At large 26-values. on the other hand. our signal is very weak and
the statistical error is large. therefore the calculated fit will most likely go through

all the data points and the \*? value will be smaller.

The fraction n of the Gaussian content is shown in part (b). We can see that 7
varies between 0 and 0.3. for an average of about 0.2, which shows that our lineshape
content is mostly Lorentzian. In parts (¢) and (d) of the figure, it is shown that the
HWHM and the peak position vary a little during our fit. As seen from the data
in fig. 3.7. at higher values of 26 we have fewer data points and weaker signal-to-
noise ratio such that it is harder to determine the HWHM and the peak position
accurately. Since the HWHM depends on the resolution of the diffractometer setup,
these two parameters are not expected to vary with 26. Therefore. they are fit at
small 26 values to obtain an estimate of the HWHMI value and of the accuracy of the
goniometer movement, then they are kept fixed at higher angles in order to determine
the diffuse background and the integrated intensity more accurately. Part (d) shows

the deviation of the peak position from the w = 0 value in order tc obtain a clear
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Figure 3.8: The parameters obtained from the lineshape fits: a) the
\° value: b) the Gaussian content of the lineshape, n; ¢) the HWHM
of the peak:; and d) the accuracy of the goniometer movement.
These parameters are further explained in the text.
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estimation of the goniometer accuracy.

In this wav. we have separated the specular integrated intensity from the diffuse
background. The diffuse background level is then multiplied by the #-scan range in
order to obtain the integrated diffuse intensity. The two separated components for
this particular sample are shown in fig. 3.9.

By calculating the integrated intensity under the arm-zero peak. I,, shown in part
(c) of fig. 3.3. we can obtain the absolute reflectivity. R. by normalizing the specular
integrated intensity. /. shown in fig. 3.9 by the integrated intensity of the incident
x-ray beam. R = I/I,. Finally. the footprint correction. explained in sec. 3.4.3. must
be applied in order to account for the fact that at small incident angles the sample
does not subtend the whole incident beam. This correction will further reduce the

intensity of the reflected beam.

3.4 Modeling method

In order to fit our x-rayv reflectivity and diffuse scattering data a model has to be
chosen for our samples. \We have to keep the number of variables in the least-squares
fitting to a minimumn such as to obtain the most reliable results. Thus. we try to keep
our model as simple as possible.

Our model consists of a stack of individual lavers each having a constant electron
density value. The first layver is the substrate. which in our case is silicon coated with a
layer of silicon oxide on top. The substrate is measured first and fit in order to obtain
the SiO, thickness. and both the Si and SiO. roughness and electron densities. This
allows us to fix some of those parameters during subsequent fits and hence reduce
the number of fit variables. Another measure to reduce the number of variables in
reflectivity fits is to obtain the normalized reflectivity as explained in section 3.3.2
and so the intensity parameter could be kept constant. Following the SiO, laver we
have one layer of material (in case of our single layer samples) or two layers (in case of
bilavers). We try first to fit our data without adding any oxide layvers on the surface,

if the fits are not satisfactory we add a surface oxide layer to the model.
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tegrated intensities for the bilayer Si/Si0,/ Ni(500A)/Fe(5004) ir-
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Each laver in our model is characterized by four parameters. the thickness, the
roughness. the refractive index given by eq. 2.9 and the absorption coefficient given
by eq. 2.12.

A program was written in C language in order to calculate the theoretical x-ray
reflectivity and x-ray diffuse scattering intensity. The XRR calculation follows the
matrix method [114] explained in section 2.1.3 and the diffuse scattering calculation
follows the derivation of Daillant et al. [532] given in section 2.2.2. The calculated
intensities are then fit to the experimental data using a non-linear least-squares fitting
program in order to extract the values of the different fit parameters.

However. many representations can be used in order to model the interfaces. In
the next sections we will present the different types of interfaces and explain the
sitnulation method which we use in order to test the effect of the different electron

density profiles on the calculated reflectivity.

3.4.1 Interface types

[nterfaces can be divided into two categories, rough interfaces and diffuse or graded
interfaces. as shown in fig. 3.10. In an ideal structure, the interface would be smooth
and sharp as shown in part (a) of the figure. But normally an interface can be rough
or graded (as shown in parts (b) and (c) of fig. 3.10. respectively). The interface
roughness originates partly from replication of the roughness of the substrate and
additional roughness is induced during the crystal growth. The diffuseness is most
likely the result of mixing of the layers during deposition or subsequent treatment
such as annealing or irradiation. This diffuseness causes a smooth and continuous
decrease of scattering density normal to the interface. Real. non-ideal interfaces
exhibit a combination of both rough and graded structures as shown in part (d) of
the figure.

These two kinds of interfaces, rough and graded, are not completely equivalent.
Although in both cases. the deviation from an ideal smooth interface causes the loss
of part of the specular reflectivity. in the case of a rough interface that part of the

energy flux goes into diffuse scattering and may or may not go into the transmitted
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Figure 3.10: Different kinds of interfaces.

beam. while in the case of a graded but smooth interface all the energy flux goes
either into specular reflection or transmitted beam. no diffuse scattering component
can be measured.

The reason for this difference is that the diffuse scattering originates from the in-
coherent scattering of x-ravs by the roughness structure of rough interfaces. Graded
interfaces. on the other hand. can be represented by many thin uniform slabs. each
of which has a smooth surface but a different electron density value. These smooth
surfaces do not cause any incoherent x-ray scattering, and therefore no diffuse scatter-
ing component can be measured from them. A graded interface causes a less abrupt
change in the refractive index and so enhances the transmission coefficient.

Therefore. we cannot tell the difference between rough and graded interfaces just
by measuring the specular reflectivity since both types reduce the specularly-reflected
intensity. A measure of the diffuse scattering intensity is essential in order to distin-
guish between them.

Moreover. rough interfaces can be further divided into four categories [63]: a)
perfectly conformal rough interfaces. where the roughness of all interfaces are per-
fectly identical: b) uncorrelated roughness, where each interface has an independent

roughness profile: c¢) partially correlated roughness with constant total roughness
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per interface. where the roughness of an interface is partially duplicated in a subse-
quent interface along with a superposition of random fluctuations; and d) cumulative
partially correlated roughness. where each interface duplicates the roughness of the
previous one and adds on it its own roughness such that the roughness increases from
the bottom to the top of the stack. These effects are very important in a multilayer
structure.

In order to fit our diffuse scattering data we assume Gaussian roughness fluctu-
ations at the interfaces. as given by eq. 2.63. For simplicity, we assume that in our
samples there are no cross-correlations between the roughness of the different inter-
faces. i.e. we consider the case of uncorrelated roughness. We rewrite the expression

for the correlation function as:

o2~ RIO™  for j =k,
Cu(xy) = {7 JorJ (3.4)

0 for j #k.

-

in order to explicitly express the absence of any cross-correlations. where R = (X* +

EALES

3.4.2 Interface modeling

The evaluation of specular scattering from a non-ideal interface requires the deter-
mination of the interface profile function. Ideallv. if the exact three-dimensional
structure of the interface were known. then the actual profile could be calculated
numerically. In general. however. such detailed knowledge of the structure of the
interface is not available and the interface profile is usually modeled using a simple
analytical function. Stearns [136] lists several useful models of the interface profile,
their derivatives and their Fourier transforms. He states that the classical diffusion
of two materials produces a variation in composition at the interface which is best
described by an error functiou. in which case the derivative is a Gaussian. Bal et
al. [44] studied the composition profile of a Ni/Fe alloy thin film using resonant x-ray
reflectivity measurements. They used a series of straight line segments to approach

the in-depth electron density profile at the interfaces. They found that the linear
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segment approximation is a better choice than using step functions for the electron
density profile. Thev had to use up to three linear segments to approach the real
electron density at the top interface. which in our case would give too many parame-
ters for the fit. but theyv obtained good fits and consistent parameters at five different
X-ray energies.

In order to choose an electron density profile suitable to describe the structure
of our samples we would like to test several possibie representations. Figure 3.11(a)
shows three different interface profiles for a 100 A laver using an error function, a
hyperbolic tangent function and an arc-tangent function. As seen from the figure.
the error function and the hyperbolic tan profiles almost coincide while the arc-tan
profile is a little smoother. The x-ray reflectivity calculated for this layver of material
using the different interface profile functions is shown in fig. 3.11(b). Again, we can
see that the calculated reflectivity using the arc-tan function profile differs a little
from the reflectivity calculated using the error function and the tanh electron density
profiles. This is due to the fact that the scattering factor is proportional to the Fourier
transform of the electron density gradient across the interface:

f@=[" {M] e dz, (3.5)
-x | d:z
While the derivative of the error function is a Gaussian whose Fourier transform is
also a Gaussian and that of the tanh function is an exponential. the Fourier transform
of the derivative of the arc-tan function is a Lorentzian and hence is smoother than
the Gaussian and exponential functions giving a slightly different reflectivity.

For a graded interface. the variation in composition at the interface follows an
error function. whose derivative is a Gaussian. Whereas for a rough interface, as
represented schematically in fig. 2.4. the interface position varies at different depths
with respect to an average interface. The probability distribution of the interface
height deviation from an ideal surface is assumed to follow a Gaussian distribution.

If the interface can be represented by an error function, as in the case of graded
interfaces. we can calculate the reflectivity from such a structure exactly. However,

we would like to be able to calculate the reflectivity from any given electron demnsity
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profile. In order to simulate any given electron density profile we divide the interface
into N linear steps as shown in fig. 3.12(a), and calculate the reflectivity from this

structure.

First. we test the accuracy of this simulation method using an error function profile
for which the reflectivity can be exactly calculated. Fig. 3.12(b) shows the effect of
increasing the number of linear steps N of an error function profile on the calculated
reflectivity. The exact reflectivity for this layer is given by the solid line. As expected,
by increasing N the calculated reflectivity using the step model becomes accurate to
larger values of 26. However. the calculation saturates at a certain point due to
round-off errors from multiplying a very large number of matrices (a matrix for each
linear step). Hence. increasing the number of linear steps bevond N=100 is not useful
and we get approximately the same reflectivity result. But the calculation is accurate
beyond 260 = 10° which is large enough in our case since our measurements extend

only to 4°.

Therefore. by dividing any given interface profile function into N linear steps. with
N a sufficiently large number. and calculating the reflectivity from this structure by
considering each of these steps as a separate layer with a certain thickness and electron
density value. we obtain a very good approximation to the exact reflectivity from that

interface profile.

In fitting our experimental data we tried four different interface profile functions
using the N-step simulation method. as discussed in section 4.2. We found that the
error function profile best represents the structure of our samples and used it to model
the roughness and the interdiffusion at the interfaces. In some cases of our fits, the
roughness turned out to be comparable to the layer thickness. In order to understand
the density profiles implied by our model at these large values of roughness, we use
the N-step model to simulate the interface profile and calculate the reflectivity as

shown earlier.

Figure 3.13 shows the effect of increasing roughness on the calculated reflectivity.

The roughness values range from very small (5 A) to a roughness equal to the layer
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thickness (100 A). As seen from the figure, the reflectivity falls off very steeply as
the roughness increases. The electron density profiles for this material are shown
in fig. 3.14. For roughness values less than 25% of the laver thickness the effect
of roughness is to smooth out the transition at the interface, but as the roughness
becomes comparable to the laver thickness it affects the effective electron density
of the laver. As the roughness increases to 350% and even to 100% of the layer
thickness the effective electron density of the laver is reduced. The interface extends
into the center of the laver. representing an interdiffusion of the lavers across this
interface. Hence. in our model when we obtain a large value for the roughness of a
laver compared to its thickness. it implies lower effective electron density for the laver

in question and more interdiffusion across the interface.

3.4.3 Footprint correction

There is an instrumental correction for collecting data with small q. scans called the
footprint correction [133]. This correction arises because when the x-rays are incident
with a glancing angle at the sample surface. only part of the x-ray photons hits the
sample. Therefore the reflected photon counts are reduced. As the sample rotates
to higher #. more radiation is intercepted and thus reflected by its surface. If the
intensity of the incident x-rays is uniformly distributed across the horizontal width of
slit 3 of the diffractometer. the factor of footprint correction Py, for K, line of the

X-rays is given byv:

L i L w
Py = E.s-zn@. if 6<=sin I-E, (3.6)
Pr =1 otherwise. (3.7)

where L is the lateral length of the sample parallel to the x-ray beam and w is the
horizontal width of the incident x-ray beam as defined by slit 3. We assume that our
sample has no surface miscut angle. Also since we block out the KA,, line from hitting
the sample. we do not need to consider the footprint correction due to this line.
Figure 3.15(a) shows the footprint correction for A, line for a sample 4 mm wide

and a beam width of 0.75 mm. We can see that at § = 0 no photons hit the sample
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because the sample should be perfectly parallel to the incident beam due to our align-
ment. and the A, line is removed. As € increases. more photons start hitting the
sample. It is only at # = 10.8° (q.=1.53A"") that all of K,, is intercepted by our sam-
ple. Since our measurements extend only to 8 = 2.0° it is very important to include
the footprint correction into our model. Figure 3.15(b) shows the effect of the foot-
print correction on the reflectivity from a Si/SiO,/Ni(500A)/Fe(500A) bilayer. The
solid line represents the calculated reflectivity without taking the footprint correction
into account. while the dashed line shows the effect of including this correction. The
measurement in this example extends only to 8 = 1.3° hence the footprint correction

reduces the reflected beam intensity over the entire range.

3.4.4 Fitting procedure

Our model calculations are fit to the experimental data using a non-linear least-
squares fitting program in order to determine the appropriate physical parameters
for our samples. The fitting procedure minimizes:

N
V=) (R - R))?/a}. (3.8)

=1

where RY and R{ are the experimental and calculated x-ray reflectivity. respectively,
N is the total number of data points and o? is the weighting function. The choice
of the weighting function is very important since our data varies over more than
four orders of magnitude in reflectivity. At high reflected intensities. two factors
will introduce more error on the counts: variation in the beam intensity and sample
alignment. This will produce an error significantly larger than the one introduced on
the basis of counting statistics. so it is more appropriate to treat it as a percentage
error rather than as counting statistics. At low reflected intensities, a weighting
function determined by the counting statistics and proportional to the number of
counts is the appropriate form [137]. The overall weighting factor is calculated as
the sum of two terms arising from a percentage uncertainty at high intensities and

counting statistics at low intensities, given by:

02 = RS + (aR;°)?, (3.9)
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where a is the fractional uncertainty. The variation in the beam intensity at low
. angles is estimated to be of the order of 10-15%. In our fits we typically use a = 0.05

since we found that this value is large enough to cover the systematic errors.

3.5 High-angle x-ray diffraction

The crystallographic structure of the samples is investigated using high-angle x-ray
diffraction measurements. A Nicolet-Stoé double-crystal powder diffractometer is
used with Cu K, radiation at low-resolution setup using a graphite analyzer and

operated at 43 kV x 23 mA power settings.

3.6 TEM and XTEM measurements

Several samples with the configuration Si/SiO,/Ni(500A)/Fe(500A) were deposited
at the same time. Each of these samples was irradiated to a different ion dose and
characterized by low-angle x-ray reflectivity and high-angle x-ray diffraction measure-
ments both before and after irradiation. The as-deposited samples were found to be
almost identical.

Plane-view and cross-sectional transmission electron microscopy {TEM and XTEM)
analyses were carried out on these samples by P. Desjardins! in order to verify their
structure especiallv at the interfaces. These TEM measurements were performed
using a Philips CM12 microscope with a LaBg filament operated at 120 kV' [128].
Specimens were prepared using mechanical grinding to a thickness of = 30um fol-
lowed by Ar™ ion milling in a liquid-N,-cooled stage. The incident beam angle and
energy were progressively reduced from 15° to 11° and from 5 keV to 3.5 keV in order
to minimize radiation damage artifacts and to obtain samples with relatively even

thickness distributions.

'Materials Science and Engineering Department. the Coordinated Science Laboratory, and the Ma-
. terials Research Laboratory, University of lllinois at Urbana-Champaign.
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RESULTS OF THE SURVEY

In the present chapter we will present the results of a survev performed on eight
samples. four of which are single layers of Ni. Fe. Cu and Co and the other four are
bilayers of Fe/Ni and Co/Cu with different deposition sequences. Our purpose is to
identify the structural changes that occur in these samples upon ion irradiation. We
want to study the behaviour of several materials in a relatively fast survey and then
to perform a more detailed study based on the information obtained from this survey.

In order to accomplish this study the samples were deposited by rf triode sputtering
techniques and irradiated by 1 Me\" Si™ ions to doses of 2x 10'* and 1x 103 ions/cm?.
X-ray reflectivity measurements and x-ray diffuse scattering scans were performed on
each of these samples at each stage of irradiation.

We would like to answer some questions such as what is the best method for data
acquisition? How should we process this data? \What is the optimal setting for our
diffractometer? How reliable are the results of the fit? How good is the estimation of
the errors in the various parameters? Is there a change in the electron density of the
different layers upon irradiation? [s our measurement sensitive enough to tell? What
is the best configuration for our sample in order to obtain good data, best thicknesses
to be well resolved bv our setup? Do we see any roughening or intermixing at the
interfaces upon ion irradiation? Can we tell the difference by measuring the diffuse
scattering”? At what range of ion doses do we see changes in the structural properties?

What model should we use to represent our samples? and so on.

In an attempt to make a fast survev we deposited three distinct samples of each

configuration on the same piece of substrate using a contact mask. The dimensions

3
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of the obtained samples are shown in fig. 3.1. The purpose of this deposition method
is to obtain three identical samples. deposited at the same deposition conditions and
then to irradiate two of them to two different irradiation doses and keep the third one
as deposited. Then by characterizing those three samples we can obtain the structural
changes after irradiation.

In our study. all of the samples are deposited on the same type of thermally-
oxidized silicon substrate. In order to reduce the number of fit parameters when
fitting the reflectivity data of our samples we start by measuring and fitting the
reflectivity of the Si/SiO, substrate. The obtained substrate parameters are then
used in subsequent fits to the other samples. Section 4.1 presents the data and fit to

the substrate reflectivity.

An important question arises on how to model the interfaces of our samples?
Generally speaking there are two types of interfaces. rough interfaces and graded
interfaces as discussed in sec. 3.4.1. Rough interfaces have a random distribution of
surface heights in x.y while graded interfaces have a smooth and continuous change
in the refractive index normal to their surface. The roughness in an interface comes
from the replication of the roughness of the substrate and more roughness could be
introduced during deposition or irradiation. The graded interfaces are produced by
intermixing of the different layers. Real interfaces however are usually a mixture of

both tyvpes.

A rough interface could be well represented by an error function profile whereas
a purely graded interface might be better represented by a linear profile. In order
to test these representations we fit the reflectivity data of the Ni sample using four
different interface profile functions. These functions are the error function interface,
the linear interface. the hyperbolic tangent interface and the arc-tangent interface.

The results are presented in sec. 4.2.

Once we have decided which model to use, we fit the reflectivity data for the other
samples at the different irradiation doses. From the fit parameters we construct and

plot the evolution of the electron density profile with irradiation dose. The fits, fit
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parameters and electron density profiles for the single layers are presented in sec. 4.3.2
while those for the bilayers are presented in sec. 4.4.2.

Finally. sec. 4.5 presents the x-ray diffuse scattering measurements performed on
the bilavers together with a qualitative description of the results and a discussion of
how to differentiate between the different tvpes of interfaces. A conclusion to this

surveyv is presented in sec. 4.6.

4.1 Substrate measurement

As mentioned earlier. our samples are deposited on thermally oxidized Si(100) wafers.
SiO, is chosen as the substrate instead of Si because Si is more reactive with Ni or
Fe than SiO, upon deposition or irradiation. Details of sample preparation and
irradiation are given in sections 3.1 and 3.2. respectively.

In order to minimize the number of fitting parameters. we start by measuring the
x-ray reflectivity of the substrate. The data is fit to a standard optical model [111]
based on the recursive method of Vidal and Vincent [114]. As explained in sec. 3.4.
the model consists of a semi-infinite laver of silicon followed by a layer of silicon
oxide. Each layer is represented by four parameters. the thickness. the roughness. the
electron density and the absorption coefficient. The roughness of the interface and
the surface roughness are represented by error functions. The calculated curves are
fit to the experimental data using a non-linear least-squares fitting program.

Fig. 1.1 shows the experimental data (dotted line) and calculated fit (solid line)
for the reflectivity of the substrate. We can see from the data that the region of total
externa} reflection extends up to the critical angle of 26=0.42° (¢. = 0.03 A~'). The
reflectivity in this region is less than unity due to the footprint correction, as explained
in sec. 3.4.3. Above the critical angle there is a rapid fall-off in the reflectivity which
for ideal surfaces follows = ¢-* according to Fresnel’s equation 2.14, and drops even
faster for rough surfaces. This means that the reflectivity measurement must be made
very near and above the critical angle and that the measurement must have a very

large dynamic range. spanning many orders of magnitude of reflectivity.
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As we can see from the inset. the wiggles in the experimental data are very weak
because the 3000 A SiO, laver is too thick to be well resolved by our setup. In fact,
any thickness between 3000 A and 5000 A gives almost the same fit. The error of
6.43 A in the thickness obtained from the fit is an artifact of the fitting process. In
fact the error should be much larger than that. \We have chosen the 3000 A value for
the thickness because it is the approximate value known from the thermal oxidation
process. This choice of SiO, thickness does not affect the subsequent fits for the

samples which are deposited on this tvpe of substrate.

There is a small discrepancy between the experimental data and the calculated fit
which shows that more work could be done to refine our model. In fact a large number
of studies concerning the structure and reactivity of the Si/SiO, interface have been
performed. First. concerning the structure of the oxide film in the interfacial region
where the chemical bonding transition from crystalline Si to amorphous SiO, occurs,
these studies suggest the existence of an interfacial layer approximately 10 A thick.
and perhaps a thicker layver up to 50 A of suboxide formation and compressed SiOs.
The thickness and density of this suboxide region depends sensitively on the prepa-

ration conditions of the oxide and subsequent annealing procedures {138, 139].

Second. the roughness of the Si/SiO, and SiO,/vacuum interfaces have been exam-
ined by x-ray reflectivity as well as by other techniques. It was found that interfacial
roughness is mostly a function of substrate preparation and that thermal oxidation of
Si leads to an abrupt Si/SiO, interface [140. 141]. For thermally oxidized Si samples,
Woronick et al. [142] measured surface roughnesses of 1.0 to 10 A for films ranging
from 120 to 1200 A thick. Herald et al. [143] and Chason et al. [144] measured a
surface roughness of about 4.0 A for 300 to 500 A thick thermally grown films. SiO

surfaces smoother than about 3.0 A have not been observed.

This shows that we might need to include an intermediate layer in our model in
order to obtain a better fit, but nevertheless we obtained an abrupt Si/SiO; interface,
and our surface roughness of 6.67 A agrees well with the results of other studies. Since

the study of Si/SiO, structure in itself is not the purpose of the present thesis and
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Layer | Thickness (A) | Roughness (A) | pf (e=/A3%) | o2 (e=/A%) | u (cm™!)
SiO, 3006 +6 6.67+0.09 0.664+0.001 0.648 113.54
Si - 10+3 0.709+0.006 0.710 173.75

Table 4.1: Parameters of the sybstrate obtained from fitting the reflectivity data.

our fit results agree generally well with other studies, we will consider the present
model to be suitable enough to represent our substrate.

The parameters obtained from the fit and the calculated electron densities are
given in table 4.1 where p/ is the electron density of the layer obtained from the fit,
/¢ is the calculated electron density and u is the calculated absorption coefficient. The
experimental and theoretical electron densities of Si agree within the experimental
error while those of SiO; differ by 0.016 e~/A3® which is beyond our experimental
error. The parameters obtained from the fit are used in subsequent fits for samples
which are deposited on the same type of substrate. From these parameters we can

construct the electron density profile for the substrate, which is shown in fig. 4.2.

4.2 Interface profile functions

In this section we attempt to answer the question of how to model the interfaces of our
samples? For this purpose we test four possible representations for the interface profile
by using them to fit the reflectivity data of the Ni single layer. These representations
are the error-function interface, the linear interface, the tanh interface and the arc-tan
interface. From each fit we obtain the parameters of the different layers then plot
the electron density profile for the sample. The results are shown for each interface
profile function. From the fits we determine the type of interface function that gives
us the best agreement with the experimental data.

The Ni sample is deposited on Si/SiO; substrate as discussed in sec. 3.1, then
irradiated with 1 MeV Si* ions to doses of 2 x 10' and 1 x 10'® ions/cm?, as dis-
cussed in sec. 3.2. The data presented below was collected by measuring a mesh and
fitting the w-scan at each 29 value to an equal-width Gaussian-Lorentzian lineshape
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Laver | pf (e/A%) | pf (e7/A%) | p (em™)
NiO | 1.760.04 282.24
475.65

—
(o]
—

Ni 2.22+0.02

(V)
(V)
=1

Table 4.2: The electron densities and absorption coefficients of Ni and NiO.

as discussed in sec. 3.3.2 in order to obtain the absolute reflectivity and to separate
the diffuse scattering component.

The model used 1o fit the Ni reflectivity data consists of four layers. the substrate
Si. followed by the SiO, laver. then the single layver of Ni and finally an oxide layer on
the top. The main fitting parameters are the thickness. the roughness, the electron
density and the absorption coefficient of the different lavers. \We use the substrate
parameters given in table 4.1. The NiO and Ni electron densities are first calculated
then fit for the as-deposited sample and kept constant for the irradiated ones. For
the absorption coefficients we use the calculated values since we have found that the

fit is not very sensitive to the change in these values.

4.2.1 Error-function interface

The first function tested for the interface region is the error-function representation.
Figure 4.3 shows the experimental data and the calculated fits for the Ni as-deposited
sample and the two irradiated samples using an error-function interface profile. We
can see that the fits agree reasonably well with the experimental data.

The calculated values for the Ni and NiO electron densities and absorption co-
efficients (pS and u) together with the electron density values obtained from the fit
(pf) are given in table 4.2. The NiO electron densities almost agree within the ex-
perimental error. while the Ni electron densities differ by only 0.05 e~/ A? but do not
agree within the estimated error of £0.02 e~/A3. The thickness and roughness of
the different lavers obtained from these fits are listed in table 4.3. For this tyvpe of
interface function. the SiO» roughness is allowed to vary during the fit to represent
the interdiffusion at the SiO»/Ni interface.

As mentioned earlier. three Nisamples are deposited on the same piece of substrate
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Parameter as-deposited | 2 x 10! ions/cm? | 1 x 10'5 jons/cm?
NiO thickness (A) 743 8+3 8+2

NiO roughness (A) 1.7+0.4 2.6+0.8 3.9+0.1

Ni roughness (A) 9+3 1245 162

SiO, roughness (A) | 11.5+0.3 11.5+0.8 14.4+0.8

Table 4.3: Parameters of the Si/SiO2/Ni(500A) sample before and after irradiation obtained from
fitting the reflectivity data using an error-function interface profile.

and two of them are irradiated to the different ion doses. These two samples are found
to have a slightly different thickness for the Ni layer. The thicknesses obtained from
the fits are 468+1A and 458+3A. The centers of these samples are 12 mm apart,
giving a thickness gradient of 0.847A/mm.

From the parameters given in table 4.3 it is found that the roughness of the different
layers increases with increasing the irradiation dose. The electron density profile is
calculated using these parameters and is plotted in fig. 4.4. Figure 4.4(a) shows the
electron density profile for the SiO;/Ni interface and the Ni/NiO interface. It is
seen that there is a slight change in the electron density profile upon irradiation. In
figure 4.4(b) it is shown that there is some intermixing between the Ni and NiO layers
at the interface, this intermixing increases with the irradiation dose. For the SiO;/Ni
interface, no change is obvious at the low irradiation dose of 2 x 10'* ions/cm? but the

intermixing increases at the higher dose of 1 x 10! jons/cm? as shown in fig. 4.4(c).

4.2.2 Linear interface

There are three interfaces in our model, the Si/SiO3, the SiO;/Ni and the Ni/NiO
interfaces. Since we suspect and want to verify the interdiffusion between the bulk
material and the substrate at the SiO;/Ni interface upon irradiation, this interface
representation is changed to the different function shapes to test their effect on the
fit.

The material/oxide interface is always represented in our fits by an error function

because it is most probably a rough interface with a random distribution of heights in
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x and ¥ and is best represented by this type of function. Also we always represent the
Si/SiO, interface by an error function and use the parameters obtained from fitting
the substrate reflectivity data. Effectively. the fit is not sensitive to the roughness of

the Si layer. as will be discussed shortly.

Therefore. in the following fits we change the representation of the SiO,/Ni in-
terface only. In the present section, this interface is represented by a linear function
profile. This linear function is simulated in our model by dividing the interface into
10 sections of equal thickness and using an average electron density at each step. as
discussed in sec. 3.4.2 and shown in fig. 3.12(a). We chose to limit the number of
steps to 10 because when this number was increased no noticeable change in the fit
was observed. Hence. we keep the number of steps at the smallest possible number
which produces no significant change in the calculated fit in order to limit the number
of simulated lavers in our model thus minimizing the fitting time. (Note that here
only the interface is divided into N steps whereas in fig. 3.12(a) the whole sample
thickness was divided into linear steps. therefore the present number of steps N is

much smaller).

Fig. 4.5 shows the fit to the same experimental data of the Ni sample using the
SiO, /N1 linear interface profile. We can see that we do not obtain excellent fits as we
did using the error-function interface profile. The fit using a linear interface shows
large dips in the calculated reflectivity which are not seen in the experimental data.
Knowing that our resolution is high enough so that we could see such dips in the
experimental data if theyv really existed. we conclude that those dips originate from

our model because of the discontinuity in the linear interface profile.

The obtained parameters are listed in table 4.4. the SiO,/Ni interface parameter
represents the thickness of the linear interface between the SiO, and the Ni layers.
Comparing the parameters given in tables 1.3 and 4.4 we find that the NiO thickness
and roughness have much higher values using the linear interface profile than using
the error-function profile. We should however obtain almost the same parameters

since the Ni/NiO interface is represented by an error function in both cases. This is
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Parameter as-deposited | 2 x 10 jons/cm? | 1 x 10'® jons/cm?
NiO thickness (A) 10+2 18+2 1844

NiO roughness (A) 9.2+0.4 10.4+0.6 13.8+0.9

Ni roughness (A) 8+2 14+5 145
SiO,/Ni interface (A) 0.0 3.86+0.0002 9.5+0.5

Table 4.4: Parameters of the Si/Si0;/Ni(500A) sample before and after irradiation obtained from
fitting the reflectivity data using a linear function interface profile.

an artifact of the fit, the least-squares fitting procedure attempts to improve the dips
and minimize the x? parameter by increasing the NiO thickness and roughness.

The electron density profile is calculated using these parameters and is plotted in
fig. 4.6. Again, we have increased intermixing at the Ni/NiO interface upon increasing
the irradiation dose as shown in fig. 4.6(b). By comparing figures 4.4(c) and 4.6(c) we
see that the obtained electron density profile depends on the chosen interface model.

4.2.3 Hyperbolic-tangent and arc-tangent interfaces

Two more interface profiles were tested for this sample. The fits to the Si/SiOz/
Ni(500A) reflectivity data using a hyperbolic-tangent function and an arc-tangent
function to represent the SiO2/Ni interface profile are shown in figures 4.7 and 4.8,
respectively. Again, the Si/SiO; and the Ni/NiO interfaces are represented by an
error function. The tanh and the arc-tan interfaces are simulated by dividing the
interface into 10 steps and using an average electron density at each step. The sub-
strate parameters are taken from table 4.1 and the Ni and NiO electron densities and
absorption coefficients are taken from table 4.2.

From these figures we can see large discrepancies between the experimental data
and the calculated fits. The parameters obtained from the fits are given in tables 4.5
and 4.6, respectively. Once again, the least-squares fitting program attempts to im-
prove the fit and reduce its x? parameter by increasing the thickness and roughness
of the NiO layer.

The electron density profiles are calculated using these parameters and are plotted
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Parameter as-deposited | 2 x 10'* ions/cm? | 1 x 10'® ions/cm?
NiO thickness (A) 14+1 14+1 161

NiO roughness (A) 8.1+0.4 9.7+0.6 10.2+0.4

Ni roughness (A) 5+1 71 7.3+0.4
SiO,/Ni interface (A) 3x1 3.7+0.8 29+2

Table 4.5: Parameters of the Si/SiO3/Ni(500A) sample before and after irradiation obtained from
fitting the reflectivity data using a tanh function interface profile.

Parameter as-deposited | 2 x 10" ions/cm? | 1 x 10'S ions/cm?
NiO thickness (A) 14+1 14+1 15+1

NiO roughness (A) 8.120.5 9.7+0.6 11.9+0.7

Ni roughness (A) 5%1 7+1 8.9+0.8
SiO3/Ni interface (A) 3+1 3.6+£0.8 30+2

Table 4.6: Parameters of the Si/SiO3/Ni(500A) sample before and after irradiation obtained from
fitting the reflectivity data using an arc-tan function interface profile.

in figures 4.9 and 4.10, respectively. Comparing parts (b) of these figures we can see
the dependence of the Ni/NiO interface evolution on the specific functional form used
to represent the interface profile.

From this survey of the four different interface profile functions we conclude that
the calculated fit depends sensitively on the functional form used to represent the

interface. The structure of our samples is best described using the error-function

interface profile, therefore in all subsequent fits the interfaces will be represented by

an error-function representation.

4.3 Single layers of Fe, Cu and Co

4.3.1 Single layers model

Following the method described in sec. 3.4 we use a model consisting of four layers
in order to fit the Fe, Co and Cu reflectivity data. The layers represent the substrate
Si followed by the SiO; layer, then the bulk material and finally an oxide layer at the
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top.

The substrate parameters are fixed to their values given in table 4.1. except for
the SiO, roughness whose variation represents its intermixing with the bulk material.
The electron density values for the different layvers are first calculated then fit for the
as-deposited samples and kept constant. as much as possible. for the irradiated ones.
We use the calculated values for the absorption coefficient of the different materials
since it was found thart the fits are not very sensitive to the change in these values.

As done previously for the Ni single layer. the reflectivity of each sample is mea-
sured by performing a mesh and fitting the w-scan at each 26 value to an equal-width
Gaussian-Lorentzian lineshape as discussed in sec. 3.3.2 in order to obtain the absolute

reflectivity and to separate the diffuse scattering component.

4.3.2 Discussion of the single layvers results

The experimental data and calculated fits for the reflectivity of the Fe. Cu and Co
samples at the different irradiation doses as well as the electron density profiles con-
structed from the fit parameters are shown in figures 4.11 to 4.16. The calculated
values of the absorption coefficient (1) and of the electron density (p¢) are tabulated
together with the electron density values obtained from the fits (pf). and the thickness
and roughness parameters of the different layvers are given in tables 4.7 to 4.12.

From the experimental data we can see that we obtain very good oscillations in
our reflectivity curves over a range that covers four orders of magnitude. down to
reflectivity values in the order of 1078 This is due to several factors. First. by
tightening the energy window of the pulse height analvzer we were able to reduce
the dark counts so that we can detect weaker signals. as explained in section 3.3.
Second. by using the data acquisition method explained in section 3.3.2 we were
able to separate the diffuse scattering component from the specular component. \We
obtained the normalized reflectivity data which also helped in reducing the fitting
parameters by one. because the intensity now remains fixed during the fits.

In general. the calculated fits agree reasonably well with the experimental data.

From fig. 4.11 we can see that the shape of the reflectivity curves for Fe is different from
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the other samples. There is a long wavelength fringe superimposed on the reflectivity
curve. This is due to the presence of the surface iron oxide layer. It causes an obvious
kink in the data which starts at around ¢. ~ 0.16 A~! for the as-deposited sample
and moves to smaller ¢. values as the irradiation dose increases.

Also. from fig. 4.12(b) we can see that for the as-deposited sample and the sample
irradiated at 2x 10" ions/cm? the oxide layer electron density is close to the calculated
FeO electron density. while at the higher irradiation level of 1 x 10'5 ions/cm? the
oxide layver electron density decreases to approach the calculated electron density of
Fe;0;. as given in table 4.7.

For the Cu sample we note that the Cu layver roughness decreases as the irradiation
dose increases. as given in table 4.10, contrary to the behaviour of the other samples.
Also. the oxide laver thickness increases noticeably at the higher irradiation dose of
1 x 10" ions/cm?®. As seen from fig. 4.13. at the higher irradiation dose the fit to the
reflectivity data is not very good from the 3rd to the 6th peak. We obtain some large
dips which were accounted for by the fitting routine by abruptly decreasing the Cu
layer roughness and increasing the oxide laver thickness significantly. These changes
are only artifacts of the fitting process and do not represent the real changes occurring
in the sample.

Another artifact of the fitting process is seen in the Co sample results. As seen
from table 4.12 and figures 4.16(b) and 4.16(c) both the Co roughness and the SiO-
roughness decrease dramatically at the higher irradiation dose. \We can notice the
bad fit at the {th peak in fig. 4.15 at the high-irradiation dose which is responsible
for these sudden drops in the roughness values.

But in general the common trend observed from the fits is that the roughness of
the different layers increases with increasing the irradiation dose, which represents
more intermixing at the interfaces. No change in the bulk materials electron density

was observed upon irradiation at the present doses.
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Layer | pf (e=/A%) | p£ (e7/A%) | 4 (em™")
FeO 1.4+0.1 1.23 1500.80
Fe O, 0.91+0.2 0.72 600.20
Fe 2.06+0.04 2.11 2501.91

Table 4.7: The electron densities and absorption coefficients of Fe and iron oxides.

Parameter as-deposited | 2 x 10" jons/cm? | 1 x 10'S jons/cm?
FeO thickness (A) 25+1 261 -

FeO roughness (A) 5+1 4+1 -

Fe3O4 thickness (A) - - 25.4+0.4
Fe30, roughness (A) - - 4.1+0.3

Fe roughness (A) 62 62 9.9+0.6
SiO; roughness (A) 10+1 12+1 9.4+0.4

Table 4.8: Parameters of the Si/SiO;/Fe(500A) sample before and after irradiation obtained from
fitting the reflectivity data.

Layer | pf (/A | g2 (/A% | 4 (em™?)
CuO | 1.35+0.03 131 174.80
Cu 2.29+0.02 2.28 515.96

Table 4.9: The electron densities and absorption coefficients of Cu and CuO.
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Parameter as-deposited | 2 x 10" ions/cm? | 1 x 10' ions/cm?
CuO thickness (A) 5+1 10+3 41.8+0.7
CuO roughness (A) | 3.4+0.1 4.1+0.2 12.6+0.5
Cu roughness (A) 39+4 2746 2.9+0.2
SiO, roughness (A) | 13.7+0.4 15.1+0.7 11.420.5

Table 4.10: Parameters of the Si/SiO;/Cu(500A) sample before and after irradiation obtained from
fitting the reflectivity data.

Layer | pf (e=/A%) | £ (e7/A?) | u (em™")
CoO 1.26+0.05 1.30 1539.69
Co 2.23+0.02 2.25 3079.37

Table 4.11: The electron densities and absorption coefficients of Co and CoO.

Parameter as-deposited | 2 x 10" jons/cm? | 1 x 10'S ions/cm?
CoO thickness (A) 8+2 14.3+0.9 23.7+0.4
CoO roughness (A) | 3.9+0.2 4.110.1 9.6+0.3
Co roughness (A) 18.6+0.8 29.8+0.9 9.9+0.3
SiO, roughness (A) | 9.1+0.3 12.1+0.3 2.1+0.2

Table 4.12: Parameters of the Si/SiO;/Co(500A) sample before and after irradiation obtained from
fitting the reflectivity data.
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4.4 Bilayers of Ni/Fe and Co/Cu

4.4.1 Bilayers model

Our main objective is to study the effect of MeV ion irradiation on the structure
of magnetic multilayers of Ni/Fe and Cu/Co. and hence understand the changes in
the giant magnetoresistance (GMR) and in the magnetotransport properties of these
multilavers which occur upon ion irradiation. Most of these changes occur at the
interfaces between the different lavers. hence our model has to include each layer
represented individually in order to study in detail the structural changes occurring
at the interfaces. Since a multilaver consists of a bilaver repeated N times, where
N=11 for our Ni/Fe samples [28] and N=30 for our Co/Cu samples [40, 41]. and
since each laver is represented in our model by four parameters. this will produce
a very large number of parameters in our model and the fit will not be reliable at
all. Normally to study a multilayer one assumes that it consists of identical bilayers
and models only one bilayer repeated N times with the same parameters. In order
to obtain more detailed interface structure information we will study only individual
bilavers of these materials. This will allow us to minimize the number of parameters
while obtaining a clearer picture of the interface profiles.

For this purpose bilayers were prepared with the configurations Si/SiO,/ Fe(2000A)/
Ni(1004). Si/Si02/Ni(2000A)/Fe(100A). Si/Si02/Co(2000A)/Cu(100A) and Si/SiO,/
Cu(2000A)/Co(100A). The bilayers were deposited on the same type of thermally-
oxidized Si substrate as three distinct samples of each configuration on the same piece
of substrate. one of which was kept as-deposited and the other two were irradiated
by 1 Me\" Si ~ ions to doses of 2 x 10! and 1 x 10! ions/cm®. The samples were
characterized by low-angle x-ray reflectivity measurements and x-ray diffuse scans at
each stage of irradiation.

In order to fit the x-rayv reflectivity data our model is essentially the same as for
the single lavers. with the addition of one extra layer. The substrate parameters are
again taken from tabie 4.1 and the calculated values for the absorption coefficients (1)

and the electron density values (p/) obtained from the previous fits for the different
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materials are taken from tables 4.2. 4.7, 1.9 and 4.11. These values are kept fixed
and only the thickness and roughness of the different layers are varied during the fit.
These measures are taken in order to minimize the number of fit parameters and to

obtain more reliable fits.

4.4.2 Discussion of the bilavers results

The reflectivity data and fits for the four Ni/Fe and Co/Cu bilayers together with
the electron density profiles constructed from them are shown in figures 4.17 to 4.24.
Tables 4.13 to 4.16 list the various thickness and roughness parameters obtained from
the firs.

From our bilayers survey we can see that changing the deposition sequence gives
different results. For the Fe/Ni bilayvers. having the Fe layer on the top causes the
appearance of some peaks which don’t exist for the opposite deposition sequence.
These peaks are difficult to fit which suggests that they might originate from some
iron oxides which are not taken into account in our model. \We modeled the oxide
by only one laver of a particular thickness and electron density while there could be
more than one iron oxide laver formed. Adding another layer of oxide with different
electron density might help the fit at the expense of increasing the number of fit
parameters. The obtained fits are reasonable enough and so no change in the model
will be introduced.

For the Si/Si0./Fe(2000A)/Ni(100A) bilaver very small changes occur upon irradi-
ation. The oxide layer electron density was found to be 1.84+0.07 e~ /A3 which agrees
well with the calculated value for the NiO electron density of 1.81 e~/A3 within the
experimental error. As we can see from table 4.13 the Ni layver roughness is very high
compared to its thickness. namely a roughness of 30 A for a thickness of 77.45 A. The
effect of this very high roughness is seen in the electron density profile of fig. 1.18(c)
where the effective Ni electron density is reduced from 2.22 to around 2.18 e~ /A? for
the as-deposited sample and even to less than 2.16 e~ /A3 for the irradiated samples.
This effect of high roughness was discussed in sec. 3.4.2 and was shown in fig. 3.14.

For the oppositely-deposited sample, the oxide layer electron density was found to
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be 1.21+0.02 e~ /A3 which is close to the calculated value of the FeO electron density
of 1.23 e~ /A% and agrees with it within the experimental error. Another artifact of
the fit occurs at the higher irradiation dose as we notice a decrease in the FeO layer
roughness and a sudden increase in the Fe laver roughness as given in table 4.14.

For the Co/Cu bilayers more changes are observed for the sample with the Cu layer
on top than for the oppositely-deposited sample. We found that having the Cu layer
on the top causes the Co/Cu interface to become sharper upon irradiation whereas
when changing the deposition sequence we do not observe this behaviour. As seen
from table 4.15. the roughness of the Co layer decreases dramatically from 35 A in
the as-deposited sample to only 9 A at the higher irradiation dose. This is seen in
fig. 4.22(c) where the interface between the Co and Cu layers becomes sharper upon
irradiation. This is due to the fact that Co and Cu are immiscible and there is only a
metastable liquid miscibility between them at high temperatures (1495°C) {145. 146].

In an attempt to confirm the obtained results and to make certain that this is
not another artifact of the fit we added an extra laver in our model between the Co
and the SiO, to represent a possible formation of a Co,Si or CoSi or CoSi, layer. but
the fits did not improve. In fact. we can see from fig. 4.21 that we obtain better-
defined wiggles in the experimental data as the irradiation dose increases, indicating
the formation of better-defined lavers and sharper interfaces.

For the oppositely-deposited sample no obvious change is noticed in the reflectivity
curves upon irradiation. as can be seen from fig. 4.23. The oxide layer electron density
was found to be 1.10+0.05 e_/.--\3 which is close to the Co30, electron density of 1.16
e” /A3,

In general. the overall trend observed is that the roughness of the different layers
increases with increasing irradiation dose, representing more intermixing at the inter-
faces. No obvious change in the electron density of the bulk materials was detected
as can be seen from our reflectivity curves. since the critical angle for total external
reflection does not change with irradiation dose. In the next section we present the

results of diffuse-scattering scans performed on these bilavers at different 26 values.
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Table 4.13: Parameters of the Si/SiO;/Fe(2000A)/Ni(100A) sample before and after irradiation

Parameter as-deposited | 2 x 10" ions/cm? | 1 x 10'® jons/cm?
NiO thickness (A) 25+5 33+2 34+3

NiO roughness (A) 7.840.1 9.9+0.1 8.6+0.1

Ni roughness (A) 30+5 29+5 32+3

Fe roughness (A) 8+1 11.8+0.6 10.5+0.7
SiO, roughness (A) 10+4 10+1 19+4

obtained from fitting the reflectivity data.

Table 4.14: Parameters of the Si/SiO;/Ni(2000A)/Fe(100A) sample before and after irradiation

Parameter as-deposited | 2 x 10' ions/cm? | 1 x 10'® ions/cm?
FeO thickness (A) 35.5+0.4 33.2+0.3 40.1+0.7
FeO roughness (A) | 10.0+0.4 11.5+0.4 2.7+0.2

Fe roughness (A) 1.7+£0.3 1.6+0.3 9.1+0.5

Ni roughness (A) 8.9+0.9 8.0+0.9 8.0+0.9
SiO, roughness (A) 30+7 30+5 367

obtained from fitting the reflectivity data.

Table 4.15: Parameters of the Si/Si0;/Co(2000A)/Cu(100A) sample before and after irradiation

Parameter as-deposited | 2 x 10" ions/cm? | 1 x 10' ions/cm?
CuO thickness (A) 25+4 2349 3242
CuO roughness (A) 9+1 9+2 14+1
Cu roughness (A) 14+2 1543 9+1
Co roughness (A) 3545 15+2 9+1
SiO, roughness (A) 13+4 1443 14+3

obtained from fitting the reflectivity data.
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Parameter as-deposited | 2 x 10! ions/cm? | 1 x 10'® jons/cm?
Co30, thickness (A) 18+1 20+2 18+2
Co30,4 roughness (A) | 1.0+0.4 1.0£0.3 1.0+0.4
Co roughness (A) 15.8+0.7 19.4+0.6 21.2+0.8
Cu roughness (A) 12+1 13+2 17+2
SiO, roughness (A) 22+3 25+6 25+4

Table 4.16: Parameters of the Si/Si0;/Cu(2000A)/Co(100A) sample before and after irradiation
obtained from fitting the reflectivity data.

4.5 X-ray diffuse scattering data

As mentioned earlier, there are two types of interfaces, rough interfaces and graded
interfaces. We cannot distinguish between these two interface types by measuring
the specular reflectivity alone since both of them cause a loss of part of the specular
reflectivity. We have to measure the diffuse scattering in order to differentiate between
them because a rough interface causes some diffuse scattering which increases with
increasing roughness, whereas a graded interface does not cause any diffuse scattering
and the loss in the specular reflectivity goes into the transmitted beam.

In order to qualitatively characterize our samples we measured the diffuse scat-
tering by performing w-scans on each bilayer at different 20 values. The results are
shown in figs. 4.25, 4.26, 4.27 and 4.28.

As seen from the figures, we obtain typical w-scans as shown in fig. 3.6 and dis-
cussed in sec. 3.3.2. In most of these w-scans we can see the Yoneda wings which
appear at 6 = 8, and 0 = (20) — 6., where 8, is the critical angle for total external
reflection of the material.

For example, 6. = 0.399° for Ni, and we can see the first Yoneda wing at § =~ 0.4°
in all parts of fig. 4.25 and the second Yoneda wing at 8 =~ 0.6°, 0.8°, 1.0°, and 1.2°
in figs. 4.25(a), 4.25(b), 4.25(c) and 4.25(d), respectively. Also the specular peak
appears at @ = 1(20) and decreases in intensity as 20 increases.

We can see the difference between the w-scans for the Si/Fe/Ni bilayer in fig. 4.25
and those for the Si/Ni/Fe bilayer in fig. 4.26. For the earlier sample we have a lot
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of diffuse scattering which changes with the irradiation dose whereas for the latter
sample there is almost no diffuse scattering, what is measured is the dark counts
which don’t change with irradiation. From the specular reflectivity fits we found that
the Ni layver in the Si/Fe/Ni bilayer was very rough. Its roughness was very high
compared to its thickness. The w-scans confirm this high roughness since it is the
only sample where we can see a large diffuse scattering component, and the change
in the diffuse scattering upon irradiation is obvious at all measured values of 26 up to
260 = 1.6°. For the other samples it is best to measure the diffuse scattering at values
of 260 < 1.2°.

We can thus conclude that the Ni/NiQ interface in the Si/Fe/Ni sample is a rough
interface whereas the interfaces in the Si/Ni/Fe sample are graded interfaces. This
might also suggest that the linear interface profile would best represent the graded
interfaces of the Si/Ni/Fe sample. in fact we were able to obtain a better fit using the
linear interface profile ouly for the as-deposited sample.

The Si/Co/Cu and Si/Cu/Co samples both show some diffuse scattering at 20 =
1.0° but that scattering is more affected by the irradiation for the first sample than for
the second one. At higher 26 values the diffuse scattering decreases and at 20 > 1.2°
we are merely measuring the dark counts.

From this survey. we cannot determine the effect of ion irradiation on the dif-
fuse scattering. Although we notice some changes in the diffuse scattering curves
upon irradiation. these changes are not consistent due to the fact that we are using
three distinct samples of each bilaver configuration. In the next chapter we will use
one sample of each bilaver configuration and irradiate it successively to the different

irradiation doses in order to obtain more consistent and comparable results.

4.6 Conclusion of the survey

We see from this survey that x-ray reflectivity is a good tool for studying intermixing
at the interfaces. We have established and tested a good setup for our diffractometer,

by optimizing the slits settings, the pulse height analvzer settings and by including a
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Ni(100A) at different 20 values: a) 20 = 1.0°: b) 20 = 1.2°; ¢)
20 = 1.4°: d) 20 = 1.6°. The solid lines are guides to the eye.
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Figure 4.27: Omega scans of the bilayer Si/Si02/Co(20004)/
Cu(1004) at different 26 values: a) 260 = 1.0°: b) 26 = 1.2°; ¢)
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new sample holder and new stepping motor controllers.

Our method of data acquisition and processing enables us to obtain the normalized
reflectivity data over several orders of magnitude and our modeling method gives us
reasonable fits that agree well with the experimental data. We have also tested
various representations for the interface profile and concluded that the error-function

representation best describes our samples.

An important question arises on how accurate is the estimation of the thickness.
roughness and electron density of the different layers in our reflectivity fits? As
discussed in sec. 3.3.2. the thickness of the different lavers determines the position
of the peaks in the reflectivity curves. whereas the amplitude of the oscillations is
proportional to the electron density contrast between the neighbouring lavers. The

roughness affects the overall decay of the reflectivity curve.

Hence in the fitting process. when the refractive indices and the thicknesses have
reasonable values. a small change in the thickness will mainly displace the positions
of the peaks which will cause a large change in the \? value of the least-square fitting.
This means that the thickness values obtained will be very reliable as long as those
thicknesses are in a range that is well resolved by our setup and good oscillations

have been obtained for them in the experimental data.

On the other hand. a small change in the electron densities will mainly affect the
intensity and will not influence \* as much. with the exception of the electron density
value of the layer which determines the position of the critical angle. Anyv small
change in this electron density value will cause a shift in the critical angle position
and hence a large change in the \° value. Therefore, this electron density value is
more reliable. whereas the electron density contrast between the other layers is more

reliable than their absolute values.

Concerning the roughness parameter. we know that the top surface usually displays
the strongest scattering due to the relatively large change in electron density upon
going from vacuum (or air) to solid matter. The scattering from the buried interfaces

is usually weaker because of the smaller electron density contrast. Hence the overall
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fall-off of the reflectivity curve with increasing q is dominated by the top surface
roughness. The effect of buried interfaces roughness is usually the damping of the
interference fringes at large q. Therefore the top layer roughness value is usually more
reliable and the reliability of the roughness parameter of any interface decreases as the
electron density contrast between the two layers sandwiching this interface decreases,
because this particular interface will contribute less to the scattered intensity. If the
change in an interface roughness parameter does not affect the fit at all, a smallest

possible roughness value is chosen for this particular interface.

In general. the overall good fits obtained mean that the models are good approx-
imation to the structure of our samples. The small discrepancies in the fits indicate
that further improvements could still be added to our model. Although at some
points the results of the fit were not convincing. the overall trend is clearly visible.
We discussed the limits of reliability of our fits and obtained a good picture for the

extent of our model.

Several other factors affected the accuracy of this data. First. the samples were
very small in size (4 mm highx6 mm wide each) which forced us to reduce the height
of the slit defining the beam just before the sample to 3 mm such that the total
height of the incident x-ray beam would hit each individual sample without hitting
the neighbouring ones. This caused the loss of an important part of the incident
x-ray beam intensity which reduced our signal significantly and therefore reduced our
measured signal-to-noise ratio. This reduction in incident intensity affects the data
especially as we try to measure to higher 20 values, since the reflectivity drops very

fast over several orders of magnitude.

Second. although we try to obtain three identical samples for each configuration,
some differences occur between those three as-deposited samples. The most obvious
difference is in the thickness of the corresponding layers. There is a thickness gradient
along the length of the samples which was measured to be 0.847A/mm. Also, some
differences in the roughness of the corresponding layers and in the thickness of the

oxide layer exist. which affect the comparison of results at different irradiation doses.
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Third. the 2000 A lavers are too thick to be resolved by our setup, hence we lose the
information that could be obtained from these wiggles. Finally, the 2 x 10'* ions/cm?
irradiation dose turned out to be very low, few changes are observed at this dose, if
any. The 1x10'3 ions/cm?® dose causes some noticeable changes but is not high enough
to produce a larger effect. Meanwhile. oxidation causes lots of changes (especially for
iron) which sometimes are difficult to fit.

As a whole we obtained a good overview of the possibilities and accuracy of our
measurements. \We learned a lot about our model, its strengths and its weaknesses.
We will try to overcome these difficulties by depositing bigger samples (15 mm highx
4 mm wide) of Fe/Ni bilavers with a more convenient thickness. In this case the
vertical height of the slit defining the beam could be kept wide open (10 mm)} in
order to gain more signal for the incident x-ray beam and we are sure to have only one
set of initial parameters to compare the structure evolution at each irradiation dose.
Each of these samples will be irradiated successively to higher irradiation doses until
more changes could be observed in the structure. The samples will be characterized
at each irradiation stage by low-angle x-ray reflectivity and x-rayv diffuse scattering
measurements. Some of these samples will also be characterized by high-angle x-ray
scattering and transmission electron microscopy techniques. The results are presented

in chapter 3.
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DETAILED STUDY OF FE/NI BILAYERS

In this chapter we present the results of a detailed study performed on two Fe/Ni
bilayers with opposite deposition sequences. In order to overcome the difficulties that
we faced in our previous survey. the bilavers are deposited with the dimensions of
15 mm highx4 mm wide each. therefore the height of the slit defining the beam
could be left wide open at 10 mm. This allows us to increase the incident x-ray
beam intensity and hence to increase the measured signal-to-noise ratio. allowing us

to obtain better scans at higher q values.

The individual Fe and Ni lavers thicknesses are chosen to be 300\ each since
we obtained verv good oscillations in the reflectivity curves of the single layers at
this thickness. Moreover. each bilaver is irradiated successively to higher doses and
characterized at each irradiation stage. until all the specularly-reflected signal is lost
and we obtain only the diffuselyv-scattered component. In this way we ensure two
things: first. since we irradiate a single sample of each configuration our results
will be comparable and our initial parameters will always be the same: second. the
successive irradiation will make certain that we reach a high-enough irradiation dose

in order to observe noticeable structural changes in our samples.

Identical Si/Si0./Ni(500A)/Fe(5004) bilavers are also deposited and character-
ized by x-ray reflectivity (XRR) and high-angle x-ray diffraction (XRD) measure-
ments. Each of these bilavers is then irradiated at a different irradiation dose.
characterized again by XRR and XRD techniques. then studied by plane-view and
cross-sectional transmission electron microscopy (TEM and XTEM) techniques. The

obtained results are compared to the results of our x-rayv structural study.
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In section 5.1 we explain in detail how the diffusely-scattered component is sep-
arated from the specularly-reflected component. We also show that the specular
reflectivity decreases with increasing irradiation dose until all of our signal represents
the diffuselv-scattered radiation. This is shown to occur at a different irradiation dose
for the different samples.

Section 5.2 presents the x-rayv reflectivity data and fits for the two bilayvers while
the x-ray diffuse scattering scans are presented in sec. 3.3. The high-angle x-ray
diffraction measurements for the Si/Ni/Fe bilaver are presented in sec. 5.4 and the
TEM and XTEM plots for this bilayer are given in sec. 5.5. Finally a discussion of

these results follows in section 3.6.

5.1 Separating the diffuse scattering component from the

specular reflectivity data

In this section we will explain in detail how our low-angle x-ray scattering data
is processed in order to separate the diffuse scattering component and to obtain
the specular reflectivity component only. This turns out to be very important at
high irradiation doses (in the 10'® jons/cm? dose range) since the diffuse scattering
component becomes very large relative to the specular component. Therefore. if the
diffuse component is not subtracted out we cannot obtain meaningful fits since our
model only calculates the specularly-reflected intensity.

There are several wayvs of measuring the low-angle reflectivity. as discussed in
sec. 3.3.2. We can perform a direct § — 26 scan. where the intensity is measured once
at each 26 value at the expected position of the peak (8 = %(20)). However, any
angular error introduced by the goniometer movement will cause an inaccuracy of the
measurement.

We can perform a small mesh around the .- = 0 region for each fixed 26, then choose
the maximum data point for each 26 value. or average the data around the specular
ridge. This will reduce the error caused by the goniometer positioning inaccuracy,

but when the signal is weak we will be mainly measuring the background and the
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average will take into account some intensity from the diffuse part.

The best method in order to separate the diffuse background is to perform an w-
rock at each fixed 26 value. spanning several times the HWHMI of the peak. Each of
these w-rocks will be composed of three parts: the dark counts. the diffuse background
and the specular peak. The dark counts come mainly from the electronic circuits
and from random scattering and represent a linear background which in our setup
is measured to be 0.032 cps. This linear background is subtracted from the diffuse
background.

In order to calculate the specular intensity and to separate the diffuse background.
each of these w-rocks is fit to an equal-widths Gaussian-Lorentzian lineshape (EWGL)
given by equation 3.2. The fitting curve is given by eq. 3.3. where bg is the diffuse back-
ground. [ is the integrated intensity under the specular peak and f is the lineshape
function defined in eq. 3.2. Fromn the fit parameters we obtain the diffuse background

level (in counts-per-second) and the integrated intensity under the specular peak.

Examples of these fits are shown in fig. 5.1 where the diffuse background is rep-
resented by the shaded areas. We have chosen the data of the Si/Fe/Ni bilayer
irradiated at 9 x 10'® ions/cm?® as an example because the diffuse scattering back-
ground increases with irradiation dose. so by choosing a high irradiation dose we can
better see the effect of the diffuse background on the specular peak. As can be seen
from the figure and from fig. 3.7. as 26 increases the peak intensity decreases and the
diffuse background level increases with respect to the specular peak. The dark counts

level is too low to appear on this scale.

By fitting the measured .-rocks at each 26 value we obtain the integrated specular
intensity and the diffuse background for the samples at each irradiation stage. The
obtained diffuse background level is in counts-per-second which should be transformed
into an integrated intensity. by multiplving it by the width of our scan (0.016° in our

case).

Figures 5.2 and 5.3 show the diffuse and the specular components of the scattering

of the two bilayvers at the different irradiation doses. The open squares represent
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Figure 5.1: Fits (solid lines) to the w-rocks experimental data
(squares) of the Si/SiO2/Fe(5004)/Ni(500A) bilaver irradiated at
9 x 10'® cm 2 at different 26 values. The fits are calculated at the
experimental points only. The shaded areas represent the diffuse

background. The dark counts are 0.032 cps which cannot be seen
at this scale.
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the total intensity (specular+diffuse) that we would obtain if we do not separate
the diffuse part. The solid triangles represent the specular integrated intensity alone
after separating the diffuse background. and the open circles represent the diffuse
background after subtracting the dark counts and transforming it into an integrated

intensity.

For the Si/Fe/Ni bilayer we can see from fig. 5.2(a) that for the as-deposited
sample the specular integrated intensity (triangles) and the total integrated intensity
(squares) almost coincide at all values of 26. showing that the diffuse scattering is weak
and does not affect the measured specular intensity greatlv. On the other hand, at
the highest irradiation dose. fig. 5.2(d) shows that the specular intensity (triangles)
is verv weak. even weaker than the diffuse intensity (circles). At this dose, it is
extremely important to separate the diffuse intensity before fitting the reflectivity.
At intermediate irradiation doses. we can see from figures 5.2(b) and 5.2(c) that the

diffuse part becomes more significant at lower angles as the irradiation dose increases.

For the oppositelv-deposited bilaver. we see from fig. 5.3(c) that the specular
scattering is affected at 20 > 1.5° whereas at the higher irradiation dose we have

some specular scattering up to a 26 value of around 0.8° as seen from fig. 5.3(d).

This shows us that the 10'®* cm~? irradiation dose is in fact high enough to see
a few changes in the structure but the diffuse scattering is still weak at this level.
As the dose is increased to 3 x 10'® cm™ more diffuse scattering is measured and
the specular intensity is more affected. At the 9 x 10'® cm~2 dose the Si/Fe/Ni
bilayer loses most of its specular part and the signal is composed mainly of the diffuse
scattering component. whereas the Si/Ni/Fe bilayer still has some specular scattering
at this dose. and actually loses all the specular part when we further irradiate it at
1.9 x 10'" cm™2. Therefore. the two bilayers lose their specular reflectivity part at
different irradiation doses. showing different behaviour upon changing the deposition

sequence.

In order now to obtain the reflectivity we have to normalize the specular integrated

intensity by dividing it by the integrated intensity of the incident x-ray beam, as
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explained in sec. 3.3.2. In the next section we present the fits to these reflectivity

curves and the electron density profiles constructed from the fit parameters.

5.2 Low-angle x-ray reflectivity data

In this section we present the fits to the x-ray reflectivity data of the Si/Fe/Ni and the
Si/Ni/Fe bilayvers. The samples structure is approximated using the bilavers model
described in sec. 4.4.1. The fit parameters are the thickness and roughness of the
different lavers. The electron densities and absorption coefficients are again taken
from table 4.1 for the substrate. and from tables 4.2 and 4.7 for the Ni and Fe lavers
and oxides. respectively. All the interfaces are represented by error-function profiles.

Figures 5.4 and 5.5 show the experimental data and calculated fits for the Si/Fe/Ni
and Si/Ni/Fe bilavers. respectively. Since we found in the last section that the
Si/Fe/Ni sample lost most of its specular reflectivity at the 9 x 10!® cm~? irradi-
ation dose while the Si/Ni/Fe sample still had some measurable specular component
at this dose. there are only 3 fits for the earlier sample and 4 fits for the latter one.
We can see that by removing the diffuse scattering component from our data we are
able to obtain good fits which agree reasonably well with the experimental data at
all irradiation doses. Therefore. our model is a good approximation to the structure
of our samples.

The values of the fit parameters are given in tables 5.1 and 5.2, respectively. As can
be seen. the roughness values of the different layers increase with increasing irradiation
dose. with the exception of the substrate roughness which fluctuates a little. However.
as discussed in sec. 3.3.2. the fit is not very sensitive to the buried interfaces roughness
and the obtained values for the surface and top interface roughness are more accurate.

The electron density profiles are constructed from the fit parameters and are shown
in figures 5.6 and 5.7. respectively. As can be seen, there is an increased intermixing
at the different interfaces as the irradiation dose increases. \We can see here the
advantage of having only one sampie of each configuration irradiated successively to

higher irradiation doses. The increase in intermixing region is systematic and we
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Parameter as-deposited | 2 x 10'% ions/cm? | 3 x 10'® ions/cm?
NiO thickness (A) 23+1 28+1 30+2

NiO roughness (A) | 18.2+0.8 18.4+0.5 19.5+0.2

Ni roughness (A) 8.9+0.4 12.9+0.9 45.840.7

Fe roughness (A) 21+1 23+2 26+1

SiO; roughness (A) 20+1 16+4 1445

Table 5.1: Parameters of the Si/SiO;/Fe(500A)/Ni(500A) sample at different irradiation doses ob-
tained from fitting the reflectivity data.

Parameter as-deposited | 1 x 10'® ions/cm? | 3 x 10'® ions/cm? | 9 x 10'® ions/cm?
Fe oxide thickness (A) 35+1 36+1 72+1 101+1

Fe oxide roughness (A) | 12.2+0.9 13.1+0.7 13.8+0.6 26.6+0.7

Fe roughness (A) 20.5+0.5 22.6+0.9 31.3+0.6 40.1+0.9

Ni roughness (A) 2.2+0.2 15+2 20+3 30+5

SiO; roughness (A) 16+1 16+1 21+2 20+1

Table 5.2: Parameters of the Si/SiO3/Ni(500A)/Fe(500A) sample at different irradiation doees ob-
tained from fitting the reflectivity data.

didn’t have to correct for the thickness gradient as we had to in the results of our

survey.

For the Si/Ni/Fe sample, the iron oxide thickness increased significantly at the
two highest irradiation doses, to 72A and 101A, respectively. The iron axide electron
density value for the as-deposited sample is 0.6+0.2 e~ /A3 which is close to the Fe; O3
calculated electron density of 0.507 e~ /A3, and agrees with it within the experimental
error. This value has changed systematically to become 0.9+0.2 e~ /A? at the highest
irradiation dose, which is closer to the electron density of Fe;Oq, calculated to be
0.72 e~ /A3. These electron density values are found to be in good agreement with
the position of the rings observed in the selected-area electron diffraction patterns
(SAED), as will be discussed in sec. 5.5.



5.2 Low-angle x-ray reflectivity data 135

28

N
-

n
1)

Electron densitly (e-/lal
Y £

o
[

u-dnpod{cd ' ’ L u-;npdlnd
- 2¢1% ions/em® 28 ceeee 2018 loms/em?
{a) Jelo iolu/cmz (b)

3¢18 ions/cm

n
ES
T

1

8
o
T

Electron densily (e~ /8%
N B
) T

o
]
T

0.4 — 04} j .
L 1 L 1 Ly : : ! !
0053 0.4 0.8, 12 0.0.750 0 100 300
Depth (A) (107) Depth ()
1) T T a ;‘ d T T e g T ‘ ‘ul ‘
—— sa=deposite ———  as=deposite
228 coe. 2018 fons/cm® 28 ciene 2019 tons/em®
(e) . 3e16 ions/cm (4) . Je18 ions/cm®

22¢F Ni ~ 24 -
) i
Nzz0 . Sz0
& i)
2210 10
i £
8212 - a12
: £
s H
Sz08 Yo . Hos

~
204 - o4l -
1 1 I3 b L 1 L 1
2.00, 3 3 78 10 9.0 59 1.00 112
Depth (&) (10%)

1.06 *0.
Depth (R) (10%)

Figure 5.6: Electron density profile of Si/SiO- /Fe(300A)/Ni(5004)
bilayer at different irradiation doses: a) SiQ:/Fe/Ni/NiO inter-
faces: b) Ni/NiO interface: c) Fe/Ni interface: d) SiO» /Fe interface.



136

5

DETAILED STUDY OF

T T T T
—  as~deposiled
28 1e15 lons/em® ]
(a) 3Jel0 iou/cmz
- -~ 9el6 jons/cm
2.6 Ni T
— Fe
[ <]
-t
N2or ‘ T
KA
: t
E;u ol | h
3
h-1
gl.z - 7]
§ Slo2
=os Fe oxide 7
o4 o
0.0 ¥ . : :
000 I 0.8 1.2
Depth (R) {107)
g T T T o T ted T
as-deposite
228 - eee.-  lel5 jons/cm
(c} 3ele tcnl/cmz
.-~ 9el6 jons/cm’
224 N

I [

220 e 7

L2 ;

» :

S8 o b

a

3

<

2212+ H n

g :

-

o

- ’

@208 Fe e 7
204 T
2 ' o S R NN W

-0800 440 480 520 580 600 640 680
Depth (1)

T T U as-deposited
28~ tel5 jome/cm
(v) 3e16 ions/cm
- - - ©e16 ions/cm
X 3 od
—~ Fe
2]
-y
Neor T
2
>
18- . 7
a
3
g12- -
2
=
]
2
081~ g amide ]
04 T
L L L
0.0_756 100 200 300
Depth (R)
T 1 T 1 T
———  as~deposited
28— weeer 1elS foms/cm
4) lel8 Iou/cnz
2 - -. 918 loas/cm
X T

[l
o

Fleciron density (c—/la)
N B

o
b

o
P

0.0

&

e \
1.0¢ *.D‘ 1.12
Depta () (10°)

Figure 5.7: Electron density profile of Si/Si02/Ni(5004)/Fe(5004)
bilayer at different irradiation doses: a) SiO2/Ni/Fe/Fe-oxide in-
terfaces: b) Fe/Fe-oxide interface: c) Ni/Fe interface; d) SiO,/Ni

interface.

FE/NI BILAYERS



5.3 X-ray diffuse scattering data 137

5.3 X-ray diffuse scattering data

As mentioned earlier. specular reflectivity measurements give us information about
the structure normal to the interfaces. i.e. the thicknesses and electron densities of
the different lavers as well as their root-mean-square (rms) roughnesses. However.
no explicit in-plane information can be obtained from the reflectivity scans. In order
to obtain this kind of information we have to perform off-specular or diffuse scans,
in which a component of the wave-vector transfer is parallel to the surface. These
diffuse scans give us information about the in-plane structure, in particular the in-

plane height-height correlation length of the roughness.

We have seen in sec. 5.1 that an estimate of the diffuse scattering is important even
in estimating the specular reflectivity when the diffuse scattering becomes comparable
to. or even greater than. the specular component. This might occur at large angles.
and in our case at high irradiation doses.

[n the present section we will show how to obtain information about the in-plane
structure of the interfaces by analvzing the diffuse scattering data. Figures 5.8 and 5.9
show the diffuse scattering scans at different irradiation doses performed on the bilay-
ers Si/Si0,/Fe(500A)/Ni(300A) and Si/SiO2/Ni(300A)/Fe(5007). respectively. We
can clearly see the specular peak at the center of each of these scans. The intensity
of this specular peak decreases as the irradiation dose increases. until it completely

vanishes at the highest irradiation dose of 1.9 x 10'7 ions/cm?.

We can also see the two Yoneda wings in each of these scans at the position where
the angle of incidence or the angle of reflection is equal to the critical angle of total ex-
ternal reflection. §.. The amount of diffuse scattering is represented by the area under
these Yoneda wings. For the Si/Fe/Ni sample we can see that the diffuse scattering
ts almost the same at the first three irradiation doses. then it increases significantly
at the fourth and fifth irradiation doses. For the oppositely-deposited sample, the
intensity at the Yoneda wings decreases at the third irradiation dose but increases
significantly at the fourth and fifth doses. This reduction in intensity however does

not mean a decrease in the diffuse scattering, because if we take a closer look we can
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see that the width at the bottom of the specular peak increases significantly at the
third dose representing more diffuse scattering. This will be illustrated clearly in the
fits to these scans.

As an example we will show the fits to the w-scans for the Si/Ni/Fe bilayer. This
bilayer is chosen because it will be further analyzed using high-angle x-ray diffraction
measurements and transmission electron microscopy techniques, then all the obtained
results will be compared. In order to fit the diffuse scattering scans we model the
sample as a stack of five layvers. as previously done for the specular reflectivity fits.
The theoretical calculation of the diffuse scattering follows the method of Daillant el
al. [32] explained in sec. 2.2.2. These calculations are fit to the experimental data

using the non-linear least-squares fitting procedure explained in sec. 3.4.4.

[n our calculations. the roughness structure at interfaces is described by the height-
height correlation function given by eq. 3.4. where o is the rms roughness of the
interface determined from the specular fits. ¢ is the in-plane correlation length and
h is a measure of the fractal dimension of the interface given by 3 — h. If h = 1 the
fractal dimension of the interface is 2 (which equals its topological dimension) and
the interface has a non-fractal (Gaussian) nature. This represents an interface with
smooth hills and vallevs whereas small values of h produce extremely jagged surfaces,

as shown in fig. 2.5.

For the w-scan fits. the specular and diffuse intensities are normalized and the
values of the thickness. roughness. electron density and absorption coeificient of the
different layers are kept constant. as much as possible. to their values obtained from
the specular reflectivity fits in sec. 5.2. Therefore the only fit parameters are the

correlation length. . and the exponent, h.

The calculation of the diffuse scattering component is very time consuming because
of the numerical integration. as discussed in sec. 2.3. In order to limit this time we
have assumed that all the interfaces in our sample have the same correlation length

and the same fractal dimension. Hence only one value for ¢ and h is obtained from

our fits.
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Figures 5.10 to 5.14 show the calculation and fits to the w-scan data for the

Si/Ni/Fe bilayver at different irradiation doses (0).

These —-scans are the same as those shown in fig. 5.1 which are performed at each
26-value in order to obtain a mesh and to extract the specular reflectivity data, except
that the mesh «-scans include a few points only in a narrow range of 6 (0.016°) around
the specular peak and are approximated by an equal-widths Gaussian-Lorentzian
lineshape in order to obtain the level of diffuse background and the integrated intensity
under the specular peak. For the present w-scans. in order to obtain information about
the in-plane structure of our interfaces and to examine the roughness characteristics.
we scan a much larger range in 8 (0.9°) at constant 26-value, such that we can
clearly see the Yoneda wings and our measurement extends far enough until the dark
counts level. By fitting these scans to a model which describes the in-plane roughness
structure at the interfaces we can obtain the height-height correlation length of the

roughness and the fractal dimension of the interfaces.

As stated earlier. cach of these .-scans is composed of three components: the
specular peak. the diffuse scattering and the dark counts. The dark counts form a

constant linear background which is measured to be 0.032 cps.

The specular reflectivity and diffuse scattering components are calculated sepa-
rately as explained in sections 2.1.3 and 2.2.2. respectively. and are added to the
constant dark counts in order to obtain the total scattered intensity. This total in-
tensity is then fit to the experimental data. The fits thus obtained are shown as solid

lines in parts (a) of figures 5.10 to 5.14.

Parts (b) of these figures show a plot of each of these three components calculated
separately at each irradiation dose (0). As can be seen. the specular component
decreases as o increases until it completely vanishes at 0 = 1.9 x 10!" cm~2. On the

other hand. the diffuse component increases systematically with o.

At 0 = 3 x 10'® cm~2 we can see from fig. 5.12(a) that the experimental data at
the bottom of the specular peak becomes broader. This is caused by a substantial

increase in the diffuse component causing a hill in the nonspecular intensity near the
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specular peak as seen in fig. 5.12(b), which occurs because of a large increase in the
Fe layer roughness. Another broad maximum in the diffuse scattering is observed at
@ = 1.9 x 10'7 cm~? near the specular peak, as seen in fig. 5.14(b), which is caused
this time by the small value of h (h=0.17), since it was found that a maximum in the
nonspecular scattering occurs at this position for A < 0.5 [53], as discussed in sec. 2.3.

The parameters obtained from these fits are the in-plane height-height correlation

length of the roughness, ¢, and the exponent h. Figures 5.15(a) and 5.15(b) show the
variation in the values of ( and h with ¢.

At low irradiation doses the interfaces are smooth as shown by the value of
h = 1. As ¢ increases, the interfaces become more jagged and h decreases to 0.5
at @ = 3 x 10' cm~? then decreases further to around 0.2 at higher doses. This
represents an extremely jagged roughness structure at the interfaces, as seen from
fig. 2.5. Furthermore, the height-height correlation length is large in the as-deposited
sample, { = 220 £ 7 A, but decreases systematically as ¢ increases until it reaches
a small value of 16 =+ 9 A at the highest irradiation dose. This reduction in ¢ also
shows that the roughness texture becomes more jagged as the hills become closer to
each other in the plane of the interfaces.

Figure 5.16(a) shows the effect of irradiation on the rms roughness of the different
layers in our sample. Except for the SiO; roughness which almost doesn’t change, the
roughness of the Ni, Fe and iron axide layers increases systematically with irradiation
dose, ¢. The obtained values agree very well with those obtained from the reflectivity
fits. We note that any discrepancy between the roughness values obtained from the
reflectivity fits, gepec, and those obtained from the diffuse scattering fits, o4iyy, arises
from the difference between graded and rough interfaces. Whereas both kinds of
imperfection reduce the specular intensity, only o4ys contributes to the measured
non-specular intensity. The fact that 0,y and o4y, values agree well with each other
implies that our interfaces are mostly of the rough, not the graded, type.

We note that we can also obtain the values of the rms roughness of the different
layers at ¢ = 1.9 x 10'" cm~2 for which no specular reflectivity is measured. Hence
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the diffuse scattering fits give us a way to analyze the sample structure when the
specular reflectivity component is very weak.

In order to test the cascade mixing width dependence on the ion dose, given by
eq. 2.64, a plot of the roughness of the Fe layer as a function of the square root of the
dose is given in fig. 5.16(b). The data fits remarkably well to a straight line having
a slope of 6.35+0.09 A2. In order to estimate the slope from eq. 2.64, typical values
of Fp=35eV/A, R.=10A and E.=25 eV are taken [41, 147]. The atomic masses of
Si and Fe are used to calculate £3, and N is given by the atomic density of Fe. We
obtain a slope of 18 A?, which is close to our experimental value giving the accuracy
of the typical values we used. The calculation also yields a cascade mixing width of
77.5 A at the highest irradiation dose of 1.9 x 10'7 ions/cm? whereas experimentally,
we obtain a roughness of 48.6 A at this ion dose. Hence, the intermixing between the

Fe and iron oxide layers can be approximated using the ballistic model of ion mixing.

Thus we can conclude that the interfaces in our sample are initially smooth with
large height-height correlation length and small values of the rms roughness. As ¢
increases the correlation length decreases, the rms roughness at the different interfaces
increases and the surface becomes more jagged, even extremely jagged at the two
highest irradiation doses with A = 0.2 and ¢ ~ 20 A. The ion beam mixing can be

approximated using the ballistic model.

It was found that the w-scans fits are more sensitive to the oxide layer electron
density value and to the roughness values of the oxide and the top layers than the
specular reflectivity fits. We were able to obtain the diffuse scans fits using the same
values for the oxide electron density and roughness values as those obtained from the
reflectivity fits, which confirms the accuracy of these values.

In general, the fits are reasonably good which shows that the present model ap-
proximates well the roughness structure of our interfaces. The discrepancies between
the fits and the data show that the roughness of the interfaces is not exactly given by
the simple expression used in our model. For example, we have assumed that all the

interfaces in our sample have the same value of ¢ and 4 which is an oversimplification
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to the model. Furthermore, we consider the interfaces to be totally uncorrelated,
whereas they might be partially or totally correlated which is not taken into account

in our model.

5.4 High-angle x-ray diffraction data

We have seen that small-angle x-ray scattering gives us information about the average
electron density in the layers of the sample as well as the rms roughness of the inter-
faces. However, it doesn’t contain any information about the crystallographic struc-
ture of the bulk material. In order to probe this crystal structure, high-angle x-ray
diffraction (XRD) measurements were performed on the Si/SiO,/Ni(500A)/Fe(500A)
bilayer at the different irradiation doses. The results of these § — 20 XRD scans in
the range of 26 from 40° to 100° are shown in fig. 5.17.

Several Bragg peaks were indexed as shown in the caption of the figure. Peak
(2) located at 26 = 44.62° is very close to the bulk positions for fcc Ni(111)(20 =
44.53°) and bee Fe(101)(20 = 44.72°). Much weaker Ni(002), Fe(112), Ni(113) and
Ni(222)/Fe(202) Bragg peaks were also found indicating a polycrystalline structure
for the bilayer. At all ion doses the integrated intensity of the main peak (2) is
approximately 50 times larger than that for the other crystalline orientations in-
dicating a strong texture with fcc Ni(111) and bec Fe(101) planes parallel to the
substrate surface [128]. Peak (1) located at 29 = 42.8° is close to the Fe;O,(004)
peak (20 = 43.09°). Figure 5.18 shows a narrower region of these high-angle scans.

We can see that the intensity of peak (1) increases with irradiation dose (¢) thus
representing more surface iron oxide in agreement with the previous XRR analysis and
with the TEM results presented in the next section. It is also seen that as ¢ increases
the Ni(111)/Fe(101) Bragg peak shifts towards larger 20 values and becomes sharper
and more intense. This is caused by an overall reduction of structural disorder by
the formation of larger grains. The average grain size in the growth direction, L, is
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. calculated using the Scherrer formula [112, 132] given by:
0.94)
B(20) = Toop’ (5.1)

where B(26) is the full width in radians subtended by the half maximum intensity of
the peak (FWHM) and A is the x-ray wavelength. It was found that L increases from ~
140 A for the as-deposited sample to ~ 305 A after irradiation with 9 x 10'® ions/cm?.
This result agrees with the results of the TEM analyses presented in section 5.5.

5.5 TEM and XTEM plots

Four identical Si/SiO,/Ni(500A)/Fe(500A) bilayers were also deposited in order to
probe the effect of ion beam irradiation on their structural properties using plane-view
and cross-sectional transmission electron microscopy (TEM and XTEM) techniques.

These bilayers were irradiated to different irradiation doses, namely ¢ = 0, 1 x
10'%, 2 x 10'® and 1 x 10'7 ions/cm?. They were characterized before and after ir-
radiation using low-angle x-ray reflectivity and high-angle x-ray diffraction measure-
ments [128]. The x-ray scans were found to be almost identical to the Si/SiO;/Ni/Fe
bilayer data investigated in the previous sections. TEM and XTEM analyses were
carried out on these samples by P. Desjardins’.

Figure 5.19 shows plane-view TEM images for the as-deposited and the irradiated
samples, together with selected-area electron diffraction patterns (SAED). The layers
are fully dense with no evidence of inter-grain porosity. The average in-plane grain size
increases from about 125 A for the as-deposited sample to ~350 A after irradiation
at 1 x 10'7 em™2.

The most intense diffraction ring in the SAED pattern corresponds to the Ni(111)/
Fe(101) peak in agreement with the XRD results of sec. 5.4. No change in the relative
intensities of the various rings was detected following irradiation. The diffraction rings
gradually become composed of discrete spots as ¢ increases due to the significant grain
growth.

!Materials Science and Engineering Department, the Coordinated Science Laboratory, and the Ma-
‘ terials Research Laboratory, University of Illinois at Urbana-Champaign.
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In part (d) of the figure, at © = 1 x 10!" cm™2, two additional rings appear near
the center of the diffraction pattern. They correspond to the (222) and the (113)
peaks of Fe;O,. The Fez0,(004) peak was also observed in the XRD curves.

Figure 5.20 shows XTEM images for the samples at different doses ¢. The layers
are fully dense with no evidence of either inter- or intra-grain porosity in agreement
with the plane-view images. Ni and Fe layer thicknesses determined from the micro-
graphs are 485 and 515 A. respectively. in agreement with the values obtained from
XRR measurements. The grain size increases gradually after irradiation in both the
in-plane and the out-of-plane directions from ~ 120 and ~ 160 A, respectively, in the
as-deposited sample to ~ 470 and ~ 450 A for Ni and ~ 440 and ~ 405 A for Fe after
irradiation to 1 x 10'7 cm~2. The in-plane grain size values agree with those obtained
from the plane-view TEM images and the out-of-plane values agree reasonably well
with those obtained from the XRD curves.

We also observe that the interface between the Fe and the Ni layers remains sharp
after irradiation and the surface iron oxide layer thickness increases with o. from
~ 30 A in the as-deposited sample to ~ 100 A after 1 x 10'7 ¢m~? irradiation. in
good agreement with the values obtained from XRR measurements which are given
in table 5.2.

[t should be noted that the values given in the previously-mentioned table corre-
spond to another sample which was irradiated successively and measured at relatively
longer intervals of time than the four identical samples which were irradiated to dif-
ferent doses and measured almost simultaneously. Since the iron oxide thickness
values agree remarkably well in both cases. this increase in oxide thickness is mainly

attributed to the irradiation process itself, and not caused by longer exposures to

ambient air.

5.6 Discussion

In this chapter we have presented an intensive study of the effect of ion beam irradi-

ation on the structure of Ni/Fe bilayers. The samples were deposited by sputtering
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Fe0 1 IyNi(1 11)
Nio®R)

Figure 3.19: Plane-view transmission electron microscopy images
for the as-deposited and the irradiated bilayers together with the
selected-area electron diffraction patterns.
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Figure 5.20: Cross-sectional TEM images for the bilayers irradiated
at different doses.
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techniques and irradiated by 1 MeV Si* ions to doses, ¢, up to 1.9 x 10'7 ions/cm?.
The structure was probed using x-ray reflectivity (XRR), x-ray diffuse scattering
(XDS), high-angle x-ray diffraction (XRD) and plane-view and cross-sectional trans-
mission electron microscopy (TEM, XTEM) techniques.

It was found in sec. 5.1 that separating the diffuse scattering component from
the specular reflectivity component is crucial to the XRR analysis at high doses ¢,
because the diffuse component becomes very large as ¢ increases, sometimes even

larger than the specular component.

Information about the structure normal to the interfaces was obtained using XRR
techniques and the electron density profile was plotted for the sample at different
doses. It was found that the rms roughness of the different interfaces increases with
#. The axide layer thickness also increased from ~ 35 A in the as-deposited sample
to~ 100 A at ¢ =9 x 10'6 cm~2.

In order to obtain information about the in-plane roughness structure of the sample
and the height-height correlation length, ¢, parallel to the interfaces, x-ray diffuse-
scattering scans were performed. From the fits we obtain the values of ( and the
exponent h at each irradiation stage. It was found that at low irradiation doses the
interfaces are smooth as shown by a value of A = 1 and a large value of ~ 220 A for
¢. The value of h decreases to 0.5 at ¢ = 3 x 10'® cm~2 and decreases even further to
~ 0.2 at higher doses, while ¢ decreases to ~ 16 A at ¢ = 1.9 x10'7 cm~2. This shows
that as ¢ increases, the interfaces become more jagged and the hills in the roughness

become closer to each other in the plane of the interfaces.

By plotting the roughness of the Fe layer as a function of the square root of
irradiation dose we see that 0 oc ¢'/? as predicted by the cascade mixing width
relation, eq. 2.64. Thus, the ion beam mixing at this interface can be approximated
using the ballistic model of ion mixing.

A study of the high-angle XRD pattern is essential in order to probe the crystal-
lographic structure of the bulk material. We found that our sample is polycrystalline
with a strong texture of fcc Ni(111) and bec Fe(101) planes parallel to the substrate
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surface. We also found an Fe30,(004) Bragg peak whose intensity increases with ¢.
From the FWHM! of our Ni(111)/Fe(101) main Bragg peak and using the Scherrer
formula we were able to calculate the grain size to be ~ 140 A for the as-deposited
sample and ~ 305 A at 6 = 9 x 10'® cm™2.

This latter result agrees reasonably well with the out-of-plane grain sizes obtained
from the XTEM images. Also from these images we found that the Ni/Fe interface
remains sharp upon irradiation and the iron oxide thickness values agree remarkably
well with the values obtained from XRR analvsis.

Finally the plane-view TEM images allowed us to measure the in-plane grain size
which also increases upon irradiation. The obtained values agree with the values
obtained from the XTEM images. On the other hand, the decrease in the height-
height correlation length. (. as o increases shows that ¢ is not a measure of the grain
size but of in-plane correlations on grain surfaces. The SAED rings agree with the
Bragg peaks measured using XRD. and show the increase in Fe3O, peak intensity as
© Increases.

This shows that x-ray diffraction techniques represent a versatile. powerful and
non-destructive way to investigate the structure of bilayvers. and subsequently. of
multilavers. both in the bulk layers as well as at interfaces. By using different mea-
surement techniques. XRR. XDS and XRD. we are able to probe the structure both
perpendicular to and parallel to the interfaces. as well as the bulk crvstallographic
structure of the different lavers. Finally. TEM and XTEM results agree well with our

x-rayv analvsis.



6

CONCLUSION

Metallic multilayvers consisting of alternating layvers of magnetic and non-magnetic
materials exhibit interesting giant magnetoresistance (GMR) effects which are useful
for a wide range of applications. These magnetic properties depend sensitively on the
structural properties. especially at interfaces. Interdiffusion and roughness affect the
details of the interlayer magnetic coupling across the interfaces.

In order to study the effect of structure on magnetic properties of thin films and
multilavers. experimental techniques must be used to modifyv the structural properties
and various methods are needed in order to probe and analvze the structure.

From our previous studies of Ni/Fe [28] and Co/Cu [40. 41] multilayers. very in-
teresting GMR and magnetotransport properties were found. Ion beam irradiation
(IBI) was used in order to induce mixing at the interfaces and proved to be a suitable
ex situ technique for svstematically modifving the structure of the samples. Fur-
thermore. x-rayv scattering techniques are very well established and constitute a verv
powerful tool for structural characterization.

Therefore. in the present thesis. we chose to study the change in interface struc-
ture produced by IBI in Ni/Fe and Co/Cu samples using various x-ray scattering
techniques. Since we are mainly interested in interfacial changes, we chose to limit
ourselves to the study of bilayer samples in order to reduce the number of interfaces,
hence. the number of fit parameters will be reduced leading to a more detailed analysis
of interface structure.

First, we reviewed various theoretical derivations of x-ray reflectivity (XRR) and

x-ray diffuse scattering (XDS) cross section. We discussed the properties of self-affine

160
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surfaces and introduced the height-height correlation function used in our model.

Ballistic and thermodynamic models of ion mixing were also introduced.

We used several x-ray scattering techniques for structural characterization. X-
ray reflectivity data were taken in order to obtain information about the structure
of the samples in a direction normal to the interfaces, namely, the thickness and
root-mean-square (rms) roughness of the different lavers and the electron density
profile. In order to probe the in-plane lateral structure at interfaces, x-ray diffuse
scattering measurements were performed. By analvzing the diffuse-scan data we can
distinguish between rough and graded interfaces and obtain information about the in-

plane roughness structure. such as the height-height correlation function parameters.

We started by establishing and testing a good setup for our diffractometer, by
optimizing the slits settings. the pulse height analyzer settings, by filtering out the

K4, line and by including a new sample holder and new stepping motor controllers.

A normal # — 20 scan will include both the specular and diffuse components of
x-ray scattering intensity. The diffusely-scattered intensity has to be subtracted first
from the total intensity before we try to fit the reflectivity. This separation is very
important at high irradiation doses because the diffuse scattering component becomes
very large relative to the specular component. If we trv to fit the total scattered
intensity without separating the diffuse part we cannot obtain meaningful fits. We
have developed a method of data acquisition and processing which enabled us to
separate the two scattering components and to obtain the normalized reflectivity

data over several orders of magnitude in reflectivity as well as the diffusely-scattered

intensity.

We proved the validity of an N-step model whereby the reflectivity from any given
electron density profile can be approximated by dividing the profile into N linear
steps and calculating the reflectivity from this structure using a constant value for
the electron density at each step. We discussed the various types of interfaces, namely
rough and graded interfaces and their representation using different interface profiles.

The N-step method was used to simulate four different interface profile functions and
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to test their effect on the calculated reflectivity. We concluded that the error-function

profile produced the best agreement between the calculations and the experimental

data.

A program has been written in C in order to calculate the x-ray specular reflec-
tivity and diffuse scattering intensity following theoretical derivations obtained from
literature. A least-squares fitting program was used in order to fit the calculated
reflectivity and diffuse scattering intensity to the experimental data and to extract

the different structural parameters.

Experimentally. we started by performing a survey of the effect of ion beam irra-
diation on four bilayvers of Ni/Fe and Cu/Co and four single layers of these materials.
For fitting purposes. the samples were modeled as a stack of individual lavers each
represented by a (2 x 2) matrix. By fitting the XRR data of these samples at different
irradiation doses. we obtained the thickness and rms roughness of the different lavers
as well as their electron density values. We observed that the rms roughness of the
different layvers increases with increasing dose. o. indicating an increased intermixing
at the interfaces. The electron density profiles for these samples were constructed
from the fit parameters. No change in the bulk materials electron density was ob-
served. We discussed the limits of reliability of our fits and obtained a good picture

for the extent of our model.

However. several disadvantages occurred during this survey. namely the small size
of the samples. the inconsistence in the parameters of the as-deposited samples of each
configuration. the large thickness of the 2000 lavers which could not be resolved by
our setup and the low irradiation doses used. In a more detailed study., we overcame
these difficulties by depositing Ni(5004)/Fe(500A) bilayers with larger dimensions
and irradiating them successively to higher irradiation doses, o. characterizing them at

each irradiation stage by XRR. XDS and high-angle x-ray diffraction measurements.

By measuring and fitting the XRR data we obtained the structural parameters
normal to the interfaces. We constructed the electron density profiles and found

that the main effect of irradiation was to increase the rms roughness of the different
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layvers which represent more intermixing at the interfaces as ¢ increases. The iron
oxide laver thickness in the Si/SiO,/Ni/Fe bilayer increased from ~ 35 A in the

as-deposited sample to ~ 100 A at @ =9 x 10!® cm™2.

In order to fit the w-scans. however. the program uses numerical integration which
takes a long time to calculate. Therefore. the w-scan fits were done only for the
Si/Si0,/Ni(500A)/Fe(500) bilaver in order to obtain the parameters of the in-plane
height-height correlation function. It was found that at low irradiation doses the
interfaces are smooth as shown by a value of A = 1. the height-height correlation
length is large ~ 220 A and the rms roughness values are small. As o increases.
the interfaces become more jagged as the value of h decreases to 0.5 at intermediate
doses and to 0.2 at higher doses. The correlation length decreases to ~ 16 A at
the highest irradiation dose and the rms roughness of the different layvers increases
svstematically with o. The obtained roughness values for the different layers agree
very well with the values obtained from the reflectivity fits. Since both graded and
rough interfaces reduce the specular reflectivity but only rough interfaces contribute
to diffuse scattering. the agreement between roughness values obtained from XRR

and XDS fits show that our interfaces are mostly of the rough type.

From XDS fits. we were able to obtain the various parameters for the sample at the
highest irradiation dose for which no specular reflectivity was measured. Hence. we
were able to fit both the specular and diffuse scans with the same set of parameters
and. in addition. the diffuse scattering fits enabled us to analyvze the sample structure
in the region where the specular reflectivity component was verv weak. We found
that the intermixing at the interfaces can be approximated by the ballistic model of
ion mixing. since o x 0!/? as predicted by the cascade mixing width relation given

by equation 2.64.

High-angle x-ray diffraction measurements of the Si/SiO,/Ni/Fe bilayer were per-
formed in order to study the crvstallographic structure of the bulk material. It was
found that the sample is polycrystalline with a strong texture of fee Ni(111) and bec

Fe(101) planes parallel to the substrate surface. An Fe3O4(004) Bragg peak was also
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observed whose intensity increased with 0. The grain size calculated using Scherrer
formula increased with irradiation dose. The calculated grain size values agree well
with the out-of-plane grain sizes obtained from cross-sectional transmission electron
microscopy (XTEM) images. The in-plane grain size also increased upon irradiation
as seen from both the plane-view and cross-sectional TEM images. On the other
hand. the decrease in the height-height correlation length, {, as @ increases shows

that ¢ is not a measure of grain size but of in-plane correlations on grain surfaces.

The positions of the selected-area electron diffraction (SAED) rings agree with the
Bragg peaks measured using high-angle XRD. and show the increase in Fe;O4 peak
intensity as o increases. From the XTEM images it was found that the surface iron
oxide laver thickness increases with increasing o from ~ 30 A in the as-deposited
sample to ~ 100 A at 0 = 1 x 10'" ions/cm?. in very good agreement with the values
obtained from XRR fits. By noting that the XRR fits correspond to another sample
which was irradiated successively and measured at relativelyv longer intervals of time
than the four identical samples which were irradiated and measured almost simulta-
neously. we conclude that the increase in iron oxide thickness is mainly attributed to

the irradiation process itself rather than to longer exposures to ambient air.

Hence. by using ion beam irradiation to induce intermixing at the interfaces fol-
lowed by different x-rayv diffraction measurement techniques in order to probe the
structure. we were able to analyvze the evolution in the structure of our samples both
perpendicular to and parallel to the interfaces as a function of total ion dose. The
bulk crystallographic structure was also obtained and TEM and XTEMI results agreed

well with our x-rayv analysis.

Future investigations in this field include the study of other combinations of ma-
terials since the oscillatory indirect magnetic exchange coupling between magnetic
layers separated by non-magnetic spacer layers is a general phencmenon and there is
an unlimited number of possibilities for choosing various materials combinations. In
the present thesis we were mainly concerned with structural characterization but an

interesting study would be to investigate the GMR and magnetotransport properties
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of the samples and to relate any change occurring in these magnetic properties upon
irradiation to observed structure modifications. This study was performed for the
Si/Si0,/Ni/Fe bilavers by the Thin Films Group of University of Montreal® [128].
Another interesting possibility is to study in more detail the roughness structure
at interfaces by testing the validity of assuming a self-affine structure. The bilayvers
study could also be extended to the case of multilayers. Neighbouring interfaces in a
multilaver can exhibit totally uncorrelated. partially correlated or perfectly conformal
roughness structures. It is possible to investigate cross-correlations between neigh-
bouring interfaces by using different forms for the height-height correlation function.
A growth mode study can be performed on the structure of the samples as a func-
tion of time during deposition using different in situ measurement techniques such as
in situ helium atom scattering to measure the interlayer spacing during growth {103]
and in situ scanning tunneling microscopy {107]. In addition. a more detailed investi-
gation of IBI effects could be performed to test different theories of ion beam mixing,.
including the ballistic model and the effect of thermodynamic properties on the mix-
ing rate. For example. by changing the masses or the energy of the incident ions or
the mass of the target ions. we can investigate the validity of the ballistic model of
ion mixing and by trving to mix combinations of materials with different heats of
mixing and different cohesive energies. the thermodynamic aspects of ion mixing can

be investigated.

'Groupe de recherche en physique et technologie des couches minces, Université de Montréal.
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