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Abstract

Scan ("(JlIversion for ~:) field rate conversion from a Sif transmission format 1,0 a CC­

C))((iOI l'id"" display format, and scan conversion for scalability arc presentcd. vVe

aiso addJ'(~ss sCiln conversion [rolll intcrlaced ta progressive fOfillats, also known as

deinterlacing. For this pnrposc wc examine adaptive weighted and switched tech­

niqnes bilsed on spatial and motion-compensilted deinterlacing. \Ve introduce a

nlotion-adaptive frame rate conversion bilsed on motion-compensated and tempo­

ral interpolation. When motion is relatively 1011' al. a pixel neighborhood, temporal

interpolation will be carried ont, otherwise ll1otion-compensated interpolation will be

perfol'lned. Indeed when motion is relativcIy high, temporal frame rate con-,ersion

canses repetition of contours and jerkiness. We develop and use il lVlaximally Flat

Digital Fill.er for general.ing the samples that will be used in temporal interpolation,

and this 1.0 improve the quality of I.his interpolation. We compare motion adaptive

frame rate conversionwith IVIPEG-2 conversion, using both visual and PSNR criteria.

Wc also propose a new scheme that aehieves multiscale spatial conversion: pattern

mol.ion-compensated interpolation. For this we del'elop a least square solution us­

ing Cauchy steepest descent. We further prove the existence and uniqueness of such

solution. This mel.hod gives better visual quality images than cubic, IVIPEG-2 and

pattern interplation. Finally we analyze the impact that different interpolation algo­

rithms have on MPEG-2 scalable video coding. We present a new down conversion

thal. replaces the MPEG-2 one and removes the aliasing introduced by this method.
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SOllllllaire

La cOllversion de balayagt' pour lIl\(' l"l.Jt1\"l'rsioll 2: 1 dl' rn~qtH'l1n' d(' t.rat11t's. d'tiTI r~)r­

mat d<' transmission SIlo' i, un format d'allichage "id';ll CCIIHilll. l'I la ,,"nn'I'si"n

de balayage pour la ;"scalabilit.y·· sont. prl'sr'IIt,(;{'s. ~Otl.s traitons aussi dl' la CDII'"('I'­

sion de bét1ôj'"age du fortnat l'11t.rdacl' il prop;rc'ssivl'. olH"rat.ion Collllllt' aussi SOlI:' 1('

nom ,1<' déscntrdacem('llt. Dans ce but. nons ,"xaminons d,'s I." ..hniqul's adapl i\'l's

de pondération ct dc COIl1111111,atÎoll ba.s(~es sur rinl-erpolat.ioll COlllIH'IlSl"'l' par Il' tnou·

vcment ct l'interpolation spatialle. Nous introduisons une conn'rsilln ,"lilptl"" illI

1l10UVCtllCIÜ pour la conversion de la fréquence de t,r;:lttH'S. pt. n'ri l'Il St' hmiilllt. SIII'

l'interpolation temporelle et l'interpolatioIl compenSt;e pilr l" mOU\'l'nll'Ill.. LOl'sqlll'

le mouvement est rdativelll<'nt faible au "oisinil)?;e d',n, pixel, l'int"'l)(,latillIl t,'nl­

porelle sera exécutée, sinon l'interpolation conlpens,;e par le nlOUVenH'nt St'ril rl'alisl"l'.

En effet lorsque le mouvement est rdativement élevé, la conversion i.<'mpol'l'II,' dl' Iii

fréqlwnce de champ cause la répétition des contours cl. un mOllVl'Il11'nt. sil ....ad,·,. NOliS

développons et, utilisons un Filtr<' Numériqlle Maximallement. l'Iilt. pour gl;I,,"l'e,' I<-s

échantillons qui seront ut.ilisés dans l'interpolat.ion t.empOl·elle, el. ceci afin d'anll'Iilll'er

la qualité de cette interpolation. Nons comparons la conv,'rsion, ildapt.ive .\.11 nlOlI­

velllent, de la rréquence de champ avec la ",conversion de MPEG-~, en ntilisant ""

critères visnelles ct le PSNR. Nous proposons aussi nne Ilouvelli: 11l1:t.hode qui l',,,dise

la conversion spatialle i, l11ulti-échelle: l'inl,erpolation 11 mot.ir ,,,,,"pe",,:e par le nlOlI­

vement. Pour ccci. nous développons nne solution dn moindre'. carn; en ntilisant la

descente du gradient de Cauchy. Davantage, on pronve l'l:xisl.enœ et. l'nnicil.,: d'III":
,

telle solution. Cette methode donne de meilleurs résull,ats visuels qne l'int.erpolal.ion

de la cubique, de MPEG-2, et il. motif. Finallemenl., on analyse, l'il1lpad qn'olli. les

différents algdtithmes d'interpolation sur le codage vidéo hiérarchiqne de l'vlI'EG-~.

Nous présentons un nouveau système de sous-e<:hantillollage qni l'eillplaœ œlui de

MPEG-2 ct qui supprime les aliasing introduit par cel.t.e rnél.h()(h

Il
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Chapter 1

Introduction

The information revolution of our 20'" is a I.uming point. in t.he hist.ory of 1IIIIIIiIn

kind, as was the industrial revolnt.ioll in t.he ln'" century. And, as we IIlove t.owanls

a global informat.ion society wit.h t.he avenue of t.he informat.ion superhighway, dig­

ital video is imposing itself as one of the major communicat.ion means wit.h several

services, such as video on demand, digit.al HDTV hroadcasting and muit,imedia dat.a

base services.

The need for scan conversion seems t.o be incrcasing and t.his for dirferent. appli­

cations. Compatibilit.y bet.ween dirrercnt video standards l'aises the need for smn

conversion. While an effort for global standardization has always bccn Inade, t.he

variety of standards that exist today makes reliable scan conversion a requirelnent..

This variety can be seen in traditional TV bl'Oadcasting, with dilferent pict.ure mt.es

and spati.al formats. In North America and .Iapan a 60 Hz field rate and 525 lines

pel' image \Vas adopted. On the other hand the standard in Enrope and t.he former

Soviet Union \Vas a 50 Hz field rate and 625 lines l'cr picture. New services sUell ,e,
Videophone (QCIF format), Videoconference (SIl" format), HDTV progressive and

1



•

•

•

inl."r1"ced al. ;'0 Hz and GO Hz, high performance worksl.al.ions and l'Cs has increased

th" Il1l1nb"r of video form,tts.

Wh"n 'CiUl""'a, transmission and display video formats are different, scan conversion

is a mnst in order 1.0 rnake this scileme feasible. This is the case of ivlpEG-l, where

the camera, transmission and display have dirrcrcnt video fOl'nlats. Scan conversion is

n""ded in the down conversion from the CCIRGOI Camera formats 1.0 the SIF trans­

mission one. FlIl'ther scan conversion is required in the up-conversion of the SIF

fonnat 1.0 the CCHWOI display formats. Scalability is another application where

scan conversion is uscd.

This thesis will be concerned with scan conversIon algorithms which apply 1.0 the

conversion bctween camera, transmission and displays of different formats and 1.0

scalability.

The main problem that scan conversion faces is due 1.0 the nature of the 3D video

signal. This nature makes the conditions of the sampling theorem generally not sat­

isfied. This theorem states that if the spatiotemporal spectrum of a time-varying

video signal is confined 1.0 a certain fundamental region in the 3D frequency domain,

exact. reconstrnction can be achieved by nsing suitable 3D linear filters. However

1lI0st video signais do not tatisfy this theorem and forcing the signal 1.0 be confined

1.0 some region by spatiotemporal pre-filtering is undesirable, mainly because there is

an unknown rc1ationship between spatiotemporal frequencies in the display and those

on the \"Ctina of the human observer, due 1.0 eye motion and tracking. The existence

of motion in the video signais combined with the above argument make spatial inter­

polation not appropriate for scan conversion. Furthermore, when an interlaced signal

is down-sampled 1.0 form a progressive signal, frame rate conversion 1.0 the original

interlaced signal can not be adequately achieved using spatial interpolation, and this

2
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duc 1,0 aliasing. For thcse reasons mol ion adaptiy" and/or comp,'usalt'd pron'ssill~ is

required.

Scalability is the abilily 1,0 extract.. from a signal. dl'cod,'d ima~l's al, dilfl'n'lIl. n's­

olutions. This is donc using embeddcd coding wherc the sigllal is l'lInHll'd hy a

hierarchy, and a subscl ('Of the data representillg lower rl'solutioll can Ill' l'xtrad,',L

Scan conversion is nccded in this scheme al, Iwo placcs:

• down-conversion where the higher resolnlion is converted 1.0 a lowel' n'sollll.ioll

which will form the lower layer bitsl.ream.

• up-conversion where I.he lower resolution will he inl.erpoLtted 1.0 assisl. In titI'

coding of the higher resolution_

In scalable video coding, a video sequence is I.ransmiUed al, dirfereill. qllldil.ies and

hence al, different costs, depending on the user requirement. SlIpport.ing mlllt.iple

resolutions has important applications in t.he broadcast.ing indllsl,ry, whell t.he t.op

layer is HDTV designed 1,0 be compatible with less expensive St.andard Definil,ion

Television products, The computer industry is also int.erest.ed in hierarcltical mlll­

tiresolution video coding. One of the application would be "multiplat.form decoding"

where a video signal is decoded by a range of platforms of different capahilit.ies. Ot.lter

applications are "multiwindow, multisoUl'ce decoding" which is a lIIultipart.yvideo­

conferencing having several sources displayed simultaneously in different windows

with the possibility of independently selecting the size of each source al, t.he decoder.

Scan conversion using motion compensation or adaptive rnctltods has been addressed

in the literature. In this research, existing rnethods were reviewed and sorne were

tested namely weighted and switched based adaptive methods for deinterlacing. A

3
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new approach for pcrfortning frame rate conversion was suggested based on our conclu­

sion that telnporal interpolation pcrforms poorly when there is large motion. This was

donc llsing adaptivc motion-compensated interpolation and temporal interpolation.

ivIaximally fiat digital filters were designed and :lsed for generating the intermediate

salnplcs of temporal interpolation. This 11'&5 dene in order to improve the perfor­

mance of temporal interpolation. A motion detector was used for switching between

temporal and motion-compensated interpolation. Further new approaches for multi­

scale spatial interpolation, based on pattern interpolation and motion-compensated

prediction, were proposed. The down-conversion specified by iVIPEG-2 caused no­

ticeable aliasing which prevented good image reconstruction. vVe propose a new

down-conversion scheme where the simple dropping of every second field will be pre­

ceded by deinterlacing followed by vertical filtering.

Adaptive frame rate conversion was evaluated in the context of scan conversion for

scalable video coding at the up-conversion stage. This is donc in the framework of

MPEG-2 [24](Moving Pictures Experts Group). This standard is one of the most

widely followed for good quality television coding. The main profile of MPEG-2 was

already adopted by the Grand Alliance in the V.S. for HDTV. This standard de­

termines the syntax of the coded bit stream related to the decoding algorithm, but

does not fully specify encoding approaches for optimum signal quality, such as motion

estimation algorithms, bulfer control and quantization coefficients. This standard is

basecl on a general architecture of block based motion compensation in interframe

coding, and block based DCT in intraframe coding.

Chapter 2 of this thesis is a background chapter, where we introduce pyramidal coding

and MPEG-2 formats. Further, a review of spatial and spatiotemporal interpolation

4
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is addressed. Chapter 3 present.s adaptivl' spatiotl'mporalml't.hods. :\dapt.i\"(' nlotion­

compensated and spatial deinteriacing is onl' of thl' issnl's. :\dapti\"(' wl'ip;hkd and

s\Vi tched schemes are presen ted and compa rl'd. Both thl'S<' Illl't hods arl' COlll pa rl,d

versus motion-compensated deinteriacing and spat.ial dl'int.erlacing. 'l'hl' S<'l"l)11l1 issnl'

that \Vas addressed was adaptive nlOtion-compl'nsat.l'd and t.emporal framl' rat<' con­

version. This mcthod is compared with motion-compl'nsatl'd, tl'Illporal and MI'EC:-:!

frame rate conversion. [n Chapter 4 wc present an ol"Ïented spatial intl'rpoiation has<'d

on block pattern interpolation and \Vhere the grid has hecn madl' dl'nser via motion

compensation. This method is least square based and the solntion is an itl'nd.iv('

one. A comparison is made betll'ccn our new method, the methods prl'sentl'd in [:Iil,

spatial interpolation and MPEG-2 interpolation scheme. Chaptl'r 5 diseussl's the im­

l'ad of scan conversion on MPEG-2 scalable video coding. MI'EG-:! pre-procl'ssing

conversion (down-conversion) is replaced by onr proposed one, and thl' l'l'sni ts art'

compared. Further, MPEG-2 post-processing convel'sion (np-conversion) is rl'plaœd

by the adaptive frame rate conversion proposed in chapter :l and by cnbic intl'rpola­

tion. The performance of ail these methods is compared with MPEG-2 pl'rfol'lnanœ.

Finally Chapter 6 presents the summary and condusion of this work.

,5
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Chapter 2

Background

The concepL of mlllLiresoluLioll proccssing is based on the analysis of a signal

at. a hiemrchy of scales. The abiliLy t.o ext.rad deeoded images aL different resolu­

t.ions is known as sealabi\it.y. A sLraightforward meLhod t.o aehieve sealability is the

simnicasL layering algorithm, where the required quality levcls are obtained from par­

allcl cncoders operating independently and produeing separate and simultaneous bit

st.rcams. This scheme is wasteful sinee redundant information is present at differcnt

layers. A more at.tractive and efficient seheme is the c1ass of mcthods known as em­

bedded coding, in whieh specifie subsets of the binary data ean be used to decode

lower resolution versions of the video sequence. This c1ass eovers two main categories:

sllband coding and pyramidal coding. We are interested in pyramidal coding sincc

it offers a greater flexibi\ity. In this chapter we present an overview of pyramidal

coding, including the approach used in the MPEG-2 standard. MPEG-2 formats at

t.he different layers of the pyramid are discussed as weil as the up-conversion used in

1\'1 PEG-2. -,

A review of interpolation will also be presented. Interpolation can be achieved either

in the spatial dimension or in the spatiotemporal domain. We distinguish \inear and

6



• lIolllincar method:i in th- :ipatial diml'll:;ion. Spatiolt'mporalllH'thod:- art' di\'idl'd intll

fixed. aclaptiw and Illot.ion COllllwllsa\('d 111l't.hods. :\ l'l'\·il'w Ill" motion c:-till1i1t ill1\ and

diffcrcnt mcthods that. lise mot.ion COlHl)('llsatioll will1H' ilddt'l's:·a'd.

2.1 Scalability

2.1.1 Pyramidal Coding

High

Resolution

lIil:h

Ih'sllllllinn

l.nw

Reslilulinn

Luwer LlIyer

llij:.cr Lnycr

!Ur
~ersilln

Il

E

M

U

X

Lower LayerLow

Resolution

•
Figure 2.l: Pyramidal Cader and Decoder

Pyramidal cading is a farm of cmbcdded codiug. III Fig. 2.1 a gClleml t.wo-layer

pyramidal stmcture is prescnt.cd. The codcr struct.ure is to the Idt. of t.he mult.iplcxcr,

the decader part is ta the right of the demultiplexer. At, the coder Ht.t'lH:t.lll'e, t.he high

resolutian image will be downsampled ta farm the lower resolut.ioll image of t.he lower

•
layer. This image will be coded ta Corm the lowcr layer bitst.l'ealll. The highcl' layer

coder has two inputs: the high resolution image and the signal from the up-sillllpbl

lower layer. These two signaIs will intcract with cach other ta forrn the out.put of

7



•

•

•

t.i", corler: the hil\l,,:r layer hitstreilnl. A c:Ii1ssicill configuration of this interaction

is 1.0 corle the rlirf,,,u,,:e hetween 1.1", two signills [:15]. A Illore ad"iUlced scheme

prop'lS,,,1 hy iVIl'l';C; is 1.0 feed the np-silmpled decoded lower layer 1.0 the upper

Iilyer corler, where il. ciln he used in the process of forming a prediction. The upper

Iilyer coder chooses hetween the np-sillllpied lower layer and the conventionalmotion

conlp('!Isated prediction from the npper layer. This choice will then be notified to

the rlecoder [2:1J. Spatial scalability in iVIPEG-2 is a fonn of a spatial pyrall1id in

which the high resolution is coded with the help of both the coded low layer and

the pl'evionsly coded fnulles al. the high layer. This MPEG-2 coding scheme will be

e1abol'ilted on in chapter 5. At the decoder structure the lower layer bitstream is

decoded to for III the low resolution image. This bitstream is also upconverted and

fed 1.0 the decoder, along with the higher layer bitstream, to form as an output the

high resolut.ion image. For applicat.ions using only lower layer quality, decoders will

only use the lower layer bitstream.

2.1.2 MPEG-2 Formats

Interlaced and Progressive Formats

MPEG-2 formllts can be c1assified into two main categories: interlaced formats

llnd progressive formats, and as shown in Fig. 2.2, with t as the temporal dimension,

and v the vertical one. In interlaced mode each frame is composed of two fields: one

with the even Iines, the other with the odd ones. Interlaced scanning was introduced

when TV was being developed as an ingenious way 1.0 solve several problems that

occulTed while using progressive scanning. Indeed the latter has a temporal f!ickering

problem due 1.0 HVS low pass characteristic when using the same frame rate (30 Hz).

This IIickering is reduced when using interlaced formats. However the former intro-

s



• duces al'tiraC'ts snclt as intel'iilH' f1ick('rillg. :\Il nthl'r forlll of pl'ogn':'-l"i\'t' l'tH'mal is !.ht'

one that has thc saml' field l'al" and nllmher of sampl,'s as tIlt' jnl,'rlaced lllH·. hllt 'll\

a rectangular grid. This format slllf"rs frolll a 10ll'er n'rtica1 resollltioll. ~Ill\'inp: im-

ages arc lhl'cc-ditllcnsioIlHl signais. Int.erlHring l'f'suit, in a "qtlilll"t1I1X" ShilJ)(' sall\plill~

1attice in the yertical-tl'mpoml domain as St'cn in Fig. .) 'i( ) Deint.,·r1acinp: is 1hl'_._ é\. •

v v

• • • • • • •• • • • • •• • • • • • •• • • • • •• • • • • • •• • • • • •• • • • • • •

Figure 2.2: (a) Interlaced Fonnat (b) Progrcssive Format.•
(a) (h)

•

operation that allows the transformation l'rom an int.erlaccd fonnal. 1.0 a progressivc

one.

4:2:0, CCIR and SIF Formats

The original high-resolution sequence of the pyramidal strllc\.lIrc is a CCII!. (iOI

format. This is an interlaced format with 240 lincs pel' field and 720 pixels pel' line,

where the fields are displayed at a 60 Hz rate. In I.his format, the I.wo chl'Ominallce

components are horizontally downsamplcd by a factor of 2, so I.hal. I.hey have :WO

pixels pel' line. Pre-processing is applied 1.0 convert the CCfR (iOl 1.0 the '1:2:0 fomml.,

which is a1so an interlaced format. The number of pixels pel' lille is rednced l'rom

720 to 704 by removing 16 pixels l'rom the lcft/right side of the ccm 601, for bol.h

9



• "hrOlniliance and IlIlninance. Fnrl.her, the I.wo chrominance cOlllponenls are vertically

dowllsalnpled 1.0 fOl'ln 120 lines pel' field. This dawn-conversion is performed using a

-I-I.al' vertical fill.er fol' the even fields, and a i-I.ap vertical filter for the odd fields. The

resull.iug '1:2:0 luminance frame dimellsion and the '1:2:0 chrominance frame dimension

are f'(,sl'ecl.ively iO'1 X 'ISO and :J52 x 2'10. SIF format is the low reso!ution format at

the lower layer in MI'EG-2. II. is obtained from the 4:2:0 format by dropping the odd

fields, alld by horiwntally downsamplillg both luminance and chrominancc, using the

7-l.ap fil tel'. This resull.s in a progressive format with :J52 pixels pel' line, 240 line pel'

frame and :JO frame pel' second. The chrominancc components arc reduccd to 1i6

pixels pel' line and 120 lines pel' frame.

2.2 Spatial Interpolation

• Given a sampled signal l(i,j), which is obtained from a continuous signal le(x, y)

aCCürding to the relation: l(i,j) = !e(ièJ.x,jèJ.y), where i and j arc integers, èJ.x and

èJ..'1 are reals, as shown in Fig. 2.3. The problem of spatial interpolation is to compute

the intensity Î(x,.'I) of an nnknown saml'le x by using the existing ones l(i,j) which

are rcprcsented by dots.

6x- x

t1
y ! • • • •

x

• • • •
j

I(i ')
• • .,j •

• • • •
y

Figure 2.3: General sampling
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• \Ve distinguish two kinds of spatial in\t'rpolalion: !int"lI" and IlIllI!inl'ar onl'S. :\

method will be c1assified as linl'ar if il. ol",)'s Ihl' prin('iplt' of slll't'rposilion. ~klhods

that lise samples from previons. prl'sl'I\I. and/or nt'xt lit'Ids art' ('alkd spal iolt'lIlJ,,'rill

methods, and will be discussed in a lal.<'r Sl'rtion.

2.2.1 Fixed Interpolation

Linear polynomial and cnbic polynomial are thl' most ('onlnlon Iixl'd spatial

methods. In deinterlacing linear polynomial int.erpolat.ion is just. vl'rt.irallinl'ar (st.rai,l(hl.

line) interpolation:

Î( ") _ /(i,j - 1) + /(i,j + 1)
1,) - 2 (2.1 )

• • • •
(ij) (i+lj) o ~ InlCnmdi\llc pel

• • • X : IlllcrJlol;llCIII~1,"H,- AJ

• •(ij+l) <i+IJ+I)

• • • •

•

Figure 2.'1: Bilinear Int.erpolation

8ilinear interpolation, which is a general fOI'l11 of linear vertical int.erpolat.ion, is oft.en

used for its simplicity. It is a bidireetional separable filtering which unly uses t.he fOllr

surrounding pets. The intensity of pel (i +tJ.i,j +tJ.j) is interpolated by del.el'lllining

first the intermediate interpo!ated values at (i,j + tJ.j) alld (i + I,j + tJ.j), not.ing

that 0 ~ tJ.i, tJ.j ~ 1. This is achieved using a weighted snm of two vertical adjacent.

samples, where the weighting coefficients arc inversc1y proportional ta the dist.ance

tJ.j as seen in Fig. 2.4. The intensity for pel (i,j + tJ.j) is deterlllined according 1.0

11



, . l' (.) .))Ulll,1.1011 _._,

1(i, j + !lj) := (1 - !lj) . 1(i, j) + !lj , 1(i, j + 1) (2.2)

alld silllilarly for I(i + I,j + !li). Using once again the wcighted sum for these

int.cl'llIe<1iatc vailles gives:

l(i + !li,) + !l)):= (1 - !li) [( 1 - !lj) . l(i,j) +!lj , [(i,) + 1)]

+!li [(1 - !lj) . l(i + l,j) +!lj. I(i + l,j + 1)]
(2.3)

•

Int.erpolat.ion futlctions have to mcct the specifications of coinciding with the sam pied

dat.a at t.he interpolation nodes. [f the data arc equally spaced, cubic splines and linear

int.erpolat.ion flludion D, of a sampled fUllction l, can he put in the fol1owing form:

g(;1:) =~/(xüu (X ~IXk) (2.4)

wherc h is t.he sampling incremcnt, :I:k are the interpolation nodes, u is the interpola-

tion kCl'lIcl. The cubic convolution interpolation kernel is composed of piecewise cubic

polynomials defincd on the subintervals (-2,-1), (-1,0), (0,1) and (1,2). Outside

thcsc int.ervals the interpolation kerncl is zero. Using the necessary constraints gives

t.he clIbic convolutional kerncl:

~lsl3 - ~lsl2 + l 0 < Isi < 1

u(s) = _~lsI3 + ~lsl2 - 41s1 +2 1 < Isi < 2

o 2 < Isi

(2.5)

Not.e that u(s) is 0 when s is a nonzero illteger, and furthermore that u(s) is continuous

and has a continuous first derivative. From the boundary conditions we get the cubic

convolution interpolation function. \Vhen Xk < x < Xk+ll the cubic convolutlon

fUIlcl.ion is:

•
g(X) = !(Xk-l)( -S3 +2s2 - 8)/2 + f(xd(3s 3 - 5s2+2)/2

+f(Xk+l)( -383 +482 +s)/2 + f(Xk+2)(S3 - s2)/2

12
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• wherc" = (.1' - ;rd/il for h' = O. l. 2.···. N: f(.'·,) = :l/(.rll) - :1/(,,',) + f(,r.!) alld

f(.I',v+I) = 3f(,r,v) - 3f(.",v-I) + /(,",v-,), 011,' way of ass"ssill!\ 1\". l'''rfol'lnal''''' or

t.his int.erpolat.ion is hy ohscrvin!\ it.s fn'qn('lIry n'spon,,'. 'l'h,, tille'rs of Fi!\, 2,:1 'n'"

derivcd for il = 2 and wit.h t.he int.el'J)()iat.ed samples llillf way 1)('lw,','n t1", in!<'rplat.ion

node so t.hat. s = .5,

.. : lineilt Intl!rpolnllon
.•• : Cubic Inll:'lpollltion

,,
,,, .,

, ,,,,,,,,
. ,

,

\ 1

~,---!---\'.~J
1.5 2 2.5 3 35

Frequency lrnd's]

2

1.8

1.8

1.4

1.2
•
~
'"ë 1
~

~
0.8

0.6

DA

0.2

00 0.5•
Figure 2.5: Amplit.ude Spect.ra of Int.erpolat.ion Fnllct.ions

The ideal interpolation filter is showlI by the contiliHons line. SlIeh a filt.er wonld pass

every frequency component of a band-limited fm,ction without dlH.u!\e. Deviations

l'rom the ideal spectrum in Fig. 2.5 to the lcft of i cause a loss of high frequelley conl­

ponents which result in the image appearing blulTed. 011 t.he ot.her hand deviat.ions

beyond i cause aliasing. It Can be seen l'rom Fig. 2.5 t.hat. t.he cuhic int.crpolat.or is a

better approximation of the ideal lowpass filter than the t.wo t.ap linear int.erpolat.or.

Two dimensional cubic interpolation will be achicved by pel-forming one dimensional

•
cubic interpolation in each dimension. Wc arc interest.ed in t.he conversiou l'rom t.he

sampling grid SIl.O the sampling grid S2 where t.he hori~ontal and vertical mt.ios of

13
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•

gl'icl :! 01"'1' gl'icl 1 <1 l'l' l'especl.ivdy il <Incl /J. with il <lnd /J not necess<ll'ily integers. Let

i~(i~,j~) 1", ,III IInknown s<lII,ple point of gricl 52' ln order to det.el'lllille its v<lllle let:

1~
(2.i):1:1 =

il
h (2.8)YI =

/J

tl", v<lllle of {,(:l'"y,) will be interpol<lted uRing a hidiredional cubic interpolation,

ilnd ÎAi~,j~) = ÎI(:l'hY,)'

Thongh lixed lilters are easy 1.0 implement (which is a requirement in video processing

fol' speed and lIlelllory constraints) they present the drawback of IJoorly preserving

the vertic<llresolntion and of introducing spatial artifacts such as: staircase effects al.

diagonal edges and object contolll's, and loss of spatial resolution.

2.2.2 Nonlinear Interpolation

One rellledy to the previous artifacts is thl'Ough the use of directional filtering. A

direet.ional interpolation filter fol' deinterlacing is presented in [il. The interpolation

of the int,ensity al. sam pie X is Cilrried out in one of the three directions determined by

the three pairs shown in Fig. 2.6: [ci - 1,j - 1), (i +1,j +1)1, [(i,j - 1), (i,j +1)]

and [ci + I,j - I),(i -l,j + 1)], These directions represent a three-leve! quantization

of the contour ol'Ïentation. In order to decide in which direction the interpolation will

be performed, thrcc absolute differences are computed:

DI = II(i - 1,j - 1) - I(i +1,j +1)1

D2 = II(i,j -1) - I(i,j +1)1

D3 = II(i +1,j - 1) - I(i - 1,j +1)1

(2.9)

• nHlx(D" D2 , D3 ), If tJ. is less than a threshold T, it is decided that there exists

14



• no dominant. Orit'l1t.at.Îoll and t!l{, int.l'rpul'it.it)1I is dOlH' arrllnlillg t.u cql1at.illll ('2.1):

ot.herwise t.he int.erpolat.ion t.axes the following form:

1'('. ') _, I(i + id.j - 1) + l(i- id.j + 1)
1. J --

:l

where

id=arg .. min Il(i+ii.j-l)-l(i-ii.j+ I~I
"el-I.u.t}

(~.Ill)

(:!.I \ )

T is chosen around :lD for a maximnln InminaIll'l' of :lf>f>. Fnrt.h(·l'IIlon· t.hn·e "'\'('Is

of orientation quantization is considered as t.he mininnlln reqnin'nll'nt.. and lil'(, as a

better choicc for a good image quality.

•

j·1

•

•

•
x

•

i+1

• j-\

• j+1

Figure 2.G: SampIed grid

Ol'Îented interpolation is also used in [2G]. The orient.at.ion (-Jx at. pixel x = (i,i) is

determined using stem'able filters which are thought to give bett.er resllll.s I.han Sobel

operators. The interpolation along the contour ol'Îentat.ion is perfol'lned aeeording 1.0:

•

ÎC ') I(i +cl({:Jx),j - l,t) + lU - cl(#x),j + I,t)
I,J,t = 2

where d({:Jx) is the distancc shown in Fig. 2.7 and l'quai to:

1.5

(2.12)

(2.1:1)



• •

•

• j·l

• j+1

•

Figure 2.;: Contour Orientation [5]

I\n other forlll of oriented interpolation is discussed in [38] and [3;]. The orientation

in which the interpolation is carried is detennined for a whole block of pixels rather

than fOI' one single pel. Furthermore the interpolation is performed blockwise. The

current pl'Ocessing block is c1assified in one of the thrcc categories: cOl/s/.an/., oricn/.cd,

and irrcglllllr. Constant models represent patterns with a certain uniform intensitYi

oriented 1lI0dels correspond 1.0 blocks with a dominant orientation; and irregular

1lI0dels describe blocks with edges in more than one direction or irregular texture

pat.t.ern. If the analysis block is constant, deinterlacing of the block is done by vertical

pixel replication or bilinear interpolation.

The filter for an oriented model is designed by fitting the known samples in the

analysis block into an oriented polynomial of the form:

D-l
f( ..r,1I) = L aj(1ICOSa - xsina)j

j=O

(2.14)

where 0' is the principal orientation of the block along which the intensity variation

is negligible. The coefficients aj arc determined by minimizing the squared error

N-l [D-l ]2
E = t; f(Xi,1Ii) - ~ Uj(1IiCOSa - xisina)j (2.15)

•
where N is the number of known samples in the analysis block, and f(Xi, Yi) are the

int,ensit,ies of the known samples. If the expansion order D is smaller than the number

16



• of degrees of freedom of th,' black. ddined hy th" nu III \"'1' of knoll'n salll!,!<-s ;donl': its

orthogonal direct.ion. a lltliquf' ll'ast. squan' solut.ion l'xists and cali Ill' l'l'IH't'St'lltt'd in

Illatrix rOl'ln as:

(:!.Ili)

where Ji = [(;ri' Yi) and Hii = (!liCO"O - .ri"Î,/(\)i.

Once the coefficients arc found. we can e\·aiual.e 1.1Il' lit.t.ing fund.ion al. tll<' Ini"inl':

odd samples (iri, Yi) according 1.0

D-I

J(;l:i' y;) = L ltj(!7ico"n - .ri"ÎnnV
j=O

(2.1 ï)

For the irregular black, the same polynomial litting appl'Oach as aho\'<' is used, hlll.

with a non oriented polynomial of the form

where Dr and Dy are respecL!vcly l'quai ta I.he number of known salll!,les in I.he hor-•
IJ,r-1 /)y- t

J(;I', Il) = L L ltk,;l'kll'
k=O '=0

(2.1 S)

•

izontal and vertical direction in the analysis black. The leasl. S'lIHU"'S solul.ion for

the expansion coefficients is identical to that for the orienl.ed rnodel as desnibed by

equation (2.16).

A nonlinear spatial interpolation is presented in [18]. For a pixel Iying 'lIl an edge

between two objects, an assumption is made about the possihility of sepami,ing t.hese

two objects into two regions, each with nearly constant. int.ensit.y. This separat.ion is

accomplished by an edge fitting operation, where the "best edge fit." is t.he one t.hat.

minimizes the mean square l'l'roI' bet.ween the "two dimensional step-edge fnndion"

and the image window of interest. Once the two intensity values (1\ and 11) Iying

on each of the sides of the "best fit" edge are determined through t.he ial.l.el' Illini­

mization, a higher resolution grid is superimposed over the det.ermined region of t.his

17



•

•

"dl\" fit. TI", illt"'l)olat"d vailles are approxilllated hy A or 13, depending on which

sid" of t.\", edl\e they lie. For those pixels intercepted hy the line edge, a weighted

aV''''al;<' of A alld Il is the interpolated vaille. Since tt'ese operations arc donc at a

low resollltion, each high resollltion pixel lIIight reccive mllitiple assignments. Thlls

t.\", final intensity is then takell as an average of these assignmellts. This algorithm

resllits ill sharper edges than the one ohtailled throllgh linear interpolation.

Other forrlls of 1I01llillear spatial interpolation arc discussed in [36]. This interpo-

latioll is developed in the framework of recovering at the recciver HDTV seqnences,

that were dowllsampled bcfore transmission. The spatial interpolation is donc using

a ML estimator. The estimator is hased on the statistical dependencc of the pixels in

the imlllediate neighhorhood, and hencc nses the surronnding pixels in the estimation

procedure. For this, a knowledge of the conditional density PIllo(iJio} is required. 1

is the vedor of surrounding pixels used in the estimator, and 10 is the pixel intensity

that has 1.0 he estimated. The following assnmptions arc made:

- t.he dirrerenccs .6.h = h - la are statistieally independent from the pixel that has

1.0 he estinmted.

-the differellces arc stat,istically independent.

·t.he lll1trginal prohability density of one of the differenccs is givf'n by:

(
A.' ) _ (3k Cl k • [1 . Ilh]

1'::>.1> u1k - 21' [.Ll exp - Clk.6.lk (2.19)
fJ.

where l'(,,:) is the Gamma-function. The value of the two parameters Clk and (3k arc

calcnlated st.atistically, i.e using a histogram. The ML estimator for a missing saml'le

is t.hus the vainc t that maximizes the probability density in equation (2.19), and t

•
is found t.o sat.isfy :

..
L ClkiClk.6.hlfJ-lsgn(.6.h)lio=lo =0
k=l

18
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whcrc 11 is the mllnber of pix"ls us,'d in tlll' ,'stimalion. i.,' Ih,' dilll"nsi,," of I. For

/3 = 2 a lincar estimator results. For ,; = 1 and for ,'qnal Ok \\". gt'l a 1I11'diall lill,·r.

Furthcrmore an "exl""d,,d" m,'diall Iilt,'r is d"sign"d by d"cOIT"laling tilt' rand"nl

diffcrcnccs through some appropria te lill,'ar combination of thos<' ralldolll variabl,·s.

Codebook based methods are also a form of nonlill"ar int,'rpolalioll. This is dis-

cussed by Gersho in [13] for a genl'ral quantizatioll SCh""11·. 'l'h" pl'llbl"llI is pl't'-

sented in the case whcre the reccived sequencc is downsampiPtl with ratio 2 : 1. Lt'I.

X denote the 1-0 signal X = (X1,.Y,!,X",···) and U the downsanlpl"d s"qll"nt'<'

U = (X1> X3 , X 5 ,''', X,,) where 11 is odd. The interpolation WlIsists in ,'stimating

the original X from U. A codcbook of the values that U cali aSSllllll' is st'l. "l' uSIlIg

some training sequencc. In that case the estimate .X- of X minimiz,'s:

• lJ = fi: [IIX - .\·WIU = Ci] (2.21 )

•

where Ci is a codevedor of the codebook. The solution 1.0 this minillliziltion probl"llI

is the conditional mean given by: .X- = fi: [XIU = c;J. Tbe illlthor shows in this

paper that optimalnonliner interpolation l'an be achieved with ;legligible colllplt'xit)',

eliminating the need for IId hoc linear or nonlinear interpolation techniqnes.

2.2.3 MPEG-2 Upconversion

MPEG-2 upconversion is also known as spatial predict.ion. In Ml'EG-2 lIPCOll-

version, a lowcr layer is convertcd to an interpolated lower layer as shown in Fig. 2.8.

MPEG-2 accomplishes the vertical and horizontal resampling lIsing linear polynolnial

interpolation. When Il = 2 and m = Ithe vertical and horizontal interpolation "edllce

to a linear filtering with coefficients l'quai to ~ .
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•

Itorililnul

"lr"'l
-"""E~----------~

LOW' .../
RESOLUfION ....-.:

Figl1l'C 2.8: Higher and Lower layer in MPEG-2 scalable system

Lel. h dCllote thc lower layer horizontal size and v the lower layer vertical size. Further-

morc Iel. hl denote the intcrpolat.ed lower layer horizontal size, and v 1 the interpolated

vcrtical size. Theil h, v, hl, vI are rclated according to:

n
hl = h-

m (2.22)
n

vI = v­
nt

whcre Il and marc integer. Furthermore 111 and n are not fixed, but are chosen

according to the application. This offers the possibility of a 111ultiscale conversion.

C\'1 PEG~2 spatial prediction takes into account the different cases where the lower

layer or the upsamplcd lowcr layer are interlaced. This is donc, whenever needcd, as

dcscribcd by [241.

2.3 Temporal and Spatiotemporal Interpolation

Mcthods that use filtering along the temporal dimension in order to determine

the intensity of the missing sample in Fig. 2.3, without any spatial interpolation, are
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• knoll'n as temporalmethods. \Vh"n spatial information is lIsl'd itlon~ wilh tl'nlplll'ai

filtering, the method will bl' calbl a spatiotl'mporal inlPrpolation.

2.3.1 Fixed Temporal and Spatiotemporal Interpolation

Teml'oral pixel repeti tion in eqna t.ion 2.23, 1in"ar t.l'Ill pora1 li \t,('rin~ iIl (''Inat.ion

2.24 and linear spatiotemporal Iilt.ering in eqnat.ion 2.25 al''' th" silllpl,'s!. l'01'1 Ils of

Iixed temporal and spatiotemporal filtering.

Î(i,j,l) =

Î(i,j,l) =

Î(i,j,l) =

I(i,j,l-l)

l(i,j,I-I)+I(i,j,l+ 1)
2

l(i,j -1,1) +I(i,j + 1,1) + l(i,j,l- 1)
3

(') ')'1)........

(2.25)

•
Temporal interpolation, which creates the missing lines of each Iield hy taking th"

averagc of the lines on the preccding and subscqucnt Iields, gives a v"ry good vcrtical

resolution in the absence of motion, but scriously distorts Illoving ar","s iL' indicatcd

by [39]. This filtering also causes temporal smoothing. Capodifcrro [II llscd t.hc

spatiotemporal filtering and found that though il. has a l'Obust perl'ol'IlHlIlce, il. sllfrcrs

l'rom spatiotemporal blurring efrects. That's why he proposes to replace il. hy Illediall

filtering:

Î(i,j, 1) = median [I(i,j - 1,1), I(i,j + l,j, 1), l(i,j, 1- 1)1 (2.2G)

•

where the median operator extracts the intel'lnediate value het.wcen its thrce argll-

ments. The median filter is found to bc vcry attractive hecause of its cOlllpntational

simplieity: only logieal operations arc involved. Furthel'lllOre il. has the advalltage of

preserving the edges, which results in sharper images.

Ail these filters are optimally used in the absence of motion, and shollid motion
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•

1", pr"s"nt mol''' conlplex filters should be introduccd, filters which should take into

acc:ollnt. the tllot.îOIl in the sequence.

2.3.2 Motion Adaptive Interpolation

Since a time-varying sequence generally consists of a fixed background and some

Inoving objects, it is judicious to exploit this characteristic. IVIotion adaptive 1'1'0­

cessing is a technique where a motion ddection is performed and different filtering

aigorithms are used in moving and stationary parts of the image, as discussed in [10].

A fixed linear temporal interpolator is used in fixed at·eas. In moving areas this kincl

of interpolation performs poorly as previously mentioned, and a spatial interpolator

is nsed in these areas. The motion ddector generates a motion index J\1 that is based

on the int.erframe difference in a neighborhood of the saml'le to be interpolated. In

order to achieve continuity in the interpolation process, a weight.ed sum of the two

t.ypes of interpolation fOl'ms the interpolator output. The weights are determined by

a normali~ed version of the motion indicator. Let ll(i,j, 1) and 1,.(i,j,l) correspond

respectively to the resuIt. of the temporal interpolation and spatial interpolation at

x = (i,j, 1), then the motion adaptive interpolation is given by:

Î(i,j, 1) = a(M)I,.(i,j, 1) + (1 - a(M))II(i,j, i)

where a(M) relates the motion index to the weighting coefficients.

(2.27)

•

Motion adaptive interpolation is also treated in [39J. The proposed movement de­

t,cetol' measures both the amount of movement and the amount of stationary detail.

Movement is measured by passing the input signal through filters designed to remove

ail stationary components of the signal. Similarly stationary details are measured

by filters designed to remove 1011' vertical frequency components. Both measurement
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• outputs arc full·"'a\"e rectified. If the ratio of tilt' rectifi"d Olltputs is greal<'r thall

unity temporal interpolation is performl'd (stationary an'as): ratios gl'eal<'r thall I.\\'o

lead to spat.ial interpolation (mo"ing al'eas) and ratios Ilt't\\"'en ,HIe and Iwo reslllt in

a weighted SHll1 of these interpolator olltplltS.

pther approaches to motion dctection arc discussed in [28]. :\ tllllitigradh'nt Ino­

tion det.ect.ion is performed based on relative local Illeasllt'enlt'ni. of sl'atioten'lH>l'al

act.ivity. To interpolate the missing saml'le al, x = (i,j, /), fOllr gradi,'nts an' ne,'d,'d:

From these gradients, a set of relative act.ivities arc deHned:

Di
(li = L Di

with L Di = Dt +D. + DI +D2• The interpolat.ed vainc is t.hen given by:

•

D. =

Dt =

Dl =
D2 =

1/(i,j - 1,1) -/(i,j + 1,1)1

IJ(i,j,l- L) -/(i,j,1 + III

[/(i,j+ 2,1 - 1) - l(i,j - 2,1 + 1)[

Il(i, j - 2, 1 - 1) - 1(i, j+ 2, / + III

(') .)~)
.......ll

(2.:l11 )

•

where the Ji(i,j, 1) arc determined by what is called a "hierarchical int.el'JlOlat.ion".

The following constraints arc imposed: L ki =1 and ki(li = clc.

Wang and Mitra[37] also treat motion adaptive interpolat.ion of int.erlaced seqnences.

For each processing block, motion dctect.ion is performed by cotllparing t.he nearby

l'ven samples in an analysis block with the corresponding even samples in t.he l'l'l'vions

field. The measure of motion is taken as the absolute difference bct.ween t.he lat.t.er

samples. If the difference is less than a certain threshold, corresponuing satllples in
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•

","eviOlls fidd a,"e replicated, otherwise spatial pattern interpolation is performed.

Scll,,",d [:1:1] lises motion adaptive interpolation for interlaced to progressive conver­

sion. In stationary parts of the image, a spatiotemporal interpolation is performed.

This is donc IIsing a diamond-shaped spatial filter applied on the samples of two down­

sampled adjacent fields. [n rnoving parts the interpolated frame is obtained from one

dowlIsampled field using a two-dimensional fil ter. The author observes that correct

motion detecl.ion has a great influence on the performance of the whole system. Gen­

erai motion detectors al, field n, of interlaced sequences, arc based on the dirrerence

between the previous and next fields (n - 1) and (n + 1). However downsampling

with interlaced pattern causes aliasing and incorrect decisions of the motion dcteetor

may result.. FOI' this "three-dimensional motion deteetion" at field n is used. First,

fields (n - 1) and (n +1) arc interpolated by taking into account the spatial sampling

o[fset of the neighboring fields and using for each field its prcvious and next field.

Then, a frame dilference signal is calculated from the interpolated (n -1) and (n+ 1)

fields. The motion detector will hence operate on this dirrerence. As in [10], Schamel

is also in favor of the use of "soft" adaptive switching between the two interpolation

mode, and this instead of a "hard" switching in order to avoid artifaets caused by

the switching to the motion interpolation algorithm when slow motion is deteetedj

a switch which causes a prompt decrease of spatial resolution and hence results in

visible blurring. Wang and Mitra [37] also treat motion adaptive interpolation of

interlaced seqnences.
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2.3.3 Motion Compensated Interpolation Methods

Motion estimation

Motion compensat.ion is used in int.l'rpolat.iou 10 itllpl'Ol"l' t.h,· 'Iuality or nlll\'in!\

interpolated areas in the pict.lll'e. Mot.ion est.imat.ion is n"l'dl'd in ord"r t.o ;Il'cotllplish

this interpolation. Spatial motion est.imation mel.hods l'an hl' dassifil'd inl.o t.ll'O nl1lin

categories:

• matching based mcthods.

• spatiotemporal gradient based methods.

Ali these mcthods rely on several assumptions: the invariance or Intllinancl' along t.ra­

jedory, local constancy or velocity, and the absence of noise and occlusions. i'vlat.ch­

ing techniques arc divided in t.wo categories: block mat.ching and st.ruct.lll'e nHIt.ching

methods. In block mat.ching, 2-D blocks serve as t.he element.s for tIlat.ching while in

strudure mat.ching met.hods, cont.our detect.iou is used in order t.o ext.ract. t.he indi­

vidual objeds of the scene; t.he ext.racted objects arc t.han used as t.he ohjeds fOI'

matching. The matching is donc t.hrough a search in a cert.ain "search window". A

l'ost fundion is optimized in order to indicate that the sem'ch has conl<! t.o a local op­

timal solution. The l'ost fundion is nothing but. a correlation fundion, like t.he tIlean

square error or the interframe dirrerence between t.he block used in t.he seal'<:h and

the blocks in the "search window" of the neighbor field. Luminilnce illvariiln<:e illong

trajectory is a fundamental assumption in spatiotempomi gradient. hased mel.hods,

and is used to derive the equation of the mot.ion const.raint. in t.he cont.illlloUS 2.:1 i

and discrete 2.32 case:

•
V· 'ilx/ c+ 'iltlc = 0

d·t>x/+t>,/ = 0

(2.:1 1)

(2.:12)



• where l, and 1 are respect.iveiy the continuous and discrete luminance, d and v

are respecl.iveiy 1.1", dis placement. veetor and the motion veetor, D.xI and D.,f are a

discrete approximat.ion of t.he spat.ial and temporal derivatives:

(2.33)

(2.34 )

Horn ami Schnnk [1 (i] determine v by the following optimization:

where c;.(v) is the smoothing constraints:

(2.35)

Motion estimation with detedion of occlusion areas leads 1,0 a better estimated motion•
2 )cJIl(v (2.36)

(2.37)

•

vedors than the one obtained by Horn and Schunk motion estimation. This was

observed and proved in [6].

Application 1,0 standards and frame rate conversion

Ernst and Reuter propose a motion compensated scheme [11], [12], [32] which

divides the velocit.y ranges into separate regionsj each region is assigned a fixed filter.

This will allow an adaptive interpolation. Furthermore motion compensated interpo-

lation is donc using filters which have more than two taps, which requires more than

one field store but results in a better passband approximation and a higher stopband.

The applications arc intended for 50 1,0 60 Hz field rate conversion and for standards

conversion between HDTV and TV.
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•

A motion compensal<'d field l'al<' :2:1 lIpcolll','rsion or inl<'rlan'd 1I\l~I:\(' s."sl"ln is

describcd in [15], Th" motion conlIH'nsat"d ronl','rsion rmnl ;,Il Ilz 10 IIlIl Ilz ll'illl,,'

donc by generating th" int"l'lll"diat<' li"lds al, 100 Ilz h." lh,' halrSlllll or tlH' ;,Il Ilz

fields ll'ith a :J tap symmct.rical int"rpolator, 11011'<'\"'1' th., 1l1<'aSllr"d molion l','rl.ors

are only convenient for operations al, 50 IIz and al'<' not sllllici.'nl.l." l'<'Iiahh' l'or op,'r,

ations al, \(10 Hz, That.'s why ll'e n""d 1,0 hal''' a rall-hark pror"ssin~ l'or sonl<' ra",'s,

For this l'l'ason the upconverter inc\udes th" rolloll'ing thl'<'" hranrh"s:

- a stationary brandI which beCOllles adive on the hloc\(S pron'ss<'d in l,h,' ~(hllS nlod"

or the HDMAC system, Il, allows 1,0 double the field l'al<' hy a silllple rnlnl" l'<'Ill'tition,

- a motion compensated brandI which becomes adive on t.\1e hlocks proc,'ss"d in th,'

40 ms motion compensated l1Iode or the HDMAC system, Il. ns"s a t"lnpol'al int<'rpo.

lation in the movement direetion in order 1.0 genemte one field het,w",'n two adjac,'nt

fields of the input image.

- a fall-back brandI which becomes active on the hlocks proœss<'d hy th" :W IllS nl'HI,'

of the HDMAC system. 'l'hl' field mte conversion on this hl'anch is arhit'v,'d h)' a

vertical intra-field interpolation followed b)' a tempoml averaging.

The motion estimation lises coherenc)' checking in order 1,0 gel. more reliahle motion

vectors. This is achieved by comparing the seleded vedor on the rnrrent field 1.0

those of previolls fields, shollid the dirferencc be relatively large the clll'l'<'IIt l'l'dOl' is

disregarded and other l'cetOl' choices arc considered.

Motion compensated field rate conversion by a noointegel' mtio is presented in [211.

A block-based motion estimation algorithm is lIsed, where the sqnare! of the DFD is

minimized using an iterative procedure. The motion compensated interpolation is

then carried out 1,0 interpolate the pixels values in the missing field. The intensity
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• I(x, 1) of t1", lIlissillg pixP! is givell by:

i(x,/.) = (1 - n)/(x - oD,I- 0'1')+ o/[x+ (1 - o)D,1 + (1 - 0)1'] (2,:38)

•

wl"'l'e D is t.1", displaœlnent. est.ilnate, T denotes t.he t.ime illt.el'val betwcclI the exist­

ing li"lds I~l and 8 2, alld (} (0 < 1) is a weighting factor depending on the temporal

posit.ioll of t.he lllissing field M with respect t.o El and E2 , Sincc the displaced pel

(at. locat.ion x - oD or x + (1 - o)D) do not neccssary fall on the grid, a bi-linear

spat.ial intel'polat.ion is used,

i\ fl'allie rat.e up-conversion of prog'ressive sequences is considered in [2]. The al­

gorit.hlll is designed fol' a conversion by a noninteger faetor of 1.5 (from 50 to ï5

II~). '1'11'0 ont. of thrcc field of the ï5 Hz sequence are obtained through repetition of

Ileighboring fields of the 50 Hz sequence. The third one is located half way between

t.wo 50 II~ fields, alld is interpolated using motion compensation.

The problelll of motion compensated upconversion of 24 frames/sec digitized motion

pietltl'es 1.0 GO frames/sec digital video signaIs is addressed in [20]. An intermediate

temporal grid of 120 IIz is used. However this grid only intervenes in the design

of the interpolation filter: a eut off frequency of 0.1 relative 1.0 120 Hz is required.

Furthel'more, the motion veetor for a pixel x = (i,j, i) of a GO Hz frame is estimated

on the basis of the 2·1 117. sigllal. The motion compensated pixel value Î(i,j, i) is then

givcn by:

Î(i,j, i) =L h(l)ejjt(l) (2.39)

•
where 1is determined by the order of the temporal filter which is also the number of

pixels Iying on the linear trajeetory that are used in the filtering; eijt(l) are the values

of the pixels along the trajeetory that passes through x. If the pixel on the trajectory
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• lie in a 2,1 Hz franw. ils cOITl'sponding ('ij,(I) is ohtained hy spalial inlt'rpo\alioll.

otherwise Cij,(I) is st't to Zl'rn.

Statistica! methods can be IIscd 10 pt'rfo1'l1l a mo\'(' rnbust. motion cOlllpeusatcd in-

terpolation than ad hoc met.hods [51. For this 1\' displal'l'ml'l\l. "l'dOl'S are l'Oillpult'd

llsing 1\ difrerent motion estimation met.hods. For t'ach motion v('dor (which COIT"-

spond 1.0 a difrerent method) corresponds two pixel "ahl<': the forward alld hackwa"d

predieted pixel. Hence 1\' motion veetors givt' 2/\ pixels which ,1I'e ()l'(it'\'('d accordin).!;

to their values in a 2]) veetor En(x, i). The interpolatcd Sillllple value are t.hl'U givl'II

by:

. l'
I(x, i) = C . En (x, i) (2AO)

•

•

wherc C is a row matrix of symmetrical weight.illg coerricicnts, which SUIII is l'quai

to one. As the quality of the used motion veetors drops, as tht' orde\'('d pixels vahl<'s

in En(x, i) will be distributed around their average. Thlls in ordcr t.o deneas(' 1.1",

influence of bad motion veetors on the interpolation, wc need t.o decrease t.lw inflllel"'"

of the extreme ordered pixels. This is donc through the st.at.istical coerrici,,"ts of C.

Application ta deinterlacing

Motion compensated deinterlacing is an applicat.ion of mot.ion colnpenSit\,ion.

A motion compensated deinterlacing algorithm is present.ed in ['1]. The mot.ion est.i-

mated is carried out on two fields of the same parit.y (even 01' odd) wit.h a Imlf pixel

accuracy. These motion veetors will t.hen be project.ed on t.he int.erpoiat.ed field, of

opposite parity which lies in t.he middle. Labeling of coveredfnncovered armL' dllring

the motion estimation step will be performed. Field repetit.ion will be IIsed in st.ill

areas. In moving areas, the compensat.ed mode is used. A vert.ical int.ra·field int.er"o.
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lal.ioll is IIseel ill CiLse of crrolleous vecl.or alld ill the fall back case, which corresponds

1.0 ,,"covereel areas or when the vedor projectiolls connic!..

Vallelellelorpe proposes ail improved motioll-compensated interiace 1.0 progressive con­

versioll [:1'1]. The aul.hor exploits a gelleralized fOrIn of the Nyquist theorem which

states I.hal allY signal whose balldwidth is limiled lo 1/'1' can be recovered from 2

sequences of samples lakell al a rate greater than 1/'1' and having different sampling

pllilses. This can be applied 1.0 an interlaced sequence where the vertical adjacent

samples a,'e sampled al. a rate of 1/'1', and which spectrum can fairiy be considered

halldlimited lo 1/'1'. The theorem requires 1.'1'0 versions of the initia! spectrum: the

fi l'sI, one will be obtainec! from the field thal is being deinteriaced. 1'0 determine the

second sequence, the pixels of the following field will be backward projected using

mol,ion estimation. If the motion can be considered as translational these pixels will

form l,he second sequence and the theorem can apply 1.0 the vertical direction 1.0 re­

cover l,he original analogue signal. This analogue signal will finally be downsampled

1.0 fOrIn the desired progressive sequence.

ln conclusion wc find that motion compensated methods give betl.cr interpolated im­

age quaHty than fixed spatial and fixed spatiotemporal interpolation. Indeed, spatial

interpolation uses the information cont,ained within one field, 'l'hile motion compensa­

tion uses the information along the trajectory. Furthermore, though fixed spatiotem­

l'oral interpolation uses temporal information, the information contained along the

trajectory is more accurate with respect 1.0 ir.terpolation. In the following chapter

wc will investigate adaptive (switched or weighted) motion compensated methods

and spatial/temporal methods. Spatial methods should tend 1.0 perform better when

motion is poorly estimated. On the other hand temporal method should give better

results when motion is relatively small.
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Chapter 3

Adaptive Spatial and Motion

Compensated Interpolation

Methods

3.1 Motion Compensated Interpolation

3.1.1 Motivation of Motion Compensated Interpolation

To be able 1.0 evaluate the advantages that motion compensated filtering offers

with respect 1.0 spatial filtering, one has 1.0 analyze the three dimensiOlml spectl'lllll

of a video sequence [14J. Fol' this we will use a simplified model, where wc assllnle

global constant velocity. The assumption of a local constant motion is, in general, il

valid one over two fields. Let Ic(x,y,O) describe the intensity of the first frame in the

sequence, and let (v"" vyf describe its velocity then:

•
Ic(x, y, t) = Ic(x - v",t, y - v"t, 0)
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Tlw FOllri(~r Trflll~f(mll of 1~(:r,,I/, l) i~ ddined as:

lI:-ïillg (:1.1) in (:1.~) give:-ï:

1~( /lin WU' wc) =i:1: 'e(;/:, fi, O)c(-i(w.rx+lrIyy)) d.1~d.r1i: c(-j(w.rt·.r+wylJy+wdt ) dl

=IcuCWn w!Jr'i(wxvx + 'lU!lvi/ + 'lUt)

(:J.:3)

'vVe recoglll:œ 111 the rirst l.crm of equation (:J.3) the spatial Fourier Transform of

Ic(:/:,!I,O). The second tenll is lion I1ldl if and ollly if:

(3.4)

•
which is the eqllal.ioll of a plane pcrpendiculal' ta the veciol' (vr , uy, 1)1': this is the

:mpport of the t.hrcc dimcllsional spccil'lIm. As an example, consider a constant

vcrtkal vclocit.y of 1 pelis. The intersection of the support with the plane lUx = 0 is

a line show~1 in Fig. :J.I(a):

fy

(a) (b)

•

Figure 3.1: (a)Analog Signal (b)Sampled Signal

ln arder to transmit digital images, sampling of an analogue sequence is required.

Assuming an orthogonal lattiee we will get replicas as seen in Fig. 3.1(b). If usual

low-pa8s filtering is used at the reeeiver to ext1'act the analogue pre-sampled signal,
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• low-pass pre-fi\tering will Ill' rl'quin'd al 1h" lranslllittl'r in ord,'r 10 a\"l,id aliasiu!\

which appears in Fig. :l.:!(a).

This will cause lhe 10'" of high spalial fn'qul'ne.,· ("()Illponl'nls. 111 Il1 h"Ul"l' will rcdul"l'

(a) (hl

•

•

Figure 3.2: (a)Spatial l"i1tering (b)1vlotion eOlllpeusated Filll'riug

the spatial l'l'solution causing visible blur at low vclocit.y. Ou t.he ot.her haud if wc

use a filter which is orient.ed in the direction of t.he vclocit.y, we can avoid aliasing al

the reconstruction without. the need of pre-filt.ering, and henœ preserve high spat.ial

frequency components as seen in Fig. :I.2(b). In order t.o achieve such llI"ient.cd lil­

tering, it is suflicicnt to filter along the est.illlated t.mject.ory. It. is obvious t.hat. t.1",

quality of such filtering will depend on t.he accumcy of t.he t.mject.ory est.ilnat.ion.

3.1.2 Motion Estimation

In this section we formulate the mot.ion est.imat.ion problelll [81 , which will lead

us to present the outline of the motion estimation algorit.hm that. was used t.hrough

this thesis.

We define the trajectory of a certain point in a video sequence, iL~ the curve t.hat
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joins the posit.ions of this point in the t.hrcc dimciU';ional spatiot.cmporal spacc. The

("Iding point.s of il t.r;t.i(~ct.ory arc respect.ivcly t.he time wlien the point hecomes visible

illld t.Ill! till\(' wlwlI t.he poi lit. disa ppears from the field of view. Thf' mathcmatical

lIludd of il t.rilj<~c1.ory C;lII I)(! definer! hy the fUllction c(l; x, 10 ) which gives t.he spat.ial

posit.ioll (;r(l),!/(f.)), at t.imc l, of a point. x = (;[~(lo),!I(lo)), at time 10 , An illustration

of il t.mj<!dory is showll in Fig. :3.:3. For a Lime 1 #- 'o we can define a subset V(l; 10 )

of Lhe illlage fl'allle al. time 10 , cOllsisting of pixels that are visible over the cntire time

int.cl'val hetwcclI 1 amI 10 • Wc dcfine the displacement field at time l, as the field

d(f.[;x,lo) which gives the displacclllent of cach pixel betweell 10 and l,. Wc only

ddille cl fol' pixels tltat in V(l'i lo). From this iL follows thaL:

Figure 3.3: Motion trajectory

'l'he vc1ocit.y field gives the rate of change of position, at a given time, for eaeh pixel

in the frame:

•
de 1v(x, to) = dt'(/; x, to)

1=10

(3.6)



• The displaccnwnt fidd is ohtainl'd fl'llm 11ll' ,",'Iocity lidd hy inlq';l'alion. \l'II > 10

and .1' E V(I!: 10) 1hen:

1'1
d(ll;x,lo) = v(c(l:x,lo)./)d/

'0
If the motion is unifol'm ovel' the pl'I'iod of tim(' l'xt('nding from 10 1.0 1. i.l·

v(c(l!;x,lo),ltl = V(X'/ll), VII \ III ::; II ::; l, th('n thl' displan'n!('nt is p;ivl'n hy

d(ll; x, 10 ) = v(x, 10 ) . (II - 10 ), Th('n nsing l'qnation (:\.5) \l'l' p;l'I:

c(ll;x,lo) = x+V(X,lll)' (lI -Ill)'

if x is a point a~ time 1 and x k is a point at time I k on the sanll' trajI'd,ory t.hl'n In"ll'r

the assumption of constant velocity we have:

The motion estimator algorithm is a pixel hased one [!l]. 'l'hl' ('st.imat.ion is do!\('•
x k = x+v(x,l)· (lk -1) (:I.!!)

•

using iterative algorithms on a pyramidal scheme and a sanlple variance nl1lt.ching

error is minimized. Regularization of motion vedors was also carried on. TI", nlOt.ion

estimator program used Was written by Michel Chahine.

3.2 Deinterlacing

In the background chapter severai mcthods that. perform deint.'H·lacing have

been outlined. However the performance of most of spal,ially hased 1I1ethods al ways

depends on the presence or absence of motion. On t.he ol,her hal\(l, t.he perfOl'lnlUlœ

of mot.ion compensat.ed met.hods is limit.ed by t.he qnalit.y of t.he cst.inl1lt.ed mot.ion

vect.ors. Next we introducc two schemes that combine the advant.ages of spat.ial and

motion compensated interpolation. These schernes arc based on spat.ild and t.elnpol'1ll



•

•

dirrl:n:llœs. 'l'Il(: lin.,t Sc!WIIW lises ail average of these differcnccs as coefficients which

dl'l'idl' t1w l'Olltrihlltioll of e,\eh of the spatial alld motion compellsaled mode. The

oUwr sdwllle swit.chcs bctwœll t.he spatial alld motioll compen5ated mode depending

011 which dirferellce is larger.

3.2.1 Algorithm Description

Motion Compensated Interpolation

I\s il rirst stepl wc cstilllatc the motion vl'ctors ht the missing samples that arc

to !Je ill1.crpohüed. The motion estimat.ion has beell carried out by usillg the sampie

varimlCtl over three field: the one wc arc deinterlacing at time i, the prcviolls one at

1- 1 and the olle t.hat follow5 at 1+1. The motion veetor that results from the motion

estimation is v ill the forward direction and -v in the backward direction. Wc then

det.crlllillc t.he trajcctory by projecting the motion veetor to the past and next field.

ln Fig. aA wc show the interpolation of point al where the trajectory intercepts the

o :Missing sample to

he interpolated.

•

Figure 3.4: r.,'lotion Compcnsated Dcinterlacing

l'revious field at point c and the next one at point b. It is important to note at this

point., that. the mot,ion estimation and the trajcctory detcrmination \Vere bath done

lIlulet· the assumption of constant velocity. Sincc most of the time, point b, and c will
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and in the fae\. that it allows liS ta d<'ll'l'111illl' Ihl' in!<'nsity al "n.'" ''l'l'''\'' IHlSitioll.

Wc denote 1" Ihe interpolall'd inll'n"ily ,,1 point a and h Ih" inl,'rpoi;lIt'd illt,'nsil.'"

at point b. The lina! slep is Ihl' trajl'dory liill'ring, 'l'hi" will \'" don,' Ilsing " Iwo

laI' FIR filter, where the coellicient.s assnlllt' Ih,' \'ahw,,: [~ ~I, .'"i"'ding:

1 1
l" = - , lb +- . 1. (:1.111)2 2 1

which l'an be put in a genel'al form:

• 1 1
/(x,y,l) = 2/('1' - u"l,y-t>"I,I. - 1) + 2/(;1'+ n,./,y +n"I.,/ + 1) (:1.11)

•
Spatial Deinterlacing

Spatial deintcr!acing was donc hy one-dimellsional vet't.Ïl',,1 li1t.""i ng. 'n, ddt'r-

mine lhe specifics lhat the filler should have wc will hrielly presl'Ilt. t.he l'l'Ohlt'I11. 011I'

t.arget is la increase the sampling mIe hy a fador of t.wo of a seqnence i(/I.) which WilS

originally obtained l'l'am a continuous-t.ime signal ie(l) hy i(n) = ie(I/.'I'). Wt' dellot.e

'1'
the new sequence i;, such that. i;(I/.) = ie(n'l") where T' = :1' It. is "'ea.l' t.hat.:

i;(n) = i(n/2) =i(n'l'/2), n = 0,±2,±'1,···

Ta achieve this conversion wc need a lowpass filt.er wit.h a gain of 2 and cut.olf freqnelll:y

i, this process is shawn in Fig. :3.5. The system t.o t.he left, is called a salilpling l'at.e

expander:

i(n/2), II. = 0, ±2, ±4,···

:n•
i,(n) =1

0, otherwise,



• t2

Luwpass filler

Gain =2
ilnl ielnl CUluff= r./2 i,lnl

Figlll'e :!.S: Upsalllpling conversion by a factor of 2

Th" lowlJ<"," filter that we IIsed was a :31 tap symmetric FIR which was designed using

N-step Newton Inethod [22]. The filters coefficients arc shawn in table :3.1. Note that

th" filtel' is synllnetric sa that h(lI) = h( -II).

The freqllency response of this filter is shawn in Fig. 3.6. It can be seen that

L Filter's Coefficients

h[ 121 =-O.2588E·02 h[ l:J]=-O.LOïOE-02•
h[OI= I.060S

h-I]=OA lli l E-O 1

h[8] =O.9fJ52 E-02

h[ l]=O.6205

h[.5)=O.64:J8E-0 1

h(9)=0.:J915E-02

h[2] =-O.5552E-O1

h[6]=-O.2491E-01

h[10] =-0.1065E-02

h[14]=0.2509E-02

h[:J]=-0.16ï8

h[ï] =-O.21:J2E-O1

h[ll ]=0.8ï92E-03

h[15]=O.2826E-03

•

Table :3.1: Filler used in the upconversion.

ll(ci"')I",=o is as desired equaI 1.02 (which is aIso the sum of the coefficients). The

3dli Cil l,-arr frequency is at Je = 1.5419 "ad which is very close ta the desired one of i
In arder to preserve the original information in the image, we haven't extended the

fill,ering ta the existing samples. Thus only the missing ones were subject ta vertical

fi Il,ering.
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1.5
l.~'~

Figure 3.6: F'l'equency responsc of N-st.ep Newt.on llldhod FIH

Weighted SUlU of spatial and motion compensated intel'polation

'Ne deftne the spatial erroI' E~(i,j,l) and the mot.ion Cl'l'Or Bm(i,j,l) il\. point.

x = (i,j, t) as:

i+2

Em(i,i, t) - L l/(k - Vi,j - "Uj, l - 1) - !(k +Vi,j + "/lj, f. + 1)1 (:t Ill)
k=i-2

i+2

E~(i,j,t) = L I/(~:,j - L,l) -1(1.:,j + l,t)1 (a,J:i)
k=i-2

The choicc of a window of Rve pixels in the ddinitioll of bat.h crl'ol's is dOlic ill orcier

1.0 achieve smoothness in the intel'polated regions. Bad wc choson Cl wiudow or Olle

pixel, we would have ended up with discolltinuitics and staircasc cffccts. Lei. !mU,j, l)

correspond to the interpolatcd value obtaillcd in the fil'st pamgmph (lu), and let.

I Il (i,j, t) he the interpolated value obtained by the filter dcseribed in t.able :J.I. The

adaptive method of combining both spatial and motion compcnsat.ed filt.ering will he

done according to the fol1owing weightcd sum:

Î(' . ) Em(i,j,t) 1 (' . ) E~(i,j,t) (' , ) (a.16)
l,),t =E (' 't)+E(' 't)' .,l,),t +E (' :t)+li'(' 't)'/mZ,),t

m l,), .J~ l,J, .Jm l,J, ' .J., l,J, '
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• 1'1'0111 "'1l1al.ioll (:1.1:;) we s"" Ihal. whell''''el' E",(i,j,!) = 0 we will have 1(i,j,l) =

1",(i,j,I), alld silllilal'Iy wl"'1",,'el' R,(i,j,l) = 0 thell Î(i,j,l) = /',(i,j,I), which

l'OITeSpollds 1.00111' adaptive goal. lIellce the weighted sum will emphasize the spatial

intel'polatioll ill l'egions where the motioll estimation will have resulted ill Iess rcliable

lIIot.ioll v(~dors.

Smaller error decision interpolation

Using the same dcfinitiolls as in the previous paragmph, wc have carricd this

interpolation, which is casicr to iIl1plementthan the previous one, according to:

... 1/.,(i,j,l)
I(l,),!) =

1",(i,j,l)

if E",(i,j, 1) 2:: Es(i,j, 1)

otherwise,
(3.17)

•

•

3.2.2 Simulations and Results

Ncxt, wc comparc the previously described methods, i.e. motion compensated

dcintcr!acing, spatial deinterlacing, weighted sum of spatial and motion compensated

deintcr!acing and smallcr enor dccision deinterlacing. The evaluation will be donc

IIsing only a visual critcrion, due 1,0 the absence of original progressive sequences.

Fol' this thc intcrpolated sequences will be displayed on the "VIDS", which is a video

display having a studio resolution and allow displaying the sequences either field by

field or in thc palindromic mode.

Courtepointe

The scene of this sequence consists of a piece of fabric which is undergoing a

\,ranslational horizontal motion from left to right. The fabric is composed of several

dirfcrent patte1'lls. The most critical pattern (which we cali stripes pattern) is the

one with diagonal intersected lines (in the 2nd, vertically, complete square from the
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•

•

Figure a.ï: Original Court.epoint.e: fi"l" #.,

Figure :3.8: Spat.ial deint.er!acing: field #,1
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Figure 3.9: Smaller Error Decision Deinterlacing: field #4

Figure 3.10: Weighted Sum Deinterlacing: field #4
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•

Figure 3.11: Motion Compensated Deinter!acing: fidd #·1
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Figure 3.12: Original Flowergarden: field #4

Figure 3.13: Spatial deinterlacing: field #4
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Figure 3.1'1: Smaller Enor Decision Deinterlacing: field #,1

Figure 3.15: Weighted Sum Deinterlacing: field #4
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Figure 3.16: Motion Compensated Deinterlacing: field #4
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bottom lefl). Wc show in Fig. :1., thl' originallield #.\ of elllnt"I"lint,·. Tht' spatial

deinteriacing (Fig. :1.8) do,'s nol. pn'Sl'r\"l' good n'solntion and n'slIits in a sm\)(llhill!",

of edges. Artifacts arc "isibie al diagonal l'dgl's wbieh lakl' tb,· fonn of a si "ireast'.

the stripes pattern los..s its resollltion, and thl' dwrkl'rboard sqllan's adnpt i!T"!",niar

sizes. These distortions are hardly Yisibl.. in thl' othl'r mt'l.hods. Snlilll,"\" "!Tor (Fi!",.

:.1.9) and motion compensation (Fig. :l.ll) arc slightly Iwttt'r thall tilt' otlwrs: tilt'

stripes pattern resolution is slightly better than th.. weight..d sllm Olll' (Fig. :\.I Il) alld

the staircase crfect al. diagonal edges is redllced. Since thl' motion is alnlOst lInifnnn.

motion was weil estimated, and motion based methods p..rfonn..d weil.

Flowergarden

The sceue of this sequence consists of a series of houses in tht' barkgrollnd, a

flowergarden and a tree in the foreground. The motion of this sren.. is rans..d by tht'

horizontal panning of a camera. The trcc has a rclativcly large horizont.d motion.

The original field #4 is shown in Fig. a.12. As previously, spatial deinteriaeing (Fig.

a.1a) does not preserve good resolution. The details of the l'cd tiles are bllln'ed and

we observe smoothing of edges al. windows. These artiract.s are not visible in motion

compensated deinteriacing (Fig. a.16) which preserves contolll'S ami resollltion of the

different object in the scene. However duc to the occlusion callsed by the motion of

the tree, bad motion estimation occurs at the edge of the trœ·trunk. This calises

the tree·trunk edge to be slightly serrated with some trails. Using both smaller error

(Fig. a.14) and weighteù sllm (Fig. a.15) removes part of the e!Tor callsed by the

occlusion because the error term Em will be less than B.• and hencc the vaille ohtained

by spatial interpolation at these point will be given a higher weight in the case of

weighted sum and will be the value itself in the smaller error decision G",e, which is

slightly better in that case.

47



• 3.3 Frame Rate Conversion

Frain" raiP conv"rsion will be done adapti,·e1y IIsing temporal interpolation and

•

Inotion conll"'lIsated illterpoiatioll. Wc fil·st presellt motion compellsated and tem-

porid filterillg, alld than we discllss how they can be combined in arder ta enhallcc

ti", illterpoiatioll per[orlllallcc.

3.3.1 Algorithm Description

The cOllversioll will be donc from a progressive format ta an interlaced olle with 2:1

t",nporal IIpconversion. This is shawn ill Fig. :3.17.

l
t

(a) (b)

•

Figlll'e 3.17: (a) Progressive sequence. (b)Upconverted 2:1 inter!aced sequence.

Motion compensated conversion

A motion vedar will be found for each missing sample in field B, by minimizing,

over the two fields A and C, the samp!e variance at the position of the missing samples

in B. The dctermined trajectory passes through band intersect A and C respective!y

al. a and c. The intensity at b is given by h = (Ia +h)/2, where la and le have been
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• COlllputcd using lü'ys culli<' ro11\"0 \ Il 1ion. In ~('I\l'ral if b = (i,j.J). tlll'lI:

. . . 1';. l'j 1 . /' j. l' r 1
I(l.}.t) = 1(1- -.} - -./ ~ -) + /(1 -1- -,/ -1- -'-./ -1--)

2 2 . 2 ~. 2 :!

This is illllstrated in Fig. :3.18.

a o:Missing ~amrl~ tu

~ illl~rp(\lal~d.

1- 112 1 1+ 112

•

ABC

Figurc 3.18: l'dation COlllpensatcd Conversion

Temporal conversion

o Snlllpl~ of lhe "h.lIf.smllplc"

vcrtical dc1ay

o :Missir.g sampIc 10

Ile înlcrplllalcd.

A' C'
ABC

Figurc 3.19: Tcmporal Convcrsion

As a first step we start by creating from bath ficlds A and C ncw nelds A' iU1l1

C', which will be shifted by half a pixels with respect. ta the old Oll(~S. 'l'he new fields

will he with llhalf-sample" vertical delay. Lel's considcr a discrclc-t.iJllc system wit.h

frequency response JI(eiw ) givcn by:

• 49

[wl < 7f (:J.\ !J)



• 11'1",1''' .6. is a lIollillteg"r '''Illai to~. From [2ïl wc kllow that slleh system will have

il.s olltpllt Y[/Ii as t1", valll"s of the balldlimited illterpo!atioll halfway betweell the

illpllt ""1''''111''' vahws :1'[/1]. Il "IIce the ideal filter, wc necd in order 1,0 crea te the

"half-sampl,," shifted fields, shonld have the frequelley response of the filter in eqna-

tjoll (:1.1 !J). Note that this filter is a lowpaso Olle, with linear phase -w/2. Its eutorf

fl'<'qlll"'CY is al, w '" 11' alld its De magllitude lI(ei "')1 = J.
w=(J

fields arc ereated, wc pt'Oceed to a temporal filtering with a [~

dme is illustrated ill Fig. a.IB.

Adaptive frame rate conversion

Once the new shifted

~] filter, this proee-

vVe will use a motion indicator in order to switch bctwccn temporal and motion

compensated conversion. If wc arc performing the conversion at point b = (i,j, i)

•
than wc define the motion indieator M(i,j, i) ilS:

1 Hl j+1

M(i,j, l) = fi L L Ilv(k, l, i)1I
k=i-II=j-l

(a.20)

The ehoice of a window ofax 3, centered at the point wc arc interpolating, instead

of just defining the motion indicator as the magnitude of the motion veetor of the

formel' point, was donc in order to achieve smoothness and to avoid discolltinuities

and staircase clfects. Let b = (i,j, i) be the point shown in Fig. 3.18 and 3.19, let

l",(i,j, i) and ItCi,j, i) denote respective1y the motion compensated value at band

the telllporally interpolated one as previously outlined, our scheme of conversion will

thell have the following fonn:

50

What equation (3.21) states implicitly, is that whenever the motion indicator, of the

displacelllent between fields A and C, is less than 1 pelis (which is l'quivalent to half•
'ei,;, <i = 1I t{i,j, i) if M(i,j, i) 5 1

1",(i,j, i) if M(i,j, i) > 1
(3.21 )



•

a peljs bct.\\,('t'll A amI B) th('ll l<'lllp0l'al lilll'rin!!: is n'liabh' illld will IH' pl'rrn1"1lll'd

in arder tu avoid t.he artifads t.hat. motioll l'st.illlal,iun CillI prodl1Cl'. This will Ill'

discusscd la t.er on and will 1)(' dll'àl'd t. hrollgh si Illula lion.

3.3.2 Maximally Flat Digital Filters

The design of the \incar phase low-pilss HILl'I' dcsct'ilwd ill ('llUilt.ioll (:L 19) wil11H'

carried out using a symmetl'icallllilxilllally flat FIH nlt,l'r with eWII unit'!' (i.l' ll\1l1l111'r

of coefficients is l'ven). The design of mèLximal1y flat. FIH nlt.l'rs has Ill'I'lI diSCI\SSl'd in

[25], [311. ~\'Iaxilllally fiat FIR filters forlll a class of filters wit.h lIat. fl'l'll\WIIl'Y l'('SPOIISl'

in the passband and the stopband. The transfer funet.ioll of t.he lIIaxillmlly "al. F!H,

lowpass filter is dcLermined by the ordcl' of the !ilLer and t.lw dcgrcc of !lat.n('ss al,

lU = o. Wc arc conccrncd in the design of a lincnl' phase III<tXiIlHll1y liaI, FIR with

even order,

h[n] 0 M

Figure 3.20: General impulse respollse of a sYlllllwtrical l'Vell li'lB,

The fl'Cquency rcsponse of tincal' phase Fln. Cilters with sYlIllllcll'ical impulse rcspollsc

has the form [301:

. . {N/2-1 [(N 1)]}H(eJW
) = e-Jw(N-I)/2 ~ 2h.(n)cos l1J 2" - n - 2 . (a.22)

where N is the order of the Cilter and h(n) ils impulse rl'sponse. Letting

• b(n) = 2h (~ - n )

.51
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• Equatioll (:l.~~) becornes:

{

N/2 }
1I(;i"') = c-i",(N-I)/2 I: b(n)cos[w(n - ~]

11:;:1

N/2 1
I/,(ci "') = I: b(n)co8[w(n -?"J (8.25)

11=1 -

wl",!'e 1/1(.J''') is pll!'c1y ,·eal. The filLer of ail even order 1\1 = 2N + l, shown in

Fig. :1.~O, where 1\1 is Lhe lIumber of coefficiellLs of Lhe impulse response h(n), n =

n, ... ,~N + l, is said Lo he lowpass and maximally [JaL if equaLion 8.25 saLisfies Lhe

following properLics:

EquaLions (:3.27) and (:3.28) sLaLe LhaL Lhere arc N derivaLives Lhat have 1.0 be set 1.0

~ero: L at. w = 0, and N - L al. w = 7.. L is known as the degree of fiatness, in other•
n = 2,4,"" 2L

n=I,3,···,2(N-L)-1

(3.26)

(3.27)

(3.28)

•

t.el'lll it.'s how fiat Lhe filter is al. w = O. This will result in an (N + 1) x (N + 1)

syst.ern of linear equat.ion, where the unknowns are b(n). Bence solving this system

of eqnations will result. in the impulse response coefficients we are looking for. Note

that. since the filter is symmetrical, N +1 is the number of independent coefficients.

It. should be a1so noted 111(ci,") = 0 and ail the odd derivative of 111 (ei ,") are null al.

w = 71". FlIl'thermore al. w = 0 ail the even derivatived of If, (ci,") are equa! 1.0 zero.

Using t.his t.echnique, we have derived a set of maximally fiat digital filters. The effect

of the variation of L on the frequency response is shown in Fig. 3.21, where we see a

maximally [Jal. digital filt.er with 1\1 =7 and L varying l'rom 0 1.0 3. We can see that

as L increases as the passband increases, and the :<ttenuation band decreases, i.e. the

filter drop sharply al. the desired cutoff frequency 71".
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0.2

00~--="0.5=----'---~1.~5 -~2o-..-==:~--"""~-· -J3.5
Angular Froquoocy l'ad/si

Figure 3.21: F'requcncy l'csponsc of a mnximally rial. FIH. wit.h M = ï and /, =0"" ,:~

In Fig. 3.22 wc show a set. of maxima.lIy rtat digit.al fil Lel' whcre Lbe filt,prs ba\'(' ht'l'II

designed ta have a maximum degl'(~e or rtatncss.

1.2,...----r----r--,..----,---,---.---,

~
~O.B

~
~

8.0.6
~
g
io.4
Il:

0.2

°0 0.5 1.5 2 2.5
Angular FroquOf1CY (rall/sl
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•

Figure 3.22: Frequency response of a set of maxilllally rial, Fllt wit.h /J = N

The numberof coefficients varies [rom 2 t.o 16 (i.e M = l"" ]5). Silice OUI' goal is 1.0

design the c10sest filter to an ideallowpass one with cutorr frcqucncy at n, wc will have

1,0 choose the fllter with the maximum dcgrec of natncss. '.l'he filter of 16 GocHkiellts
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(M = 1:') and /, = ï in Fig. :1.22 or[ers a good trade off betwccn complexity and our

goal, sine<' 1Gcoefficients is a [easible size in video pl'Ocessing. Tite coefficients o[ titis

filter are sltown in table :1.2:

Filter's Coefficients

h[O]=-O.OOOOOG 1t[1]=0.000111 h[2]=-O.000915 1t[3]=0.004848

1t['1j=-0.0 ISmJ8 h[.5]=0.05ï591 h[G]=-0.1599ï5 lt[ï]=O.Gl ïO'IG

1t[8]=0.GlïO'IG h[!J]=-0.l599ï5 h[lO]=0.05ï59l h[1l]=-0.018G98

It[12]=0.00'18'18 h[ 13]=-0.000!J15 h[14]=0.000111 h[15]=-0.00000G

Table 3.2: iVlaximally Flat Digital Filter.

3.3.3 Simulations and Results

Frame rate conversion was evalnated in the framework of MPEG-2. In MPEG-2,

al. the lowet· layer, '1:2:0 formats (ïO'l x 480) which arc interiaccd will be downsampled

1.0 form the SIF format (352 x 240) which is a progressive format. This conversion

will starl. by dl'Opping each odd field of the 4:2:0 sequence. Then the left even fields

will have their luminance horizontally downsampled by a factor of two. This down­

sampling will be preceded by a l-dimensional low-pass filtering (horizontal) in order

1.0 attenuate the high frequencies that will cause aliasing when downsampling. This

low-pass filtering will be executed using the lowpass filtering version of the filter in

table :1.1: the coefficients for this filter arc the ones of table 3.1, divided by tWOj

this will result in a DC gain of 1. In order 1.0 display SIl" formats al. the recciver,

upconversion 1.0 the original CCIR format is needed and this is where frame rate

conversion intervenes. Once the missing fields are interpolated using the outlined
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•

•

met.hods in t.he previous sertion. linal upconv,'r"ion 10 CCI\{ "pal ial fOl"lual will Il("

!x'l-formed using t.lw filt.er iu t.able :1.1 (int.,'rpolatiou v<'r"ion) wh<'l'l' III<' Illulinanl"l'

will !,e horizont.ally IIp,,ampled by 1\\"0, 'l'hi" will re"u!1 iu the ,I::!:O formaI. 'Il, p;d

t.o t.he CCIR format \'ert.ical up·"ampliug by t.wo of t.he chl'llnlin<llll"l' i" l'l'quil'l'li and

will also be achieved u"iug t.he pn'viou" lilt.l'r. Nl'xt. 11',' pn'",·nl. th,' "inlllialion ilS""

to assess t.he performance of our Iildho" ver"u" 1.11<' ~II'I':C:-:! onl', !lolh \'i"llal an"

PSNR criteria were cousidered in the evaluat.ion, alt.hough it. i" import.ant t.o not.,· t.hal.

the PSNIl cr\terion by itsclf cau uot. be considered as t.he "ole m<'an" or <,\'aillation or

a pl'e~ise measure ami should only be looked al. a" an indicatOl'. 'l'hi" j,; Ill'call"" t.Ill'

PSNIl is aglobalmeasure while t.he Human Visllal Sy,,!.em i" n,,"ally all',·ct.,·" by local

distortion, Furthel"ll1ore our conccl'll is moving sequences, II'11<' l'l' ;u,t.il'acl.s cali ouly

be detected using a visua! critel'ion. That is why t.he arl.ifad" which app"ar" on th"

"V IDS" display in the palindromic mode will not. be visible in t,II<' rollowill)!; illla)!;,·s.

Calendar

The first simulation was carried out on the sequence "Calendar". The scell<' consisl.s

of a toy train on a railroad moving l'rom right 1.0 Ieft" a hall which is IInd"r)!;oill)!;

a rotational motion, a pendulum 011 the right which also have a l'Ol.at.iolml mot.ioll,

and a calendar, in the background, which has a slow vertical mot.ion, Thongh 1.11<'

simulation was carried on 22 fields, wc will only show part of the image due 1.0 a space

constraint. For this we have chosen the Idt half part of field uumbel':I, which is of si~e

(352 x 240). In Fig. 3.23 we show the ol'igina! CCIIl image. In order 1.0 ,~valnal." th"

performance of the different methods, wc have used the difference elTor, which is t.he

difference between the original image and the interpolated one. The grey IlImilHlIlt:e

indicates zero error while black and white intensities indicate large error. In Fig. :1.2'1

and 3.25 we show respectively the difference error of t.he temporal int.erpolal.ion and
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li", ,,,Iapti\'(' Onl', ,\s l'an 1", seen in Fig. :1.:2·' (he (emporal interpolation l'ails 1.0 follow

1.1", InotilJII of li", hall and prodncp rep"( it ion of conto\ll'S, which r"snlts in the white'

spots al. 1.1", position of the bail. On the otilt", hand the adaptive mct.hod which is

nsinp; li", motion conlpensation interpolation at these points, succeed in following the

Inot.ion of the bail and the interpolation is satisfactorily achieved, The same problem

occnrs on t.h" p"ndnlnm where temporal interpolation causes duplication of object

which are avoided wit.h motion compensation, In palindromic mode these artifacts

were c1early visible: the duplicat.ion of objects and contours of t.he bail and the pendu­

hlln resulted in an annoying flickering in the t.emporal interpolation, while the mot.ion

of t.he pendulum and the bail looked correct in adapt.ive int.erpolation. The PSNR of

Fig. :1.2(; has bccn computed betwccn t.he original and the interpolated sequences for

Il consecutive odd field. For odd fields 1 to 13 the PSNR of temporal interpolation is

lower than t.he motion compensated one: this has been checked visually and is shown

in t.he artifacts previously described. For odd field 15 to 21 t.emporal interpolation

gives bett.er l'SNR t.han mot.ion compensat.ion. This is because more regions arc hav­

ing null mot.ion than previously, and in that case temporal interpolation gives better

resnlt than motion compensat.ed filtering, which reduces in that case to Keys cubic

interpolat.ion. This is why our adaptive method has always the highest PSNR, hence

achieving its goal of adaptive interpolation and proving the fact stated in section

:I.:!.!, t.hat. when the motion is less than 1 pelis temporal filtering is reliable and can

avoid art.ifact.s caused by motion estimat.ion.

Nex!. we compare 0\11' adaptive interpolation with MPEG-2 one. Fig. 3.27 shows

the dirrerence error, and as seen the white spots and contoll1'S indicates a large error

which corresponds to a PSNR difference of 2 db with respect to the adaptive PSNR

Fig. :1.28. When displayed on the "VIDS" field by field, the MPEG-2 interpolated

sequence had no large distortions, just some artifacts due to aliasing. That is because
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1I1PEG-:2 only considel's spatial intel'polation and !'('\H'lilioll \\'ilhont any ,,'11111\'1',,1

acljllstlllcllt, HOI\'l'''''1' when "i,'wed in 1he palindmmic mod,' tl,,' nlllt illll was a1>l'lIp\;

this l'esllited in a jel'ky motion as opposed 10 Ih,' conlillllolls ,li\<, thal Il,,, "dilJlti\"('

met hocl had.
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Figure 3.23: Calendar Original: field #3

Figure 3.2'1: Calendar Temporal interpolation error: field #3
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Figure 3.25: Calendar Adaptive interpolation crror: field #;~
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rigure 3.27: Calendar MPEG-2 interpolation error: field #3
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Flowergarden

In this simulation the 511" S'''lu,'nce is Ill<' output. of th" ~Il'EC-:! ,il'coder a' IIH'

lower layer, which is a coded-decoded 511". The SCl'IH' of this s"qu,'nn' was pn'I·iousl."

described and wc remind that the mot.ion of this scen,' is Cil1lS,'d hy Ill<' horizoll­

t.al panning of a camera and that th" I.ree has a re!atil'l'iy larg" horizontal nllllion.

Though simulations and PSNR wel'e donc for the whol,' image and for a s"qlH'nn' or

20 fields, wc will only show t.he part. of t.he image cent.ered at. IlH' t.re(' Ill'cause or span'

const.raints. Wc have chosen field #'J and a spat.ial siz(' or (:I;,2 x 2·10). ln Fig. :1.2!l

wc show the original CCIR image. Wc will compare next. OUI' adapt.ive and ~'II'E(;-2

method. Since the motion is large, the adaptive me\.hod will use t.he motion l'Om­

pensated interpolation al. most. pixels. Fig. 'J.ao is t.he dirference elTor betw"('l1 t.he

original and the adaptive interpolation images. Wc l'an sce t.hal. t.he l'l'roI' is l'dat.ively

small. They arc mostly al. the tree-trunk edges due 1.0 bad ,~~tiillat.ion or nlot.ion al.

these points caused by occlusion of covel'ed ill·eas. Fig. a.:lI shows t.he dill't'I'ence

error of the original and MPEG-2 interpolat.ion images. The l'l'roI' is so large t.hat.

the details of the original image arc visible. TIl.is corresponds t.o a ,1 db dill't'I'enœ

as shown in Fig. 3.32. This huge error justifies the need fol' mot.ion cOInpensat.ion.

When displayed on the "VIDS" field by field, MPEG-2 interpolat.ed seqnence didn't.

show manyartifacts. However in the palindromic mode the mot.ion Wi~~ discont.illllollS

and jerky while the adaptive interpolation succeeded in rendering the tl'Ile mot.ion ,,1'

the original image. The error al. the tree-trunk with the adaptive interpolat.ion WiL~

visible and resulted in a fiickering. This ClTor can be avoided by irnpl'oving t.he Inot.ion

estimator through occluded region treatment.
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Figure 3.29: Flowergarden Original: field #9

Figure 3.30: Flowergarden Adaptive interpolation error: field #9
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Figurc 3.31: Flowcl'gardcn r...lPEG-2 interpolation eno!': field #H
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Chapter 4

Multiscale Spatial Interpolation

The previons chapters dealt with interpolation nsing temporal and spatiotem­

pond filters, with particular focus on deinterlacing and frame rate conversion. This

chapter presents methods in the spatial domain which allow flexible multiscale conver­

sion with integcr and non-integer ratios. A modification of the pattern interpolation

mcthod of Wang and Mitra (which achieve multiresolution spatial interpolation) is

developed. This will be donc nsing a "densel''' grid which will be obtained through

motion compensation. The solutions will be obtained by a least squares iterative

method. Finally, wc compare the visual performance of the new method with the

mcthod describcd by Wang and Mitra, Keys cubic convolution interpolation and the

l'vIPEG-2 method.

4.1 Pattern Motion Compensated Interpolation

4.1.1 Algorithm Description

Ali image rcpresentation using a set of block pattern models is introduced. The

image is divided into blocks of pixels. Each block is classified as either oriented or

64



non oriented. The oriented 1110dt'! charactt'Iü,'s bloc'" wilh strilight ,'dges or line

frilgments, the non orient.ed 1110dcl incltales 1110dds which l"<'I'I"<'St'nt. il1lilg" hlocks

whose intensity variation is not. not.iceilble, blocks conl.ilining edg"s in 1Il<l1"<' t.hiln olll'

diredioll or irregulilr t.ext.ure patt.l'rns; t.he classificat.ion l'l"On'dlll"<' will h" disellsSt'd

in a later section,

Furthermore an oriented modcl is an image block fOI' which a l'l'incipal direct.ion !;,

0::; [3 ::; 1l" and a I-D profile function r/>(.) exist.s such t.hat.:

J(x,!I) = r/>(ycos[3 - a'sin[3) for ('l',y) E lJ (-1. 1)

The direction [3 will be obt.ained using the Sobel opl'mtor, as dl'scrill<'d lill.<'r in

the classification and orientation sectioll. Moreover we define t.he orientation as a

quantization of the directions [3. The principal orientation of an orientcd Illode! can

be obtained by:

J'
Cl =Q(arctan J!)

where J~ and J; are the gradients along the x and y directions, respective!y, and

Q l'l'presents the quantization level such that the resulting direction f,dls in one of

the orientation zones under consideration. For an arbitmry block, wc l'an find an

orientation according to the gradient at that point. A block l'an be considered 1.0 he

oriented only if most pixels inside this block assume the saille orient.at.ion,

We will next increase the number of samples within one block patt.el'll models by nsing

forward and backward prediction using motion estimation. The rationale behind this

procedure is to get a more precise fitting function by increasing the accnmcy of the

aj of equation (2.15). Suppose we choose the block pattern to have a siw of 4 x 4,

then we have 16 known samples which are usually used in [:38], [371 interpolation.
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Ld's collsider ["l'ward and backward prediction, shown in Fig. 4.1:

Figure 4.1: FOl'ward and Backward Prediction

As cali be seen the number of known samples within the block pattern, that is being

interpolated, has increased from a minimum of 16 samples (which corresponds to the

case of [38]) to an average of 48 samples.

Next we present an overview of this method. In the first step, we determine the

nature of the 4 x 4 block pattern that is being interpolated: oriented or not oriented.

Let f represent the vector of the original samples of the field of interpolation. Let fi

be the vector that contains the forward predicted samples which fall in the 4 x 4 block

pattel'll we are considering, where the subscript i indicates the i!h forward field. Let

bj be the vector that contains the backward predicted samples which fall in the 4 x 4

block pattern we are considering, where the subscript j indicates the j/h backward

field. The prediction, backward and forward, is done using motion compensation from
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(.I.:q

the g1'id of the itll fo1'ward <lnd /11 hack",ard th'ld 01110 1hl' <-"m'relit. OIH'.

If the ,1 x ,1 block pattern is oricntC'd. the mhw of il ~ample al. poillt (.1' • .'1) i~ ;lJlproX-

imatcd by:
/J-I

lCt,!I) = L (/I(!I ms {\ - ;1" sill Ct)1
1=0

Let f be the approximat.cd values of the k1l0WII silmpks ù1>t.ailwd rr01l\ '·(PWt.illll (.l.:q.

Let i\ be the approximatcd valucs of the fo1'ward prcdidcd samplt's ohl nilll'd fl'U1l1

equation (4.3). Let bj be the approximatcd values of tlte backward p1'edided salllpips

obtailled l'rom cqllatioIl (4.3).

Than we have in matrix fo1'm:

(il A )

whe1'e

whel'e U and li are respectively the number of fOl'ward aI\(l backwmd fields Ilsed in

the interpolation process.

H is the matrix of elements:

(~ Ji)

of dimension N x D, where N is the sum of the dimension of f, fi, bj. (:l:k' yd are

the coordinates, with respect to a block axis, of the k llt clement (sample) of F.
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(4.7)

by

t.hml t.he best coefficient vedor that millimizes the square error dcfined by

B = IIF - HaW (4.8)

•

•

IS

(4.9)

Mult.iscalc interpolation will bc performed similarly to \Vhat has becn done in the

Cllbic case in the convcrsion from the S. grid to the S2 one. If the block is oriented

the valuc of iLs missing samples will be obtained by using equation (4.3) with the value

of :r and y as givcn by equation (4.3). If the block is non oriented than this \Vhole

procedure is ignorcd l and thc value of the missing sampIe that is being interpolated

will he obtained using Kcys Cubic Convolutional interpolation.

4.1.2 Classification and Orientation

As mcntioned prcviotlsly a block will be considercd oriented if rnost pixels as­

sumc the same orientation, otherwise the block shal1 be treated as non-oriented. This

classification will be donc by counting the number of identical orientation. Then the

largcst and second largest score will be determined. If the largest score is greater
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lhan the lhre,llOld /1 and if th" ratio l' of th" ",'cond Inaxinnllll to tl", lllaXllllllln

i, less lhan t.he threshold I~ lhl'n thl' hlock will 1", cOII,id,'n'd <,,·i"I1I,"\. 'l'hi, i, a

simple and yct. good illdicator of dl<' lIat.l\l'," of th" hi,top;ranl wh,," tl", hlock ,i,,'

is small. A IIniform distriblltion wonld han' a 1011' lllaxinnlni ,n)\'(' alld alld " hip;h

rat.io, whereas a unimodal dist.ribution wonld ha\'" a hip;h lllaxilllnln 'con' alld al",,,

rat.io. The ideal sit.uat.ion is whell /1 is chosl'n (''1l1al t.o th" IInntlH'r of pix,'I, in th"

block, whidl result.s in a nnll /2, 1I01l'l'\·er sin"" this i, not th,' cas" in pradi",,, 11'"

have chosen II = 10 and 12 = .i5. This me1l\ls that. II'h"II<'\'l'r th" hlock ha, at. I"a,t.

\0 samples wit.h t.he same orient.ation, the hlock will 1", colI,id"rl'd 'IS ori"nt,'d. Sinc"

the human orient.ation discriminat.ion is limit.ed ll'e have proc"edcd 1.0 a '1l1anl.i7.ation

of the orient.at.ion. l-Ience our simulat.ions ll'ere carricd for hoth 8 alld I:! "'1"aI1y

separated oriented zones in the range of 0 1.0 7..

However this quantization introduced some artifact.s in the horiwntai orient,~d modc'I,

hecause the human visual system is more sensitive 1.0 this direcl.ioll, If the illtellsity

along the horizontal orientation was not surricient.1y constant II'C had 1.0 dcaill'ith 10'"

of continuity in the contiguous interpolated oriented blocks, For this wc llave illtro­

duced a test where wc dct.ermine whether the pixel intcnsities along the horiwntai

orientation is sumciently constant. This was donc using the J""l I/olù,ca."'r IliiJt:,.­

encc. According ta Weber's law the .IND is linearly proportional 1.0 the backgrollnd

intensity. The background intellsity along one horizontal li ne in a bloek will Iw ap­

proximated by the average of the maximum intensity fil"", and the mininnml intensity

f",;", amollg the pixels of olle block which assnme the same horiwntal OI'ientation.

Let fi = JND((J","x + f",;,,)/2). Now if at Jeast one of the four hori:'.ont.al linc~s in t.he

4 x 4 black had:

(!mflx - fmin) < 6
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• I.h"l1 t111' block wa" colI"idered lion oriented imd cubic interpolation was performed .

'l'Ill' .JNIJ Cllrv,," w"..e t.aken from [:38]. The orient.at.ion at. each point. was det.ermined

by "'llIat.ioli ('1.2), and t.he gradient.s J~ and J~ were approximated by the convolution

or 1.111, Sob,,1 operators with th" image [1 ï]. These two operators are defined by t.he

rollowing mat.rices:

-[ 0 1

a y = -2 0 2 (4.12)

-1 0 1
l

The two gl'1l;!;el)ts at a point (i,j) of the grid will be approximated by the convolution

of these operators with the image, which resulted in:•

alld

-1 -2 -1

a x = 0 0 0

1 2 1

J; = l(i + 1,j -1) + 2· J(i + 1,j) + J(i + 1,j + 1)­

l(i - 1,j - 1) - 2· l(i - 1,j) - J(i - 1,j +1)

(4.11)

(4.13)

and

J; = J(i - 1,j - 1) + 2· J(i,j + 1) + J(i + 1,j + 1)­

J(i -l,j -1) - 2· J(i,j -1) - J(i +1,j +1)

4.1.3 Least Square Iterative Solution

ln Ql·d·:. t.o determine the coefficient vector that minimizes the square error of

equation (4.8), we have applied the Cauchy steepest descent iterative method. This

was donc in o"der to avoid the inversion of lnatrices that equation (4.9) requires. This

inversion would have inherent problems due to singular matrices which would have

required singular decompositio!l . l7urthermore the use of the Cauchy steepest descent
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itcrati\'(' lTH'thod. to get the iL'ast squiln' solut.ion. mIs jllstilkd hy thl' l'xisll'llCl' ur
such solution, Lej !I(a) = Ha-F ami na) = Ilh(a)Il:.!. th'llI a- will Ill' il ICilsl sqlllll'l'

solution of Ilh(a)ll. if /(<1:) ~ f(a) and this Va E 'Rn. This is ('qlliy.l1l'llt 10 sayill~

that a- is il globalmillillllllll. The minimizilt.ion willlH' dOll<' 'lcrordiIl~ Lo the :;tel'lH'st

dcsccnt algorithm:

(,\.Iri)

whcrc

Definc F( CT) as:

F(a) = J(ak - uyTf(ak))

= [h(ak - uy'l'f(ak))f .

Using first order Taylor expansion for !t(a) at CT = 0 l'csull.s in:

Substituting (4.18) in (<l.li) gives

CTk of equation (4.16)' will he dctermined by settillg Fr ((7) 1.0 zero hellce:

(·\.10)

(-l.li)

('1.1 S)

F' (CTk) - 0 (/1.20)

=> CTk
h(ak)Vh(ak)y'lJ(ak)

('1.21 )- (\7 ft( ak)V''l'J(ak)) 2

(ft(ak ), Yh(ak)V'l'J(ak ))
(~ .22)

IIV' ft( ak ) \1'l'J(ak ) 11 2

where (,) denotes the scalar produet. Furthermore it's trivial that:

71



• rel'Iacing ('1.2:1) in ('1.22) yiclds:

1 II\7T"(ak)"(ak)W
Œk = 2" ·11\7h(ak)\7Th(ak)h(ak)W·

(4.24)

It.'s also t.rivial t.hat. \7h(ak) = H, subst.it.ut.ing t.his result. and t.he expression of lIra)

1''1"ls t.o:
IIHT(Hak - F)W

Œk = IIHHT(Hak - F)W·

Finally t.he st.ccpest. desccnt it.erat.ion in equat.ion (4.15) reduces t.o:

(4.25)

(4.26)

As a stopping ru le for t.he it.erat.ion in equat.ion (4.26), we have adopt.ed t.he norm of

t.he coefficient. vector dilferencc Ilak+l - akll. If

whcl"C J( is a cCl·t.ain t.hreshold, we would assume convergence and stop the iteration

at. this point. Next. we prove what. we ment.ioned earlier: the existence of a global

minimum. a" is a solut.ion if:

\7 fla") = 0

aud sincc

fla) =(Ha-F,Ha-F)

= (a, HTHa) - 2· (Ha, F) + (F, F)

t.hau cquatiou (4.28) is equivalent. t.o:

('1.28)

(4.29)

ATAa" = A Tb (4.30)

cvery a" E nn t.hat verifies equation (4.30) is a candidate. Furthermore since

\72 f( a") = ATA is positive semidefinite, than f(.) is convex and every solution
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of equation (4.30) is a global minimum. 50 our proof will be <'ompll'l('d if w(' prm'('

that equation (4.:30) has a\ways a solution. Equation (.1.:10) <'an Ill' writ t,'n as:

ATA(a' - a") = ATb, a' ~ 0, ait ~ 0 (·1.:11 )

where we have separated a- into both its ncgative and positive ('()mpolI(·lIts. :\lso

equation (4.31) is equivalent to:

[ ,] [ ,]a T a
=A b,

a" ail
(·1.:12 )

by Farkas Lemma equation (4.32) is consistent if and only if:

is consistent. Equation (4.33) is equivalent to:

but ATAy = 0 =} (AyJ1'Ay = 0 =} Ay = 0, hencc bTAy = 0 therefOl'c

4.34 is consistent. Thus since equation (4.33) is equivalcnt to eqnatioll ('I.:H) it is

consistent, and by Farkas lemma (4.32) is also consistent. As a conclnsion cqual,ioll

('1.30) is always consistent and a global minimum always exisl..

4.2 Simulation

The simulations were carried out fol' the Courtepointe sequence. We ollly show

the results of the 8th image. In order 1.0 assess the impl'Ovemellt that motioll COIII-

pensation brings 1.0 the oriented interpolation methods of [37], wc have adopted the

two following schernes:
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othe first scheme, which we cali Pattern interpolation, uses for the oriented block

Wallgs alld Mitra's orient,,,1 SOllltioll. The non-oriellted block will be interpo­

lated IIsillg cllbic illterpolatioll.

othe secolld scheme, which we cali Pattel'll motion-compensated interpolation,

is dOlle according 1,0 the description in the previous sections. For simulation

pllrposes, we have used U = 1 and le" = O.

For both meLhods, the least square solution is obtained by Cauchy steepest descent.

Fllrther, the edge orientation ,of the 8th image of Courtepointe is shown in Fig. 4.2.

These oriellted met.hods were also compared with the cubic and the MPEG-2 linear

interpolation. The cubic and the linear interpolation shown respectively in Fig. 4.3

and Fig. 4.'1 causes staircase effects al, diagonal edges. These effects are e1iminated

with both oriented interpolation (Fig. 4.5 and 4.6) and clear sharp edges are visible.

So, as a first conclusion, oriented interpolation results in sharper edges than cubic

and linear interpolation. The effect of introducing motion compensation on pattern

illterpolation, is mostly visible al, horizontally oriented patt,em. At these pattel'lls,

Wang and Mitra's oriented interpolation causes discontinuities that appears between

adjacent blocks. These discontinuities were smoothed and removed by the introduc­

tion of a densel' grid thl'Ough motion compensation. When compared, the cubic shows

better sharpness of contours than the linear. As a general over ail ranking we would

say t,hat our meLhod gives the best performance followed by Wang and Mitra's, cubic

and linear interpolation. The differences are more visible on the VInS display than

on the printed images.
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Figure 4.2: Edge Orientation of Courtepointe: field #8

,
'. '
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Figure 4.3: Interpolated Courtepointe using Cubic rnethod: field #8

Figure 4.4: Interpolated Courtepointe using MPEG2 rnethod: field #8
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Figure 4.5: Interpolated Courtepointe using Pattern intcrpolation mcthod: field #8

Figure 4.6: Interpolated Courtepointe using Pattern Motion Compcllsatccl mel.hod:

field #8
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Chapter 5

Impact of Scan Conversion on

MPEG-2 Scalable Codillg System

Standards conversion is required at two stages in the MPEG-2 scalable coding

system: at the down-conversion where the 4:2:0 sequence will be converted to a SIF

format, and at the up-conversion at both high layer coder and decoder. This was

discussed in the background chapter and shown by Fig. 2.1. A description of MPEG­

2 spatial scalability willnext be presented as described in [3], [29], [24]. Following this,

wc will investigate the impact of replacing the linear interpolation of MPEG-2, by

more complex up-conversion mcthods developed in the previous chapters, namely the

cubic interpolation and the adaptive temporal interpolation and motion compensated

interpolation. In this context two sequences, Calendar and Flowergarden, will be

snbjeet to testing, and the performance of the different methods will be evaluat.ed.

Furthermore, the MPEG-2 down-conversion will be upgraded and the performance

of the MPEG-2 down-conversion and our proposed down-conversion scheme will be

compared, at both 101V and high layer.
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5.1 Up-Conversion

5.1.1 MPEG-2 Spatial Scalability

MpEG-2 high resolution coded pid.l1I'es arc dividcd intll thn'!' typ",:: "1". "\'''

and "B" types. "1" pictures arc intra-coded pict.l1I'es. whirh nH'ans that. 1.11<' ("odin!\ of

these pictl1l'es will be donc independently of previons and snbs"'1u"nt high l'('solntion

pictures. "l''' type pictures arc called predicted piet.l1I'es siuce they arc clld"d rL'ati,'"

ta a prediction from a previous "1" or "l''' type picture. "13" type pid.ures al''' bidir,,("­

tionally interpolated from their c10sest neighbor "1" or "l''' piCtl1l'l'S. TWll parilluet"I'S

N and J\;[ (e.g., N = 15, j\l/ = 3) will specify the coding schellle. The whole sequence

is separated into groups of picture (GOPs). A GOp contains N pictures where the l ,t

is an "1" type picture. The (M +1)S', (2M +1)"', ... arc "l''' type piet.l1I'es prediet.ed

from the previous "1" or "l''' picture. The remaining pictl1l'es arc "\3" type piet.l1I'es.

The MpEG-2 spatial scalable coding algorithm depends on the type of the coded

picture. If the high l'l'solution image is an "1" type, each 8 x 8 block l'an be either

Intra-coded nr spatially predictcd. Spatial prediction is obtained by using as a predic­

tion the up-sampled lower l'l'solution. If the high resolution image is Inter-coded ("1'''

or "B" type) the coded macroblock will result cither from a temporal predict.ion 01' a

spatiotempora! weighted prediction using a set of pre-derined weights. The temporal

prediction comes from a motion compensated macroblock from prcviously decoded

"1" or "l''' pictl1l'es. Avcraging spatial and temporal prediction is ort,en beUcr than

either of the two, The selection of averaging weights is performed bascd on calcula­

tion of sum of absolute dilference between prediction and rcferencc macroblocks," The

weights that produce the minimum absolute dilference will be sclected. We show in

Fig. 5.1 how the upsampled lower layer picture and the temporal predict.ed pict.nl'e
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• ilrc colllbincd, on a Irlacroblock hasis, ta forrn the high layer picture. Two coefficients

arc IlsccI in the weighting schclIlc: wl for the odd field lînes and 102 for the even field

linc:;. The spatial prediction lines \ViII be wcightcd \Vith wi and added to the t.emporal

prediction tines which arc wcighted \Vith l - wi (i = 1 (2) if the \ine belongs lo an

odd (cvcn) field) . 'l'his slIrn will forrn the spatiotemporal predicted p:clure.

16
~<-------->

1

2 XXXXXXXXXXXXXXXX

3 ••••••••••••••••

4 XXXXXXXXXXXXXXXX

l-wl

Temporal Predicled Macroblock

15 ••••••••••••••••

16 XXXXXXXXXXXXXXXX

•••
•••

•••

E
16

1 ••••••••••••••••

2 XX)()()()(XXXXXXXXXX

3 ••••••••••••••••
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•••
15 ••••••••••••••••

16 XXXXXX)()()()()()()()

Spatio-lemporal Predicted

Macroblock

wl

•••
•••

•••
••G

E
16

1

2 XXXXXXXXXXXXXXXX

3 ••••••••••••••••

4 XXXXXXXXXXXXXXXX

•• • ••• • ••• • •
15 ••••••••••••••••

16 XXXXXXXXXXXX
Spatial Predicled Macroblock

Figure 5.1: Weighted spatiotemporal prediction

Compression is donc using hybrid motion compensated predidive/DCT coding. MPEG­

2 has two coding strurlurcs: field and frame. In frame structure a macroblock (16 x 16

'block of pixels) is com'posed of both even and odd field pixels. In field structure the
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macroblock is only formed l'rom one field. In this schen\(' the ,'nn>,kr ,'stinla"'s the

motion under the assumpt.ion that a nwcroblock (a 1(i X tG block of pix,'ls) Iws nn·

dergone a translational motion. For thl' frame struct.ur,' a motion \"l'dor is tlclin,'tI

for each 16 x S block of pixels so that. each macroblock is associatl'd with t.wo nlotioll

vectors. Tbe desired motion vectors arc found nsing il "hlock matchillg" algorithnl.

The motion vectors will then he encoded and transmitted to the d,'coder. A diil"'I'<'nc,'

between the predicted and actual frame is formed. The macroblocks of this tlill"'I'<'I\('e

will he divided into four S x S hlocks for the lnminance component.s. TI",s,' hlocks

will he compressed using the DCT transfol'ln.

5.1.2 Impact of Up-Conversion

To assess the impact. of interpolation on scalable coding syst.ems several np·

conversion scheme were used in the up·sampling of the 10IVer resolut.ion to fOl'ln t.he

spatial prediction. A first method considers this operat.ion as pmely slHlt.ial nI"

sampling operation, ,.s recommended in the MPEG-2 st.andal'<l. In t.hat. fl'1unework

wc used the cubic interpolation, discussed in the previous chapt.er, as an all,el'llat.ive

to the Iinear interpolation proposed by MPEG-2. A second approach considers t.his

operation as a spatiotemporal process combining a progressive·t.o-int.el'lace conversion

with a spatial upsampling. The frame rat.e conversion has been performed, on t.he SIF

format, using adaptive temporal interpolation and motion-compensat.ed int.erpolat.ion

as described in chapter 2; the 2:1 horizontal upsampling was done nsing the filt.er of

table 3.1. Two criteria were used to evaluate t.he impact of these mcthods on t.he high

resolution coding: the PSNR and the percent.age of compat.ibility. The PSNH. value

was computed between the decoded higher resolution and the original picture. The

percentage of compatibility indicatcs by how much t.he spat.ial prediction has con-
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• I.l'iblll."d in 1.1", spal.iol."mpol'al "l'edicted "ieture formation. The follo\\"ing tests \\"ere

nlade \\"Îl.h M = :1 'lIld N = 1" resnlting \\"il.h the following coded ï fnune sequence:

1 Il Il l' Il Il l'.

'1'1", fi l'st sd. of sinnJ!al.ions was carried out for the Flowergarden sequence. The en­

I",ncenl"nl. layer is coded at a bit rate of 'IMbit/sec wil.h the cooperation of a coded

base layer al. 2Mbit/sec, so that wc have a total of 6Mbit/sec that are used in the

general.ion of the high resolntion. The compatibility percentages of the coding of the

higher layel' arc shown in table (5.L), with different upconversion methods. These

Ill'I'centages a!'e an average over a sequence of ï fmmes (i.e 1 Intra, 2 Predieted, 4

Ilidirectional). We first notice that the percentage of compatibility of the "B" type

Up-Conversion Intra Predicted Bidirectional

MPEG-2 '1 ï5.80% 9.825%91.00%

Cubic 91.20% ï5.85% 9.000%

1
AdapLive !)2.30% ïï.35% 9.125%

Table 5.1: Pel'centage of compaLibiliLy for Flowergarden with a lower reso!uLion al.

2Mb/s and a higher l'esoluLion aL 4Mb/s.

images is mu<:h lowel' than the "1" and "P" pel'CCntages. This is due 1.0 the fact

that whenevel' a macrob!ock, (_ a "B" type picture, is bidil'(,cLionally intel'po!ated,

the spatial prediction is disl'egarded. The only potentia! contribution of the lower

layer will be fol' those macroblocks which have been unidil'ectionally intel'po!ated (us­

ing fOl'wal'd Or backwal'd tempol'aI prediction). In a "B" picture type, most of the

macroblocks w;II be bidirectionally interpo!ated, which explains the !ow percentage

indicaLing a !0\V contribution of the base layer. When comparing the relative impact

LhaL the ditlcrent, interpolations have on the percentage of compatibility, we see that
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the cubic interpolatiou ha, a higl",r P"I'('('nlagl' Ihan Ih,' ~I\'EC-~ lin,'a,' inIPrl'0la­

tiou, aud I.his for bath lui ra and \'\'('dicll'd pirlu\'('s, Flll'lh"I', III<' "dal'I.i\',' has a "kar

highcr percent.age t.han both cubi" and ~'II)EG-:!, fOI' bot.h "1" and "\''' t.."p" p;"IIII"'s,

A high perccnt.ag" in an "1" pict.ure nll'anS t.hat morl' InalToblo"ks w,,\'(' lak,'n fronl

t.he upsampled low-resolution, which should d,'n,'asl' l,hl' ('Oding "ost. and I.inl": 1.1",

macroblocks in quest.iou won't. be coded as part. of t.1a' higb la)'l'r bil.st.r<'illn but wOllld

be extracted at the r('ceiver by upsampliug t.hl' 1011' lay,'r \'('solut.ion, A higll<'r 1"'1'­

centage in a "1''' picture wi\lmean t.bat. t.he uumber of nlacrobloàs obt.aill<'d t.brollgh

spatiotemporal weighting, Fig, 5, L bas increased, and knowing t.hat. t.11<' '1l1alil.y of il.

spatiotemporal macroblock is beUer than eil,her one of t.be t.wo, inlpli<'s I.hal. 11'<' will

increase the qua\ity of the 4Mbit./sec pict.lII'es wit.houl, any ext.I'i' t.ransnlission cost.,

bdeed the bits that will bring the impl'Ovement will be ext.I'act.ed l'rom I.he 1011' l'l'SO­

lution, sent in a dirrereut chaunel, artel' up-sampliug, lu "Il" type pidlll'l's M l'EG-:!

maintains its higher percentage over the cubic and the adaptive, and this d,l<' t.o 1.11<'

1011' potential participation of spatial prediction (previously In,mtioued), Wc 1'111'1.1",1'

notice that the use of motion compensation (iu the adaptive method) has a. visibl,~

influence on the increase of the perceutage: while this increase is minor wll<'n we

limit ourselves to spatial interpolation, wc sec t.hat this incre,",e, in mot.ion (,(lllIP"'I­

sated method, is six time larger (on average) in the case of lnt.m type pict.llres, and

30 times larger (on average) in the case of Predict,ed type pidlll'es, This result l'an

be expected since spatial interpolation fails 1.0 render the motion conlponent in UII'

scene, and hence the decision to give a higher weight for the spatial predicl.ion will

be favoured when forming the spatiotemporal weight.ed macl'Oblock in t.h(~ adapt.ive

case,

Results of Fig. 5,2 show and compare the PSNR values of the deeoded enlliLncelllent

layer when the \inear interpolation (proposed in MPEG-2 standard) is ,'eplaced by
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Bol h IH'\\' II\l'tllOds pl'I'l'onl! hel 1er t hall Il](' Sl;llltlilrti Ollt', ,IS 1'<111 hl' Sl'l'lI ily 1hl' l'~\ 1\

PS:\ H gain 0\'1'1' dl<' ).1 PEG-:! Iillt'ar illlt'rpolat.ioll and 1hl' cllhic inll'I'pol,l\ illn. alld

(hns is snpcrior hy ail an'I'agl' or O,;~~ dil O\"l'r t hl' lillear alld h~' ail a\'l'I'a~l' Ill' 11.~7

dh 0\'1'1' thl' cllhir. The cllhir is ,I!so sllJH'l'iol' O\'I'r (Ill' linl'ilt' il." ail a\'l'I'a~l' or 0,11

db, This rL'sult \\"i\S t'x]wc(,('d sillet' as St'l'Il in (Ilt' pn'\'illllS cltaptl'!' l'llhic inll't'plll:ltiull

pcrrorlll heU('\' t.hall litH'al' 011('. and Illot.ioll r011tIH'llsall't! hasl'lI illll'l'(lol;d,ÎulI ~i\'l's

Iw!t.cr l'csults t.han spat.ia! inll'rpolat.ioll, Sn fol' F!O\\'I'l'gan!t'n huth qll,dity and cudill!!,

cos( lias bcclI impro\'cd hy using more ad\'anCl'd lllH'0I1n'rsiun tIId.hod.
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Figure 5.2: PSNll rcsulls fol' a dccodcd Flowcrgardcn l'îcqllcnœ IIsillg dilrcJ'(~lIt ill1.l~t'-

polation mcthods

•
The Itexl set of simulations was pcrformcd fol' the Calcndar scqllCIll:C, The enflanœ-

ment layer was coded al a bit rate of '1 Mbit/:;cc and lhe ba.se layer a1. 2 Mllit/scc,



•

•

•

l'l'Sil Il ill!\ in il lol;,j of (j :--1I>i1 jseC'. The conlpalibilily I,,'rcenlag('s arc sho\\'11 in lable

(;).:n. \Vith dirr('n~llt IIPCOIl\'('rsioll IIwt.hods. TIH'se p(~rcelltag(~ \\'el'<~ also obtained by

;1\'I'lïl~illP; ()v(~r il S('qllPII('(~ of 7 fraIl H'S.

l j p- (;011 version IlIlra Predieted 13idireetional

!\'II'EG-2 !JO.20% 8:1.80% 9.8ï5%

Cllbi" 90.50% 85.2.5% 9.lï5%

i\daplive 89AO% SG.GO% S.5ï5%

Table :;.2: l'ercentage of compatibilily for Calendar \\'ith a lo\\'er resolution al, 2i'vlbjs

'"HI il higher resolntion ,tl. 'IMbjs.

The sanw l'l'marks, that \\'ere made in the Flowergardell case with regards 1,0 the

percentage of compatibility of the "13" type pieture, still hold for Calendar "13" type

pidllres. Though the MPEG-2 shows a slightly higher perccntage in the "1" pietures

ov('r the adaptive (which migh be caused by the faet that we arc only using one "1"

as an average), the Cubic and Adaptive have a significant higher perccntages than

~'!l)I';G-2 in the "1''' type, reaching :3.:3% difference in the Adaptive case and only

1.·1% in the Cubic up-conversion. This means that maintaining the same coding cost

we have ilnpl'Oved the picture quality. Once again the use of motion compensation

dearly influcnces the decision to give a higher weight for the spatial prediction in

the spatiotemporal macroblock, th us resulting in a higher increase than if wc limit

onrs"'""s 1,0 purcly spatial up-conversion (i.e. cubic).

Hesults of Fig. 5.:1 show the PSNR values of the decoded higher layer bit stream

\\'ith dirrerent up-conversion methods: linear (1'vIPEG-2), cubic, and adaptive motion­

compensated and tcmporal interpolation. Both new methods perform better than the

lincar one, as shown by the PSNR curves. This better performance is more evident
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• III tlll' adapt i\'e inll'rpnlal iOll \Yit h ,ll\ a\'('I.IP,(' ur lUi dh hi~h(-r t h'111 ~ll'F( ;~, This

parts of the images. nallH'ly al t iH' pigs in tlll' n'Iller.•11 the fl'lIrt'. alld al II\(' n'd

el\ipsl' in tlte l'cntet'. Ilsing the ,Hlapt i\'I"lIl>rOIl\'I't'sioll ill t Ill' codillg schl'lIll' \\'as "hlt-

ta almost totally J'{'tl\ov(' tilt, llickl'ring. Fllrtlll'l'IlIOl'l'. t1\l' !,('s\lILing SI'qlll'l1('t' lookl-d

marc stable and sl\loother. 'l'hl' ilS!' of t.hl' cllhic illll'rpolat.ioll in th!' llP-COil\'I-rsioll

brought a minar re<!uclion 1.0 titis lIickl'rillg. So Olll' llligltt say Lltat t.ht· l'SN H ('IlI'\'('S

al'e very expressive of the visua! illlprO\'I'IIII'lIt that. \\',IS hl'OlIght.
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Figure 5.3: PSNR rcsults for a decoded Calclldar sequcncc \Isiug dilrl~rellt. intcrpola-

tion methods

Othe1' tests were carried on a coded F'lowcl'gardcn and Calcndar bilL al. a lower layer

rate of 1.5Mbit/scc, and a higb layer rate of '1.5 MbiL/sce. The ncw up-convcrsioll
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•

IIll'lh"ris n'"d,,'ri i"" 111'11<'1' pS:\B ""ri highel' l'el'ce,,lage of cOlllpatihilily ill the "l'"

Iyl"', \\'ilh till' "rial'Ii".. h""illg al\\'ays Ih .. highel' edge, Ilo\\'e"el' the illllll"O"elllellt

th"t 'h,'", Ill"" IIll'lh"ds hrollght. \\'as I..ss sigllificanl Ihan Ihe one \\'il h 2~lbil/sec

I,,\\'.... l"y"1' r;ile a"ri '1~lhit/sec higill'I' layel' l'ale, In,b·d \\'hen the hit l'ate of the

1,,\\,,·1' lay,,," d"creaSl's, so does Ihe quality of the lo\\'er resolution sequcnce. and thus

n'","'ring S1nalb' the gain that the lo\\'er layer Illight hring in the coding of the high

l'<'SOIIIt.ioll.

5.2 Down-Conversion

5.2.1 New proposed Down-Conversion

Down conversion is required \\'hen passing frolll a high resolution (·1:2:0) to a

low resolution (SIF), ln MPEC-2 the 2:1 horizontal decimation (for both luminance

all<l chrolllinance) is donc using a ï-tap filter in order to remove the high frequency

cOlllponents and hencc reduce the horizontal aliasing. However the interiace to pro­

gressive conversions is silllply achieved by dropping every second field of the original

seqnence. Thus vertical aliasing ;s expected to result in a reduced qnality, when con­

vel'l.ing back to the original '1:2:0 format (and subsequently to the CCIR601 format).

The conversion to the 4:2:0 format will be needed at two stages: when disp!aying

the decoded SIF (low resolntion) sequence at the receiver, and in the coding of the

original '1:2:0 (high resolution) where the conversion of the SIF format to the 4:2:0

is required when forming the spatiotemporal prediction. The distortion at this last

stage will have its impact on the quality of the decoded high resolution pictlll'es at

the recciver. In order to avoid the artifacts introduced by the vertical aliasing, we

propose a more sophisticated method, shown in Fig. 5.'1, where the original '1:2:0 se-
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• t\H' liltl'r in tahk ;t 1. Titis sallh' tiltcr was "bn chu:,en 10 l'l'plan' 1hl' 7,1 a]! liltl'r Il:'l'd

in horizont<tl downsampling. fur lJoth ~l PE(;·~ and 111'\\' dIlWn-COIl\'I'r:,ion ml'! hlll\:;,

This nlt,cr W<tS seleckd sinn' il olfl'red I)l'tlt'r ]>l'rl'Ol"ll\i\n('(' in It'I'ms Ill' rl'l'II'lt'IlI'Y :,('h'l'-

tion <lnd small amounl. or aliasing l'Ifl'rls. FlIrthl'l"mol'l'il \Vas Ilsl'd in Illll h 1l1l'lhlld:,

(oms and l\'1PEG-2) in onkl' \.0 gin' a l'air ('\,l1uatioll or whal deinl,I'I'lal'Îll,l!; l'ollO\\'I'd

by rîll.cl'ing will bring.

MPEG·2 Down,collvcrsion

Horizontal

2:1 ~

Vertical

2:1 {

Additional Blocks

Deinterlacing
TowarJs

Drop cmy LI1\\'cr----->
second field Layer

_--- 1C<i1cr~-- --)'(-- ~
V V4:2:0 Sequence

• Figure 5.'1: Proposcd DOWIl-Collvcrsioll

5.2.2 Impact of Down-Conversion

The following Lests \Vcrc ca:Ticd oll the scqucnce Calcndar, Sinœ I.hl~ llIol.ioll in

most areas of the pictme is almost null, and in ordcr \.0 avoid prohlcllls reslIl1.ing frolll

bad motion estimation (which arc mosL Iikcly ta OCClU' considcrillg the large del,ails

in the sequence), wc have assumcd a ~cro motion and thc dcinl.cr!aeillg, of the Ilew

dawn-conversion method, was sim ply achicvcd by filling t.hc llIissing Hnes with the ex-

isting one in the immediately ncxt field. The new pl'OJloscd down-convcrsioll se\wllIe

•
\Vas first tcstcd without introducillg any coding. Thus thc original images were down-

converted, using thc ncw and 01<1 mcthod l thell up-conv(~rtcd llsing a rramc repeliLioll
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• sl'licltH' wlll'I"l' 1Ill' orld fjl.jds "'('n' obt.ailled Ily shift.ing t.he preer'ding ('\"l'Il fields Ily

li.iI r il pi ~:l'L wi 1Il 1.Ill' pl'cviollsly proposee! lIIaximally fla t. digi 1ill fi 1t.el'. 'l'Ill: horizon-

lot! Il P-('Oll\'('rSi()11 \\';IS d011l' lIsing the :J 1-t.ap filler 1I1<'IlI.Îoned in sectioll :l.2.1. 'l'Ill'

fiS NB IWl.\\·I'I~ll 1. he l'(~('o\'en'rl S(~qlWIl ce c1l 1<1 the origi na1 Olle, fol' hot 11 old élnd IIC'\\"

dOWlI-COllVCl'siOll llldhud, is l'epOltl~d ill Fig. 5..1 and this fol' 1·1 fields.
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Figlll'c 5.5: PSNR rcsults fol' rcconstrlldcd Calendar (SIF) sequence lISillg dirfcl"Cnt

dOWll-COllvcrsion methods

Fllrt.hcl'lIlorc the average, for cach mct.hod, is indicatcd by the straight lines, with

t.he cont.illllo\lS line for the lIew lllcthod and the dashed line for the MPEG-2 Olle.

Wc call sec tlmt for ail even fields the MPEG-2 method rcsulted in a higher PSNR,

by iU1 average of 2.6i db. This is cxpectcd since dcinterlacing followed by filtering

will cause smoothing of the image, hence resulting in a lower PSNR. On the oUler

hand t.he PSNR of the odd fields in the ncw method is higher, by an average of
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•

:!.!):! dh. t han th,· rOlT""I")l"ling ~Il'Et:-:! ,)Ill'. which nwan" 1h'lI 1Ill' n,,\\' nll'IIIl,,1

was rapilbll' of n'Illo\-illg a good part ~}r t IH' illiêlSill~. l'Ill' l)\'t't'all Cl\'t't'ap;t' llr tIlt, Ilt'\\"

Indhed i" abo "np"rior 10 th,· ?-II'Et;·:! OIW. \Y,· al"o notin' a larg"r I\ncillali,", ill

lh" PSNH image wlwn ""ing th,· ~lPI':(:-:! ml'lhod: Ihi" IllIrtllalioll i, cOII"id,'rahly

r('dt1c<~d Wlil'Il lIsing t.IH~ !H'\\" dO\\"ll~COlln'l'sioll sritt'IlH'. 'l'lit' ,"islIal aSSt'SSlllt'Il!, ur (.hl'

resllits was made throllgh th,· palindrolilic n",,'" of lh,· VIIlS..\ "ignili<-ant d"\"I",'a",'

of the \'ertical aliasing was c1""rly \·isihl,'. In the Ml'Et;-:! nl<'thod. I\ickl'l"in)'; rallSl·d

by aliasing, was present at rontolll"s, the nllllli)('rs of Ih,· ral,'ndar. th,' wh""1 of tlll'

train, and mostly in the scene of the calendar, aho\'(' tll<' Innnl"'l·s. wll<'n' \'l'ry signili­

cant f1ickering distorted the scene. In t.he new nH't.hod t.he nickel'in)'; was si)';nilirantly

removed at. ail the above places. Thus t.he new down conversion nll'l.hod )';a\'" a v('ry

good quality, and the decrease in reso!ution due t.o sllloot.hing in t11<' ('v,'n li('lds was

not. not.ieeable when cotnpared wit.h t.he ~'IPEC:-2 se"'!l'net'.

The second test consisted of coding t.he down-convert.ed s'''lnen",,,, followcd hy ,II'
up-conversion, ident.ical t.o t.he one described hdore, and t.his in ol'ller t.o evalnat.e

t.he impact on the lower resolut.ion at. the receiver when nsing new dawn-conversion

meLhod and neglecting Lhe impairmenLs of t.he channel (assnming ideal t.ransmission).

The coding was done at a bit raLe of 1.5 Mbit./sec. The PSNR bel.wcen t.11l~ recov­

ered sequence and Lhe original one, for boLl, old and neW dawn-conversion Inet.hod,

is shawn in Fig. 5.6 and Lhis fOl' 14 fields. As previously, t.he overall averag'" were

also ploLted. The same pattern of resulLs is noLiced: larger PSNll. in t.he MI'EG-2

meLhod for l'ven fields due Lo the smoot.hing int.l'Oduced by deint.er\acing and filt.ering,

larger PSNR in Lhe new scheme for odd fields caused by t.he relnoval of aliasing, new

meLhod with overall average higher by .28 db, lower PSNH. fluct.nat.ion in t.he new

method. In the palindromic mode a considerable rcdudion of aiiasing W,L~ obs""ved
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• III tlll: fll'W 1llf'lhlJds, WI1<'11 COlllparl'r! wit h 1\w ~I PEC-:2 011<'. Ilowc\'('r Ihis rcductioll

\\';IS h'ss si,!!,lIilic;nd tllilll 1.Ilf' (Jill' obliliJl(·d withollt codillg alld Ihis was duc 10 masl.;ing
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Figure 5.H: PS Nil l'csults fol' rcconstruded coded Calendar (81 F at 1.5 ~\'Ibitj sec)

sequence Ilsing dirfel'cnt down-collversion Illethods

Nexl. wc in"estigat.e the dfcct Lhat down-conversion schemes might have on the cod-

ing of t.he high layer. Deinterlacing followed by filtering will introducc smoothing

<lS previollsly Illcntioned. Thus the PSNR of the spatial1y prcdicted macroblocks

will he rcduccd, rcsullillg in a lowel' spatiotemporal PSNR. However the new down-

cOllvcrsion Illct.hod will also reducc aliasing, which will compcnsate for the reduction

of qllalil.y caused by smoothing. Indecd, as Fig. 5.7 shows, though the MPEG-2

•
clowll-conversioll gives better PSNR, the difference is minot' and wc can conclude that

the ql1ality of t.he ,1.5 Mbitjsec high resolution has not been altered by the smoothing
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Chapter 6

Conclusion

ln this till"is we have presented SC,lI1 conversion algorithms which apply 1,0 the

conversion bdwecn caillera, transmission and displays of dilferent formats and to

scalability. Scan conversion frolll interiaced to progressive formats, also known as

,i<'interiacing, was donc nsing adaptive spatiotemporal interpolation. For this, spa­

tial and Illotion-colllpensated interpolation were adaptively wcighted and switched

(snlilller elTor decision). 'l'he performance of these adaptive schemes were visually

conlparcd with spatial deinterlacing and motion-compensated deinteriacing. Scan

conversion for 2: i field rate conversion, from a progressive format to an interiaced

one, was also achieved using adaptively temporal and motion-compensated interpola­

tion. This frame conversion was evaluated in the conversion from a SIF transmission

forlllat 1,0 a CCIR601 display format. Multiscale spatial interpolation was also ad­

dl'<~ssed. 'l'his was achieved using pattern motion-compensated interpolation. Visual

perfornlilnce of the latter mcthod was compared with MPEG-2 spatial interpolation,

cubic interpolation and pattern interpolation. Finally we have studied the impact

that scan conversion had on MPEG-2 scalable coding, and this at both pre- and

post- processi ng.
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\Vl' ha\'p int rodu('('d Cl 1It.'\\" Il~t'l,hod to lH'rflll'lll frtlllH' I,tlt' ('Ol\\'t'!'sit)lI. This tlld htHI \\',IS

has('ci 011 oltr conclusion t hat !t'Illpol'al jlllt'I'pola! iOIl pt'l'rtl1'IlIS \>lltH'ly 1\ li' lal'p;t' 11H11 iUIl.

FrallH' rate cOIl\'prsioll \\'as dOl\(' tlsillg adapl in'I.'" 11h11 h)ll-Clltll\H l l1sah·d illlt'l'\hlliit illii

and t.clllpora\ int.erpolat.ion. :\t pixl'ls in ;:\ IIt'i~hhor!\lHHI (lI' lu\\" \·t'Io('it~·. It'llllHll"al

interpolation \\'as p(~l"fOrlllt'(1. ~-lot.ioJl-('Ulllp('IISi\t('d iilt,('rpoiat,iotl \\'tlS dOllt' .It. piXt·\s

in a ncighborhood ,,1' high v<'lority. A motion d<'ll'clm hased on a nl'i).\ldll)rholll\ 1'1"

lority averaging IVas nsed for sIVitrhing h<'lll','.'n t,'nlporal and motilllH'Oll'l"'llsatl't!

interpolation, Maximal\y fiat digital filters II'I're d,'si).\!Il'd and IlSt't! for ).\"1l1'r;lIilll-\ 1I1l'

intermediate samples of temporal interpolation, This IVas dlllll' in onler 1,0 ill'l)rlll'e

the performance of temporal interpolation,

\'Ve have also introdnred a neIV mcthod, hased on [:lï], that achieves nlllltiscai<' spatial

interpolation: pattern motion-compcnsated interpolation. For this, paUl'nl interpo·

lation IVas applied 1,0 a denser grid IVhich IVas ohtaincd throngh Inotion-l'Olllpl'IlSatl't!

prediction l'rom a determined number of prcvions "\Id forlVanl picl.nre fidds. W,·

have developed a least square solution using Callchy stœpl'st d,'sœnt.. vVe hal'" flll'­

ther proved the existellcc and uniqueness of such solntion.

A neIV method IVas also proposed for the pre-processing of MI'I':C:-2. The simpi<'

dropping of l'very second field lVill be preceded by deilll.eriacing fol\o\Ved hy vel-t.icai

rcsampling.

ln the deinterlacing problem, spat.ial deinl.eriacing int.rodnced art.ifads sllch as loss

of l'l'solution and smoothing of edges. These distortiolls arc removed \Vit.1i nlol.ioll­

compensated deinter1acing. HOlVever IVl'Ong motion vect.ors dne t.o "ad esl.imal.ioll

or occlusions effects undermine t.he motion-colTlpensated interpolation and reslllt.s ill

edge sClTation. Using both lVeighted sum alld switched met.hods r"'noves part of I.lie
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('rror GWS{'r1 l,y OCclllSiollS f1lld bad lIIotioll {'St.illléllÏOII. Illd('cd in t Iw case of llIotion

l'si illlili i,," l'rror, t111' l'IT"r 1"1'111 l';", ll'illlll' h'ss Ihall I~'., alld 11<'11"" 1111' \'alue oblailled

I)y spatial illterpolatioll 'S gi\"(~11 il higlwr wt'igllt. in the case of weight.ed SUlll and is

tlw vahl(' itsdf in t.11P sllléllh~1' t'l'l'or dpci:;Î<Hl case.

'l('Iupor,,1 fr,"ul' r,li.l' cOllversioll l'ails 10 1'0110\\' t.he mot.ion of object.s alld t.herefore

callses dllplicat.ion of object.s alld cont.onrs which result.s iu an annoying flickering,

This is avoided by usillg 11Iot.ioll-compellsat.ed int.erpolat.ion, However in regions hav­

illg IIIdllnot.ion, t.emporal illt.erpolat.ion gives bet.t.er result.s t.han mot.ion-compensat.ed

int.erpolat.ion, dne mainly t.o motion errars which have a larger impact. when motion

is alnlost. IIIdl. Moreover adaptive frame rat.e conversion gave the highest PSNR when

Cllillpared wit,h t.emporal conversion, motion-compensated conversion and MPEG-2

collvel'sion, Furt.hel'lllOre using maximally fiat digital filters in the temporal interpo­

lat.ion gave bet.ter resnlt.s in terms of reduct.ion of aliasing and preserving resolut.ion

t.han t.he one obtailled wit.h a t.wo tap linear filter, Using a maximally fiat fil ter of 16

coeflicients offered a good trade off between complexit.y and image l'l'solution,

l'attel'll mot.ion-compensated interpolation gave better visual rcsults than cubic in­

t.erpolation and MI'EG-2 method. This better performance cOl'l'esponds to higher

resolnt.ion in diagonal edges and removal of staircase eifect., Furthermore this new

met.hod gave bellel' results than the method in [3ï] especially al. horizontal edges.

ln the pre-pracessing of i\'!lJEG-2, replacing the simple dropping of l'very second frame

by deint.erlacing followed by vertical resampling turned out 1.0 give a large decrease

of vertical aliasing, Furthermore the f1ickering due to that aliasing was significantly

removed. Thus the new down-conversion method gave a very good quality, and the

possible decrease in l'l'solution, due 1.0 smoothing in the l'ven fieilis was not noticeable

when compared \Vith the MPEG-2 sequence, At the coding, replacing MPEG-2 spa­

t.ial Iinear up-conversion \Vith our adaptive frame rate conversion resulted in a higher
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l'SNI! alld a 1)('11,,1' inla!,:,' '1l1ality,

l\lost. of I.l1t' prohll'Ills fan'" in t.i1t' rt'(tiizalioll of I.his 1.lIt'sis n't'n' dlll' III hilll tlUI

t.ioll est.iJnatioll and t.o t.llt, IOIl~ t.iIIH' t.hat t.I\(. 1IlUt,ioll l'si Îlilallll' pnl~rtllli n'qllil'ct!.

With the ,k-velopnH'nt of th,' VLSI t,'chllolo!,:)', chips Ihal l'.'aliz,' f;1S1 ;11,,1 p;,,,"1 nlO

tion cstimatol', al. a l'ca,;ollahl,, l'l'il'<" al'<' p;oinp; 10 Ill' al'ailah'" which will 11I;lk.' Il,,,

met.hod,; pl'Opo,;cd in this Ih'sis ,;nitah'" fol' hal'dwal'<' itnpl<'ln.'ntalioll, Il,)\\'1'\'''1' p;ood

quality motion <.'stitllatcs Îs il. IllllSL and l'obus!. Il\o\.ioll (·St.illlil!.ol's aJ'(' t.u Il(' dl,,'plllPt'tl.

Pattern motioll-compensated intel'polat.ioll ,;,'"ms pt'Dlnisillp;, Fast,,1' alld hd.kl' li\.l.inp;

algol'ithms will allow the n,;l' of nnnH't'lln,; fidd,; in t.h" fOl'wal'<1 and had"l'al'd pl'<'dic­

tion, which will l'l'snlt in a mnch den,;el' gl'id, Ilowevel' t.hi,; also 1'<''1nil'<''; ."I<''1l1atl'

motion estimation, alld algol'it.hms that go heyond the lin"al' lnotion l,,;titnat.ion nlod'"

can be nsed, In the new down-convel'sioll scheme, the ontconl<' highly d"I,,'n,"'d 011 t.h"

qnality of the deinter1acing, BeLlel' deillter1acing ,;chenle,; al'<' t\l'ed"d and if nlot.ion­

compensatl'd deintl'r1acillg is 1.0 be nsed, more l'ohn,;t lnot.ioll l'Otinmt.ol''; ,;honld Ill'

examined,
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