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ABSTRACT -

-
a [
4 -~

The LEDA extensive air shower array is a device used for searches
of point sources of cosmic rays. We survey the histdry of such searches
and describe the design and construction of the LEDA detector with
special emphasis on the timing and directional resolution characteris-
tics. We find through a combination of Monte Catlo and data analysis ‘
that the angular resolution is betwgqn 0.65° and 1.25° sufficient for T
. point source searches. Very preliminary results on star-tracking are
» : presented, indicating good acceptance of our expﬁtament for the ~N-ray ) o
. source Cygnus X-3. . . O

RESUME . R

0 < . . La matrice LEDA pour mesurer les gerbes atmosphériques ‘
T étendues est un appareil utilisé pour chercher desisources ponctuelles '
de rayons‘cosmiques. Nous donnons un apery de I’histoire de telless

" recherches et décrivons la construction du détecteur LEDA avec
P’emphase sur la résolution temporelle et directionnelle. A travers
des programmes Monte Carlo et I’analyse de données expérimentales, ,
nous trouvons une résolution angulaire entre 0.65° et 1.25°, ce qui
est suffisant pour chercher des sources ponctuelles. Des résultats trés
préliminaires sur les positions des étoiles sont présentés, indxquant

- une bonne acceptation de notre expérience pour la source de rayons v

~ i Cygnus X-3.
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1.0 INTRODUCTION : -
K
¢

1 - * 4

Soon after the pulsar Cygnus X-3 was discovered to be a source of very high, en-
eréy neutral particles (geherally believed to be y-rays), physicis{g and astrq—physiciz;ts
intensified their research efforts in obtaining more da.ta; on the cosmic ray pheilomenon.
Sometimes the results of these observations brought more questions than were an-
swered. Are /the high energy particles lcoming from Cygnus X-3 1‘r-rays, or-some un-
known p;xrtiéle? Why is the flux of Cygnus X-3 variable? What causes the production
of these high energy particles? .

Before theorists can even begin to answer these questions, more information is
needed about the locations of other 7-ray sources, the energly dpectrum of these -
rays, and the intensity variations of v-rays over the period of the pulsar. At McGill
University in Montreal, we have built an extensive air shower array LEDA‘ (Large

'

' Experiment to Detect Air Showers) whose purpose is to-add more information in the

hope that it will help t;{ provide solutions to these questions. LEDA consists of 19
1 m? identical liquid scintillator detectors with an effective viewing area of 23,000 m2.
Each detector measurés the particle density of the shower front, and the relative arrival
times. The particle density is used to estimate the energy, and the relative arrival
times are used to estimate the directio.n of the original cosmic ray. The directional
analysis (usually referred to as the fast-timing technigue) cannot be accomplished

4

unless the timing accuracy of each detector is known to within a few nano-seconds

L

(ns). This thesis will specifically deal with all aspects of the experiment which are

1




_ observations will be discussed in the concluding chapter of this thesis.

relevant to the location of ultrp high energy (UHEr) cosmic ;a.y_ sources.

vThere are many methods to measure thegse cosmic rays and calculate their en-
ergy and direction, and they will be briefly discussed in cht:pterh two, along with
the current observations of ~v-ray sources, In chapter three, the detectors used in the
LEbA experiment will be discussed in detail wi.th special attention gi.ven to the tirpiné
resolixtion of the photd-multig;lier tube, light collection, and the time-slewing effects
of th\e elec?ronic equipment. Chapter four will discuss the array as a whole, again

with special emphasis on the timing characteristics of the array. The'data analysis

will be discussed in detail in chapter five, and finally, the preliminary results of our

1
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2.0 A REVIEW GF.GAMMA-RAY ASTRONOMY .

2.1 Air Showers .

The cascade: 5how9r effect .was originally discovered by B. Rossi in 1933 when he’
’ N <> L

proved that the soft component of cosmic rays would multiply in number when they

passed thro{xgh lead shielding. In 1937 J.F. Carlson and J.R. Obg;enhe'imer developed
the theory for this progess." As a highly energetic particle passes through any medium,
it will interact Witil a nucleus to produce more particles, each (;f which is also highly
. ex’lg?getic. F'ora example, an .electron or positron emits h,igh energy ,I)hot;)r:;s when

deflected by the nuclear coulomi)\ field (the bremsstrahlung process). A photon, if it

has an energy of 1.02MeV or greater, will under certain Circumstances split into an

electron and positron (the pair-prcduction process). Since the energy of the primary

particle 1s equally shared with the electron-positron pair, the energies of the individual
particles decrease rather slowly in comparison with the increase ingthe number of

particles.! ,

An air shower is simply a cascade shower produced in the atmosphere, which is

' 151['-1

27 radiation lengths long; instgead”of an absorbing materiél. If the’pi:im,ary particle™’
is energetic enough (~ 1Oi4eV or higher), the subsequent particles retain enough\"‘“
eneréy to penet’rate the atmosphere and reach sea level. By this tir\ne, the number of
pa:tif:lies is very large, and because the liw density permits the sek:ond‘ary particles
to s;)réad far apart over the longitudinal ran.ge of 20km, the laterall’sﬁrea.d ‘of the

particles may extend as far as several hundred meters. The term ‘extensive air shower’

9 a
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(EAS for short) is used to describe this event.” The flux of cosmic rays with energy
> 10'® ¢V/particle through a 1m? detector outside the atmosphere is 1 particle per
3000 yrs, but in the process of creating an air shower, the atmosphere magnifies the
_ signal and gis—tributes the secondary particles over an area of the order of one square
kilometer. The result o‘f this magnification is that the detector need only sample
a small p?rtion of the air shower, whigh given the large shower size, r;suits in an
enormous effective collection area. One could then detect the resulting air showers

app;roximately once *ery few weeks.?2 An example of the beginning of an EAS is

shown in figure 2.1. ca

Composition .
The extensive air shower consists of three components: 1)’ the hadronic com-
ponent, traditionally called the N-component (all particles which participate in
N

the strong nuclear interaction); 2) electroma.gnetlc or soft component (electrons,

posxtrons, photons); and 3) the hard or muon component

Thec N-component is created when the primary charged nucleus int&racts with
- an.air molecule. It creates high energy secondary nucle(;ns, anti-nucleons, mesons
and hyperons, with the most abundant being the n-mesons. The number of nuclear
active particles increases with depth until it reaches a maximum, which occurs when
the inc(rease in particles is exactly compensated f?r by the dissipation of the less
ex;ergetic particles. After this maximum, the number of particles in the N-&mponent
decreases with a.ttem;ation length L, which depends weakly on the atmospheric¢ depth.

ew ®
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'FIG 2.1: The start of a hadronic air shower and its resulting components.
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The decay of the K-meson fa.nd the n% giv;es rise to the muon component which is
thereafter non-multiplying. The num};ef of u’s increa‘s;e as the N-cascade develops
since the muons may be lost only by decay and ionization losses, both of which are
of little importancé for muons of moderately high »energies. The lifetime of the muon

is ~ 2.2 x 1078 5, but relativistic-time dilation increases this by orders of ma.gnitudg,_\

allowing muons to survive to groxind level.

- The electromagnetic cascade is started when the secondary 7°, which comprises
20 ~ 30% of the N -cascade, decays into two -y’s, which occurs > 98% of the time. This
§

decay has a lifetime of 10~16 s so chances of the 7° interacting before decaying are

remote. The y-rays produce electron-positron pairs which will in turn produce v-rays
from the bremsstrahlung process. The electromagnetic shower is not ‘pure’ in the

€ 4 \

sense that it can also produce muons. If the 4-ray has an energy > 2 x 10°V it can

—

produce m-mesons which will then produce muons. However, this process has a very
small cross section, and the total number of muons produced in the electromagnetic

cascade is 0.1% of the number of electrons, which is 10 — 100 times smaller than the
y

observed number of muons in a proton initiated shower.

\ ’

e .- The ;ina.l products of the air shower will consist of the three components (N, elec-
tromagnetic, and muon) as well as ne}xtrinos, which are created alon'g with the muons
in the development of the N-cascade. Theose particles will cover a nearly circular area
about an axis which lies'along the trajectory of the primary cosrﬁic ray, and the num-

ber of particles that belong to the respective components in the EAS are denoted by

6




Ny, Ny, Ne. N, is about 95% of the total, N), ~ 4% and the N-component is ~ 1%.-

Indeed, physicists were long misled by the overwhelming abundance of electrons to

.

IR

iﬁteri)ret the showers as purely electromagnetic cascades.® Most of the N-component
of the air shower which does penetrate to sea level is centered around the coré of the
shower. The r“elative density of the muon component N, /N, ixowever, increases as
.one moves away from the core.

In 1941, Schein }t al.# measyred the differences of the cosmic ray flux in the east
- west direction and concluded that most of the primary cosmic rays are protons.
The rest of the primary cosmic rays are nucleons, with the heaviest being iron. ‘The
gross features of the relative abundance of these nuclei are similar to those of galz;,ctic

. . .

elements. There are some cosmic rays which are photons, but they comprise less than

1% of the total flux.®

°

Lateral Distribution

As described earlier, the secondary cosmic ray particles will form a thin disk-

. ' like shape centered arognd the core. of the shower. In an electromagnetic air shower,

the Coulomb scattering suffered by the electron as it passes by air molecules is the
most significant cause of the displacement of these electrons from the-shower axis.
The most common function which describes this lateral distribution is the function

calculated by J. Nishimura, K. Kamata, and K. Greisen, commonly referred to as the

NKG function.
2 -4.5 ’
NKG(r,N,,s) = %(1,9 - 3)(..’_'_ + 1)' (_’:__)1-2 2.1
* rm rm rm

7
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where
r = distance from the core

N, = total number of electrons in the shower at the detector level

8 = shower age L,

" rm = Moliére radius of air = 21X, / E. where {X o 18 tﬁe radiation length and E,
is the critical energy of the electron. (ry, ~ 79m at sea level)
' The Moliére ra,ditis rm isa characteriétic unit of length ;»vhich is inversely proportional -
to the density of the medium. The shower age, s, describes the state of the longitudinal
development of an electromagnetic cascade as well as the lateral ébread of the cascade
‘particles. If s <A 1 ‘the‘ number of particles in the shower is increasing; at s = 1, the
number of particles has reached a maximum, and for s > 1, the number of particles is
decreasing. This is illustrated in figure 2.2. The s-parameter can also be described in

reference to the energy spectrum. In a shower initiated by a single photon or electron,

b

w -

the power-law spectrum of photons or electrons would be® N

»

\
n.(E)dE ~ E~(tD dE 22

»

where:

) “

ne(E) = number of electrons

E = energy (eV)

s = age .
The energy E of the primary particle affects the rate of the shower growth (see fig-

ure 2.3)? and hence, the age at a given depth in the atmosphere is a function of this

8
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FIG 2.3: The total number of electrons, as a function of the thickness (g em™?) of
air crossed, produced by photons of various energies, W,, in eV. The parameter s
is the age of the shower at different stages of its develop'ment;

> ¥

energy. The results of the experiments studying cosmic ray showers are contrary to

predictions for electromagnetic cascades begun by a single photon or electron at the

top of the atmosphere, or by a collection of 7° mesons originating in a single nuclear

" collision at the origin of the shower.’ Hence a shower can be identified as having a

charged nucleus as the primary cosmic ray if the age parameter differs greatly from

the one expected for it from the theory.

Up until this time, we have only considered the electromagnetic models for the
lateral distribution of particles. However, if one discounts thebmesons and their sec- ]
ondary particles at very large radii, the NKG function (and its approximations), agree

closely with the pure electronic cascade model. The energy of the incident primary is

. ‘ 10




\
then calculated using the rough estimate of: \‘
\ & T

Ex10®N eV \ 23

' where | ) | / . \\

N = the number of electrons at sea level.

Time Distribution

An electromagnetic shower consists of many electrons which have a broad range
of energiesy, scattered throughout the shower front. This gives rise to relative time
delays between the photons and electrons. If these delays were due to the difference
in velocities, they would be very small since all the particles in the shower travel with
velocities close to the speed of light, and the total distance that they cross is only a
few ki%ometers. It is the differences of path length caused by scattering of the electron
off of air molecules which introduces r.neasurable delays for the electrons. Oné of the

earlier EAS experiments® measured these time differences and found them to be of the

qrder of a few nanoseconds. This correspond; to the shower front having a physicay
thickxgess of 1 ~2m.
When measuring an EAS, another time factor must ralso be taken into considera-
tion. Usually the shower front is described as a thin disk, but in fact it hasa spherical
- shape. P. Bassi et al.” used three particlé counters, arranged on a single plane to esti-
mate the average radius of curvature (R) They concluded that the expectation value
for the radius of the shower front is 2600m with a lower lirriit of 1300 m. Therefore,
if one measures the EAS with an array ;>f counters on a si"ngle plane, the off-axis

» 7
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particles will be delayed by a factor ** .
) . d®
‘i

2 * =

where: . . . . x

24

N

R = the radius of curvature for the shower front
d = distance of the particles from the core of the shower
The shower front can be approximlted to a thin, disk-like plane only if the method

of detection is arranged such that the off axis delay time is of the same order as the.

4

‘ electron—phéfon delay time due to the shower tﬁickness, as described in the previous

paragraph, ie: /2R ~ 1mor d ~ 13 m.

2.2 Observational Methods
The extensive air shower is a complex phenomenon whose properties cannot all be

studied in detail by one single e)éperimental design. Therefore more than one method

LA

of observation has been developed to measure the particular aspects of cosmic rays

a

t . }.a
. that the physicist wished to study. Some of the methods of observations are:

(1) observation of the Cerenkov light produced in the atmosphere by energetic elec-
trons can be used to study: the longitudinal structure of the EAS ai;d the incident

* directions of primaf?y cosmic rays-in the en;argy rasige of 1012 — 1015¢V/;
(2) extensive air shower arrays, which can determine: the energy spectrum from
10® — 10"%eV; the lateral spread of the particles by method of core selection;

" and the incident direction of the primary cosmic rays using fast timing techniques

which can be used in studies of the isotropic or anisotropic nature; of the flux;

12 , (/
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Atmospheric Cerenkov Detectors ? ) %

As the air shower I;rogressee; through the atmosphere, the energetic electrons
(E > 21 MeV) emit Cerenkov light with an angular deviation less th;a.ﬁ 19, Large
mirrors are used to focus this light onto an array of photomultiplier tubes. On‘e

of the advantages of this technique is that it provides a means of investigating the

- -

longitudinal structure of the EAS. The intensity of Cerenkov light is proportional to
\\ -

the total energy dissipated in the atmosphere. Another advantage to this method of
s |
observation is a good angular resolution(~ 1°), suitable to the study of the anisotropy

of primary cosmic rays. However, the largest disadvantage of atmospheric Cerenkov
light detection is the inability to take ;lata at any time other than clear moonless
nights.

Detectors are designed with parabolic mirrors with either one photo-multiplier

L4

tube (PMT) or an array of PMTs placed at the focal point of the mirror. The mirror

[N

\ . . .
gives great sensitivity, due to both the large area of light collection and to the narrow

angular pointing. The mirrors that use only one PMT measure the particle density

ﬂ indirectly by measuring the Cerenkov light flux. This flux is related to the number of

particles in the shower by the following formula:®

Q ~ N0.8:§:0.05 | ‘ - 925

where
Q = flux of incident Cerenkov light

N = the number of particles

L}

13
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FIG 2.4: CERENKOV-LIGHT MAP of an air shower was made with the 10-meter
reflector at the Whipple Observatory. The circles represent the phototubes. The
numbers are proportional to the intensity of the light recorded by each phototube;
the lines are intensity contours. From such a map the axis of the air shower and
hence the arrival direction of the cosmic ray can be calculated. In this case the
axis of the shower is parallel to the axis of the detector and displaced from the
detector toward the lower left. The map records only a part of the edge of the
conical shower, which may be hundreds of meters in diameter.

14
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FIG.2.5: Monte Carlo simulation of the development of air showers from (a)
250GeV gsmma; (b) 250GeV proton. Each-line represents a relatlvmtlc parti- 2]
cle in this side view of two vertically incident showers. o .




The mirrors which have many PMT's at the focal point are used to reconstruct the
image formed on the r’nirmr by the Cerenkov light rings. Since the shower development
is observed over a large range, and since each electron over the critical energy will
produce Cer:ankqv radiation, the image progi;xced on the mirror will not be a single
ring, but’ instead it will consist of a circle or elliptic form of light. An example
of this is shown in figure 2.4. It shows data obtained at the Fred Lawrence Whil;ple
Observatory.? By Monte Carlo methods it was shown!? that the directional differences
of electrons in an hadronic shower is much larger than in the purely eleci‘\:ronic shower.
Hence, it can be seen from ﬁgur? 2.5 that the circle of Cerenkov light will be narrower if
the air shower is initiated by a y-ray. Tilus these detectors can be used to differentiate

\

]
between the showers initiated by a «-ray or a charged particle.

’ 3
One method of observation, used by the Crimean group!! , requires two or more

mirrors pointed towards some pre-fixed location in the sky. The advantage of these de-

tectors is that they can study EAS which have an energy > 10'2 eV because Cerenkov . . __

light is emitted before the shower particles have been absorbed in the atmosphere, and
since the Cerenkov light is in the visible range, it suffers.very little attenuation. The"
disadvantage of this method is that the detector is only sensitive to a small portion

hd

of the sky during any pai\rtic'ula.r time, which would make it difficult to find any new

g,_nisg}ropic properties of the y-ray fluxes.
. \

The Fly’s Eye experiment in Utah uses 67 mirrors. Each of th mirrors points
to a different region in space covering approximately 6 steradians of viewing angle.

16
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‘Edges of Scintillator
+ array

FIG 2.6: FLY’S EYE DETECTOR a) Projection of the optical detector’s_aper-
ture onto a vertical plane above the center of a scintillator array (CASA). Atécon-

' structed shower trajectory is indicated by the heavy line. Crosses denote phototube
aperture in which a signal was detected. b) View of the plane defined by a shower
and the optical detector.

" This enables them to observe showers at.very large distances. As the shower pro-

gresses, various detectors will record the light generated by two :eparate processes;
tile Cerenkov radiation of showér going dirgctly into the Fly’s Eye; and by the scintil-
lation light caused by the de-excitation of the nitrogen molecules in the atmosphere:
This detector 1L1as many advantages, the most obvious being that almost all of the sf(y
can' be observed simultaneously. The second advantage is that the longitudinal de-
velopment of a shower can be observed when the shower is located anywhere between ]
0.3 and 50 km from the detector. This method is illustrated in figure 2.6. However,

the disadvantages is that the spectrum is limited to'? 10!® < E < 10*! when mea-

: 17
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suring the nitrogen fluorescence and 102 — 102 ¢V for the Cerenkov radiation; and

~ the source of the primary cosmic ray cannot be measured with the same degree of

) °
accuracy as the previous described methods. .

©

Eztensive Air Shower Arrays

The most eas:ly measured quantity of an EAS is the lateral dxstnbutlon Since
the total number of particles cannot be measured directly, it is necessary to measure

the number of’ partlcles falling on a limited number of detectors.» These detectors

usually consist of a combination of: scintillators, for counting particles as well as fast-’

4]
o

timing; geiger counters; thick Cerenkov counters, to absorb the electronic component

‘P

and thus measure the energy density; shielded detectors to measure the muon content;

and/or flash detectors used to study the hadronic portion of the EAS.
/ , o
To determine the shape of the energy spectrum it is necessary to first calculate

the total number of particles which arrived at the detector level, which would indigate

(by 2quation 2.3) the energy of the incident primary. The relative accuracy of these

measurements js dependent upon the spacing and the physical arrangem?ent of the

detectors used to study the EAS. This is because the density spectrum falls off very

' rapidly as one goes away from the core of the shower, and if the density of particles is

too lo;w near the detectors, the statistical fluctuations start to inﬁuen?e the calculation
of the shower core, and hence, the mteas»urement of the energy becomes suspect. For
exatﬁf;fé, if a shower has 2 10° (E ~ 2-10'"® eV) particles, the theory grgaicts that
the I;artide density will be 25 particles/m? at a radius of 10m from the core, but the

18




o
density will fall to Jess than 1 particle/m? in less than 50 m.? To measure this size of

\ |

shower accurately, the particle counters must be placed close together, or the event ‘
\

|

|

[N

* o
will not be seen.

. . The corg of the shower is usually calculated by fitting the data to an ‘approxima-
.

LY

tion of the NKG function given by:

' o (N,r) =N e % 2.6
AT = 27r, 1o (r +1) _ 9 )

where
r, = is an approximation of the Moliére radius (70 — 75m)

r = radial distance forom the center of the shower

N = total number of particles
@ The age of the Kower is approximated to be 1.25 in this formula. A figure compar-

ing the NKG function (equation 2.1) and equation 2.6 is shown in figure 2.7. This

s

/function, when fitted to the experimental deata, will not only locate the core of the

shower, but also estimate the number of ‘particles in the shower. The methodology
o ' '

’ used in fitting this function is given in detail by Murthy.}3
. 3 ‘e

If the experiment is used to infer the properties of high-energy interactions by

4

studying the air shower, it is necessary to investigate the structure of the EAS core

o

- " (remember that the N-cascade is concentrated near the core), and this requires setting

the detectors close together near the center of the array.

The muon detectors that are often used in extensive air shower arrays-seive

. multiple nurposes. Currently, the most popular use for muor detectors is called the

\
A
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" FIG 2.7: A plot showing the NKG function (equation 2.1) with the approximation -

_ of the NKGfunction (equation 2.8) with 8 = 1.256 and r, = 76m.
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‘muon veto’. By counting the number of muons in the air shower, it is possible to
determine whether a charged particle or a v-ray initiated the shower because, as
mentioned before, although the elecfromagnetic cascade is not ‘pure’, the number

of muons produced in an electromagnetic shower 4 —  — u is less than 1/10 the

number produced in an hadronic shower. If the number of muons is large; (N, /N =~

107?), the air shower is most probably the result of a hadronic shower, whereas if
the shower is muon poor; (Ny/N), < 1072, then the shower can be said to be purely

electromagnetic in origin.

The results of the above methods can be improved if the arrival direction of the

shower is known. The density measurements obtained from the particle counters can

be corrected for the increased energy deposited in the detector due to an increased -

path length. Also, if the arrival direction ‘of the shower is known, t\lﬂle effect of the
depth of the atmosphere which the showe; has pa;séd through can be studied without
building two separate arrays at different elevations. Because <-rays are not deflected
from their path by the galactic magnetic fields, the direction of the shower can a‘.lsoq

be used to find «y-ray sources.

The method used for determining the direction of the incoming primary particle
is called the fast-timing technique. It is described in detail by A.C. Smith et al.4
In essence, the relative time delays of each counter can be used to fit an equation

representing the shower front distribution. If the detector array is small enough
\
(~ 100m in diameter) the shower front is considered to be planar, and the data is fit

21




to the expression \
Bet; = z; -sin0cos¢+y.'-sin08in¢‘+'a 2.7

where
' t; = time measurement from counter i
Z; , ¥i = coordinates of counter i
B = velocity of the measurablé shower front -
0—== angle of the normal vector to the zenith
¢ = a.ngle‘e of projection of the normal vector in the x-y plane
a = height of shower front at x=0, y=0 when the trigger was formed.
However, for larger arrays, it may be necessary to include the shower curvature cor-

rection d?/2R in this calculation.

2.3 v-ray Astronomy

Cosmic rays-have been studied fervently since they were first discovered in the
late thirties. Many of the properties of cosmic rays, such as the-composition of the
)primary particles, energy spectrum, lateral distributions of electrons, hadrons, and
muons) and the lopgit{xdjnal development, all hav; been studied in detail. However,
»a.lthough Rot 2 new field, -ray astronomy is becoming a ‘hot’ topic of research. Unlike
charged particles, y-rays cannot be deflected from their course because of the galactic
maéﬂetic fields, which e\nables us to pinpoint their location of creation. To do this,
the scientist must search for anisg)\tropies in the y-ray flux. The difficulty of this task
lies in the fact that of all the cosmic-ray particles, 4-rays comprise less than 1%.

Q
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Observation of Cosmic ~y-rays

Since the famous radio outburst of Cygnus X-3 in 1972,'® much time has been
spent studying this system under all energy ra.ngés§ X-ray, radio, ultra-violet, etc. Al}
of the energy ranges (except for radio) show a 4.8 hr periodicity with ‘O-phase’ cor-
responding to the X-ray minimum. This 4.8 hr periodicity of fluxes is the fingerprint
used to distinguish Cyg X-3 frém other possible sources. +-rays weré first detected
from Cyg X-3 in the 100 MeV r.egi'on by Galper et al.® in a balloon experiment in
1976 and in a similar experim‘ent by Lamb et al.!” in 1977 on the SAS-2 satellite.
Both experiments used magnetic core spark chambers to measure the y-ray fluxes.

Gasper et al. obtained a flux of
/
2x10™* photonsem™2s™'  ‘for E, > 40 MeV.
Lamb et al. obtained a 4.5¢ excess of y-rays over the background with fluxes of

~ 10 x 107 photonsem ™% s! for E, >35MeV

and .’

~ 4 % 107® photonsem™2 s71 averaged over the entire 4.8 hr period. 5
,‘ >

-
‘ e ~

The phase p1;>t. shov;vn in-figure 2.8 from Lamb et al. (E, > 35MeV) shows one
peak, which is not sharply defined. This distribut;on closely resembles the amplitudes
displayed in the X-ray region. Paradoxically, the COS B satellite exper[iment in 197719
found no excess v-rays from Cyg X-3. This may be caused by the real time-vari;xt'ions
of the flux. | .
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FIG 2.8: The solid line shows the distribution of arrival times of all detected 7-
rays (E > 35 MeV') from the region of Cyg X-3 in fractions of the (0“1996814 +
0%0000005) period. 17 The zero of time corresponds to the X-ray minimum defined
by Parsignault et al.!® The dashed lines show-the number of ~-rays normalized
to the average SAS-2 exposure to Cyg X-3. The dot-dashed line shows the esti-
mated contribution from dlﬂ'une celestial and galactic radiation, together with its
uncertainty.
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After this initial study of low energy v-rays (E~ ~ 108 eV) C_yg X-3 became an
object of ext‘reme interest. "Many cosmic-ray physicists went back to analyze their
ciata that had been collected over the years to determine if they had any evidence
that Cyg X-3 was a high—energy ~y-ray source.

In 1979 the Cnmean group!! published a paper in which they had a.na.lyzed six
years of data taken from 1972 to 1977. They had used two 2.5m parabohc Iirrors
and fa.sg"t photomultxphers to observe the a.tmosphenc Cerenkov light from air showers
with E > 102 eV., The Crimean group found that the y-ray fluxes did not show as
nearly a sinusoidal flux as in the ){(—ray region, but they claimed to see two peaks at

X-ray phases 0.157 — 0.212 and 0.768 — 0.823 (see figure 2.9). The first pulse had a

statistical significance of 5.40, with the second having a 2.70 significance. The pulses

- are separated by-0.4 of the period, occurring just before and just after the X-ray

minimum. The flux recorded for the 1 and 2" pulses were recorded by the Crimean

’

group to be . ’

-

/.‘5...8 x 10710 photons em™2 37! and 9.0 x 10~ photonsem ™2 571,

Ai the Mount Hopkins Obsemtory in southern Arizona, Helmken et al2® studie<_i
«v-ray fluxes from several X-ray binary stars in the Cygnus system during the winter of
1976-1977. They used a 10 m Ireﬂector which was multiplexed~ to give 10 independent
1° beams. No excess 7-rays from Cyg X-3 were found and that placed the upRer flux

limi:t at B

6.5 % 107! photonsem™2s~!  for E, > 10" eV.
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In the early 1980’s, the results of the Crimean gro;xp were confirmed by the Mt.
Hopkins Observatory?! in April, May and June 1980, and by the Jet Propulsion Lab

at Edwards Air Force Base in California?? during 29 Aug'- 6 Sept. Both experiments

" used two mirrors with the Mt. Hopkins group using 2.5m diameter mirrors and

Scm phot'omultipliers, giving them a 2.0° field of view, and the JPL group having a
total field of view of 2.0° and 2.8° for each mirror. Both experiments measured the
background rate by looking on either side of Cyg X-38 as it passed through :he field of
view of the mirrors. Danaher et al.?! observed a 3.5¢. pea.k.between 0.'; — 0.8 phase.

The flux that they obtained was

~ 2.5%x 1071 photonsecm =2 s71 for E >102eV.

Y

Lamb et al.?? found a 4.20 excess in the phase between 0.5 and 0.7. They.gave a flux

- averaged over the entire cycle as

~8x 10—11)%&0723 em™2s71 lfor E > 102 eV. -
The results of both these experiments are shown in figure 2.10.

Ultra-high energy (UHE) y-rays (E, > 10*4 eV) can be detected by extensive air
shower arrays. The first evidence that Cyg X-3 was a UHE y-ray source came from
the EAS a.r’ra.y at Kiel*> in 1983. The EAS experiment (located at sca level) consisted
of 28 - 1 m? area scintillation counters loqaf;ed at distances up to 100 m. The detectors

could provide information on the shower core, shower size N, and the age parameter

s. They used the fast-timing technique to determine the direction of the shower front.

27




-
-
»
| |

-

8
¥

=]

On/0Off Ratio
| 2
L

o -t

©

(-]

=
———————————
—

092} I g
[ 1 "] [ i .
' 0, 0.2 0.4 LX) Y 1 ‘ (
. ' " Phose
128 0
' &
(b) 7
12 + : -
IRLY
g 1-1 - o
. } ’
o 10“ - < I )
1. ‘ )
Coer W
09 L3 L 1 )
0. 02 0.4 0.6 0.8 1.
Phase

I

FfG 2.10: Phase histogram of 4-ray emission from Cyg X-3. a) Mt. Hopkins, b) '

JPLg | ‘

28




. GAMMA-RAYS FROM CYG X-3
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< : FIG 2.11: Number of extensive air showers detected by the de group of size

- ) n. > 10° particles and age parameter s > 1.1 in the declination_band 40.9° + 1.5°

as a function of right ascension. The dashed line represents the average number of

showers per bin over the total band. '

The data was taken over a 4 year span from March 1976 to January 1980, however
the effective viewing time of Cyg X-3 was only 3,838 hours. As discussed earlier, a
+ nuclepnic shower can be identified if the measured value of the age parameter differs
greatly from the one expected for it from electro-magnetic cascade theory. So, to
decrease their background events by =a factor of 2, they considered only the showers

” ]
with an age s > 1.1 to be y-rays initiated showers. The results of their analysis is a

4.40 excess above the average off source background shown in figure 2.11. When this

excess was folded into the 4.8 hr period, ghe peak occurred at the .4 phase. The flux
— averaged over the entire phase was given as
/ A4

(7.4 £3.2) x 10~ photons em™2 57! for E,>2x10"%eV -

o
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FIG 2.12: Phase histogram of the arrival times of extensive air showe ze
N, > 10° particles and age parameter s > 1.1 from the direction § = 40.9° +1.5°
and o'= 307.8° + 2.0°. The phase parameters used are those given by Parsignault
( ‘ et al.® Error bars represent 1o statistical errors. The dashed line corresponds
‘ to the average off-source rate of 1.44 =+ 0.04 showers per bin. ' U

¢

and

(1.1£0.6) x 10 photonscm™2s™'  for E, > 10"¢V.

Their results are shown in figure 2.12. It should be noted that the Kiel group did not
observe a low fraction of muons in their UHE photon saz'nple.
s TheKiel results were subsequently confirmed at Haverah Park? in the U.K.and

" Akeno?® in J apan in 1983 and 1986 respectively. At Haverah Park, four water

C oy Cerenkov counters were used with 3 of the detectors placed on the circumference
, wof a 50'm circle and the 4** detector located at the center. The array is sensitive

> 'y “ 4 |
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to the range of 10‘5'— 10 eV, Because of the large size' of the Cerenkov counter

(13.5m? x 1. 2m) and slow phototubes, the expected a.ngular resolution was ~ 3°.
The background was measured by lookmg on either side of Cyg X-3. The excess flux
from Cyg X-3 averaged over the 4.8 hr phase is given as 1.70. They attribute this low
significance to their low angular resolution. However, when the 2 y-rays from Cyg X-3
were folded into the 4.8 hr period, a sharp peak occurred at 0.225 — 0.25 phase. The

intensity was given as !

T R 15x 1074 photons em™2 s! for WYV < E, < 101¢ V.

At Akeno, the EAS array consists of 153 1 m? scintillation counters and nine muon .

" '
. H

detectors with an overall area of 9 x 25m?. The data was recorded from early 1981 to
September 1'984. They obtained an angular resolution of 3° for the a.rrival direction
of the shower The ratio of the percentage of muons to electrons (R = N, /N,) was
.used to select data in favor of 4-rays aga.inst the cha.rged particle initiated showers.

If R > 0.001 the shower data was rejected. The integral flux obtained was :

4

1.1107 4 photo;zs cr_n'2 s~1 for Ep > 101 eV

and

d

8.8 x 1074 photonsem™2 s~ 1 for E;>6x10MeV.

Other observations of Cyg X-3 shows the sporadic nature of the «y-ray fluxes. On

17 ‘June 1985, the Fly’s Eye atmospheric Cerenkov detector?® found a 3.10 effect on

-rays > 103 ¢V. In 1985 the Baksan air shower array?” observed a 40% increase in
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the nuriber of detected air showers from Cyg X-3. This excess occurred following a

large radio flare on 9 October 1985. A summary of the observations of Cygnus X-324

shoyvihg the detected phases (relative to the x-ray minimum) and the time-averaged

integral 7-ray flux above 10'!leV is shown in figure 2.13.
Cyg X-3 is not the only emitter of UHE y-rays. The Bickland Park Air Shower

Array in Australia 2® measured an excess of y-ray showers coming from Vela X-1%°

.

in the southern h?zxiisphere. They used 5 fast-timing counters to obtain an angular
resolution of 2°, and cut all the showers which had an age less then 1.3. When the
data was foliled into the §9.96411 period, they obtained a 4 sigma spike at 63°.

The Fly’s Eye detector®® found evidence for 5 x 10'*eV ~-rays from the X-
ra.); binary Hfzrcules X-1. ’Tloley us'e({ 6;7 mirrors to study the atmospheric Cerenkov

light from the incoming electrons; Their angular resolution was §:5°, therefore they

centered their viewing range to a 7° circle centered around Hercules X-1. They

o

obtained a 1.80 excess of y-rays from Hercules X-1. When the data was folded into

the 1.24 period of the X-ray, spectrum, it was found that only the data taken early
in the night of 11 july 1983 had any significant results. These results are shownsin

figure 2.14. The flux ca.lcula:ted for this pe¢riod-is given as

" forE, > 5 x 10™ ¢V.

¥

~ 3 x 10~ photonsem 25!

éurrently there are more EAS experiménts being proposed and /or built to specif-
[

icaily study high energy v-rays sources. Our experiment at McGill university is an
air shower array (LEDA) which is composed of 19 1m? liquid scintillator detectors

32,
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4 FIG 2.13: a) A summary of the phases (relative to X-ray minimum) for pulsed

emission above 500 GeV from Cygnus X-3.} The numbered sectors, 1-7, are taken
from refs 24, 22, 22, 48, 49, 20, 21 respectively. The probability of each measure-
ment occurring by chance has been estimated from the cited references (where not
explicitly stated) and is plotted radially. b) The time averaged-integral y-ray flux
above 10" eV from Cygnus X-3. Source of measurements: o, ref 21; 7, ref 49; 7,
ref 20; A, ref 50; Li, ref 48; o, ref 22; o, ref 24. The dotted line is an estimate of
the spectral slope between 5 x 10! and 5 x 10'% eV,
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FiG 2.14: Phase depe;ldence of the shower arrival times for the first half of the
data received on 1983 July 11 at the Fly’s Eye Detector. The dashed line is the
expected number of events in each bin.

determined by the age parameter, in a method similar to the Kiel experiment.??
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- arranged in a uniform hexagonal array with a radius of 86 m. The direction of the

shower front will be found using the fast-timing technique, and ~-ray showers will be

An air shower array consisting of 64 detectors in a 100 m x 100 m square at Notre

+ Dame® GRANDTM (Gamma Ray Astrophysics at Notre Dame) is being built with

}, "four layers of multi-wire\\proportional chambers (MWPC) in each detector. There

will be a steel shield over the 4% MWPC which will be used to differentiate between

o electrons and, muons. The direction of the shower will be determined by the direc-

-tion of the incoming particles measured by the MWPC. The v-ray showers can be

determined by making cuts on the ratio of NV, /.7\‘1'e ‘
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A;l ambitious project to build an &ir shower a.rra;' (CASA) (Chicago Air Shower
Array) at Fly’s Eye in the Utah desert has been proposed by Jim Cronin in Chicago.’:"2 *
i . They propose to build 1064 1.5 rr;2 scintillator detectors placed on a square grid with. .
al0m spac?ng between each de‘tector. Shower directions will be determined by fast- ’
ti;lling techniques. This will operate in conjunction with a muon detector a.rray’built

by the University of Michigan.?? These muon detectors will be used to help determine

the y-ray initiated showers by the ratio N, /N..

' Models

With all the data obtained in the last 10 years on the 4-ray ray fluxes from

V)

Cyg X-3, theoreticians have been pressed into finding models which would describé

~ the production of the UHE 7-rays. An obvious constraint on the models for the

origin oi: the UHE radiation isa‘(hat it'must reproduce the light curve, wh;ch is the
BN intensity of 4-rays as a function of the time within the period of the pulsar. The
observations to this date do not justify an assumption of a steady direct 4-ray source
because the shape of the UHE light curve cannot be reproduced by merely eclipsing

this source, which would give a relatively flat light curve with a single flat eclipse.

Some mechanism is needed to accelerate charged particles, which would then produce

UHE 7~rayé. The period of UHE, X-ray, and UV light from Cyg X-3 are all equivalent,

which implies that the modulation is produced by orbital motion. What accelerates
0 -

“these particles must be inferred by the UHE v-ray spectrums.

W. Vestrand and D. Eichler proposed that Cyg X-3 is a young pulsar in a close
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FIG 2.16: Schematic representation of how the UHE light curve can be generated -
based on the model proposed by Vestrand et al. The cross-hatched region denotes
the main body of the companion, and the circumscribing shaded region denotes
its atmosphere. The outer circle represents the pulsar orbit, and the dashed lines
.represent particle trajectories that produce ~-rays detectable at Earth. Pulses.
are produced when the pulsar is between A and B and between D and E. X-ray
minimum occurs at Position C. :

binary system. They argue that the radiating’ particles are ionic, &nd'tha§ they are
accelerated isotropically by the rotational energy of the pulsar.?® The companion
star then acts as a target material for the particles accelerated near thé pulsar, and
generates 7° or brémsstra.hlung v-rays by the proton-proton collision with gas in
tée a,tmosr.l;»here.a4 Figure 2.15 demonstrates how two sharp pulses of ;y—rays will be

'observed on earth. The pulse width is directly proportional to the gas width of the

—

companion star. This model unfortunately cannot account for E., > 101°\eV.

. An alternate model was proposed by G. Cﬁa.nmuga.n and K. Brecher® in which

36

ik




Accretion disk

Electric field

Magnetic
field

Accretion stream star

Toward
Earth

il

FIG 2.16: Schematic diagram for the production of UHE 4-rays based on the
model proposed by Chanmugan et al. The gasses from the companion star form
an acretion disk around the neutron star. The large magnetic fields of the neutron
star will accelerate particles within the accretion disk. The «-rays will then be
formed in the same manner as was proposed by Vestrand et al.
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the energy source is an accretion disk surrounding the neutron star. The a"ccretini

matter forms a differentially rotating accretion disk around the degenerate star, the
~ ambient magnetic field becpmes amplified, and if the accretion disk is highly conduct-
ing, an observer in a non-rotating inertiai frame will see an electric field which is a
function of the distance ‘r’ from the neutron star. A ta:cit assumption of this model
is that the magnetic field will remain anchored in the disk and create the large scale
.structure. Because the electric field is a function of the distance r, high potential
differences will form in the accretion disk, even though it has a lower magnetic field

N

intensity than th% pulsar. These high voltages will produce accelerated charged par-
ficles in a jet in the +z directions (see figure 2:16) To obtain the 4.8 hr modulation
effect, Chanmugan et al. alsp proposed that the neutron star has a highly-inclined

magnetic axis. The y-rays are then formed in the same manner as was described in

W. Vestrand’s’s model.

Again, another theory involving the accretion disk as the accelerating medium
was proposed by D. Kazana and D.C. Ellison.3¢ Their theory suggests that charged
particles are accelerated in the accrotion disk by first order Fermi shocks created when

plasma accretes onto the compact object. The shocks form because accretion velocities

N
are much higher than the thermal velocities of the accreting matter. Neutrons axe
formed in the accelerating area by p+p — n + X. The production of the neutrons

is crucial because it allows the transpoert of energy away from the acceleration site

without invoking special magnetic field configurations. .The neutrons can then, by
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interactiqn with the stellar companion, produce the narrow (in-phase) {JHE ~7-ray

‘ pulse by making 7%’s which decay to highly coUimaﬁed y-rays.
4 The above models were delived to represent the steady production of y-rays.
However, it was seen that 9-ray bursts can occur.'kMilgrom and Pines®” suggested
that instability in the ‘pulsar sun;ounded‘ by an acretion disk’ system may initiate the

r

- radio outburst; and such an instability may also be able to produce UHE particles

“that fill the inner regions of the system. They would then interact with the ambient

photon field and produce phase independent UHE +-ray emission.

The theoreticians’ models must satisfy the results found by experimentalist, in
particular, th‘e energy spectrum and light curve of the UHE 4-rays. However, this
.information is sketchy at present and there needs to be more ‘hard’ physical evidénce

@ . which could then either confirm some éheories, or disprove them.

4
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3.0 COSMIC RAY COUNTER

-

3.1 Description of the Detector

- When we designed the detector for our EAS; experiment, we wished to satisfy the

. following conditions: ‘ e

v

(1) The detector should be inexpensive and easy to construct, so that the number
of detectors that could be built within a fixed budget would be larger than that
o - 7
for more expensive detectors. s ' ,

- (2) The detector has to be able withstand large temperature changes due to the

harsh Canadian weather £onditions (—40° winter —+ 30° summer ). =«
"(3) Since the energy of the primary cosmic ray can only be determined indirec/tlj; by

ineasuring the lateral spread of the particles at éround level, it is necegsa.ry to

have a good pulse-height resolution to insure an accurate measure of the density

2

of partficles. . '

£
(4) Because there are time differences within the shower front due to multiple

coulomb scattering of the electrons in the atmosphere, have sufficient detector

area to ensure a high probability of intercepting the earliest particles.
- (5) The detectors should be built:,vin such a Iway\ that they can easily be accessed or
. ) repaired should a malfunction occur.
Our final design3® is shown in figure 3.1. Our detector is a simple design com-
* ' prised of: a plywood base mounted on four 10 x 10 cm posts sunl‘: into the ground

AR
(= 1m to prevent frost heaving effects), an acrylic vacuum-formed tray with an ef-
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FIG 3.1: A cut away dil;gram of the LEDA defbctor.

4 »

41




5

. FIG 8.2: (a) Plan view of the acrylic dish used to contain the liquid scintillator for
the counter. The distances shown are in mm and in total area is approximately
1m?. (b) A cut through the centre of the scintillator dish, illustrating the struc-
tured bottom. The steps are approximately 6 mm each and are used to smooth
out the response of the counter to particles traversing it at different distances fro
the centre. :

T

fective area of 1 m? in which there is’ plax:ed~ 45 liéres of liquid scintillator, a light

collection cone, made of polyvinylchloride (PVC) with a.lumir;ized mylar glued to the

. inside to improve the reflectivity, a Hamamatsu R2218 photomultiplier tube (PMT)

located at the apex of the light .collection cone, black plastic sheeting to make the

detector }fght-tight, and finally a galvanized steel pyramid to protect - the detector

¢

from snow and rain.
To improve the pulse-height resolution, the scintillator tray is constructed such
that the thickness of the liquid scintillator is not uniform throughout the detector

\. 3
(see figure-3.2). Thus, the varying amounts of light output from the scintillator is

—
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exactly compensated for by the light collection efficiency of the cone. Supporting
blocks are placed underneath the central portion of the tray to inhibit any sagging
that may occur due to the weight of the liquid scintillator. The octagonal shape of

the tray was chosen because it was easy to construct by vacuum forming techniques,
’ 4

_ and because of its nearly circular shape, the positional dependence of light collection

and timing can be considered purely radial to a first ordeptapproximation. The tray

[

is partially translucent, so a sheet of aluminized mylar is placed underneath to reflect

-

"any photons that should happen to pass through.

- -
Pad

We used liquid scintillator bécausé, not only is it cheaper than all plastic scintilla-

toz:s, but it also has has a higher light output, which improves our timing reso!;ution.
The decay time (~ 2'— 3ns), is faster than the cheap plastic scintillators (acrylic

-
based), but slower than the expensive plastics (polyvinyltoluene). The liquid scintil-

lator was designed specifically for our experiment to withstand cold temperatures.3®
Because the light output from liquid scintillator is reduced if it is exposed to oxygen,
great care must be taken when using this product. The top of the scintillator tray is

sealed with a clear acrylic top with two gas ports. Before the tray was filled with the

scintillator, all the oxygen was purged by pumping dry nitrogen into one port while

the other p%rt was left open. T fill the tray, liquid scintillator is siphoned through a
rubber tube into the opened gas port by pumping nitrogen into the barrel containing
the scintillator. A 2—3 cm gap of nitrogen remains between the top of the scintillator

5
and the top of thextray which allows the scintillator to expand or contract, due to
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PYClaluminized mylor
" reftector panel . b
bracket
‘ 1351 notch © 0
" A B 570 V
X . ; ,
‘ \ )
. \ h FIG 3.3: (a) Plan and side view of the light collection cone developed for this

counter. The reflector panels are held together with pvc brackets to form a self-
supporting structure which rests on the scintillator dish. (b) A cut through the
centre of the phototube mount. The base is attached to an inverted PVC cup which

( rests on the light collection cone, suspending the phototube above the centre of
" the scintillator dish.
'4
temperature changes, without damaging the tray itself. '

The light cone is an octagonal pyramid with a base length of 1085 mm, a height
of 570 mm, and a 135 mm opening at the top (see figure 3.3). It is made from eight
equilateral triangles of PVC held together with brackets made from the same material.

The inside of the light cone is covered with aluminized mylar to act as a reflector. N

" * [ ] '

Experiments have been done®® which show that the aluminized mylar is as effective

as mirrored acrylic or as the best commercially available high: gloss white paint. The >

. . . J o . el .
PMT is placed at the top of the pyramid using a plastic holder to keep it secure. It is
%2 cm in diameter, it has venetian blind dynodes, 13 stages, and it has a hemispherical
% a
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Bialkali photo-cathode. The quc;ted rise time for a single photon is 6.5 ns.4

Once the detector is completed, it is covered by a thick i)lack industrial plastic to
exclude any str;y outside light. The pla.etic is stag;led onto the wooden support frame
to hold it in position. Then a thin (14-gauge), galvanized steel pyramid; with its joints
sealed with duct tape to weather-proof it, is placed over the entire arrangement and
screwed onto the wooden base. The cables leading to the PMT are passed {through a

small hole in the bottom of the,base. Figure 3.1 shows the assembled detector.

ALY

N TABLE 3.1
AN
Electronic Modules o
» . .
abbreviation description - . model # d
N

“ADC analog to digital converter LeCroy 2249W
TDC time to digital converter LeCroy 2228A
DISCR octal discriminator LeCroy 623B
FI/FO logic fan in / fan out LeCroy 499A
GATE GEN gate generator | LeCroy 222
HV . high voltage supply /~ | LeCroy HV4032A

A ]

The electronics used are standa.rd LeCroy ADC'’s, TDC’s and discriminators.

The modules and the ‘model numbers are hste1d in table 3.1 The ADC and TDC

. modules are housed in a standard CAMAC crate and the data. is ;read out via a

Kinetic Systems LSI-11 /2 computer (contained in the same crate) with the RTllFB
operatingsystem. Data is temporarily stored on ﬁoppy disk, and when the dlSk isfull, .
the data is transferred over the phone lines to the VAX 785 (located in the Physics

Department at McGill) for further analysis. Different electromc configurations were

7
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& v
used at varying stages of our experiment and they will be illustrated as required.

. &
3.2 Timing Resolution ' ‘

The timing resolution of our detector is based upon a combination of: the ligltxt output
from the scintillator, the decay time of the s\cintilla'tor, the geometry oij the light cone,
time slewing due to diﬁ'erenceg in pulse—heights,‘a.nd the response of tl;e PMT.

To calibrate our detector we needed some method of triggering the electronics,
as well as some method to locate the position of the incoming cosmic ray so that the
radial variance of 'ghe time cou1d be measured separately from* the: other concerns.
In order to determine the location of the incoming cosmic ray, we used two small
(Tem x 9crn) plastic scintillators and fast PMT’s, one on top of the other. This
was placed directly underneath the liquid scintillat’or‘tray to insure that we only

detected the vertical cosmic rays. The pulse from the PMT was recorded only if a

signal was also recorded from both plastic scintillators (A & B). A block diagram of

' ~t;he electronics is shown in_ﬁgure 3.4. The ADC gate, and the TDC start pulse are

_ generated by the AN Dedo outputs from the A & B discriminatérs. The discriminator

threshc?d levels were set to 30 mV to minimize the time-slewing effects, wlgjch will be
discussed later, and the pulse width was adjusted to its maximum setting of 150 ns, so
that the delayed PMT pulse would be properly integrated by the ADC. B is delayed by
3 ns with respect to A so that it will always corilplete the coincidence, thus minimizing
jitter in the start time. Thus, the recorded time from the PMT is the time it takes

for the light to travel from the scintillating qufd to the PMT, plus or minus a fixed

b i _ ¥ 46 .
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FIG 34: A block diagram of the electronics used in the time-slewing measure-
ments. A and B are the signals coming from the trigger counter placed directly

beneath the larger detector. C is the signal coming from the PMT. The start of
the TDC and the gate for the ADC are generated by the logical function A - A
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. time interval, depending on°the delay cables used.

Time Slewing
The effective time is a function of the pulse-height, (time slewing) since the stop

o
pulse is generated only after the pulse has passed the discriminator threshold, This

.is demonstrated in figure 3.5. Larger pulses have steeper slopes (usually referred to

as ‘a faster slewing times) which will cause the stop pulse to be generated At before

a similar, although smaller pulse would, even though the pulses are generated at the

' same instant in time. The effect of this relationship between the pulse-height and time

had to be found so that it could be corrected for in the off-line analysis. Theoretically

-

the relationship is of the form: ) _ N

¢ ’

time o« pulseheight ™"

£
&

To determine the approximation for =, we recorded the pulse—height and time for each

cosmicray that passed through the detector. These were then plotted (see figure 3.6)

on two scatter plots with time as a function of ph and 1/+/ph respectively. From _

2

.these plots it can be seen that n = 1 is a good approximation. Thus the equation”

used to find the time-slewing effect is given by:

t=a/\/ph+b o ' 3.1

To find the constants a and b, the time versus pulse-height information was
i . »
analyzed in the following manner. After a scatter plot was created of ¢ vs 1//pk, it

was reduced to ten data points, each with a mean and standard deviation. This was

P
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height (given in ADC channels). The shape of this plot is an effect of
ing. (b) The same data as in part a, but plotted as time vs 1/y/ph.
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FIG 3.7: The results of the ‘slicing’ the previous plot into 10 distinct data points
and fitting a straight line to obtain an expression for time-slewing corrections.
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Timing Dependence on Rudial Position

o~

achleved by slicing the scatter plot into ten equal portions, each slice being parallel to
the time axis. Thus for a given rarige o:t" pulse-heights, where the _range is a function
of the width of the slice, a histogram of the time distribution was formed. The mean
and standard deviations of the time were then calculated directly from each of the ten
histograms formed. These data points (illustrated in figure 3.7), wer';a then fit, using
the least squares method, to equatxon form 3.1 to.find the proportionality constant

a.nd intercept.

With the high voltage on the PMT set to 1425V, a and b were calculated to

" be (97.5 + 1.5)ns/\/ph and (11.5 + 0.1) ns respectively. However, when- the high

voltage was increased by 75V, the value of a was changed to (110.0+ 1.7) ns/+/pk, an

increase of 12.9%. The value of b did not—chinge within the limits of uncertainty, Thas
3\

.

) . s
“change in the slope (a) may be due to the fact that the voltage increase subsequently

increased the pulse-height spectrum. Equation 3.1 is only an approximation, and

~

it may not hold over an extended range of pulse-heights. Without changing the

£

electronic configuration, the slope was also calculated for three different PMT’s. It was

found that each photomultiplier gave a different response, and hence it was concluded+#*

that each detector must be tested individually before it is used in our array.

Because of the geometry of the light collection cone, the photons that originate

at the edge of the tray have a longer and different path lengths than the photons that

originate at the center of the tray. Therefore, the measurement of the ‘absolute time’

52




is not constant as one passes from one side of the’tray to the other, 9

To determine the radial dependence of the time, the trigger counter was placed
in the cemtre of the defector (denoted by 0cm), and then from 5 to 50cm at 5¢m
intervals. For each position of the trigger counter, the slope and the intercept of
equation 3.1 was calculated ir}%&e same manner as described in the previous section.
By comparing each line from the various Ro%ons it was found that the slope of the
line varied by a maximum of 4.5%, and the intercepts varied by up to 25%;.

@ The variations in the slopes with respect to the radial position were not statisti-

cally significant so it was decided that the slope should be constrained to be the same

’ -
for all positions in the detector. To do this, the the following function was midimized. \‘5

tij — a/y/phij = by)’
x: = ,z_; Z; ( \é,:_ ) ‘ 3.2
where: ﬂ
i labels different data points at a given radial position
j labels different radial positions ‘
t;; is the mean time of The i j** data point
| 1/ \/p_h:; is the corresponding pulse-height average
oi; = RMS/ x/ﬁ ofbue associated timing data
The result of the above fitting technique is shown in figure 3.8. The x> was 1.1 per

degree of freedom. The results of this analysis shows that there is a maximum of

1.2 ns time difference between the light collection in the center of the tray and at the

- )

edge of the tray (50 cm).
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If one considers only the direct light (i.e. no reﬂectipns) the path length from the |
center of the tray to the PMT is 56.5cm, and from the edge of the tray to the PMT .
is 78.8 cm. This gives the time differences of two photons travelhng at %he speed of
light as 0.75ns. Since the 1.2ns measured time difference (A t) is a function of the \
path taken by the photons, and,‘direcF photons havea At = 0.75 ns, it indicates that"
the amount of direct light is not sufficient to get the PMT above the discriminator

threshold. - _ .

Monte Carlo Simulation of the L:’We

: &

To understand the pi‘opertie; of oﬁr light collection cone, ;a, Monte Carlo program
was written to simulate the photon trajecfories as the& pass fro: the scintillator to
§he PMT. A detailed description of theprogram is given .in Appendix'A. ’I"he pulse
shaped sent by the PMT was modeled simply by generati'ng a Gaussian shaped pulse
(rise time = 6.5ns) for every photon that struck the PMT, and then adding this to
the previous pulse. The photons were §enerated from specific points along the bottom

of the tray and the resulting time histograms and puise-shapes were recorded as a

function of the radial position. -

A histogram of the time spectrum/f;{r Ocm and 50 cm is shown in figure 3.9.
By cc;mpa.ring the/‘wo figures it can be seen that the number of photons arriving
within 50 ns is significantly larger for those originating at the center of the tray than
for those ériginating at the edge. (The total number of photons arriving within the

150ns gate width was pre-fixed for all radial positions.) The most surprising feature’
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of the.time spectrum is that the time for the fast photons is quantized. For the
ﬁhotons Loriginating at the center of the tray, there appear to be preferred paths
which involve one or two reflections, with a lméer total solid angle than that which
the direct photons have. For the photons wh;ch originate at the edge of the tray, most
of tﬂe‘phoﬁons which strike the PMT in 10 ns are direct photons, or ;;hotons which
hit the edge of the nearest light cone plane, and then go directly to the PMT. For
both radial positionls, the number of photons which arrive in the first stages of the
pulse are almost equivalent. However, for the 0cm pulse, photons continu;: to z;rrive,
causing the pulse to peak sharply, and then quickly decline. For the 50 cm pulse, a.ftér
the first burst of light, photons continue to arrive at an approximately stea&y,rate.

%

Hence the peak is not as sharply defined.

X

Although the program does not proféss to accurately describe the pulse shape, -

the simplified results are shown in figure 3.10. The pulse-height is an integrated
measure of the curves shown, and both are equiva.le}lt. It can be} seen that a.lthoug?
the pulse shape is different for the 0¢m and 50 cm, the initial rise of the pulses are
very similar, and so we drew the conclusion that the time sfewing effects are .not

radially dependent.

3

The main purpose of this program was to determine whether or not it would pre-

dict a 1.2 ns difference of timing as one passes from the center of the detector towards

- i

"« the edge. The programgenerates 10 events for each radial position. The aﬁeré.ge time

for the pulse to pass four pre-deﬁ‘ned thresholds (shown in figure 3.10) is calculated for
- .
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FIG 3.10: Monte Carlo generated pulse-shapes for a radial position of (a) Ocm, and
- . (b) 50cm in the LEDA detector. T1-T4 are arbitrary discriminator thresholds,
used to illustrate why there is a timing difference as a function of radial position.
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each of the'11 radial positions. The results are summ}ﬁ‘ized in figure 3.11. The figure

illustrates that the radial timing dependence is a fﬁnct@n of the t:.hreshold level of the

1

discriminator, where the lower threshold gives a better resolution. Since otr program R
does not accurately describe the pulse shape in terms of voltages and currents created

by single photons, we cannot accurately predict what threshold level ;vill give what

_ timing resolution. i-Iowex;er, since the thresholfl levels on the discriminator are set ~

at their lowest possible levels (30 ;nV), we have achieved the best ra.d;plly dependent

. . . o . o # . ) * [
.timing resolution possible. - \

Timing Dependance on therPM T .

To calculate the timing resolution due only to the PMT it is necessary to first
nega.te the effects of the radxal and the pulse-height dependence, When the data is
ta.ken with the trigger counter pla.ced directly underneath the scmtlllator tray, the
position of the incoming cosmic ray is known to within a 10 cm? area, hence fcir this
data there is no radial timing dependence. To correct for the pulee:height dependence, .
a histogram of the pulse-neight correct time (¢') is: plotted instead of ¢, where t' is
defined as:~ k , o [\

t'=t —(a//ph ?) N 3.3 ‘

u where i} ) . * /
= pulse-height corrected time " I 1
t= tlme recorded by the TDC - S B ,
a= slope of the t vs /ph curve ca.lctila.ted in the prevxous a.nalysxs . '

-
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" b= time intercepts calcl;latgd in the previous analysis

" ph = pulse-height recorded by ¥he ADC ,
{ 5> - Figure 3.12 shows a histogram ’wgh the corrected time for the positions of 0em

and 50cm. The results were fitted to 2 Gaussian with the respective means and
'o’s given as: (0.72 +0.04) ns and (0.65 +£ 0.03)ns. It can be seen that the random

fluctuation of the times !due to the PMT are not depéndent on the radial position. V

?

A response otn' a PMT to one photon is governed by the électron trajectories
within the tube; photo—eléctroﬁs creat‘:ed by the light pulse foilow individual -paths to
the first dynode, depending on their point of origin. Sleooﬁdary electrons also travel
ind‘ividua.l paths between the dynodes and anode depending on their poir'lt of origin
and emission velocities, causing further time dispersions. Other factors affecting the
time include:*! y

1) The number of dynodes. Fewer stages, give better t\’ming

- 2) / The overall voltage. Higher field strengths improve% i;iming. The time response
varies approximately as V3 ) \ A
i - »

3) The photo-cathode diameter. Smaller diameters ha\qlve bettefﬂtiming. The best -

|
timing is achieved when illuminating the central a.rea\‘ only.

l.
The voltage applied to each detector was chosen to max%imize the ‘eﬁciency of par-

»

) ticle detecting,!® hence we cannot adjust this to improve our timing resolutions. The

\ "u

number of dynodes used was also fixed to 13 to achieve thta maximum amplification

1
\

‘.of the current.

\
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FIG 8.11: A summary of the triggering times as a function of radial position and
trigger level. It can be seen that the lower the trigger level, the less time variation
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Most hemispherical PMT’s try to satisfy two conditions, a uniform collection
eficiency and isochronous collection from the photocathode*?. The latter should
improve timing resolution compared with flat PMT’s. To test whether timing depends
on the part of the photocathode hit by a photon, we constructed four covers for the
phototube made of a thick opaque plastic with each having a circular hole cut through
the center. The hole sizes were 6, 8, 10, 12 cn respectively. As expected, the pulse-

height was directly decreased as the hole size decreased since the pulse-height is a

function of the number of detected photons. Because of this, for each hole size, the

time vs pulse-height relationship had to be calculated so that the effect could be
corrected for when studying only the PMT time resolutior:s. The histograms of t?ze
pulse-height ;orrected times were plotted, and the o of the fitted Gaussians are shown
as a function of hole size in figure 3.13. It can be seen that the various portions of the

, PMT have no noticeable effect on the timing resolutions. A similar result was quoted

by Clark et al.4® " Wy

Total Timing Resolution

Tile timing resolutions up until this point have been calculated on.!y for ~single
particles. Because the tim;a versus pulse-height can be measured and corrected for
off-line, it does not play a role in the total timing resolution. To fold in the timing
resolution of the PMT and the radial dependence of the time, a Monte Carlo program

was written which combines the Gaussian smearing (¢ = 0.7ns) and the 1.2ns change

in timing as a function of the radius. We can then simulate a timing distribution

1
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FIG 3.14: (a) Simulation of timing response of the counter of single particles
assuming a uniform flux of particles across the face of the counter and using the
information from figs. 3.8 and 3.12. (b) As in (a) but simulating the response to
the simultaneous traversal of two particles at arbitrary and uncorrelated points.
(c) Simulated timing resolution as a function of particle multiplicity in the counter.
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for the counter assuming a uniform flux of particles across its face. The curve for

: single particlesoappea.rs in ﬁgufe 3.14(a) while figure 3.14(b) shows the results for

-events where two particles, uncorrelated spatially, traverse the counter simultaneously.
With more particles the timing resolution improves as can be seen by looking at
figure 3.14(c) where the ¢'s of 3.14(a) and 3.14(b), along with those from similar
ndistributions with more particleé traversing, are plotted versus particle number. A

limiting o of (0.5 ns seems obtainable.
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4.0 LEDA ARRAY R

4.1 Air Shower Array

. LEDA (Large Experiment to Detect Air-showers) is located near St. Anne de Bellevue

on the island of Montreal. It was constructed in a corn field belonging to the Mac-
donald College farm. Our original plan was to make an hexagoana.l array comprised
of 19 detectors and a grid spacing of 50 m. However, when the land was surveyed we
discovered that 'due to the limitations imposed by the size of the field, the maximum
grid size possible was 43 m. After each detector spot was marked, four 1m deep holes
were dug for the support posts. After these 10 x 10 cm posts were planted correctly;
the tops were sawed off to a uniform height. This was done with great care to ensure
that the wooden base was level, which in turn would ensure that the liquid scintillator -
would be uniformly distributed in the tray. To inhibit any wa."‘r%ing of the wooden
base due to damp weather conditions, it was firmly bolted to the support posts. The
cables used for the detectors were passed through a small hole. in the base. Thick in-
dustrial plastic was then used to seal the bottom to prevefxt any of the caustic liquid

i

scintillator from leaking on the ground in case of any leakage from the counter bottom.

~ Next, the empty scintillator tray was placed over a sheet of aluminized mylar and four

support blocks. The blocks were used to keep the center of the tray from sagging due
to the weight of the scintillator liquid. When the counters are filled with the liquid
scintillator they weigh approximately 50 kg, so it was decided that the filling process

should be done in the field once the trays were in place. This would prevent the seal
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'from breaking due to the liq\;.id sloshing about. The light cones were then placed over

the tray, the PMT placed on top of the light cone, and finally, the whole apparatus
was covered with the dark plastic. The fnal shielding, (the steel pyramid) was placed
over the detector and firmly screwed into the wooden base.

The final form of LEDA consists of of 19 detectors arranged in a he:salgonal shape
as shown in figure 4.1. The detectors are not coplanar, however éhe maximum differ-
ence between the highest and the low?st is less than 2m. The hexagonal shape was
chosen because it~is the closest approximation to a circle that can be achieved with

a regular latticg arrangement. A circle maximizes the area, minimizes the circum-

ference and has no corners. The total area of the array is approximately 22,000 m?.

Each detector is used in the density and fast timing measurements. The inner seven

counters (1-7) are connected to the electronics hut (which is located at the center
of-the array near detector 1) via 50 metre high-voltage (RG59) cables and 50 metre
fast signal (RG58) cables. The outer twelve counters (8-19) are connected to the
electronics hut via 100 metre cables. Given that the speed of the signal in the cables

is 2/3 the speed of light, the signalg of the outer counters will be-delayed by 250ns

with respect to the inner seven. *

? o
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O electronics hut

@ scintillation detector

Extensive Atir Shower Array

!

FiG 4.1: An illustration of the LEDA air shower array. The detector numbers are
labelled, where the ‘inner seven’ counters are labelled from 1 through 7 and the
‘outer twelve’ counters are labelled from 8 through 19. The grid spacing is 43 m.
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4.2 Electronics Configuration ) . :.

w2

The photomultipliers require high voltage which is pow;e'red by the LeCroy HV4032A
32-channe] high voltage supply. The ana.log—to-dig'ita.l converters (ADC) and the
" time-to-digital converters (TDC) are housed in a CAMAC crate. Also, within the
CAMAC crate, the computer used to read the information from the ADC/TDC’s is
the LSI-11/2 computer usiné the RT11-FB operating system. The discriminators,

gate generators and the fan-in/fan-out modules are housed in the NIM bin.

" TABLE 4.1

£

Electronic Modules

\

abbreviation description mode] # ”
- ADC analog to digital converter LeCroy 2249W
( TDC time to digital converter LeCroy 2228A
.t DISCR octal discriminator LeCroy 623B
FI/FO ‘| logic fan in / fan out LeCroy 429A
GATE GEN gate generator LeCroy 222
HV - ~ high voltage supply LeCroy HV4032A

The electronics configuration of the experiment is shown in figure 4.2. As signals
come in from the inner seven counters, they are split by 4/1 splitters. The larger signal
is used for the fast timing to minimize time slewing effects described in chapter 2. The
smaller signal is passed .through 100 ns of delay cables and then co{x}werted to digital

. . form by the ADC. The larger signals from the inner seven counters are split equally,
b?fore entering separate discriminators, one witl; a threshold (thy = —30mV) set just

above the noise level of the counter and one with a higher threshold (th; = —200mV’).
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FIG 4.2: A block diagram of the electronic signal processing used in our experi-
ment. The incoming pulses from all the detectors are split with 4/5 of the pulse
going to the discriminators and 1/5 the pulse going to the ADC. The pulses from
the inner seven counters (C1) are used for the start and stop of the TDC and ADC
after passing through a high level (-200 mV') discriminator. The outer twelve coun-
ters (C8) have an additional delays due to the extra length their signal cables.
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The first discriminator’s signal is used to stop the TDC clock after being delayed
by 100ns. The second discriminator’s signal is used for the triggering which will
be explained in a later section. The signals comirig from this second discrimirator
are combined into an OR gate, which sends a pulse to the NIM gate generator.
The resultant pulse ic used as the gate for the ADC, and as the start pulse for the
TDC. Thus the exﬁeriment is triggered only if one of the inner seven detectors goes
above the threshold of the second discriminator. The outer 12 counters are arranged
similarly, but they are not used in the primary trigger, so they only-ise one low
threshold discriminator to ge;lera.te a pulse which ;tops the TDC. The meth‘od ﬁse&

in determining the amount of delays needed and the length of the gate width is

described in the next seci.ion.

o

4.3 Delays and Gate-widths

-
-

Because of the various lengths of the sxgnal cables, and trensit times in the trigger
logic, it was necessary to add delays to some of the incoming mgna.ls to_ensure that
all of the analog pulses are inside the generated gate, and-that a.ll of the timing stop

pulses arrive after the start pulse. Also, the angle of the shower front causes the time

in each detector to be offset by

u vt = (z cos ¢ + y sin ¢) sinf 41
D

where

v is the velocity of the shower front, (usually taken as 30 em/ns)
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d is the distance separating the two respective cc_ountei's

8 & ¢ are the zenith and azimuthal angles. ~

The amount of delay that is needed was c;.lculateci by using a Monte Carlo

program, which was written to simulate our experiment. It was found that the inner )

seven counters had particleé which ‘i)it’ the detector up to 100 ng before the trigger was
sent (see figure 4.3a.) Tliis occurs when the shower, coming at an angleQO, hits the first
of the inner seven countersqéivingl a signal which is above the threshold th; bu{pelow
the triggering threshold of th,. If the signal pulse is sent to the electro, cs hut wit'hout
any a.dditional/de\lg.yg,. 1t winj{;fve before the f;rigger ?ulse, which will only be sent

o

after the shower front strikes another one of the inner seven gountei's which has a signal

.
“

. . !
*above th,. ‘Suppose for example, in figure 4.4, that the particle density was such that

th; < signal < thy for counters 2, 3, & 7 and that counter 1 triggered the experiment

a :
4

because it was the"first detector that had a signal larger than th,. = 30° and

¢ = 0°, then the signal from counter 2 would ‘arrive (1/.30)435in 302 £os0° =~ 72ns

~

before the trigger. Therefore, unless the signals coming from the inner seven counters

1

are delayed by 100 ns with respect to the trigger signal, some informdtion could be

lost. - ‘ . “

Because the outer 12 counters are connected to the electronics [hut by 100m

¢

cables, as opposed to the 50 m cables that the inner 7 c{)unters use,| they have an

intrinsic delay of 250 ns and hence, they, do not need extra gelay cables. Using the

" above example, the signal from counter 9 would arrive 250—(1/.30)86 sin 30° ~ 100ns ~
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4 FIG 4. 3 A Monte Carlo sxmulatxon of the amval times of the shower front for
| E counters 2 & 8. The sharp peak in (a) is a result of the pulse from counter 2 being
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after the trigger.

\\ The Mon&;?arlo also showed that due to extra Dﬂight time for the shower front
as well as the extra 50 m of signal cable uséd for the outer 12 counters, the signals

" arriving from these counters come as late as 500 s after ¢ (see figure 4.3b). Once the
\ pulse is sent, thﬂe ADC requires a gate width of at least 150ns to obtain an accurate
integration of the pulse. This then gives us a gate width with a minimum of 650 ns.
N ﬂ ‘ After the first few preliminary runs, the timing information was histogrammed
+ for each detector. Beta‘;se of the triggering methodé, the inner 7 detectors and the

\ oute; 12 detéctors have patterns which are unique tci /tixeix: own groups. The \timing
" histograms for counter 2 and counter 8 are shown( in ﬁg;lre 4.5., The sharp peak

in the }ﬁstoéram for ;:ounter 2 corresponds to th\ose events which were triggered by

( ! counter 2. The location of this pe;a.k is a measure of the delay cables used for the \

inner seven counters within the\ electronics hut. It can be seen from these plots that

the delays and the gate width of 650ns are sufficient.
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4.4 Trigger ConditionsA

.

The ADC gates and the TDC starts are generated only when one of the inner seven
counters goes above the threshold limit determined by the second discriminator shown
in figure 4.2. Triggering on one of the inner 7 counters increases the likelihood of the
shower core being within the perimeter of the array. It is essentially impossible to
fit the shape and size of the shower if only‘ the edge of the shower is det(fcte'd and
it circumvents the more complicated timing and delay p;'oblems involved if the outer

counters are involved in the trigger.

Depending on the number of counters required to ~‘constitute a ‘real’ shower, the
computer will accept only a small portion of the measured events and write them
to disk. Unless the trigger threshold is set high enough, ;his will incur a significant
amount of computer ‘dead time’ due to the time required by the computer to reject
those events which do not constitute a ’shower’, plus the time necessary to reset the
CAMAC modules. To minimize the amount of dead time, it was necessary to find
a trigger rate which was compatible with the computer’s capabilities to I:ejéct those
events which did not satisfy the criterion of a shower. The trigger rate of the ex-
periment is controlled directly by the threshold levels'in &Be discriminator.t 'I"hus as

!
the trigger rate was adjusted through the discriminator, the trigger rate, read by a

* scalar, was compared with the number of events which the computer had analysed.

The result of this is shown in figure 4.6. The trigger rate was chosen to be approxi-

mately 10 events/second, which corresponds to a discriminator level of 500mV. To

!
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illustrate what this means in terms of particle densities, a histogram (figure 4.7) of
the pulse-heights of counter 2 was constructed by only plotting those pulse heights
which had a corresponding time which fell within thél peak shown in figure 4.5. It
" can be easily seen that the triggering level is approximately 550 adc channels, which
cfn'responds roughly to 4 particles. Figure 4.8 isa logaurithmic histogram of the time
between each successive sh*qyer ﬁrecorded on the disk. The linear nature of this plot

suggests that the ‘dead time’ of the computer does not affect the rates at which we

record the data.

4.5 Data Acquisition _

Data Storage .

If an event is accepted, the information is stored onto a floppy disk on the LSI-
11/2 computer in the following manner. ‘The first four bytes of data give tile number
of seconds past midxiight of the currént day. A code, consisting of 3 bytes, is then
written. The 0 — 18 bits are used as a flag such that if counter x were hit, the x —
1 bit woill be set to 1. Bits 19 — \2—3 is the number of counters hit, written in binary
form. This code will then provide an automatic check, since the numl;gar of ‘1’ bits
between 0 — 18 should be equivalent to the binary number stored in the bits 19 — 25.
For each counter hit, the ADC/TDC values read from the CAMAC crate is converted
into another 3 byte ‘word’. The first 12 bit< of this word is the ADC value, and the
second twelve bits is the TDC value. It should be noted that the CAMAC control

only returns 12 bits for each ADC or TDC value. An example of the data storage

i
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technique is shown in table 4.2. This technique was used to minimize the amount of

oy

+ . disk space needed to store the shower data.

: -
o TABLE 4.2
Data Storage on the LSI
computer form what it means
byte 4o 3 —2 -1
00110011 00000000 01001000 01011001 |The shower was recorded at
, 55603 seconds after midnight i
byte 77— —6— —~d5—-
00100 001 00010000 0100 0010 4 counters were hit.
# hit which counters were hit They were 2,7,13,17
byte « 10— — 90— — 8 —
00100011 0001 0100 00001000 Counter 2 had an adc of 1032
TDC ADC and a tdc value of 561.
byte « 13— —12— 11—
ﬁ 00011001 0100 0000 01110110 ‘ counter 7 had an adc of 118
) TDC ADC and a tdc of 404
byte « 16— 15— —14 — _
01010001 0001 0000 11001001 - {counter 13 had an adc of 201
TDC ADC and and a tdc of 1297
byte « 19— — 18 — ~ 17 — .
01000111 11100101 0100 1111 - c‘c\)\unter 17 had an adc of 1359 N
TDC ADC and a tdc of 1151
N
Data Transfer

The disk is pa.rtit\ioned into 10 files which takes about 40 hours to fill with the
normal trigger conditions (rate ~ 5 showers/min). Before the disk is full however,
we establish a telephone link between the McGill High Energy Physics group’s VAX

785 and the LSI and begin reading filled files onto the VAX and\writing them to its
83 .
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disk. After each file on the LSI's floppy disk has been read, it is flagged, allowing it to
be overwritten by the LS; when more space is needed. The transfer program runs in
background mode and does not contribute to the dead time of the experiment. This
program is typically run once a day and the transfer of data takes approximately
one hour. Thus the LSI cycles continuously through the 10 files available to it, using
the floppy disk as a temp(’)rary storage device. The transfer of data to the VAX is
asynchronous but neverthelc;,ss requires operator intervention on a daily basis.

The information camlxot be passed through the phone lines in byte form, so it
must be converted into ASCII character form, which only has 6 bits as opposed to
8 bits.T To do this, each group of 3 bytes q/f the original data is converted into 4
characters in the following manner. The low 6 bits of every byte are rebuffered and
converted into characters by adding a value of 20 hez. The last 2 bits of each byte are
then grouped together in an extra byte to form the 4** character. So, in the above
example, the final form of the data file which is stored at McGill is shown in table 4.3.

Once a week, the pedestals for all the ADCs are recorded, as well as the histogram
of the self-triggered pulse-heights for each detector. Since the self-triggered histogram
is predominately single particle pulses, the mean is commonly referred to as the single
particle line (SPL). This histograms is used to determine the noise level for that

detector and to determine the SPL value needed for the energy calculations. These

T ASCH character codes range in value from 32 — 126 (20 — 7E hez). Since the 8*
bit is not used and the 6** bit is always 1, there are only 6 usable bits left.




=

TABLE 4.3

Data Storage on the VAX
Original form of data (HEX) Final form of data (HEX)
59 48 00 33 42 10 39 28‘3) 25 53 2%330 24
21 0814 23 76 40 41 2_8‘34 20 43 5@ 25
19 C910 51 4F E5 39 29 30 2C 31 2F 45 37
= amed —— ’ ~ g 'ane o —— ’
47 27 21
it S~

numbers are recorded, and the data taken within the next week is blocked together

to form one ‘run’, with the date used as the run name.

Frequency

. The number of showers recorded for every 2-day period since October 1987 is
shown in figure 4.9. During the months of July, August, and September the files cre- |
atetti on the LSI were sent tl;rough Datapac 31017M | which a Canada-wide switching
network operated by Telecom Canada, to the VAX. This system was automate
but unfortunately it was unreliable, and tended t(; inhibit continuous data collection.
There was no data collééted in Ocitober because, at that time, the ﬁéld needed to
be ﬁuvested, which required ‘us to disconnect our experiment:.,r During this time we
developed the current data transfer program.

During the Christmas break we added additional cuts to the program. Instead

of having one parameter describing the hoise level of all the detectors, 19 parameters

t In the future we will bury the cables 80 that this will no longer be a problem,

85




]
~

?

:

:

4

[N

:

Number of Recorded Showeré

g
:

FIG 4.9: A histogram of the total number of showers recorded on disk for beach

gw@ay period.j : \ }

-

. 86




{+
were included to eliminate erroneous data from detectors with high pedestals. These

cuts reduced the total number of showers recorded on disk, but not the actual amount ‘

of useful events. .

a

3

4.6 Timing Calibrations

" . Calibration of the TDC

TABLE 4.4 .
| ; Gain and Time Offsets for Ehe TDC channels
counter# “cc/ns (£.02)
1 417
2 4.18 ( :
° 3. 412 S W
4 4.22 . .
5 ( 4.23. |
: 6 4.19 = / L j
r 7 420 o j
1 8 4.16 \ f
| .9 426 /
, " 10 T 4,30 [ :
11 , 423 veo ]
© 12 421 /
13 . 431 - -
) 14 431 .
15 425 P
16 428 e
17 /\ 4.09 |
18 T T 418 '
19 4.04 .

The conversion from clock-counts to nangseconds was pre-set to 4 cc/ns on the
,TDC odule. To determine the accuracy of this, we used the pulse from one counter ‘

. , ‘
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e - to start the clock and then the same pulse, delayed by a suvcc&eéion of calibrated cables,

N

was used to stop the clock. The individual measurements were then fitted to a straight
o ‘ -

Hne to determine the cgpversion factor for each channel. These conversion factors are

listed in table 4.4 for edch counter. They range from 4.09cc/ns to 4.23ca/ns.

Pulse-Hesght Corrections

It was shown in chapter'2 that the ‘absolute’ time is dependent upon the pulse

"%
height of the incoming signal because of the time slewing effect. Time slewing is a
function of the electronic devices as well as a function of the photo-tube. In the lab

it was shown that the time slewing effects between photo-tubes was not consistent,

" and in the field, the electronic configuration is d%rent than that in the lab. Instead

. of 1/2 the incoming pulse béing used to stop the TDC clock, now 4/5 of the pulse

from the outer 12 counters and 2/5 of the pulse from the inner 7 counters is used
to stop the«clock. Therefore it was necessary to measure the time-slewing effects for

v '\
each counter under field conditions. .

™~ ¢

To measure the time slewing, a trigger counter, comprised gf fwo plastic scintil-
lators separated by lead with two fast photomultipliers, was pla.ce<ui underneath of the
detector to provide the ‘absolute’ time. Because we wanted to know the ti:me delay
of each Eounter with respect to the same arbitrary point and not just the relationship
between one counter and the triggering device, it was necessary to maintain the cable
arrangement for the trigger counters between one experiment and the next. This
would $hen give us the extra advantage of incorporating any extra delay time times
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FIG 4.10: A block diagram of the electronics used in the time-slewing measurement
for (a) the i inner seven counters (1-7) and (b) the outer twelve counters (8-19). The
signal from céiinters (1-7) were split with 2/5 going to the discriminator and 1/5
of the pulse going to the ADC. The other 2/5 were not used. The signal from
counters (8-19) were split with 4/5 going to the discriminator and 1 /5 going to the

.ADC In both cases, the counter started the clock.
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due to inaccurate measurements of the cable length into the ca\lculation. The signal
from the counter was used to trigger the electronics, and after the trigger was sent,
' tile computer program only accepted an event if the trigger‘ ADC levels were above
noise lev;als and if the TDC times were not overflowed. Tile electronic configuration

is shown in figure 4.10. The clock is started when the pulse from the counter passes

over the threshold of the discriminator. 'i‘he measurement of the electronic delays,
and the delay cables for the inner seen counter, is measured by the stop pulse of
tlxg counter. Because the time-slewing effects occur within the fliscrimina.tor the start
. ) and stop pulses are effected equally, therefore the measurement of the electronic delay

is pulse-height independent. The trigger counter generates two stop pulses, and be-

/ cause the trigger counter uses fast PMTs, we assume that stop pulses are pulse-height

@ ‘independent. \ _ |
. ‘ léecguse the start tixglfab of the clock is pulse-height dependent, but the trigger

étop i)ulses are not, the tixﬁg slewing is actually recorded by the tims 'vatiation of theﬂ
trigger counter. This is demonstrated in figure 4.11. The data was analyzed using only

T ,the timing information from the scintillator located at the top of the trigger counter,

with the electronic delays added as a constant. The interpretation of the equation

t=a/y/ph+b 4.2

'S

is that a is a measure of the time-slewing effect, and the intercept b is a direct measure

of 'the of the timing delays due to cable lengths and electronic delays.

4o
o
a

There was a total of five tests done for each counter with each test having
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FIG 4.11: A timing diagram of the start and stop pulse of the TDC, with different
pulse-heights coming from the counter. The start pulse is pulse-height dependent
- _ which causes the measured time ¢, and t, to be variable, even though the time of .

the stop pulse is constant.
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TABLE 4.5 \

3 A summary of the parameters a,b for each detector, where a,b were deflned
by the equation ¢ = a/\/ph + b

Ay

counter# a (ns) b (ns)
1 112.1+8.4 . 10.0
2 108.0 £8.1 6.8
3 123.2+10.8 . 6.3
4 93.2+74 - < 5.6
L 5 106.7 £6.1 13.8
; ~ 6 121.3+104 us

. ’ 7 106.4 +£11.8 4.7
. 8 227.6 +£5.7 145.0
9 ' 141.1+6.7 154.3
10 120.2+5.4 154.7
11 137.6+5.9 153.3
12 136.7+11.9 , 152.8
13 182.8 +12.4 145.0
c 14 | 143.748.7 152.7
15 145.3+5.6 148.6
16 102.8 +10.0 151.1
17 116.2+4.4 154.1
18 137.3+3.6 ] 1513

19 - 106.6+1.4 | | 163.2 )

ke
I3 %
PR

different voltage. The voltages were set at Vp — 20, Vo — 10, Vo, Vo + 10, Vo + 20,
where Vo is the operating voltage for that particular detector. The general shape of
the curve was continuous between the varying voltages, so we combined the data of
all of the voltages and fit the data to equation 4.2, which_ ;—sho;mi in figure 4.12 for

counter 19. A summary of the time-slewing corrective terms (a in equation 4.2) is

]

shown in figure 4.13.
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ahadl
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Timing Resolution
The parameters listed in table 4.5 were used to find a ‘corrected’ time for each

Vi,

one of the counters ie: . TN
Lo t=t\.—-—a/\/ph,-;§-\-bv . YT 4.3
. L ".;.\t t

and th(; resulj;g_\ypré histogrammed. A Gaussia.%} distribution was fitted: for each
histogram and the resultant o Wa.s‘ﬂxl.l3 ns. The results for counter 2 are sl;own ,in
figure 4.14. The'o was found to be larger than thet results listed in chapter 2.l This
inconsistency can be understood in terms of the actual experimental conﬁguration.ixg

the laboratory, the trigger counter was placed directly underneath the counter withé'

maximum vertical separatic;n distance of 3 crm. However, when the timing tests were

. done in the field, the vertical distance between the trigger and the counter varied

depending on how much snow was under the detector at the time of the test. The
lower the trigger detector is from the bottom of the counter, the larger the area is on

the counter bottom where a particle may pass and still be detected by the trigger.

This 1s illustrated in figure 4.15. In figure 4.15a, the dist}nce between the points of

{ .
impact on the bottom of the counter is minimal as compared to part b. It was shown

in ‘chapter 3 (see figure 3.8) that the absolute time is a function of radial position

N t

at which the particle crosses the counter bottom. Hence it can be seen that if the

trigger was not'immediately adjacent to the counter bottom, the acceptance area is
larger and the radial position of the incoming particle will have a larger effect on time

distribution.
¥
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5.0 DATA ANALYSIS }

5.1 Fitting the Shower Fronit ¢« -
R ~

[

" As the extensive air shower develops through the.atmosphere, the electrons form a

*

thin (1 ~ 2m) spherical shape with a W.ius of. curvature of ~ 2600m. Because of

2

the large radius of curvature, and our small effective viewing area, the shower front

can be approximated as a disk. G

For each counter that participated in the event there is a direct measurement

ti. Because of the finite measurement precision, the measured times deviate from

the ‘true’ values by a random amount which is measured by ’t?e standagd deviation

oi. The most useful method of fitting such data, if the function describipg their

&

[

relationship is linear, is the least squares metliod
? 1
Xt =Y 2% =min - 5.1

=1 3

r; = residual, defined as the difference between the expected value and the value
Cy .

n = number of data points -

i o

AN

actually measured

o} = uncorrelated variance of each measurement 1,

In our case, we are fitting the time ¢; to a plane by the following expression: -

1

A2

ct; = a1z; + agy; + a3 X 5.2

>

where




. ¥ ) ! - .
¢ = velocity of hght (2998 m/nsf
L iy = posxtlon of the i** detector in meters .
1; = measured time in ;ﬁpvm by the gt :iéﬁtbt'tpr o .
Therefore, the x2 for this set of data is: - I L o
7 Z: (arz; + agy. + asz — ct.)z 53 '

Woi=1

equal to zero. The resulting three equations can be summarized into a matrix form:
.‘J/ ' -

S ' FA = T n 5.4

where . . /
o Latfo? T ziyifo? Y zifo}
F= | Lewifo? Y vile¥ Y yi/o?
Yzifo?  Ywjet Y 1/o?
and \ B ) 2
. . ay Zt,-z,[ﬁ , .
g A=]a |}, T=c| ¥ tiyi/o? @ ’
u ’ a3 , Y tifa? - :

Solving for the matrix A = F~IT then gives the-‘best fit’ paratheters aj, az, a3.

To determine the error jn A we use the matrix notation of the standard formula

U

of error propagation. If we have a linear equation

o |  Y=BX | 9
0 - ) | \
a.nd the covariance matrix of X [V(X)] is a diagonal matrix with th&: diagonal elements

P -

' equal to o7, then the covariance matrix of Y is ’ ’ > |
‘ " v(Y)=B vV(X) B ,
100
{& ak o ( - . ' \
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Using this method, and the proper choice of matrices, it can be shown¢ that the

covariant matrix of A given in equation 5.4 is

V)£ ! 5.5
. .

Conversion 10 0, ¢ ' ) "

convert this to the angles 8 and ¢. Figure 5.1a shows thg plane front and one detector

Q
placed at XC,YC. Using simple trigonometric properties it can be seen that
z= d - o
~ tan#f

‘ d=(yc~ zctan¢)§:os¢
where the vaflue of d is found fromhgure 5.1b. However, it is not the angle of the plane
which we v;*ish to find, but the angle of the vector normal to the plane, ie: § — 90— 9;
and ¢ — ¢ —90. Also, the time mea.sured%y ?he detecfors do not come from vertical

going particles, but from particles travelling perpendicular to the shower front, hence

3

" \ f ct = zcosf
o
which gives, as ous final formula
< . !
ct; = —(z;co8 ¢ + y;sin ¢)sind ~ 5.6
com;;aring this with equation 5.2, we then have
a;’= ~ cos ¢sind, : ®o
" az = —singsind
01 \ o

Once we have determined the best fit for the parameters a;, a3, a3, We must




or conversely
: ‘ sin0=\/a'f+a§, .

. -1,%2
=t 12
$=tan™ (=

-

N BT

The uncertainty in the angles can be found by using the covariance matrix and

o L] R t

the general formula for the propagation of errors. If A is the variance (or covariance)

J

of a set of parameters a;,az,...,n and if y is a function of these parameiers, then

Ay = ZZ %%Ai,‘.
i

Taking the i)artial derivatives & equation 5.7 the variance of cos @ and ¢ are given

as

0 . f
Ad = (A2 al 4+ Ay a3 — 2A12a1a7)/ sint 6 »

+

- Acosf = (A1 @® +Azz a2 4+ 274, a&l\z)/ cos? 8 v R

© 5.8 ‘

The angular resolution of an array is defined as the angle between the ‘real’

shower direction and thescalculated vector. To approximate this using the covariance

madtrix, we find the o of the angle by using the equation for a solid angle .

. ' 89 = 6 cos 06

S
L3

and the half angle & of a cone defined by 60

W

eI
~
to cbtain - 4. :
AcosbA
. (0a)? = __M
K r
- N 102
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s 2

(2)

(b)

FIG 5.1: A diagram illustrating how the relative arrival tune‘ of the shower front
in detectors with coordinates (xc,yc) are converted to the angles § and ¢ which
define the plane.
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A

5.2 Monte Carlo Simulation

When the shower front is fitted using equation 5.6, it is assum;:d that it is infinitely
thin with no curvature. However, we know’ that each shower has a thickness between
1 and 2m, and that the average shower curvature is 2600m (with a lower limit of
1300 m). If the shower front is curved, it is immediately obvious that the measured
angle is dependent upon the portion :)f the shower front detected, which implies that

the further the shower core is from the central detector, the larger the angular error.

-

The effect of the shower thickness on the angular resolution is a little less obvious,
but nonetheless very important. At the center of the shower front, the number of
pa:rticles is large, and hence the’prob;a,bility that there are pa;'ticles at the leading
edge of the shower is much larger than at the edge of the shower where the particles
are less numero"us.‘ Sinc; the detectors only measure the time of the first particle
which arrives, a large shower with no curvature may still give the appearance of a

curved front, and then we have a similar problem as described above.
- &
Description of the Monte Carlo

To determine how these two phenomenon would effect the angular resolution, a

Monte Carlo was written to simulate curved shower fronts with finite thicknesses.

Unless otherwise stated, the following conditions were imposed on the Monte

Carlo program: (
(1) The thickness th of the shower front was modelled by a Gaussian shape where

68% of all the particles are within th -

\
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?

,

(2) Each counter has a timing uncertainty with a sigma of .7ns (agai;l the s)xa.pe
was Ga@sim) |

(3) The earliest partitle striking a counter was the one that was considered to have
stopped the clock. The NKG function was used to simulate the lateral spread of .

\ N

the shower particles.

(4) All the shower cores were generated within 100m of counter 1

(5) The event was considered accepted if 1 of the inner seven counters had 4 particles

or more, and if at least 5 of the counters had 1 particle or more.

(6) The angular resolution is calculated by v; - v, = cosa, where vy was the normal
vector generated by the shower front and v, was the normal vector to the calcu-
lated shower front. The angle resolution is given by that angle inside which 63%

of all the events would occur.

Mean Time Offsets . ' .

¢
3

It is the standard practice of researchers using extensive air shower*arrays to

calibrate the time offsets in each detector by centering the the individual histograms
of the arrival times about a common value.*> The theory is that given the random

nature of the shower directions, each detector ié\as likely to be triggered early as it is

-

to be triggered late.
It can be seen in figure 5.2a that the means of the arrival times are indeed

centered around a common value when the shower front is flat, but for curved shower

1

fronts, the mean of the arrival time varies from detector. to detector as a function of

105
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FIG 5.2: The simulated mean of the arrivaltime (ct) in each detector for (a) flat
- shower front, and (b) a curved-shower front with the radius of curvature = 3000 m.
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the distance frém that detector to the center of the array (ﬁgt;re 5.2b). This unique
pattern is not surprising i one considers the statistical nature of the detected showers.
On average, the shower cores are located at the center of the array with 8 = 0°. If
the curvature of the shower is R, then the measured time of each detector is offset by

d?/2R where d is the distance from the center of the shower.

LAY
~

Ang;tilar Resolyion

The angular resolution of the array is a function of the properties of the incident
shower front, such as the curvature and thickness, as well as the location of the shower
core with respect to the array. The results of the Monte Carlo are summarized in

figure 5.3. It was mentioned before that for a curved shower front, one would expect

the angular resolution to be more accurate if the shower core was located at the center

* of the array. Figure 5.3a shows this relationship for a shower of size 6 (N, = 10%),

‘ and three different shower curvatures. It should bia noted that even for a flat shower
front, the angular resolution is better near the center of the array. This is because the

" finite tlilickness of the shower front will simulate a curved structure due to the higher

/ *

density of particles near the shower core.

The angular resolution as a function of shower thickness is shown in figure 5.3b.
Again, the humber of particles in the generated shower is 10°. The relationship
between thie thickness and the angular resolution is linear regardless of the size of
the shower curva',ture. The shower curvature seems to have the largest effect on the

‘ angular resolution, as shown in figuré 5.3c. As the radius of curvature decreases, the
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a function of the shower thickness, for 4 different radii of curvature, (c) Simulated.
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angular resolution decreases exponentially. |

The summary of the relationships between angular resolution, shower curvature,
‘shower thickness, and location of ‘the coré, do not give an estimate of the overall
accuracy \of our array. To do that, the above conditions were combined in the fol\—"l

lowing way to simulate the operating conditions of our array. The shower sizes were

randomized to obéy the known flux rates, which 5.re

) | ‘
L F(N)=6.1N"232 \10®> N > 10°

oy
‘ -

_ F(N)=16TN"2%  10°> N > 10°%;

s

the shower curvatures were randomized using a Gaussian function to give an average
of 2600 m and a lower limit of 1300 m (o = 430m); and all the generated showers had

a thickness of 1.5m. The total angular resolution calculated by the Monte Carlo was

then 1.15°.

14

In air shower arrays, the time offsets for each detectors are not always known,
k]

so, as mentioned before, the mean of the arrival times are centered around a common

value. This is equivalent to centering the residuals about zero. We simulated this in

¢

q Al
our Monte Carlo by adding a timing correction to each detector. The new angular

8

resolution was estimated to be 1.25°.
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5.3 Data Analysis

Additional Data Cuts

, Because the angular resolution degra.des‘ as the distance of the shower core from
the centre of the array increases, only those showers whose calculated cores! are within
75m of counter 1 are analysed. Once 8 and ¢ are calculated, ‘only the showers with
@ < 30° are accepted because, at larger ;mgles, the cht;nges in the apparent depth of

v °

atmospflere are more signiﬁcax‘it and cause the showers to be poorly measured. »
Before a shower is recorded on the disk, at least oné of the inner seven counters
must have an ADC cha.nn;f reading of 550 or more. This va.l;1e of 550 is a function of
the number of particles recorded in the detector as well as a function of the amplifi-
cation of the photo-tube. Because of this; there are some biases within the triggering

system. For this reason, stricter acceptance conditions are required when analyz-

ing the data. As was mentioned before, the ADC trigger acceptance corresponds to

roughly to 4 particles. To un-bias the data, the software trigger conditions must be

that 5 particles pass through at least 1 of the inner seven counters, and that at least
5 counters had 1 particle or more. The efficiency of shower detection-of our array was

modelled using Monte Carlo methods!?® and is shown in figure 5.4. P

Timing Calibrations \
}

The mean of the arrival times for all accepted showers was measured and il-

t A detailed description of this calculation is given by K. Murthy'®
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lustrated in figure 5.5. The pattern that was originally shown in figure 5.3a is not

reproduced, however the overall pattern of the real data is a mixture of tingng delays

due to shower curvature, las well as timing delays due to the vertical offsets of the
detectors. If the &étect;or has a coordinate of (%3, ¥i, 2;) then the time delay ‘(ct) due
to its z offset is simply —z. If the pattern of mean times follows the Monte Carlo,
oy »then counters 11, 10, 9, 18,and 19 have higher elevations than the rest of the array.
! Although there is no detailed contour map of the array location, a visual inspection

- of our array confirms this. To compensate for these vertical offsets, it was decided

that a timing correction will be added to each detector so that the mean of the arrival

times will be equal. This is justified by the Monte Carlo simulation (discussed in the

previous section) which showed that doing this would decrease our angular resolution
A

( by only 0.1°. : . [

‘ Residuals

y

o Before equation 5.4 can be properly utilized in obtaining the best fit for a plare,

t

the uncertainty in the timing measurement must be known. Because of the timing

uncertainties brought about by shower thicknesses and curvature, the best estimate

Y A¢
of the timing uncettainties are obtained in the following manner. The data, once it

" has s%gisﬁed the above conditions, is fit using equation 5.4 with o; = 1. The residuals

for each detector are stored in a histogram, gandv later fit to a Gaussian. 'The_a of the

i | .
Gaussian is then used as the timing uncertainty for that detector. The data is then

. - re-fit using the properly weighted time measurements.
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FIG 5.6: The residuals for' detector (a) 3, and ‘(b) 18 are shown as a function of
the number of electrons in the detector at the time of the measurement.
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The residuals are again calculated, but this time they are plotted as a function

«of number of electrons detected. Figure 5.6 shows two examples of this. The more

electrons there are detected in the cg.nter, the higher the probability that one of the
electrons wes within the leading edge of the detector, which would explam why the
residuals are larger when the number of particles is lower. Figure 5.7 shows a plot
of the residual means and o’s as a function of the number of electrons for detector 3
and 19. These o’s are then tabulated and again the data is re-analyzed by weighting
the data as a functions of the number of electrons (ie: wti(N.) = [1/ai(N.)]?. Those
detectors which measured the edge of the shower will not'participate as strongly in

the fit as the ones whicle detected the center of the shower.

"I the resid;xgls are calculated p;operl;:, the y% per degree of-freedom should peak
at 1. The degree of freedom (dof) is the number of detectors participating in the
event, minus the number of constraints (3). A histogram of the x2/dof is shown in
figure 5.8. The peak centers around 1 so it ¢an be assumed that the estimation of the

o

timing uncertainties is correct.

J
Calculatzon of Angular Error

In the Monte Carlo program, the angu.lar resobution was calculated by comparing

the calculated normal vector with the original normal vector. However, for real data,

the original vector is not known. One method of estimating the angular resolution

is by using the covariant matrix, described in section 5.1 If all the estimated 0o’s

are histegrammed, the total angular resolution is the limit witlii’n which 98% of the

116




-

Ndmber of Events

5

S ]
R e, i)

oy
pL

-
[ERRE N5 2




events occur.

Another method of estimating the angular resolution is done in the following
‘manner. After tlze best fit for the shower is obtained, each detector time is mod;xl;.ted
' by a random amount, which is dependent upon the previously calculated residuals

for that detector. The ‘new’ times are then re-fit and then the error in the angular
measurement is found by taking the d9t product between the old ang the new norglal
"vectors. This is repeated 5 times for each accepted shower. The angles are histo-
grammed, and the angular resolution is defined t\o be the limit within. which 63% of
the events occur.
> When we impose an additional data cut that the x*/dof is less than 8, the
angular resc;lution (illustrated in figure 5.9) wasl estimated to Be 0.55° and 0.65° by

the two methods described a.l?ove.l
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FIG 5.9: (a) The o, calculated from the covariant matrix, giving an angular

" resolution of 0.55°, and (b) the  calcylated by varying the times of the real data

and re-fitting the event (see text for more detailed description), giving an angular
resolution of 0.65°. ' )

An

‘ 119 ' i




\
5.4 Star Tracking
Coordinate Systems

Once the local coordinates 8 and ¢ are calculated, we must then intérpret them

in terms of celestial objects. Before this can be done, we must first define what is

" commonly known as the celestial sphere. Imagine a sphere with earth at the center,

rotating in the east to west direction about the earth. All celestial objects will then
appear to be fixed points on this sphere. The following is a list of the important

points or great circles on the celestial sphere, shown in figure 5.10 and figure 5.11.

, local zenith poiﬁt: A point defined by exte:nding the line joining the center

of the Earth and the observer’s Rosition on the Earth.

horizon: A great circle defined by the intersection of the celestial sphere with °
a plane which is perpendicular to the local zexiith, and passes through

the center of the Earth. Note that due to lthe finite size of the Earth,

mountains etc., the visual horizon of the observer is not necessarily the

‘horizon’ defined here.

celestial poles: The intersection of the rota.tio;ml wz of Earth with the % .

celestial sphere defines the two points; the North and South celestial poles.

Lo

observer’s meridian: A great circle perpendicular to the horizon and passing

through the local zenith and the north celestial pole.

north point: A point defined by the intersection of the horizon and the'great

»

120

A




{;@5’7 B

o
7

circle passing through the North and South celestial poles.

" celestial equator: A great circle defined by the intersection of the celestial
sphere with a plane which also intersects with the Earth’s geodetic equa-

tor.

ecliptic: A great circle defined by the apparent path of the sun during the

course of one year.

equinoz: Two points defined by the intersection of the ecliptic with the
celestial equator. The vernal equinox occurs in spring an thc’e autumnal
equinox occurs in the autumn, the two days in the year when the day and

night are both 12 hours long.

sidereal day: Equal to the time between ‘crossing of the observer’s meridian
by a point fixed on the celestial sphere. This is not equal t one solar
day.

' ' * 1 sidereal day = 1.002738 solar day \

In the Local Horizon Coordinates, a celestial object is defined by thtl altitud‘e ¢,

and the azimuth ¢' where . - , \
- A
¢ is the angl; between the horizon and the celestial object and \

- ¢' is the angle east of the north point.

:As the earth spins, the local zenith point moves along the celestial sphere; thereby -
|

mé.king ¢ and ¢' function of the time of day and the time of the year. To a.cc\punt for
- \
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- ' _North Celestiol\Pole
North Point
Azimuth
Celestial Object

Zenith Point

Observer’s
Meridian

Altitude

L]

Observer—

Rotation Axis

~—

Observer's Horizon

I South Celestial Pole

. ¢ - -
FIG 6.10: Local Horizon Coordinate system. The position of a stellar object is
_ defined by the altitude §’ which is the angle (_L to the horizon) frofh the horison
to the object, and the asimuth ¢' which is the angle east (along the horison) from
the north point. \
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North Celestial Pole -
o]
o Rotation Celestial Object .
Axis ST
' Declination
- Greenwich - Ecliptic
Meridian S E
Geodetic Celestial Equator
Equator Right Ascension

Vernal Equinox

South Celestial Pole

e

FIG 5.11: Equatorial Celestial Coordinate system of defining the position of a

stéllar object. The right ascension o is the angle east (along the celestial equator)

from the vernal equinox. The declination § is the angle (L to the equator) from
' the equator to the object. . .
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this difficulty, astronomers have developed coordinate systems which are independent

of the motion of the Earth. One such system, called the Equatorial Celestial Coordi-
nates, is shown in figure 5.11. In this coordinate system a celestial object is loéated
by two coordinates, declination § and the right ascension a where

6 is the angle between the celestial equator and the ob jegt and

a is the angle east of the vernal equinox. |

It should be noted that a is often given in units of hour-angles (hr), where 1 hour- J .

angle = 15 degrees/hour. : .

- Transformation from Local to Celestial C’oordinateL
Before the transformation from local to celestial coordinated can be accom-
plished, thg local mean sidereal time (LMST) must first be calculated, from the local <
(sta.nda:rd, not)daylight savings!) time (LT) and the uni'ver;;al time (UT).4¢
‘ UT = LT + A/15 | - .

GMST = GMST(0*UT) + 0"065710d + 1*002738¢ 5.10

LMST = GMST — A/15

where
o A = west longitude )
- - GMST(0*UT) = GMST on day 0 at 0*UT of each month given in empheris
‘tables., Table 5.1 lists the GMST(0*UT) for 1986 |
'‘GMST = greenwich mean sidereal time which is equal to the right ascension a
K | " (in hour-angles) of the celestia.? ob j;ects crossing the Greenwich meridiapm at

. this absolute time
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LMST = local mean sidereal time v;hich is equal to the rfght ascension a (in

angle-hours) of celestial objects crossing the observer’s meridian at this time.

d = day of the month .

t = time in decimal hours UT

- L,

" TABLE 5.1
Important Constants f(g,r Star Tracking
-4

L

&

GMST on day 0 at 0*UT of each month 1986 o

Jan 06.6245% Apr 12.5384% Jul 18.5180% Oct 00.5633%
Feb 08.6615* May 14.50974 Aug 20.5550" Nov 02.6003*
‘Mar 10.5014*  June 16.5467* Sep 22.5920% Dec 04.5716%

( “Coordinates of the LEDA array

B = 45°25'26" N T A =173°56'17" E

-

i

From the local sidereal time and the right ascension of a celestial object, we can define

the hour-angle A 9a.ngle west along the celestial equator from the observer’s meridian
v to a);

3 .i .
kh = (15 x LMST — a) deg.
Given the latitude 8 and the LMST, spherical ge‘omel_:ry relates the altitude #' and
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- the azimuthal ¢' to o and § wccording' to:47

a) cos# sing’ = —cosbdsinh
b) cos§' cos g’ = sinécos S — cosScoshsinf
c) 6in6 = sins sin 8 + cos § cos h cos B 5.11
d) cosbcos h = sinh cos f — cos§’ cos ¢'sin 8 '
. ) ' ) sin§ = sin ' sin 8 + cos #' cos ¢’ cos B )

Since & by definition is less than 90°, it is determined uniquely by equation 5.1le. .

However, h can vary over 360°, so sin h and cos h mtist be determined separately by
equations 5.11a and 5.11d to g'ive the correct quadrant.

The accuracy of the above equations are dependent on tl‘a}e accuracy of §',¢' and
the time measurement of the shower. As each shower is recorded on the LSI—il, the
current time (in seconds past midnight) is also re;orded. The time on the cdx;lputer is
set in conjunction with the time signal given by CBC at 1:00 Eastern Standard Time.
The computer time is then checked daily against a quartz digital watch (accurate to
within 6 seconds/month). In the worst case of an error in our time of six seconds,' the
corresponding error in the hour-angle will be 0°1'30". /’I_‘hjs is negligible compared to
the angular resolutior; given by the previous section. 4

The viewing area of the sky is illustrated in figure 5.12, where each dot is pro-

portional to the number of showers recorded, which came from that location in the
' ‘ I

. sky, during the month of January 1988. It can easily be seen that at our latitude,

" Cygnus X-3 (§ =40°9 a = 307%8) is well within our visible range of the sky.

- o
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FIG 5.12: The map of the sky is shown where the number of recorded showgrsa_
(during January 1988) is proportional to the number of dots. Cygnus X-3 has the
coordinates § = 40°9 and a = 30778, .
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6.0 CONCLUSION o

, The angular resolution for our array, calcuiated by the Monte Carlo is 1.25°.
However, since the model was a highly s"implistic view of the real shower front (Gaus-
sian dist;ributions of curvature, etc.) this resolution is considered to be pessimistic.

The angular resolution calculated from the data (0.65°) is much smaller than that

predicted by the Monte Carlo. However, since the data analysis does not consider ,

the effects of measuring only a portion of the sho;ver front, the angular resolution is
estimated to be between 0.65° and 1‘:25°. This resolution is of the sm%e order as that
of the Kiel group,?? and so we conclude that we will be able to observe any strong
~-ray sources within our visible range (20° < § < 70°N and 0° < & < 360°): given
sufficient viewing time. ) .

In the future, vu;e hope to improve the timing resolution by adding a thin layer
of lead. This w"ill reduce the shower tHiékness and curvature problems because 4-rays

”will be converted into electrons, and this yields an additional signal which is earlier

in time.5' A mope accurate estimation of the angular resolution can be found if the '

relation of shower curvature to shower size is understood, either by measuring the
_ curvature directly, or by simulat}ng the shower front by modelling the entire shower

process starting from the original cosmic ray. ,

t
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APPENDIX A . %
A.1 A Simulation of the Light Cone of the LEDA Detector

Assumptions and Restrictions
o b

To sxmulate the timing resolution of the light cone in the LEDA detector, the
féllowmg condmons were imposed upon the Monte Carlo program:
( 1) Because we wished to model the light cone only, the quantum efficiency of the

PMT was not 1ncluded in the calculatlons We assume that if the reduction of

photons detected is consta.nt over the entire gate width, the pulse shape (although

not the pulse-height) will remain unchanged |
(2) Therise-time of the PMT was given in the manual as 6.5 ns, so for simplicity sake
we assumed that each photon generates a Gaussian pulse with a 6.5 ns rise-time

(defined as the time it takes to go from 10% to 90% of the maximum peak. This

corresponds to a o of 3.85ns

(3) The PMT was consicier’ed to be a flat plane instead of hemispherical, and we

assumed it has a uniform response across the photo-cathode.

(4) The pulse spectrum is integrated over 150 p.; since this is the gate width used in

&
' ° \

our experimenta.l analysis.
%
(5) The mylar on the light cone was assum}d to be 99% efficient, the reflectivity

of the scmtlllator dish was, given as 90%. The top of the scintillator dish was

assumed to be 100% transparent. .

(6) The index of refraction of the scintillator was approximated to be 1.5, and it was

-3 - < »
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* also assumed to be-independent of the wavelength of the photon. .

over the path of the Losmic ray.

] (8) Our detector was designed to give a uniform pulse-height with no radial depen-
dence. Hence the pulse-height, defined as the number of photons hitting the

PMT, was normalized a.nd\ given no radial dependence.

0 (9) The shape of the scintillator dish was simplified by assuming a flat bottom.

9 | X
(10), The number of photons generated by tﬁe scintillator was completely arbitrary,

and was chosen to be sufficiently large so that statistical fluctuations would be

?%
. minimized.

% ' (11) We also ignored all photons that would be interna.ﬁy reflected in the scintilla-

o tor since, by our simplified version, they would remain trapped until they are

absorbed By the walls of the tray. /A

. Modelling of the Detector

Our detector v;a*éé%\’odg]lpd by ‘zusing the intersection of 19 planes. Eight planes

-

— | were used to’ describe the light cone, one plane for the PMT, one plane for the

scintillator-air boundary, and another nine planes were defined for the scintillator

tray. ) 4
. . 4 i

To calculate the path of the photon in the light cone, we used the following vector

analysis (see figure A.1).

Let

-0 R ' 130 -

(7) The light generated by the scintillator was assumed to be uniformly distributed
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FIG A.1: A vector A with direction V intersects with a plane, defined by the _
vector B and the normal f, intersects at a point defined by the vector C.

( ) A = the initial position of the photon
V = directional vector of the photon trajectory
&

il

outward unit normal of the detector plane

\ B = any point in the plane which, when combined with #, uniquely defines it <
C = the interception point of the photon with the plane -2
a = length of the.path from 4 to € :
. \ then N -
- i % o oA ‘ -
- C=A+aV . Al .
"‘, .ﬂ T

For two points on the same plane we know, that




.. . ' ) :
\\6/'. 2 .
, or C-a=HB-n N A2

> " ) d
Rewnriting equation A.1 and then ta.kingkthe projection onto 1i gives

aV-a=(C-4)a
>aV-A=(B—-A4)-4  fromeqn A.2 ¥

IRV R " a3
Vi

V]

and

o iy (B2 ARy Ad

V-

To determine which plane the photon struck, we calculated a for each plane using

equation A.3and then used th following argument; the plane which has the shortest

_ positive distance between the origin of the photon and the intersection point must

be the one which the photon hit. Once the intersection point t?ras discovered, the
posit(ioﬁ of the photon was then calculated. using equatfon A4, ’lll‘he‘travelling time
of the photon is a/ clc= speed of light in air). |

he new direction vector V of the photon had to be ca.lcu.la.ted differently for
reflected and refracted photons (shown in figure A.2). The direction of a reflected
photon obeys 1;he law of reflection which states the component pamlle{ to fi changes

sign. | Therefore, if V; is the incident direction, and V; is the reflected direction,

!

{
i

* © Vo =Vi-2(V;-h)h. A5
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A
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FIG A.2: (a) The reflection of light from a boundary between ul and u2. (b) The ,
refraction of light through a boundary between u1 and u2. N
( The direction of a refracted ray is is described by
\ . ’ @ l.)
V. ={sin6, + dcos b, A6 °
R
N R ) . A e "
@ = i [siga(V - #)] | . A
' . 3
"sinf, = n sin b; . ¢ *
<
, where

tord

9 { = unit tangent in the plane of incidence
% = unit normal with which V,. subtends an acute angle,
, With the new position and directional vectors calculated for the photon, the process

is repeated until the photon either is absorbed, or hits the PMT.
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he px"-ogra.m was used to simulate our mcper:imental data. 10 cosmic ra:y events
were generated at each fixed radial position, where the position is deﬁn\ed as the x-y
coordinates of the cost:c ray as it crosses the bottom of the tray. Photons were
continually generated until the total numbér striking the PMT in 150ns was 5000,
which means that, the total number of photons generated varied with radial position

to compeﬁsate for the collection efficiency. Thus, the pulse-height effects on timing

resolution will not be modelled. As each photon strikes the PMT, it forms a Gaussian

curve with a rise time of 6.5ns, and a time offset corresponding to the travel time of
the photon. The pulse shape is generated by adding each individual Gaussian curve.

The measured time is then given as the point when the pulse shape passed a given

trigger level. ' : \ ’ ®
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