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Abstract 

Electronic Support Measures (ESM)-Parameter Filter IC was specifically de­

<;Igned to process radar signai data This 15 one of the essc>ntial ESM functlons which must 

be donc 111 real tlme Considerll1g the complexity of the Filter IC and ItS crucial service 

ln Electronlc Warfare (EW). fault-tolerance should be an Important element of the Clrelut 

However. 111 the initiai deSign. fault-toleran('~ was not included Therefore. fault-tolerance 

schemes especlally sUltable for ESM Filter IC are presented in thls thesis 

A concurrent error detection technique is presented The method utilizes il code. 

referred to as MATCH code that 15 inherent in the function of ESM Fllter IC Effertlv~lIess 

of the approach IS measlired by ils error coverage ln the analysis of the coverage, errur 

detection capablhty of MATCH code and probability of fault detection are incorporated 

The hardware overhead required to illl )Ielllent a lookup-table wlllch stores MATCH code 

is also glven for variolls CAM (content-addressable memory) cells 

As an alternative approach, recomputatlon with rotated comparands (RERC) is 

suggested for detection of ail single errors The possibility of multiple error detection and 

single error correction by the saille method IS also discussed 
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Résumé 

Le circuit intégré dénommé Electrolllc Support M('il<;LH(''i P.1I.1I1H'lt'r 1 tllt'I I( 

à été conçu dans le cadre du proJet ElecLrolllc Support Measllre~ (ESM) spt>( IIIqll(,I11I'111 

pour le traitement des <;ignilllx de rildnrs Le trilitell1ent est UIlf' fOllet 1011 '1111 d011 ('II{' f III (' 

concurremment et qUi est esselltlf'lIe au EMS À cause de la (01llph>Xllp du (II( 1111 ('1 dl' 

son importance dans l'Electlonlc Wilrfare (EW guerre élf'(lr<HlIqup) If' (IH Il:1 d.lIt (~trl' 

capable de tolérer Cl'rtilllls défélults (de fabricatIOn, d'opér,lllon, ('t() (ppl'lld.ll\\ d,II'" 

la conception Initiale du ESM pararneter Fllter le. la protection contre les d~f<lult<. .'Lllt 

absente Cette thèse présente des méthodes de protection qUI sont partrru!rrIP<; <Ill E. ':lM 

parameter Filter le 

U:1e technique de détectIon qUI s'applique concurremment f'.:.t pré<;clll(lP (('11<, 

méthode utilise le code MATCH qui est mhérent à la fonCl.' 11 (~u i>alameler FtltPI le 

L'efficacité de ceUe approche est mesurée par le nombre d'erreurs qu'elle déleclp D.IIl<; 

l'analyse de détectIon des em~urs, les capacités du code MATCH et les probablht~<; df' 

détection sont prises en considération Le coOt additionnel Cil matérÎ,lux qUI e~l I('qlll~ 

pour réaliser Ull tableau de cellules de type CAM (Content Addressablf> Mell10ry 111(lIl\Olrp 

associative) est el\clllliné 

Alternativement. une autre approche est suggérép. celle du HERC (He(Om(lIfLI 

tion wlth Rotated Comparands - Reca\cul avec rotatIon de l'aq~ulllentl qUI détc( tf' 1011\1":, If>'> 

erreurs singulières La possibilité de détection d'erreurs multiples et 1 .. corre< t Ion ri {'rrf>lJr<, 

singuliè -es par le RERC est aussI discutée 

I~ 

n 



Chapter 1 Introduction 

1.1 Fault-tolerant designs 

The mam purpose of fault-tolerant designs is to ensure the dependability of systems 

even under the presence of faults Oependabillty of a system ;s measured by reliability and 

avallahility /1]-(31 ReltcJbtltty of a syste"l. H(/) as a funetlon of time. is the eondltlonal 

probability that the sy<;tem will operate w;thout any failures during the time interval [O. fI 

wlwre 1 -=- 0 1<; a ff'ff'renct' Inltlill Instant with U(O) = 1 Rehabllity is lIsed to desenbe 

sy<;terns 111 whlCh they arp <;ervmg entleal fU!1ellons and can not be interrupted even for the 

durat.on of a repéllf wlthoul catastrophlc consequences For example. real-tllne systems 

suth as those used III Illllltary. aerospace and Iluclear power plant control systems requrre 

very 11Igh rellablllty smc.e occurrence of even one error dunng thelr operation tlme can be 

f.Jttll Avatl"btlfty of il system. :\In IS the probability that the system will be operational 

.Il tlrlH' 1 Availablllt) 1<; typlcally used to describe systems III which their service can be 

delilyp:f or absent for short periods wlthout senous 1055. 

The reliablhty of general purpose systems has also become of more significance 

bec.ause system complexity. repair eost as weil as our dependence on such systp.ms ô r <> 

Iflereasing High system reliability has been aenieved through two basic strategies fault 

aVOIdance (fault Ifltolerance) and fault tolerance. The pnnciple of fault avoidance is based 
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on conservative design practi(.es such as the use of rellable (OInpol1(>l1l<; for Ill\' "y"It'111 

and to use extensive testing to ensure that the component~ are filult-Irt'(, III If'""t'Il Iht' 

possibility of system failures 

With the advent of VLSI technology. it has become posslbl(' to ml('gr ;"II .. 1ll.1IlY 1111111 

ber of processing elements onto il single chip. but th(,11 thf' risk <'f havlIlg .my t.ll1lh ClI1 tilt' 

chip has also increased ln fact evell a srngle faillire may make tll(' (,l1tllf' t OIlI!"1!1I1!', pflort 

null unless some degree of fault tolerance is incorporated III the pror('"" d! 1 (lll1pUt.\IHHI 

Hence. fault avoidance alonc may not be sufficlent to meet system tell.lhllii V ~"!,().ll IH" "11'-,' 

taults (i.e, translent faults) Will eventually OCClU and it will result ln systl'In t.\lllHf· ,'vnl 

with the most careful fault élvoidance 

ln fault-tolerant designs. we assume that faults are expecled lo oeurr III "y"l p l1l 

operation. but the effect of failures is to be automatically negated by the tise of redtllicf.lIlc y 

Accordingly. a faull-tolerant system is lhe one wbich is able to operal(' (OnlIlHrou<,ly w,l houl 

failure in spite of faults havlIlg occurred or occurring. 

The fault tolerallce of a system is achreved by using redllndanl re<;OIlH l''' nif' 

redundancy in the fault-tolerant system rnay be one of the two: extra tlll\(, or exlr.l (OIllPO 

nents. One form of time redundancy is having extra executions of the sallie compllt "tlOI\ 1 0 

produce multiple results Then sornE' operatIOns. hke compansolls O!l lho<,(' rl'<'l/lh ( .trI 1)(' 

used ta decide subsequent actions dependlllg on the presente (or absence) of error5 (0111 

ponent redundancy involves lhe use of e}l.lla gales. mell10ry celh. hu,> lil1c,> illld hll\( t,on,11 

modules. eh. f( provide extra informations to l1ullify the effect of f;jllure<, 

1.2 Fault-tolerant techniques 

Different degrees of fault tolerance cali be achieved either by delecll()f' Of Illd..,klllg 

of errors, rec.overy from errors. isolation of faulty unils. reconfiguratioll of the sy<,ll'llI Ol\{' 

) 



1 3 Thesis olltline 

typical way of error masking is done by replicating the modules to provide enough redundant 

information Then errors are masked by means of a majority vote on the outputs 'If the 

modules TlII<; ty~c of e, ror rnaskmg techniques rncludes trtple modular redundancy (TMR) 

15] wlllch was basi<..ally developed from the work done by von Neumann [6], and N-tuple 

rnodular redundancy (NMR) [71 This approach je; referred ta as a systern-Ievel redundancy 

For error mas king techniques in gate-Ievel redundancy. there are quadded logie [8J and radial 

loglc [9J These approaches do not use explicit "o~ing. and the capability of error masking 

is inherent IIi ils logic structure itself. Pierce [10] extended these schellles into a general 

theory ca lied interwoven logic. 

Concurrent error detection teLhniques (CED). which are designed to deteet errors 

but not to mask them with normal operation. include totally self-ehecking circuits (special 

case of self-checking circuits) (TSe) [13]. alternating logic [14]. recomputation with shifted 

operands (RESO) \16] Aigorithm-based fault toleranee schemes have also been proposed 

fvr parallel matrix operations [17]-[20J 

1.3 Thesis outline 

Our main goal in thb work is to devise an effective concurrent error detection scheme 

which is particularly sU/table for Electronic Support Measures (ESM)-Parameter Filter le. 

and to prove the effeetiveness of such scheme. The technique must also meet the ~ime 

constrall1t of the {Jroeessor with reasonably 101l~ hardware overhead. 

ln chapter 2 we review three relevant concurrent error detection techniques Self­

checklllg circuit scheme [11]-[13J is reviewed ta give basic concept of error detection code. 

whlch will help 'mderstand the proposed error detection scheme based on a code A 

rather recently developed technique. algorrthm-based fault tolerance [17J-[20J describes a 

technrque specially oriented for matrix operations by array of processors. Although the 

3 



t 1 l h('<;I<; ollllin<' 

method is not applicable to our problem. it shows a very efficient Wi.ly of ti.lkltlg i.ldv,lIll,lgr<; 

of multiple processors to obtain fault tolerance with checksum rode Thf' t.lult \.lOdf.'1 IIs\'d 

in this scheme also fits our ctlse At the E'nd time redundtlrKY I('ch,llqll(' r('( Oll1pUt.lllOll 

with shlfted operand (RESO) 116115 drscussed ThIs Illethod 15 applrLilblf' lo tault tol!.'1 i.lIH l' 

of ESM Filter 

ln chapter 3. ESM System function ln tI global vlew of EI('('tronH W;lrf;11P (I:W) 

is introduced to give some background knowledge on ESM-Pmnnlf'tN Frltn le 1 hl'n the' 

general and functional description of ESM-Parameter Filter le are glVPIl III dpt.lIl" 

ln chapter 4 we consider variolls fallit and crror Illodels for VLSI digital ClHIIII" 

Inadequacy of the dassical stuck-at fault model is discussed Then the fallit and Pllor 

model for our concurrent error detection technrques arE' c!efint>d 

ln chapter 5 we propose a conClJrrent error detection scheme bas€>d on MAT C. H 

code The output of ESM Filter is treated as a form of the cod€>. la lied .. '> MAl CH (od(' 

It is shown that the duplication of processors IS necessary for the delC'( 1101\ of ail '>lIlglp 

errors under a reasonable aSSU/llptloll Theil. il lookup table baspd 011 COllt!'lIt ,I<I<lrt''''>,I''I,. 

memory (CAM) architecture is suggested ta Illlplement the pr()po~ed S( "PII1P will( Il (,Hl 

detect significant portion of ail single errors The hardware overhe;1d r;JlIos arp glvpn 

for various CAM cells The la st section of this chapter is devolpd to IIIP,I'>IIr(> t Ilf' f'trol 

coverage of our error detection technique Probabllistic tlnalyse5 iHC camee! (Jill to ob!.\ln 

the probability of fault detection and the error detectlon c:apabrlily of MAT (H (()(h· 

Chapter 6 describes another error detection method. marnly derrvpd from rf'( ornplJ 

tatlon with shifted operands (RESO) lJsrng tml(' rt>dundélncy TIH' JH)<;<;lhlllly I)f rnldllpll' 

error detectlon and single error correction by the same method 15 dlscue;sed 1\) till'; ( hdplf r 

The conclusion sumrnarizes the resultc; obtallled III tille; work Will! COlllllH'lll', If'V"HrJ 

ing the limitation on our coverage measure and future prospects of fault l01€>ranl dpc;lglI" 



Chapter 2 Concurrent Error Detection Techniques 

ln thls chapter. we review sorne of the relevant concurrent error detection techniques 

such as self-checking. algorithm-based fault tolerance. and recomputation with shifted 

operands (RESO) Their concepts. capabilities and applications are discllssed with some 

exarnples 

( 2.1 Self-checking circuits 

Self-checking circuits are used to detect errors concurrently with normal operation 

(11 H 13] The gate level single-stuck at fault model is assumed These circuits operate on 

encoded inputs to produce encoded outputs Self-checking checkers are used to monitor 

the outputs ta indlcate an error when a non-code word is detected as shawn III figure 2 1 

For Clrc.ults ta be totallr self-checkmg cirCUits. the circuits should be bath self-

testing and fault-secure as defined by Allderson (13] 

A CIrcuit is self-testing if. for every fault from a prescribed set of faults F. the 

tircuit produces a non-code ward for at least olle valid input from a code space input C. 

ln other words. ail faults in F can be detected by sorne input in C. 

A circuit whose outputs define a code C' is fault secure for a prescribed set of 

fallits F with an input code (: If. for any fault in F and any input in C. the fault is either 



.. 

) 1 SrI! rhrrking rllrllil~ 

... > ... 
• self-checking • coded coded 

inputs: • circuit • output s 
". :> 

\1,· • • il 

\cheCk./ 
~. Co -)o-error ,,,igno\ 

Figure 2.1 Self-checkinl!, circuit ~"d checker 

not detected (i e . the output is a torrect ward) or the O\.ltput is not ln (" (1 (' , thf' oulpllt 

is a non-code word), For a given input X, a fallit may or may not rf''illlt III ('r ror Il 

the fault causes an error, the output may change into non-cooe word (a c1rl(l(Iabh' Prlor) 

or an incorrect code word (an undetectable error) if the CirCUIt IS not f éllJlt serlJrf' T Ilf' 

fault-secure property of self-checking circuits rem oves th(> possibility in whirh IIndptprt"hlp 

errors can occur 

A Simple example of a totally self-checking circuit IS a buffer lor 11 bit panty checked 

operands shown in figure 2 2 

Oc 

Q 

(1-1 

buffer gate 

---i[)>-----

----I[)>-----
• 
• 
• 
• 

---i[)~--

Figure 2.2 Totill\y sclf-chccking bunel 

bo 

b 

bn-I (parlty bIt) 

There are 11 identical buffer gates. one for each output bit The output ver tore; ilnd 



2 2 Aigorithm·based fallit tolerance 

input vectors both are equal to the set of ail even-pa rit y n bit vectors Then the circuit 

is fault-secure for ail single faults. because a single fault causes either no error. or one bit 

change in the output vector producing an odd-parity vedor - a detectable error 

If " cirruit is f"ult-secure for only a sllbset of the valid inputs (r c C) and self.· 

testÎng for a valid input set C' <lnd a fault set F. then it is ca lied partially self-checking. If 

a circuit is self-testmg for il valid input set (,' and a fault set F. but Ilot fault-secure for 

any faults in F then It is cillled self-testing-only The term. "self-checking" refers to ail of 

these desirable properties (totally self-checking. pôrtially self-checking. self-testing-only) in 

general. 

Both the self-testing and fault-secure properties only specify the behavior of the 

circuit for correct code ward inputs But in the design of the self-checking checker. non­

code words are the inputs to the checker when any error occur in the self-checking circuit. 

and it should be mapped ta non-code word outputs of the checker. which signais the 

presence of errors to the user. For the absence of errors the self-checking checker should 

rnap code word inputs into code word outputs. The circuit with the described behavior is 

called code disJoint. which IS required characteristic for the self-checking checker in addition 

to the self-checking properties 

111 sUllllllilry. il totally self-checking circuit produces always the correct output code 

word as long as no errors occur If errors occur. no erroneous results go undetected A 

partlally self-checkll1g circuit has the same property except for certain set of faults tllat can 

lead to lIndetectable errors Ali self-checking circuits at least have the self-testing property. 

ensuring that ail faults in the set of fault F will be detected if every input vector is apphed 

at least once in a reasonable period of time. 

7 



22 Aigolllhm ha~('d l;Jull 101t'1.1I1! t' 

2.2 Aigorithm-based fault tolerance 

Aigorithm-based fault tolerance techniques are not as gener .llly applil,lhle .IS ~OI1H' 

of the classical techniques such as TMR [51 However. fault tolerilllC(, Célll tH' i1dllC'vrd wlth 

very low overhead by this method for baSIC matnx operations 5mh a<; 1ll.IIIIX IIlllltlplt(.IttOIl. 

the QR decomposltion. and the LU decomposltlon 011 Il1Ultlple pro( e<;<,ol "y<,tel1l~ 

It uses module level (or functlonallevel) f ault model whlCh asslInw<; t hat il <;111,111 .11 <'.1 

of the chip is affected by physlcal fallure and the nature of the fmlule IS not prells('ly knowlI 

At sorne higher functional level. (a processor. a blt-shce of an ALU. or ally computiltlollal 

un:~) the effect of failures will appear as changes in logical v<llues 

ln algorithm-based fault tolerance schemes. the IIlput dat<l lJs('d by tlw ()pf'raIIOll 

algorithm is encoded in saille form of error detectlllg code (error (orrce! mg n" w('11 III 0,01111' 

cases). and the original algorithm is redeslgned to operate 011 the encoded Input datt! 1ltell 

the encoded output data can be checked at the end of the cOlllputntlon for errors 

It is Il11portant to dlstnbute appropriately the computation stpp" on lIlultlple pro 

cessing units. so that an error ln the processing element Will affect as small portIon of thr 

data as pOSSible The mam goal of algorithm-based fault tolPrillH e IS tu deSign "fil! Will 

coding schemes to provlde error delection. and possloly error forrpctlon <le; weil. WII h <;111,\11 

overhead. 

Checksum schemes were proposed to provide single-error detectlon for baSIC tn;JtriK 

operations [17]. [181. For eKample the checksum matrix scheme IS uscd to delf'cl alld 

correct errors for the multiplication of tvvû J-toi 1 matnces J1 and H as Illustrated in flgmc 

2.3 

Il 
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- B Be 
Q, b,z ~ ~ 
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- .J 
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ChJ Ck Q, 

2TA 
GJ G2 Cl, 

L..- -

Figure 2.3 Multiplication of two checksum matrices in mesh-connected processol 
allay 

It shows a mesh-connected processor array with row jcolumn broadcast capability, * 

and the streams of the input data for the matrix multiplication e7'A. an extra set of 

elements added right below the matrix A is called co/umn 5ummatIOn vector. where e 7' is 

a 1-hy-3 vector [1 1 1 J The elements of the column summation vector are generated as 

3 

a4.] = L al.] for 1 S J ~: 3 
1==1 

The entire matrix includlllg the matrix A and the column summation vector eT A is called 

column checksum matfl)( AI' of the matrix A. 

• r he ilIY,W (Onslsts of il (01111110n data bus for each processors. and data can be broadcast to ail 
pl o<.essol 5 Olt t he saille time 

9 
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2 2 AI~orilhlll h;'l<;rd t~1I11 lolrr ;111ft' 

Be. an extra elelllents added right next to the lllatriK Il IS t,alled lOW SIII1II11,ll/011 

vector. where e is a 3-by-l unit y vector. The elements of the row slIll1matiol1 vprlor ,HP 

generated as 
3 

/'1.4 == L b1 .) for 1 ._ 1'· 3 
7=1 

The entire matrix including the matrix R and the row summation v<,ctor nt' le; (.IIlNi rnw 

checksum matnx Ur of the matrix lJ 

The elements al.) are broadcast from the left boundary of tlw ;Hray to Pf(H ('s,>or<, 

in the ith row at time.7 The elements ",.k are also hroadcast to pro«('<;<;mc; 111 tlu' 1,lh 

column at time 1 At time 1. the processor J>,).. located o;llhc mlerc;rctloll of thr IIh row 

and kth column of the array. performs the product of (/1./ and Il d ,md élU 1I1lluiat tHi t IH' 

result in a register Thus. after 3 time steps. each processor computes an ('Ielllrllt of IIH' 

resultant 4-by-4 matrix (,'f 

From the theorem 4 1 in (17] the final solution Illatnx A 1 Il - (' le; III IIH' firc;1 

3 rows and 3 columns of the nlatme. Cf. storecl ln the hatched porllon of lh~ prO( t> ... ..,or<, 

And 4th low/column of the matrix Cf should be the column/row SUIllll1atlOII veclors of 

the matrix Cf' Therefore it 5hould al 50 satisfy the followlllg relatIons 

3 

('4.) L ('l,) for 1· .1' 4 
t=1 

3 

rt ,4 Let,) for 1, t· 4 
J=1 

The sum of the solution matrix elements in each row and column 15 (olllputpd TIIf'Il ('.l( h 

sum is compmed with the correc;ponding checksum in the summation vrc Tor !\<,<,lHllrflg Ih.l1 

only one faulty processor eXlts. no more than one row and column WIll havp ,ln Ill( OI1'>I"itf'fl( Y 

which is the ind,cation of an error The IIltersection of such IIlconSI<;trnl row and (ollJrnn 

locates an error The erroneous element can be corrected by addlllg the d,ffNfll1(f' of tllf' 

1') 



2 3 Rccol11putation with shiftcd opcrands 

computed sum of the row or column elements and the checksum to the erroneous elements 

of the solutIon rnatrlx If the checksum is the Incorrect one. then we can replace the 

checksum by the computed sum of the solution matrix elements in the summation vector 

l he checksu/ll scheme can on!" correct errors in matrlx multIplicatIOn. it can detect. 

but Ilot lOlrec.t errors /Il LU decomposltion. matrix inversion. etc ln order to solve such 

proble/l1s wlth the checksum scheme. Jou and Abraham {t8] d~veloped a scheme. ca lied the 

welghted rhecksum code (WCC) The checksum code is a subset of WCC Later A\lfinson 

and Luk ll/llfied Ideas from IInear algebra and coding theory to provide a theoretlcal basis 

(or welghted c.hecksums 119J. 

2.3 Recomputation with shifted operands 

RESO is a concurrent error detection scheme based on time redundancy. and can 

be used for arithrnetic and logic units [16] It uses functionaJ level fault model 

Initially the computation for sorne function of the bit slice of an ALU. f (x) is done 

with unshifted operallels. and the result is stored in a register ln the recomputation step. 

the operal)~'s are shifted leH by k bits and then input to the sa me Unit which performs 

the funetlon J (.T) The result is right shifted and finally compared with the previous result 

stored III the register Such operations as shift left and right can be denoled respecti\'ely as 

r(:r) and r 1(.1') Thus the equlvalent notation to the recornputation step is c- 1(!(r(T))). 

wh/Ch equals to f (T) Hence the mismatch of the comparison indicates an error in compu­

tation as shown in figure 2 4 

ThIS rnethorl uSlIlg k = 1 can detect ail errors in an ALU for ail bitwise operations 

AND OR. NOT. XOR. NOR when the fallure is confined to a single bit-slice 

11 
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Figure 2.4 Error detection with lime r('dllnc!;1nry 

The hardware for the RESO-k* to detect errors in ail ALU for 1/ bit OIH'I,IIIlHl'l 

includes two shifters. a register. an (1/ + k)-bit ALU. and a totally self (irecklllg (lqll"lllv 

checker. The totally self-checking equality checker can be Implelllent(>d b,I<"l.'d 011 1 0111 01 

2 code checkers [13] Wt:. may lllso use li proper pa rit y (,Ode to del('( t crror ... Hl tlu' "hlflPI 

The execution tllne IS doubled in RESO-1 but it is only (J small portIon of tlw (lntlrp 

instruction cycle if the ALU is viewed in the global context involvlllg thE" ('nt irE" computer 

The method of error detection using RESO may clin be l1Iodified in several diHerPIlI 

ways One of such cases IS recolllputing with rotated operands The rotation of (1)(11.111<1 ... 

is the same as a circular shift. and 50 some of the results dertved for RESO are al50 valld 

with rotation. It will be shown that rotation can be substltuted for logiedl 'illlft'i il'i w(' ,Ipply 

principles of RESO ta ESM-Par<lmeter Filter le in ch<lpter 6 Olle advillltag(' of rotation 

over 5hifts IS that no <ldditlonal bit-slices are required 

To conclude. the fault model 15 the key deciding factor 111 'ielec,tlol1 oi <ln eH('cllvr 

error detection scheme in various levels At the processing elenwlII ('vel, orw (an trH orpo 

rate error detection capability into the IIlternal architecture of the pror:E"'i'illlg rlemf'rlt'i hy 

of- RESO-k is the Ilallle of the error dctectioll schellle ilchievcd by rCCOm(llltll1J.; will! k 1,,1 ·.!ldtf,r) 
operallds 
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2 3 ReColllputatioll with shifted operallds 

employrng techniques such as self-checking based on gate level stuck at fault model On 

the other hand. aigorithlll-based error detection technique or R ESO may be more efficient 

approach to achleve concurrent error detection at the network level 
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Chapter 3 Electronic Support Measures System 

3.1 Introduction 

Eleclronic Support Measures (ESM) refers to the uranch of elec.tronic w.lff."p 

(EW) which also includes electronie counterrneasures (ECM) and electronlc c()untrr 

countermeasures (ECCM) Electronie support meaSlHt's (ESM) je:; 1l1<llllly COl1c('rnN/ wjlh 

the interception. location. and Idcntiflc<ltiol1 of vanolls r<lclar-ernlllrrc:; for Ihr pllrpoc:;(' of IllI 

mediate threat recognition and the t<lctical employl11ent of forcf'e:; <;1I(h ac:; ECM ('qlllpl1\(,1I1 

The information collected by an ESM system 'He tYPlcally fed illto <l (OlllllllllHI «('lllr .. 1 

wherE' the various interceptions are analyzed and decislOlls are made tü deploy ECM I('c Il 

niques ECM IS used to prevent or reduce the enellly's effective lise of (>1(>(lroI1l( sY'llplllC:; by 

jamming or dlsruptmg ln arder to ellcolllltPr 'luch hoe:;tllp enVHOl1mcllt c:; il" FlIlllllllIg. plpc 

trollles equipments (i e . surveillance radar) can IIlcorporate some of the E':CM techlllq\l(,<; 

in their design. such as spreau spec.trurn. errar control codlllg [211. [22J 

The ESM functiall is reserved for real-time or near reallime reacllOIl ln (0l1lr,I<,1 

Electronic Intelligence (ELlNT). whlch has the slfnilar functions as ESM. geller .. lly ItlVfJIVI'> 

subsequent or non-real time analysis of the intereepted data for intelligente (nIIN,ulm pur 

poses. 



3 1 Introduction 

SOllle exalllples of ESM system are a radar warning recelver (RWR) and reconnais-

sante/surveIllance recel ver (RSR) systems RWR mtercepts radar signais and anahzes thelr 

relative thrent in real-tlllle. used by aircraft or ships for self protection RSR inlercepts. 

colleds. ilncllllCS. and locales radnr signais in m>ar-real lime to updale the local eleclronic 

order of b,lttle (EOF3r for tcHgetrng or W,Hlllllg [221 

An ESM recel ver IIltercepts the radiation of emitters. The situatIon may be that 

IIlterferrng signais are present. or several :;ignals of interest are present at the saille tlme 

For thdt reason the intprcepted sIgnais are the train of interleaved radar pulses with small 

number of rnndomly occurnng overlaps 1231 

The ESM recel ver thell qU(lntlzes each recelved radar pulse into digItal state vector 

on the baSIS of a few selected state varrables The state vanables are the paramelers 

of ladar pulse. sllch as radio frequency (RF) band. angle-of-arrlval (AOA). lime-of-arrrvai 

(TOA). pulse wldth (PW) band. amplitude (PA) The digital state vector IS called radar 

pu/se descnptor word (PDW) These PDWs are processed in cl pulse-sort pracessor far 

deinterleavlllg the pu'se tr(llllS It sorts each indlvidual PDWs mto groups of pulse trains 

where each hns unique pulse repetltlOn intervnl (PRI) associated with a particular radar 

ernltter 1221. 1241 

After delnterleavlng. the next step IS to form the PDW of each group using PRI. RF 

and PW band<; TIIf> PDWs are then cOlllpared against a stored threélt Ilbrary It contains 

Irmlts on the ranges of pulse parameters associated wlth the known tll':eat data types If 

any mate Iles ale found III the comparisans. It identifies the type of emitter which generated 

the Illcasured pulse train 

The key fUllction used 111 the ESM system as overviewed is the matching of radaI 

• The cllelllV 5 elect,onic OIde, of batlle is a emitter data file which contains the ra liges of pulse 
palalllctcrs associated with knowlI tilleat data types. classifred by thleat si~nifrcance 

15 
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PDWs To perfonn sllrh a function of the ESM system, Wf' WIll (O'l'"dp! ,\11 ,lIhllt,l!V 

ESM-Parameter Ftlter le. which IS described 111 the followlI1g s{'ctll'Il 

3.2 ESM parameter filter le 

T 0 devise an effective fault tolerance scheme It 15 Ilnport allt to h,JV<' ,) good lI11d(" 

st<lnding of the architecture. functlOnality nnd operntion of ESM Pnl,1I1lrlN FIII<'1 I( 'AI" 

describe the blocks whlch make up the system, their functionalit y élfld 0llf'r ,111011 

3.2.1 General description 

ESM (Electronic Support Measures) Paral11eter Filter IC illlplptlwllI" 1? ",~t(h pro 

cessors using (MOS technology. Each of 32 match processors tests a t 6 bit !l,II ,1111('1 t" 

data input for 32 Independellt ranges of limit values sim\lltalleollsly, and 0111 pllh ,1 d,.,1 'l'I l' 

status signal /1,11 for each test with1ll 100" p, 

The paramet-'r data inputs and set of limit values are actllally r<ldar plllsl" (1eC;( rrp! or 

words generated by the ESM System's receivers, on the basis of él f{'w ,,('Icelerl p.tr,lIlIPlf'!" 

The St't of li mIt values is col\ected according to the llull1bf'f of pélrélnwlrr valu('<, will( Il .\11' 

the !ikely ranges of the pm Jllleters for a given type of radar cnlltl crs 

ln a typical user configuration. several ESM Fllter ICs operat(' III piHilll('1 \lpOIl 

different parameter fields of a given radar PDW, and the H'SIWclIVf> MAreil Olllpllh ,II' 

joined in a wire-AN D configuration to form the ESM System MATC H Olllplli f(>r ;'<lI Il Ill"! ( I, 

processor C)uch parallel operation of ESM Filter ICs may betOllIe w:(w;<;;ny II) IJfO( (',', 

PDWs which exceed 16 bits 

II, 



3 2 ESM paramctcl frltcl le 

There are various programma~~le options whieh eonfigure~ [SM Filter IC to op~rate 

ln d,fferent func.tion modes The" normal" function mode of a match processor. which 

wc will focus on. is to output a match signal Afl equal to logie value 1 only if thE' 16 bit 

pmameter délt () mput 15 bath less than or equal to the upper I"nit value (tJ and greélter 

than or E'qual to the lower "mit value (X,) It ,s expressed as the following' 

1111'11.(00(0) AND (TnpufDafa -.-:: 1~) TlfEN M, = 1 {ï;LSE l\f, = 0 

Wf' cali slIch .. cond,tion as a match condition Therf' are 32 hinary outputs. 

(Ml,Mt, ... Mn) corresponding to 32 match conditions Each of such output vectors 

IS referred Lo as <l match word. 

3.2.2 Functional dt'scription 

Each match professor (window comparator cell) consists 0; ,1 pair of 16 bit registers 

to store the upper Itmlt PJ and lower li,mt (./\1) values. a pair 0: 16 bit comparators 

which tesLs for (Il1l1l/lJ)a/a S; Yt ) and t,\, _ InpufData) respectively. a comparalor 

function module to generate AND/OR/NOT combinations of the comparator outputs. il 7 

bit window fUllction (or match function) control register for selecting various operational 

function mode: and 1/0 control logic as shawn in figure 3.1. A common Reset signal 

initiahzes ail of the window control registers to the default mode (" no-programmed") 50 

that ail of the match outputs are forced to the" no-mat,:i;" c;tate (Ml =0) 

An Implementéltlon of the proposed ESM-Parameter Filter \C. a parr of romparators 

(lower / upper) and cl compare funetlon module are the cOl11binational part of the processor. 

whlch consist.e; of about 700 transistors The total number of transistors used III il match 

processor IS about 1100 

Ali of the limit registers of ESM F:lter le are individually addressable for writing and 

rrading by the Ho'>t controllN The Host controller ais.) can program the window funetlon 
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Figure 3.1 Block diaF;ram of a match proc('ssol 

control registers to set each match processors for desired fUllction modes by four (Ollt roi 

signais: Zero cross-over(ZEROX), Accept(ACC), NOT. and REJECT The" ZEROX" .md 

"Ace' signais can be used in cOlllbination with .. NOT" signal to IIlvert the sele< ted fUllctioll 

mode. The" REJECT" control signai overndes ail the other sigll~ls alld <;et<; 1111' m.ll( Il 

output. MI to zero (" no-match" state) 

The" ZEROX" control signal. if actlvated. alters the "normal" fllurtlOn modf> of fi 

match piocessor to operate as the following 

This control signal is necessary specially when the upper limit véllue is rlCiH lNO and' IH' 

lower limit value is close to full-scaie. and the range is defined across the zero pomt (1IlItlal 

reference point). It allows the match processor to wrap-around From full s{ale to lNO TI,,<; 

tH 
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case may occur wh en the limit values are generated based on sorne radar parameters. such 

as angle of arrivai 

When several ESM Filter ICs are operating in parallel upon different parameter 

fiEllrle; of a giv{'n radar POW. it may become necessary to selective:y disable testing of one 

parallleter field wlthout disrupting the compare tests of other related pararneter fields This 

can be ace Olllpilshed by activating the" ACe control signal. which enforce the Iv1ATCH 

statu'i for a partlcular match processor to the TRU E state Thus it enables the E~ M 

System MATCH output to reflect the combined status of the related parameter field of the 

malch proce5sors which are still active 

The" NOT" control signal. if activated. inverts the previous function mode of the 

match processor For example. if used in combination with the" AC(" control signal. the 

effect is to set the particular match processor output to the" no-match" state (Mt) which 

is in fact equivalent to the active" REJECT' signal. Similarly the" NOT" control signal 

can be used in conjunction wilh the" normal" function mode. or with the" ZEROX" control 

signal to perform the following functions respectively as expressed' 

1 F' (X, 

IF' (X, 

:-- InpllfData) OR (IllputDafa > 1~) THEN Ml '= 1 ELSE A1t := 0 

Tl1putData) AND (lnputData '> Yt) TllEN ]\;ft '= 1 TSLSE Aft '= 0 

These types of operation would be necessary if it is to program the Filter IC to ignore 

Input data occurring within a known match range and search for other input data occurring 

outslde of that range, 

Once we introduce our graphical model which depicts the functionality of ESM­

Pararneter Filter IC, the control options" ZEROX" and" NOT" are iIIustrated with such 

graphs in chapter 5, t 

t Refer to figure 5 3 

19 



Chapter 4 The Fault and Error Model 

First step toward a fault-tolerant system design is to understéllld Lhf' hk(\ly phy .... 11 ,II 

failure modes in a glven system so that redundant sources can be f'fh( I(,!llly u .... pt! 10 (lrn'p( 1 

against such failures. This chapter is devoted to the study of fault ,]Ilel error lllot!l'b <;0 .... 

to define adequate models of our error detection techniques for ESM Fllter COIl«('pb of 

technical terms used in fault-tolerant computing. and models of faults and errors in VLSI 

Jre reviewed. At the end. the fault and error model for ESM hlter are defined 

4.1 Introduction 

The term fai/ure. fau/t and errar have difTerent Illeanlllgs III the wntext of faliit 

tolerant computing. A system failure occurs when the delivered service deviates frorn the 

expected service because of an error An error is a subset of the sy'ilern <;tal(' wlll( Il 

is liable to lead to failure The cause of an error IS a fault Thus. él system !allurp 

is the effect of an error on the service. and an error 15 thp mamfec;liltion of il '.HlII III 

the system [2]. [3J A fault in a system does not necessatlly resllll III iln error 1\11 

error occurs only wh~n a fault is "sensitized" for a particular c;yc;tem stiltf' illld !llplll 

excitation A fault that has not been sensltlzed le; referred to ae; latent "wH SHlIlI;Hly ail 

error may be latent or detected before it leads to a system fallure Sorne redulldanc y (,Ill 

be introduced to prevent an error from resultmg in a system fallure as what fault '(JIN,m! 
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4 2 Fault and error ll10dels for VLSI 

system desIgners IIltend ta do Causes of faults. referred ta as physical defects or failures 

mclude 11lIstakes 111 system design or Implementation. and external disturbances. such as 

lonlllllg r.:ldiatlon. electromagnetlC IIlterference. damage. or other deterioration Faults 

caused by desIgn Illlstakes and external disturbances are especlally hard to model and 

protect agaHlsl. silice thelr effects and occurrences are very dlfficult to predict 

ln order to deSIgn a fault-tolerant system. it is Important to consider the physical 

failure that are likely to occur with the specifie technology being used. Once the likely 

physlcal fmlure moues are understood. it is desirable ta determine the effects of those 

defects on the operatIOn of a circuit at some higher level (i e . logic gate level. functional 

block level) A description of these effects is ca lied a (aull model. Fault models are also 

very important for test generation and evaluation of a test qualtty defined by the caver age 

of modeled faults (i.e. fault coverage of the fault simulation). However. fault models do 

not give direct IIlslght to the behavior of errors due to the modeled faults on the output 

of a circuit during normal operation The behavior of errors. which is categorized by its 

nature such as unidirectional or asymmetric. nonrecurrent or recurrent. can be investigated 

by modeling the type of errors caused by physical failmes 

ln the next section, we will briefly review sorne fault and error models considered in 

VlSI technology With this in rnmd, we will then define appropriate fault and error models 

for our error detectlon schemes 

4.2 Fault and error models for VLSI 

Fault models -

We cOllsider fault models for general NMOS and (MOS VLSI digital circuits 

One of the classical and still widely used fallit model is the gate-Ievel stuck-at fallit 
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model [26]. In this model. it is assumed that phy<;ical defects or failures will resllit III 

the lines at the logic gate level of the circuit pellnanently being sturk <lt logjc vtllll(' 0 01 

1. Because of the cast constraints. single line stuck al f<lult 15 Iypl( \Illy aS5ull1f'd l Ill<. 

fault model is q\lite accurate for small and medium scale ICs wlwrp bOlldlllg f.lIhllf'<' (,Ill IH' 

represented by permanently stuck lines at the logl( level HOWf\VN. <1<; I11.H1Y work" h.lVP 

already shawn [27]-131] this model IS not sufFiclent for ll10dellllg physl( ,II f.IIItIH'<, III MUS 

VLSI circuits ln the followillg such cases where the simple stllck-at fcl\ll\ III 0 (\ ('1 \.1Il 110\ 

represellt the givell physical fallure modes are (liscussed 

ln a CMOS Inverter. suppose that the Il-channel transistor falls perll1alwlllly III IIH' 

on state If 1 is applied ta the input. no error will appear 511Ke the tanetl loglL v,lllI' (0) 

is equal ta the incorrect value On the othel hand. If 0 is applted ta the Input thf'n hoth 

the n- and p-channel transistors will be conductlllg sirice n chtlnnel tall Ilot oe ttHlwd off 

This will result in an output voltage that !tes oetween the volt<lge<; aS<;lgllPd to logl( Il ,1IId 

logie 1 (i.e .. indeterminate mode). Saille problem can occur wlth IIlcorrcct dosage of Ion 

implants. which may cause a threshold shift in a load transistor in nMOS 

Other fallures may cause a combmatlonal circuit to become sequentlell (Ir< IIlt. 01 

sequential circuit ta become a combinatlonal Clrclut as shown III [291 III CMOS. ,1 IHP<lk III 

a line or a transistor permanently in the off state can Jllélkp thp out plll of ,1 (Olllbllliltiollai 

circuit dependent on the prevlous output rather than the ument mp"t A Lwlt lllod,,1 for 

this type of failure. referred to as stuck-open fault. was desCflbed III [311 SU,Jl il f,lIllt ",ay 

not be detected even if ail possible input vectors are used to tl'st unless cl speCIfie <;equeIlU! 

of test pattern is applied 

Sorne physical failures are especially difficult ta model because they may dl<;appf'iH 

after producing errors III a 1 andom way These failures are refNred to (Je; nOfl{1NfTlclflf'lI( 

faults. The non permanent faults are again divided by mtermlttent and translPnt falllte; 
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The distinction between the two is made by their recurrent nature and the applicability of 

repéllr 

Translent faults. usually the result of temporary external disturbances. exist for 

a fimtf> tlme only and are not repeated Since the fault occurs only once and leaves no 

physltal damage" to a CIrCUIt thereafter. It IS not possible to repair Detection of transient 

fault usually require on-llIle detectlon method since it is not possible to test for such faults 

On the other hand. IIlterllllttent faults are recurrent faults that result from marginal 

or unstable devlce operation such as a bad wire bonding. They are potentially detectable 

and repairable by r('placelllent or redesign. While sOllle permanent fault model can be 

apphed to intermittent faults. transient faults do not have a well-defined basic fault model 

Transient and intermittent faults typically occur with greater frequency than per-

manent faults and hence, are becoming a major cause of errors in systems [1] 

- Error models -

Error models are ways of classifying the efTect of physical failures on the system 

during periods of normal operation 

UflldtrectlOl1al errar model describes the type of errors when a physical failure crea tes 

an electric.dl short 01 open and ail the resulting bit errors at the output of a circuit are ail 

of the saille type, elther Os becollling 15, or 15 becoming Os. An example of this behavior 

can be found III sorne of the LSI single-transistor-cell memories, where failures are most 

likely caused by the leakage of charge [4] If the presence of charge in a cell is represented 

by loglc value 1 and the absence of charge as 0, then the errors in these types of memories 

• Howevci it ie; possible for a transicnt fallit to cause a permanent change in the st~lte of a circuit 
wilh mClllory clements 
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can be modeled as (1 --> O)-type 1I1l1directiol1al errors sll1ce the (hargt' ("Il 1101 bt' (!t'.llt'd 

except by a rewrite process. Hence. (0 • 1)-type errors are most 1I1lhkely III IllIs l<lse 

/ndependent error model represente; the type of errors whf'lf' ('rrore; mély O( (III ln 

either directions and the two events (0 • 1 and 1 ,0 el rOI ~) havI' dll eqll.ll (II<IIIU' 

of occurrlllg The errors III sOllle of the ralldolll access lIlelllOrreS (<Ill lH' (ollSldt,!t·d hy 

mdependent error model The IIldependent error mode!, sometlllles ("lIpd ,IS ~ VITlI1/t't f f( 

error model has been assumed for a long time in developlIlg mos! of tllf' (odf''> 141 

However, it has been experrmentally validated that III gf'nera1. StH" ol'>';lI III pt 1011 1'0 

not valld, and 50 more general bldlfecllonal errol model. called ,Ill d<;VI1IfW'tf/( t'''Of fl/ud!·1 

was introduced [32J The asymmetrrc error model does Ilot assume lha! tlw prohahtl,tv of 

the event 1 (correct value) --, O(erroneous value) occurring and the event O(correct v<lhH') 

1 (erroneous value) occurring as berng equal Thus, mdependel1t errvr fwn/pl (an hfl vl('wpd 

as a special case of the asymmetric error model. 

Soft errors are temporary. nonrecurrent errors callsed by translelll falllte; "II< h a,> 

ionizing radiation (1 e . alpha particles. cosmic rays) and electrollliJgnetlc IlIt erierfllll C P31 

Once correded. soft errors usually leave no physical damage in tllf' sy"t(,1ll For dptp( tlOIl 

of soft errors. concurrent error detection technique can be used based 011 a rea50nabl(' 

assumption regarding its frequency of occurrrng Single bit error upleclioll/cofr('( l,oll h,l'o 

been shown to be sufficient for most soft errors in MOS mernorle,> 134 J. PSI Il ha" IH'pn 

also reported [331 that the soft error rate of a largE:' VLSI chip (1 1'11/) (Ollici \H' on th!' 

order of 10 -4 per hour based on a number of reasonable ae;Slltrlp! 101le; Howevpr. soIt (!fIor,> 

may become the limiting factor for reliability as cirCUit feature sizes are scaling dowli for 

higher densities as discussed 111 the same report (331 

Another aspect of errors is its bit dependency, independent bit error or physlcally 

clustered bit errors For example, if the bits of a coded word are slored sparsely. th!!tr 
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error5 are more likely to be independent. whereas if the bits of word are densely stored. it 

i5 more likely that error5 are clustered. 

4.3 The fault and error model for ESM filter 

The fault model -

The traditional fault model of single line permanently stuck-at 1 or 0 has been shown 

to be inadequate for VLSI technology The trend has been toward broader fault models 

mrluding transient/intermittent faults which are confined to a certain area rather than line 

ln VLSI technology. a more appropriate fault assumption is that failures ln a circuit 

affects a 5mall area of the chip and that the nature of the failure is not precisely known 116]. 

[36]. [37] The assumptlon that physical failures in components simply change the logical 

values of the outputs of these components may not always be valid since indeterminate 

logic levels may occur as we described earlier However. at some higher functional level. 

the effect of failures will be recognized as changes in logical values. Thus. in lack of the 

knowledge of physical failure modes. it is more reasollable to deal with the failures at the 

functional level 

Throughout the rest of this thesis. we assume that physical failures confined to a 

certain area of the chlP Will make their effect at the level of a functional block in terms of 

altered logie values of the output. The functional level we choose for our fault model is 

at the level of a match proc.essor of ESM Filter le. Furtherrnore. we assume that at most 

one processor may be faulty within a given period of time. which will be relatlvely short 

compared to the mean time between failures: this assumption is practical if the chip is 

periodically checked to flush out the laten~ failures (i.e. permanent/intermittent errors) 

Hence. we are foeusmg on soft errors. which is becoming a major cause of errors in many 

systems However. physical defects on the area of outer perimeter of the processor. which 
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are devoted for data paths. intJrconnectioll lines, busses are Ilot (OVPlf'd hv Ihl<, f,HlII 1110111,1 

The fault-free assumption on these components has been rernark<,d as 'lIl1p.lso'1JhlP 1161 

(38]. [39] since large area of a VLSI chip IS lI<;ed up by SIKh f'lplll<,nl<; Sp<,< i<111y fo, FSM 

Filter where the input d<lta to each processorc; <lT<' fed by cornillon d,lt .. pOlth<;. élny phY<"II,11 

defects such as a single broken line that fans out to Illélny input lin<'5 mOly ,<,suit in ,mllfrpll' 

faults. We assume that f,ulmes on these p<lrt<; (élll bt> protpc-tf'd hy ('riO, {Oll('( 11011 "'( h(',",'" 

such as alternate data retry (ADR) [15].(25] (lnd Hammmg code~ 140], wlw Il ,HP ptfPI tlVI' 

for data paths. communication Imes Therefo.t>. we Will COIKentr<ltt> on 11lt> phy<;\( ,II LlIhltf'" 

of the processor array 

We also note that the fallures confined to a certalll area of the dup 1<; not ne< (-'sc"lIriv 

same as the failures cOllfined to a certain fUllclional blocK of llH> c\t'JI Th.ll 1<; 11111' ollly il 

the area of the chip does not contam unrelated lines and compon!'ntc; of otlH'r fun( tlonal 

blacks. Thus. any faillITes occurring in the area would !lever aff('( 1 nt\tN fun( tiOIl.11 "lOI b. 

but only the block exclusively laid on its confllled area It is posslblp to layolll a (II( IIlt 

in such a way that the area of a functional black does not contalll componf'nts o. IIn('" of 

other blocks We will assume this to be the case for our error detectiol1 t ('( hnlqllC'<'" 

- The error mode' -

We assume that al the rnost one errar occurs per operatloll CYc!f' A faully pro( (',>,>or 

may produce erroneous output bit in either way. 1 (correct value) . O( errOlleotl'> vaillp) or 

O( correct value) ,1 ( erroneous value) S Ince we do Ilot know 1 he pro!Ja bl"1 y of (1 () ) 

error occurnng and the plobability of (0 > 1 ) error occurnng. Il IS rl>a<;onabl<, 10 a<;<;IIIllP 

that two probabilities are nol equal Hence. c1symmetflc errOl model WIll be rl~'>tlJll('d lor 

an error occurring in the processor array of ESM Filter 

')(, 
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Chapter 5 Concurrent Error Detection for ES M filter 

ln this chapter we will consider a concurrent error detection technique. which is 

partlcularly appropriate for ESM filter. The method will utilize a code that is inherent in 

the function of ESM Filter 

From chapter 3. we have noted th\!t each match condition is defined by two limit 

values. Lower Limit values (Xl) and Upper Limit values (Y7) For n pairs of limit values. 

it would appear that there exist 2n number of match words. In the following section. 

however. it is shown that at most 2n number of distinct match words represents valid 

information instead of 211
• Thus. for n=32. maximum 64 distinct match words instead of 

a total possible 232 match words represent valid information. The valid subset of match 

words will be ca lied MATCH code Then the problem becomes the error detection with 

the code. whlCh consists of determining whether a match word is a correct match code 

word ae; dpscribpd in figure 5 1 

First we will define a graph model which describes the functionality of ESM filter 

Then It will be shown that the output of ESM filter forms a kmd of code. referred to as 

MATCH code From the model The algorithm for extracting the code and its property 

will be dlscussed A concurrent error detection scheme based on MATCH code will be 

descril>ed The cost-effectiveness of the scheme is measured by hardware overhead ratios 



5 1 T hl' C!lOf drlrllion 1 oeil' 

u 
~~r-_Valid 

informall"n 

Ali possible match words 

Figure 5.1 Code spilcr 

depending on various options for implementlllg the techniquE' Il Will hE' lolh>wl'd by Ill!' 

performance measure on the proposed error detectlon scheme in terms of It<; error (1)VI>ragl' 

5.1 The error detection code 

5.1.1 Graph model of ESM filler funclion 

Since the inpul space of ESM filter is finite (0 "-' 216). the entire input c;pa«' (.111 1)(' 

regarded modulo 216 Thus a circle is suitable to describe the finite Input space of ESM 

filter. Then each match condition is defined by two nodes (lowe/upper 1;lIllt v.llue,» pl.lCNI 

on the circumference of a circle Hence the cirde becomes il polygon Will! 211 IIlImbp! of 

nodes and edges ln this manner we describe the functionality of ESM 'ilter il" "l!owlI III 

figure 5.2 according to the following definltions 

- Definitions -

(1) A Zero point is the initial reference point indicating zero sc.ale 

(2) A match region ml is a path of consecutive nodes and edges bounded by a IOWPf 

)B 
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5 t The error detectiol1 code 

l,m,t(X,) and upper "mit(VI ) counterclockwise where mtermediate nodes represent 

"mit values 

(3) A code region CI is an edge determllled by a pair of consecutive nodes. 

(4) A zero code region C'is the code region where no match condition is specified. 
J 

The labels of zero code regions are marked by superscript prime(/) 

Zero 
porn 

direction 
of 

reading 

Xn 

Figure 5.2 A drcle representation of n matc'l conditions 

To !!Iustrate the above definitions consider the following example: 

Suppose we have 21/ limit points {( X t, rd, .. , (X n, Yn )} embedded on the circum-

ferellce of a cirde as shown III figure 5 2 for 11 match conditions (Mt, ., Mn) Then set of 

edges or an edge endosed by a directed arc hne that are incident to two points (Xp Yt) 

represellts a malch region as labeled Hl? The number of match regions is naturally the 

saille as the number of match conditions. 
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A code region. labeled as (,'t. IS an edge where <ln <lrbltr<lry input d<lt.1 nl<ly fall 

in. and the region covers a set of match conditions that can be s<ltisfied if thE' input dat <l 

lies within the range Such a set of match conditions for each code Icglon is df'fllH'o <le; 

a match code word For example. ('2 is an edgf' df'termined hy thE' pillr 01 (011<;('('111 IVI' 

points (Xz, Yd. If a 16-bit input data (IJ) satlsfies the con(htlon ( \., 

two match conditions AlI and I\h are slmultaneously Illatchpd l hN{'for('. IIH' 11I<lt( Il 

code word (Mf, M z, .. , M n )=(1.1.0 .... 0) would be the conect mat<-h Olltput respon"., fOI 

code region C2' C~, C~t1 are zero code regions since no match cOllditiol15 ,lit' "l'Pl 

ified in those regions. Hence. the match code words for zero codE' ff'J?,IOIl<; .HP ,111 O' ". 

(1\11, M2' .. ,1\1n )=(0.0 .... 0). We use notation {C\} to indicate the set of input d,li a t"<lt 

belongs to C~. and \G\ \ for the cardlllality of a set {CJ III the salllc cKalllple. ,illY 1111'111 

data D satisfying Xl < D /, Xz is denoted as a set {Cd. Simllarly {r':d. {( 'd dellot(' 

sets of input data D satisfying respectively X 2 < D <' YI and}'1 /) )'., 

Using the circle diagram the control options of ESM filter. ZERO X and NOT can 

be described as shown in figure 5 3. 

Zero Zero 

ZEROX NOT 

Figure 5.3 The control options ZEROX ilnd NO 1 

From the diagram it can be shown that there exist at most 21/ dlstmct valid m,str Il 

1fl 



5 1 The error detection code 

code words for any given set of 71. match conditions (71. 2 1). Having sorne n number of 

matcll conditions or 211 nurnber of limit values is the same as to place 2n nodes on a circle. 

The polygon formed by 2n nodes naturally has 2n edges. Each edge then corresponds 

lo each cod(> region Each match code word represented by a distinct code region is not 

necesc;arlly a distinct WOi d 5uch is the case when more than one zero code regions exist 

(case> fi) Another possibility 15 that certain number of match regions are enveloped together 

(case b) Both cases are illustrated III figure 5.4 For case (b) two distinct code regions 

{C'l' ('5} have the same match code word (.Alf, .M2' .Ah) = (1,0,0). Similarlya 

match code word (Ml, l\h, M3) = (1, 1, 0) represents two code regiolls {C2, C4} 

Therefore the number of distinct match code words for 71. match conditions is less than or 

equal to the number of edges of the graph - 2n. 

(a) 

3ame 'match code word 
for 

IC,2, C:" C61 

(b) 

Seme match code words 
for 

ICf, ~I and IC2, C~I 

Figure 5.4 Identical match code words deternllned by some code regions 

ln another example we refer to the figure 5.5 There exist 8 code regions for match 

conditions ("11, M'J.M l • Af4) Since we have same match code words for C~ and C~. the 

31 



r 

.. 

S 1 T hl' l'Ilor detl'ction locll' 

total number of distinct match code words is 7 as listed in Table 5 1 

1\11 = (Xl ~ Input DaIa < 1"d l\f3 = ( .\3 

1H4 = ( .\4 

lI/l'lit /Ja/a 

llll'vf [JO/Il 

Figure 5.5 Example with 4 match conditions 

Code match ronditions Match Code Words 

Regions satisfied 1\11 !II 2 Ml 1\14 
-------- ~ 

-" ( " { } 0 0 0 0 L R, 6 ------

Cl { .\/d 1 0 0 0 

C2 {,\I 1·.\/2 } 1 1 0 0 
- ------ - -

C3 {,H2} 0 1 0 0 
---

<-'4 {M2·M3} 0 1 1 0 
-

Us { 1\/3 } 0 0 1 () 

Cl {A/4 } 0 0 0 1 ~--1 
-- --- - --

Table 5.1 Exarnplc with 4 match condition, 
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The Sile of match code words relative to that of ail match words is considerably 

small when match conditions are many' limn - .oo(2n/2n) = 0 ln what follows we describe 

differenl lypes of errors that can occur ln the previous example 

- Types of errors -

The circula. diagrams are used to explain two types of single errors in figure 5 6 The 

tlrst type of error occurs when the faulty processor generates a match condition which still 

conform5 ta the match code As a result. it still gives us a match word that is not a correct 

match code v~ord ln the example of figure 5.6 (a). suppose the input data that actually 

belongs to code region C'l 15 appeared to be in region C2' Then it changes the match word 

(Mt, l\f2, /l.J3 , 1\14 ) = (1 000) to another match ward (1 1 00). which conforrns lo the 

code Thus the error can not be detected by the code. 

ln the second case. more than one code regions contain the input data at the saille 

time as illustrated in figure 56 (b) The input data is simultaneously present in bath code 

regions (,'2 and C, ln c0nsequence. It outputs a match word (Ml, .M2, M3, M4) = (1101) 

that no longer conforms to the ('ode words in table 5 1. Thus the presence of the noncode 

word IIldicates an error 

Whlle both errors are due to the crroneous output bits being 1. the flrst type of 

single errors are undetectable by the match code unlike the second one There exist other 

types of smgle errors that are due to erroneous output bits being O. The input data unseen 

III a code reglon would result 111 5uch errars Hence. errors can be classified by their direction 

of occurnng as weil as their detectability These two elements will be weil reflected on the 

ilnalysis of t>rror coverage 
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(a) Error type 1 (b) Error type 2 

Figure 5.6 Two types of single enors in il circlc mode! 

5.1.2 Extraction and property of MATCH code 

The algorithm. MATCH extracts the set of match code words for a glvel\ sel 01 

limit values It mainly consists of two procedures. sorting and Sc.annlllg ln the prO( f''i'i of 

sorting a list of limit values is ordered according ta linear arder such ilS - Simplest "iorllflR 

algorithms. such as selection sort and bubble sort. take 0(11 2) tlme ta sort 11 Illlrnher and 

are good enough for sorting short lisl. 

Once the sorting is completed. we have weil defmed code reglons ln the procc'i'i of 

scanning. ail the code regions are scanned. and the corresponding match code woul'i 'HP 

generated for every code reglon ThIs procedure takes 0 (ri) steps 

for j'=1 ta 2n do 

read (Next Lill1lt Véllue). 

{8rall (,OI/r reg/fJ1/S '0 1'('TI/Y 1/·h7(·11 71/alr'" ('(J7/rllIHJ7/s ('Otl ",. <;01, <;J1f'd~ 

If NextLimitValue =.\1 then M, ==1 else { match conditIon Ml 15 satlsf;ed 

If NextLimitValue =)'1 then MI =0. {match region mI'S srannea romplptf'ly } 

{qencrate Q new code H!ord /or carl! ('ode reqHJ1! S('OT/lIf'rI} 

end. {scan} 

The overall complexlty of MATCH algorithm is 0(n 2 ) for 11 number of match (()Il 
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dltione; 

We can imagine this scanning procedure as if an input data is moving along coun­

lerdotkwise around the cirtUmference of a circle. As it passes lhrough each match region 

once. each match condition is satisfied only for once during the entire circular scanning. 

For this reason the column of the code generated in this manner has only one segment of 

consecutive l' s in a cycle The distance* between adjacent code word~ varies depending 

on the given set of limit values. If the code is extracted from a set of distim:t limit values 

then every match code word has at least one match code word that is distance one away 

from it. 

For three match conditions (11 = 3) we list different types of match patterns and 

match codes respectively III figure 5 7 and table 5 2. 

0- b c d e 

Ml !v12 M3 1\11 1112 1\43 Ml lv12 M3 Ml M2 M3 Ml M2 M3 

0 o 0 0 0 0 0 o 0 0 0 0 1 0 0 

l 0 0 l 0 0 l 0 0 l 0 0 l l 0 

0 1 0 0 1 0 1 1 0 1 1 0 0 1 0 

0 0 1 0 1 1 0 0 1 0 1 0 0 1 1 

0 0 1 0 1 1 0 0 1 

0 0 1 1 0 1 

Table 5.2 Match codes for five different match patternc; 

• The distance bctween two word is the nUlllber of bit positions in which they differ 
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(8) (b) 

(0) (d) (e) 

Figure 5.7 Valious ",,,teh pilttel ilS for n:.: 1 
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5 2 The error detectioll schemc 

5.2 The error detection scheme 

Knowing that the output of ESM tilter forms a code. ca lied MATCH code. we 

investlgate how the code can actually be used to detect single errors in the following. 

5.2.1 Assignments of limit values 

The Hamming distance between two words is the number of bit positions in which 

the words differ The minimum distance of a code is the minimum Hamming distance 

found between ëlny two code words [41) If a set of limit values is given 50 that the set 

of match code words IS extracted from match words. then the minimum distance of match 

code worrJs can be deterrnined ln general. a set of limit values may have ta be updated 

accordmg to the changes in EOB by the Host Controller. Hence the minimum distance of 

match code words is not always the sam~ unless we make the following assumptions 

We assume that ail set of lirmt values are assigned ploperly to each match processor 

sa that each set of match processors checks for a unique match pattern that can not be 

examined otherwise by using fewer number of match processors. For examples in figure 

5 8 ((/). (b). (c). a smgle match processor could have been sufficient to check the same match 

patterns that are checked by using two processors. Thus they are not reasonably assigned 

hmil values 

Those lIndesirable cases are consequently excluded if we assume that 110 identical 

Imut vaIlles ex/st for <Jl1y glven set or match condItIOns The code extracted From such set 

of limlt values will always have the I1llllimUm distance equal ta one Since the greater the 

1l1lflllllUIll dlstilnce of a code. the more advantage we have 111 detection of ail single errors. 

thls restnctlOn sets U.- for the worst case As we also recall the physlcal meanll1g of the 

III111t values from chapter 2. it is very unlikely to have Identical limit values in a given set 
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mt: Xt < D < yt 
m2: X2 < D < Y2 

X2 = yt 

• 

mf: xt ~ D ~ Y2 

(a) 

mi:Xt < D < yt 
m2:X2 < D ~ Y2 
Xt = X2, yt = Y2 

• 

mJ: Xf ( D ~ yt 

(b) 

5 ') r he t'IIO! drlrl!ion ~dll'nll' 

ml. X1 ~ D \ yt 
m2: X2 ~ n '" Y2 
X1 =: Y2, X2 YI 

• 

ACCepl aIl a9 lrue 

(c) 

Figure 5.8 Assignlllents of linllt vailles 

Therefore every match code word has at least another match code word thal 1" dl..,LIIH l' 

one away from it ln the sa me code 

5.2.2 Single error detection 

During fault-free operation the output IS always a match code word If the mlnlllllJllI 

distance between match code words is greater than or equal to two, thell ail "llIgle errors 

result in a noncode word which is easily detectable Unfortunately in our case, slIlglf' crrors 
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rnay change the correct output into another match code word - incorrect code word as 

tlescribed in figure 5.9. These are the types of error we have seen in figure 5.6 Thus. ail 

single errort ) are not detectable by the code. 

u 

match code word: W1,W2,W3 detectable error: W2--»W4 

noncode word: W4 undetectable error: W1-~W3 

Figure 5.9 Enors in an error-detecting code 

One of the ways to deal with these undetectable errors is to add extra match 

processors. For this we would like to know the minimum number of extra processors 

required to ensure the detection of ail single errors. In what follows we show that it takes 

twice the number of original processors to detect ail single errors. 

Proposition 5.2 At least 11 extra match processors are needed 50 that the minimum 

dIstance of a code can be equal to two for a glven set of n match conditions 

Proof. Since no IlIwt values are identical. there aiways exist 2n nodes and edges 

111 a polygon wlllch represents a given match pattern. Any adjacent edges* correspond 

to match code words that are distance one away from each other Each edge has two 

* Edges lhat are connected by a common node are adjacent edges 
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adjacent edges in a polygon Hence each match code word has two <.Ode words t thal <lll' 

distance one away From it Introducing an extra match processor is equiv'llent 10 (uldlllg 

two ex.tra nodes to the polygon. As illustrated in figure 5.10 these two extra nodcs ('"n 

take the identical values from the original set of limit values. Now tlH' wholf' gl aph C,II1 h{' 

considered as the union of two components. A and B - one pic( (' 01 matçh rf'glO11 (OVNcd 

by an ex.tra match processor. the other piece that is left uncovered 

/ 

"-
\ 

edges \ 
/ 

-----. 
"-

\ 

.. 
--- ... 

" -
• .--- ---

Extra 

"> 
/ 

\ 

\ 
/ 

... 
'\ 

\ 

\ 
Component 8 , 

\ 
2n components .. 

/ 

/ '--. / 
Comp~ent A 

--~ 

Figure 5.10 Dividing il polygon into 11 (OlllpOllcnt~ 

t These Jre not necessarily distinct words as pointed Ollt in figure 5 4 

Nodes 
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Then the distance between the match code words of edge set At and B is increased 

by one There(ore the minimum distance between the match code words from the two 

dlfferent groups IS guaranteed to be two But those code words in the same set of edges 

have tllP 11lInlmUm distance of one To ensure the d::.tance of two at least between every 

code word:;. each edge should be covered by different component of the graph. For 2n 

edges we need to div ide the graph into 2n components as shown in figure 5 10. It takes at 

least 11 pillr of nodec;. whtch is equivalent to 11 extra processors QED 

The duplication of 32 match processors is an expensive way to achieve the detection 

of ail single errors An alternative is to use a time redundancy technique (or the detection 

of ail single errors as described in chapter 6 However. the speed of ESM filter is a very 

crUCial aspect since it is designed for real time application. Thert. fore. we do not prefer to 

trade time tor area 

5.2.3 Lookup table based on CAM 

We have shown that the duplication of 32 processors are inevitable to detect ail 

singlE' errors However. based on the match code we can design more cost efficient method 

than the duplication. which IS able to detect. if not ail. most of single errors 

The outputs of each match processor. a 32-bit match word can be compared 

agalllst ail llIatch code words stored ln a lookup-table (32-bit < 64-words) to check its 

rnelllbership If the match word do es not conform to the code stored in the lookup table. 

It IIldlcates the presence of an error By th,s practice. we can not actually detect ail single 

errors due to the IImit on the minimum Hammmg distance of the code as discussed earlier 

However. the effectlveness of this approach can be shown by estimating the percentage of 

detE'cttlble single crrors 

t Set of cdgcs in COlllpollcnt A 
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The lookup-table can be provided using a content addreSSilblE' Ilwlllory (CAM) t 

The comparison between a match word and set of match codE' words could bE' donE' .lI 50 

using extra registers and compara tors. CAM b::.sed lookup-table IS preterred for OUI (,lSt' 

because it is more efficient in area and time 

First we introducE.' the basic concept and general architecture of cl content élddrt\<;~ 

able memory to consider its effectiveness and efficiency as a lookup- table 

5.2.3.1 Introduction to CAM 

Conventional randol11 access memones (RAMs) access memory serially hy lo( ,lllOIl 

which consumes great deal of time and leaves a large proportion of the Ilwmory hardw,Hf' 

idle To improve the speed of a memory as weil as Its dE"llslty, content addlf>se;ablf> 1lH'1l101l('<; 

have been consldered for sOllle tllne The legular and Iterative stl udure 01 the CAM , .... 

very suitable for VLSI technology, whlCh has improved the feé1siblilly of (alllellt addf(>sstlhlp 

memory ~~'stems and has overcollle rnany implelllenlalion obstacles 

A content addressable memory (CAM) is a memory system wlth the propNly thal 

stored data items can be retrieved by their content or part of thelr contE"nt rather t hall by 

their address ln order to retrieve stored data Items by their content, a CAM aC«>5<;('<; 1 hf' 

memory words by comparing thelr content wlth the glven search-key word 1421 1461 

The basic element of the CAM IS called the bIt cell or CAM cell Olle bit mformallon<., 

can be written in, read out, and compared to the interrogatmg IIlfOrmatlon<; hy tll(' .may 

of CAM cells A bit cell is ablE" to signal exact hlte; (matdlP<;) or no hll<; (ml,>matcllf'<') 

t, as weil as have the capablhty to be externally masked A hlt IS detE"rted If thE" e;torprl 

t CAM has beell also called associative Illelllory distribllted logie I11rlllory p;tr~lId ~I'~I( Il 1111 'Il"', 

data-addressed memory 

t To avoid dual lisage of the word "match". we prefe, to UCi!' th!' word hlt 11\ thl' (Ollt"/t 'If th. 
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and presented datum have the same logical value or if either contains a "don't care". The 

external masking is used to exclude the same bit positions in ail words from comparison, 

Therefore three possible states must be presented to the cell' ONE (hit), ZERO (no-hit), 

or .. don't care" (MASK) 

B 
~ .... _---Bit line ___ -? ....... 

Word line 
--+-~----------------------~~+--W 

--+---~------------------~~--~-H 

HIT(match) sense line 

Figure 5.11 A static CMOS CAM cell 

Figure 5 11 shows an example of a static CMOS CAM cell. The CAM cell is 

cOlllposed of <1 static random access memory (SRAM) cell plus an exclusive-NOR wlth a 

total of ten transistors Figure 5 12 shows the content addressable memory organized as 

ail arr ay of slIch CAM cells 

-Equolity comparison -

LAM 
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B 9B 

-t--t-----++---+---i H 

-+-;r--~--++---+--~w 

-+~--~---i-r-~~--~H 

-+~--~---i-t----~--;W 

Figure 5.12 Memory organization based 011 the array of CAM ('Ils 

ln equality search operation a search-key word is compared with ail words stored 11\ 

a CAM for the equality check. A search-key word is presented ta the arrfly of CAM «(lll" 

simultaneously The bits of seareh-key word are eompared agalllst the respecllv(; bll~ 01 

the word rows of the CAM eells These equality comparisolrj are exe<.uled sil1lultalleotl'ily 

in an all-parallel CAM Here each CAM cell has ItS own output lilles (HIT <;('Il<;P III,,') .1'> 

shown in figure 5 11. Each of ce II' 5 companson results in a ward lines has to hf: collccted 

by an AND or NOR logie ta farm a final hit or no-hit signal a<;sociated wllh e,1( h wonl 

Implementation of these funetions by il logle gate would have very hlgh fan-m. will( li 1<, 

not il practical solution One efficient solution practiced in many cases 1431. 147\ 1<; Ihl' 

wired-AND logic The output lines from each CAM cells of word rows cOIn })(' WIt!' AN 1 )f>d 

together Initially. each of the wire Ar~Ded Imes is precharged high. and rematn<; hlp;h If 
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each tell's loglt value in the CAM word is identical wlth the presented data on the bit 

Imes COllversely. If any tell in the word mis matches the presented data. the linc will be 

disc.harged to a low polential 

Figure 5 13 shows an all-parallel content addressable memory. The all-parallel 

CAMs are extrellH'ly fast with an access time of only a few nanoseconds. and therefore 

typielllly used III fast but smllil buffer memories because of the high priee per bit cell 

compmt'd to th<lt of uSllal <lddressed memones The system mspects the wordc; in the 

memory III li parallel fashlon lISlIlg the search-key word and the mask reglster The data can 

be mput to the l11emory for storage either serially or simultaneously (1 e when illltlahzing 

data elements) T he output hlt response indicates which words hlt the key word and mask 

combll1ation. <lnd the output register reads the hitting words 

nad wrlte oontrol 

J.rray of 
CAW CeU. 

1111····11 

wuked Dy word 

• outvut hlt 
• - re.polllle 

• 
• • • • 
• 

1 Output re.t.t.er 1-- output word .Uoe 

Figure 5.13 AII-palallel CAM block diagralll 

There are other CAM architectures such as the Word-Parallel/Bit(or Byte)-Serial 

CAM and the Word Serial/Blt(or Byte) parallel CAM 143J The bit- and byte slice arehitee 

tures perform better on élnthmetic computation. while the all-parallel architecture is best 
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for equality comparisons 142]. which satlsfies our requirement 

5.2.3.2 The Match code lookup table 

For our application. we need a hlgh-speed lookliP 1.lble of 511(' (32 bl\ ' b4 w(\l\h) 

which can perform parallel exallllnatioll of tll(' cOlltent (set of !lldl< Il (odl' wor d,,) ,I"d 

output the equahly LOlllparisoll reslIlls indlLallllg wlwlhPI ,\ pprlPI \ hll (,XI"'" fOl t IH' glVI''' 

32 bit match word The lookup table call ve rrnp!~lllellted b,l"ed on ,III ,\11 1',11 ,lllel CAM 

architecture as shown in figure 5 14 ln this case the maskmg IUI1(\lon 1'-> oln,lIt'ct ",rH l' ,\11 

32 bits are always ta be compared The oUtpllt regislN 15 not 1lI,1IId.ltory '->II\( (' (llif 111,1111 

concern is to only know rf single hit response eXlsts (no errai) or Ilot «'lIor) No t'rror l', 

detected if there is only one hit 111 tilt' output response If ther(' ar(' '10 bit ... , or 1l1"11' th.11l 

one hit in the output response. then an error IS deterted If Wf' prf'SUIlH' th;)1 Il('wly "ddpd 

components are fault free, the case of multlplf> hlts can be dlsrarded Tlwn Pltll('r <illlgip IlIt 

or no hit would bf> thf> only pos<;iblp OUtpllt rpspon<;p UlldPr thl<; ,l<;<;lIrnpll<ltl thf' nlllpirl 

response lines from each CAM cells of ward rows can be wrre-ORed togpther 10 IOffll .\ 

final error s'gnal 

Array of 
CAll Cells 

• 
• 
• 
• 

• output h.lt 
• - response 
• • 

Figure 5.14 The all,p<lI<llll'llookIlP tablr 

The cOl11plexity of the lookup table depends on the varlOU<i r.hr)\!,. I)f CAf'1l (pl'" 



5 2 The error detection scheme 

Therf' ilre differellt types of CAM cells sueh as statie. pseudo-static [471 and dynamie CAM 

cells [48J. [49J The investigation into the design eonstraints. trade-offs and implementation 

ic;sup<; for various types of CAM cells using VLSI CMOS technology has been reported 

III [47J t These CAM cells are designed to meet or surpass the followmg performance 

requirelllents. 

equûlity semch' <. 5 ns: write: < 5 ns: read' < 5 n.q 

Hence the time delay to deteet an error is reasonably less th an the time constraint of 

the match processor - 100,1,<; ln addition to the static (MOS CAM cel! as shown in figure 

5 11. two different types of CAM ceUs as shown in figures 5.15.5.16 called as pseudo-statie 

IIMOS CAM cell and self-isolating CAM cel! respeetively. are also considered. 

The pseudo-statie nMOS CAM cel! in figure 5 15 with a total of eight transistors 

IS the simplest design considered The data storage part of the cel! is pseudo-statie. and 

needs to be refreshed frequently Henee the power consllmption is relatively higher than 

the other designs. but with the modest area cost 

B 

--r-----------~----------~--w 

H 

Figure 5.15 A pseudo-statie nMOS CAM cell 

The statie CMûS CAM cell in figure 5 11 stores a datum in two cross- coupled 

Different types of CAM eells <Ire designed to support eost-effective image associative processors. 
which lequites real-time processing 
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CMûS inverters. and therefore does not need refreshing. The power wnsumptlon of the 

CAM cel! is lower than that of the pselldo-static ce". but it would requir(> two additioll,ll 

transistors 

Tite self-isolating CAM cell III figure 5 16 Isolates the datd stor tlll,t' Ihlrt 01 lite «(·11 

from the two bit lines 1]. lJ during wrrte operations ThIS saves the power conSlIlllptlon 

that is required for write operations The power consumptlOI1 of tilt' splf 1~()I"lll,g CAM ({'II 

is the lowest of ail considered. but it takes a total of twelve tr<lllsistor<; 

B 

--+---~-----------------'----r-W 

H 

Figure 5.t6 A self-isolaling CAM crJl 

We summarize the variations in these types of CAM cells. and their respe( tlve 

hardware overllead ratIos" involved in the II11plelllelllatlon of lite lookup t .. hle for ESM 

filter chip as below 

power consumptlon pseudo-static nMOS static CMOS . self-isolalll'g CAM 

transistors # / cell 8 10 12 

* The rlltio of the extra hardware reqllired by Ihe falllt tolcr<lnce tcchlll(jlle 10 the h;mlwarr· of thr 
original system without fault toler<lnce Here the ratio is glven in tellllS of trilnslstoro; Il f ,t al t lIill 
area 
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5 2 rhe error detectioll schell1e 

overhead ratio(%) 46 57 69 

The hardware overhead ratios are approximated as the transistor number ratio of 

the iHray of CAM cells ln the lookup table to the n number of match processors in ESM 

filter hy the followmg equation 

Overhead Rofto 
271 2[ 

111' 
2nl 

1126 
(8:::; t ~ 12) 

where l is the number of transistors in a CAM cel!. T is that of a match proeessor, 

and n 15 the number of match processors in ESM filter. The above ratios are figured for 

n=32 

As we introduce the extra components to the original filter chip for fault tolerance. 

the Ilewly adJed components become a new source of faults. The problem of fault loleranc.e 

involved in CAMs is a nontrivial researeh problem by itself, For conventional RAMs. the 

space for a full address must be ensured in order to operate without faults. CAMs are 

fault tolerant in that respect since it will operate correctly by a given logic as long as the 

logic is correct On the other hand. the more complicated memory structure of CAMs has 

greater problems for testability and fault tolerance. Fault tolerance techniques applicable to 

RAMs may not be readily transferred to CAMs because of its different memory structure 

compared with RAMs The problems of testability and fault tolerdnce in different CAMs 

has \wen studled \50J. 151 J. and a fault tolerant CAM mel110ry has been suggested in 152] 

Hete we simply assume that the lookup table is fault free to stay within the scope of our 

work 

5.2.4 Parallel operation of ESM filter ICs 

The proposed single error detection scheme for ESM filter is also applicable when 

several ESM filter ICs operate ln parallel to form ESM System MATCH outputs The radar 
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pulse descriptor word (P DW) typically occupy anywhere between 96 256 bits 1 epresent illg 

various input parameters (i e .. PA has 16 bits and PW also has 16 bits. etç) SIIl( t' t IH' 

length of parameterdata input of ESM filter is only 16 bits. sever.! 1 ESM fillt'rs ,Ht' 1I('«('<;<;,IIY 

to operate in parallel for processing differellt p.Hill11eters of il glV('1l r.HI,lI PDW Alld 1111'11 

the respective match outputs can be jOlllcd III a WIH\ AND COlllrgllr,lllOfl ln /01111 ,1 F SM 

System MATCH output for each Ill<ltch prOCf'ssor ilS 1llf'lltIOI1f'd III (lIaplPI 3 

For eXéllllple. él radar PDW IS gellelated based on thret' (11((('1""1 \1.",\1111'1(,1'- (f)A. 

PW. AOA). each of 16 bIts. thus 48 bIts total To process the PDW, t!lrce [SM Irlh'r 

ICs would be reqllired to opera te in parallel Using the saille ('xampl\', wc Will 1')I,pl,llll 

the possibility that ESM System level MATCH code can be extra( tcd. and used for th<, 

detection of single errors in ESM System MATCH outputs, 

Under the situatIon described in the above e~<lmple. SllppO<iC wc h,lVe ail ESM flltl'r 

whose parameter data input is 48 bits, thus ail the lilllit vaille registerc; ;lIld (Olllp,H,llorc, 

have capabihty of 48 bits as weil Theil we can have one set of 32 p,ur5 of 48 IlIt hmlt 

values stored in slIch an imaginary filter instead of havrng three 5et c; of 32 palr<; of 1 fi hlt 

limit values. each set stored in the actual ESM flltt'r le The MATCH olllpllt TP<;IIII<; of Ill(' 

imaginary ESM fllter would be the saille as the wlre-AN Ded match outpul<; from Ihrf'f' of 

the actual ESM tilter ICs As we have extracled the match code for tlw d( t\Jal [SM fdtpr 

IC. the match code for the IlIIagrnary ES M frlter (,III IH' also ex t 1 <I( lpd 1: flll\ Iltp ()4 01 4 H 

bit lirnit values Theil thls match code can be used lo vellty ESM SyslPl1I MA llH outpl/t<­

that are obtall1ed by operating the tlHee ESM Frlter ICs 111 p,H<llIel TIH'rf'fore Ilw 1ll,IIf Il 

code can be regarded as ESM System MATCH code The Sile of tlH' (od(' 1<, det('rllllflf'd 

only by the nUll1ber of match conditions, Ilot by th2 length of the lirlllt vdlues HPllf P It., 

size stIll relllalllS the S<Hne (32-blt 64 wor(bl, wh,ch C(]fI he slored Itl the ., ,Ifl 1(' <.111' of 

the lookup table as the one suggested for ESM fllter IC 
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5 2 The et ror detection scherne 

For the detection of single errors in ESM System MATCH outputs. one additional 

lookup table can be provided for ESM Filter ICs that are operating in parallel. preferably 

each having its own built in lookup table 
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5.3 The error coverage 

The effectiveness of MATCH code scheme is represented hy th(' conditlonill prob 

ability that an error will occur but will not rcsult in th<, syst(,1ll f'l1ll1rt' rf'frrr('<! 10 .1<; ,IH' 

error coverage Thus in considerrng the error coverage. two llleilSllIP., .Hf' .H tu,llly ",voivre! 

the probabilrty that an error will occur. and the probabrllty that SIKh .111 t'nor will t)(' <1(' 

tected While the latter can be predicted <Ic('urately for a glven Ill,l!ch < od(' ItH' IOIlllf'r i<; 

difficult to obtain because our tault model is rather abstract to f"cliitille <;llllulallon ,lt SU( h 

behavioral level Neverlheless. fault simulation based on tlH' (OnVt'ntlon.l! p,.lIt' \t'VIl! ... 111\ k 

at fault model instead the actual model was used to provlde ail apprOXIJlI,lt Hill 

The error detection capabllrty of MATCH code may differ from one lII.lldl p.lllNIl 

lo another pattern. which is determined by the assIgnmenl of lilllil values SII'( t' IlwI(' 

exist man y different match patterns for 32 match cOIH1!tlons. olle parllcular mal< Ir p.ll1('II' 

was not sufficient to support the valrdity of our Illeasure. T 0 begill wlth. wc apprOX"ll,lt('d 

number of distinct match patterns by combmatorial methods Then a subsel 01 lhp ilia 1 ( Ir 

patterns was randomly sampled. and its respective match codes were extra( Led TIH' 

normality of these codes was examined to predict the probahility that a ralldolll mal< Ir 

code will detect an error provided that an error will he JH(',>rnl At lél<;1 IIH's(> two m('.\"Ilf('<;. 

each obtained from the fault Simulation and the analysis on r,mdom match codr,>. wprp 

incorporated together to compute the error coverilge 

ln the followmg we will forlllulate the eqllatloll whlch Irnks thr Iwo statl<;ll( ill d,IL, 

to obtain the error coverage Then the combinatorial study on the maldl pattern. ilnd tlll' 

fault simulatIOn results will be discussed 

5.3.1 Detection probability 

The probability thal an error will occur IS defined as the detedton probabtltty ,1'.., t II(' 
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5 3 The error coverage 

following 

/Jk The detection probability of a fault k IS the probability that a single random test 

vector will detect the fault This detection probability equals the normalized car-

dinality of the test set for that fault with respect to the total number of possible 

mput vectors 

T Total number of test vectors. which is equal to 2J if the number of input lines of 

the circuit is .1 

7k' Subset of test vectors of T which detect fault k. Its cardinality is denoted as 1 Tk 1. 

11k 1 
Pk = 

l' 
(5.1 ) 

The computation of detection probability. Pk can be converted into a signal prob-

ability computation problem Let' s suppose that we apply a random set of input vectors 

(/1, .. , lm) to a fault-free I\J P(match processor) and a faulty M PI as shown in figure 

5 17 The single bit seriai output of fault-free Al rand that of faulty IH PI are labeled as 

faull-free sequence and faully sequence respectively Let F be the excluslve-ORed output 

of 1\1 J'and Al J'f The single bit seriai output on F is called as error sequence. The 

detectloll probabihty of the fault k is the signal probability at the output F. in other words. 

the probabllity that the error sequence will have the logic value 1 as a result of a randomly 

applied input vector. 

With the table 5 3. we will explam how the detection probability Pk can be computed 

from these output sequences ln consequence. the terms PD and P.o will be defined ln 

Table 5 3. 1 is the logic value of the fault-free sequence Event c denotes the occurrence 

of an error and event (' f is the occurrence of a correct (error-free) output response in the 

faulty sequence The other notations used in the table are defined as the following 
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Im, ••• ,b, h 

MP 

MPf 

;, lht' ('IIOf lOV(,I.I~t· 

fault-free ':-equence 
110010011 

error sequence 
110100110 

faulty sequence 
000111]101 

Figure 5.17 Compllting the detection plobahllity 

0:: The total number of error-{ree l' s in the faulty sequence 

(3: The total number of erroneous 0' s in the faulty sequence 

l' The total number of error-{ree 0' 5 in the faulty sequence 

W' The total number of errOf1eous l's in the faulty sequence 

m: The total number of bits in the faulty sequence 

1 ef e total 

1 0 Il lX + {3 

0 1 w ,+w 
total 0+, f3+w m 

Table 5.3 (omputing the detection prob<1bility Pk 

From Table 5 3. the probabihty of P occurnng, J)(r) can be derrved lie; 

l' ( e) = 1) (1 = 1 1 ) e) + J) (1 = 0 r ) el (1) 2) 

wher e P (1 = 1 Il e) = ~ = ('~ ~/ )( ~) = P (1 = 1)( n ~ ~) = 1) Il -: 1) 1) (" : 1 1 )' .111 d 

t Event D 1 (e/rol flee) -> 0 (etrol/eolls) 

f Evellt J) 0 (el/Dt flee) -* 1 (elfOl/eOlls) 

of, The terlll (_L) is HIe conditional probability of event f> given that II~ eqll.11 Ir) 1 
~ 
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sirnilarily for P(l = 0 (1 e) 

Then the equation (5.2) can be written as the following: 

P(e) P(l = 1)f'(e Il = 1) + 1'(1 = O)f'(e Il = 0) 

(0'+11)(_11_) + (Y+w)(_w_) 
m a+11 m 1+W 

(J+w 
m 

We rnay now define: 

= Pk 

P(e Il = 1) 

P(e Il = 0) 

(J 
0.+(3 

W 

(5.3) 

(5.4) 

The presence of a 1 in the error sequence can be either due to the error-free bit being 1 

and the erroneous bit being O. or the error-free bit being 0 and the ermneous bit being 1. 

These two events are denoted as D & D respectively in [53]. and the probability of event 

D. f) occurrmg are respectively PD and PD' These two terms PD and PjJ are essential 

to the error coverage measure 

Finally the detection probability of fault k can be written as: 

(5.5) 

where P(I=1) can be considered as the fault-free signal probability of the output. 

For example we have (o.. {J. 1. w. m)= (2. 3. 2. 2. 9) from the fault free sequence 

and the faulty sequence as given in figure 5.17. Using the above equations the values of 

p/). PT> and l'k are obtained respectively as 0.60. 0.50 and 0.56. 
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5.3.2 Probability of masking 

ln the next step of our discussioll we assume that one slJ<..h 1\11'[ (will! kllOWIl /'/1. 

Pfj) is present in the filter chip which consists of Il AI Ps For exal1lplE' let /1 4 ,1Ild tlH' 

match code for a given match pattern 1< be the code as listed in figure 5 18 Let olle of those 

four AJ Ps be the faulty one with Pn = 0.6 and Pli =- 0.5. The 5et of hinary nUlllbers III 

each column of the codE" would be regarded as correct match ('ode word" 

MP o 1 1 1 1 

MP o 0 1 o 0 
Input 

MP o 0 0 1 o 

MP 0 0 0 0 1 

Figure 5.18 A flltcr chip with n=4 of match pto(r<;<;ol<; 

For the time being. we assume that each of five <-ode words h.15 equal (1l,1Il! (' Il) 

become the correct output of the filter chip with a random input vector Therefore tlV! 

failure of the A[ PI would randomly complement one of those 20 bit values III the (()de 

1< The match pattern can be leprcsentcd with pairs of idclltlcal nllmbcrs (1 2 7 1 1 4 4 1) TIll'; 

notation will be explained in the foliowinR sectio'1 
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5 3 The error coverage 

The consequence of such a failure in any one of those und€flined bIts can lead to the system 

fa liure silice the <.Ode would fail to detect such an error, referred to as a critlcal errar. We 

cali underhned bits cf/tlcal bits 

Referring to the table 5 4. we will explain how the prabability af masking is formu-

lated 

/'111 The prababl/tty af maskmg is the probability that an output match word will become 

another match code word with a random input daté!. Hence the error is masked up 

by the code ward 

ln table 5 4. L is the correct logie value in the code. and event nC den otes the 

presence of a nancritical bit in the code and event C denotes the presence of a critical bit 

in the code The other notations used in the table are defined as the following' 

(/ The total number of noncntical l' s in the code. 

h' The total number of critical l' s in the code 

r' The total Ilumber of noncritlcal O's in the code 

d: The total number of critical O· s in the code. * 

N The total nurnber of bits in the code. 

L ne C tatal 

1 a h a+b 

0 (' d c+d 

f of (1 L (1+(' Il + d N 

Table 5.4 COl11puting thc plobability of masking. Pm 

From the table 54. we can express the probability of event C occurring. 1'(0) as 

P«:) = P(L=lrlC') + P(L=OnC) (5.6) 

• Notc that b is always equal to cl by the property of MATCH code 
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where P(L = 1 n C')= *=( ~I~)( ;(~r,) = P(I, 

similarily for P(l, = 01 1 Cl. 

Then the equation (56) can be written as the followlllg 

5 J The CIIOI covel.l~(, 

1)/'((' Il, --:: t) élnd 

pte) - J>(L:::: 1)/)((' 1 L:::: 1) + l'(L:::: 0)/'((' 1 L - 0) 

We may IlOW define' 

(~\I_h~) 
N I\a + b 

b + tI 
N 

+ (-t dH_d_) 
N r 1 d 

Total nUlllber of disllllcl words in lhe code 

Hl!: t th ward of the code. (t = 1, .. , t) 

cb~(O): Total number of critical 1(0) bits in Hl1 of the code. 

b~(O) Total number of 1(0) bits in Wt of the code. 

(-"-) 
\ ~t ,1 

PlO p(e 1 L = 1) L-01=1 ("1 

a+b ,~I ,1 
L_"1==1 '1 

(_(_1 ) 
\ ~t (.,,0 

POl p(e 1 L = 0) L-ol=l l = 
r-td L' 0 1= 1 "1 

la + b) 
\ ,/ /J1 

JI(L = 1) L-ot=l t ( 1 
N ~~=1 (b? + b~) , 

I~ l) 

(5.8) 

N 
11 

211) 

For a critical error ta occur or equivalently for ail error ta be ulldetec.ted. Iwo IIldp 

pendent events must happen sil11ultaneously. an error OCClUS. and It OCClUS III Oll~ of t IH! 

critical bits of the code Finally the probability of maskil1g is expressed a'> the folloWlllg. 

where PD & PD incorporate' 
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l 'HI -- 1) (" =- 1 rie 1 1 (t) + P (D = 0 ,- 1 l' (1 C) 

= 1'(1_ = 1)1'(t' Il = l)/'(r' 1 L = 1) + P(L = O)P(t' Il = O)I'(C: T_ = 0) 

})m - P(L = 1) . l'f) . })10 + P(L =- 0) . p[) . POl 

!lITlhrr 81mtlh!lpd (l~ 

" d - "U(N) + l'/J(/V) 

b 
N (PI> + p[») (.smcc b = d) 

(59) 

For example we hdve (a. IJ. r. d. N)=(3. 4. 9. 4. 20) from the code as shown 

Ifl figurE' 5 18. élnd the prolJc1b,hty of mask",g for the <-ode Lan ue calculated il" 

Fm = ~(O.6 + 0 5) = 22%. 

The equatlon (5 9) is ,lot stnctly valid unless we keep the prevlous assumption 

each code ward has equal probab:lity to become the correct output of the filtèr wlth a 

random Input vector This assumption is sa me as to require that (a) ail code reglOn.s of 

the code have the sa me slZes. and th<1t ("l ail Inputs are uniformly distnhuted SlI1ce the 

siles of code reglons may vary Il,th arbltrary Im'It \talues. the equatlons (58) need to tH' 

I1HHhflNI to rf'1110VP tlH' restrlctlOll (11). but the restrlct,,)11 (II) IS still reqlllr('d al tlw; pOint 

P, The probabillty of the Input set 1 15 the plObabllity that a Single ranelom Input Vt~ctor 

will be III the 5('1 {(',} when randolll selection of the Input 15 evenly dle;tnbulpd 

By the dE'finition PliS the measure of how often a match coele word Il, will becol11e 

the correct output respOIlSE' of the Fllter with a random mput vector Assullllng thnt ail 

IIlputs are uillformly dlstnbllted. /'1 15 eqllal to the normalized cardinallty of the set {('/} 

with respect to the entlf(, input space of the Filter I( '11 IS deterl11l1led based on the glven 

set of 32 pairs of 16 bit hlmt values for (/ = 1 ... t) Then l', cnn be expres5ed ae; th(' 
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"l 1 hl' t'If (li l l'\'1'1 .11:t 

following 

1(' 1 

l' - ---~ 
1 - 216 

Accordmgly illly cntlcill bits of the code words wlth hlgher /', would h,lVt' lllt' glt',llt'I <l1It'll 

011 increaslI1g the probabillty of nrasklllg Therefore l'10' 1>01, l'( 1) ,,('pd 10 IIH ludt' 1', '" 

their exprcs~ions as thE' followlIIg 

'\ ~t /', rI,l 
l,tI'rl<}h/l'd _ ........ ,=1 1 1 

la ~ \--I-/~-/T 
·~I::: l , " 

Then the equatlon (59) call oe llIodlfled él<; 

l , /) /' IL' 
III = [), 10 

, '1'/'1 <,hll./ 
J 01 -

\ 'f l' 
1 I l) 

1 1 , 
\ ' .. 1 1', 

\ 
211) 

/1 

(S 11) 

\"_ l' ,(/,O+!J I ) ...JI-II, 1 

"'I/I'P \' 1'!Jl 
\ I..--J' 

,=1 

f 

\
' Il l'" ) ~ , 

1 : 1 

'Ne can further generallze the above eqllatloll<; by lemovmg llw "Plolld {( .... IIH 11011 

(b) as weil If the distribution of the paral11('ter data Input over long pellod of 111111' (.111 IH' 

found, then l', call be modlfied as l',' to read)ust the welght of e<l( h t od(l w01f1 \ \, 1" l', 

expressed as 

/'/ = P, :,:"U'"~~'_~_(/f_~11111~(:~_'1~1'1J/ dolll ll'h P 'l' l'I)rn'''' IIlIll/1// Il or,I,- \\ , 1 

'1'(11 III 111/ IfII/f'r Il jI/l'lI/ /l'" 1111'1/ 1 dll/I/ 

However thls type of IIlforlllatloll may Ilot be readdy ilva.ldble hf-CaIJ",f' (Jf If<, ( 1.J"',d'l'd 

nature For this reason wemaliltarnthe-arnf>s.mplrfyulg aS'iurnpt.oll'> 11/) .Ill" Il,) 1 fi 

Illeasure the mean value of the probabihty of ll1asklng 1',,< 111 subsequell, ~f:ttl( Il', 

I,I, 



5 3 The error coverage 

5.3 3 Combinatorial analysis on match patterns 

ln thls section wc cOlIsider how rnany dlfferent match patterns actually exist for n 

match conditions As we have shown in section 5 2 1 figure 5 7. variolls match patterns 

(an 1)(> formNI for thf' glv('n 71 match conditions Each unique match pattern corresponds 

to a dlc;tln( t m;}tch code ;}no f'ach match code has ItS own value of Pm hrst we observe 

how tllf' I1l1mb"1 of dlc;t Illet nlatch patternc; grows as 71 increases Next we generate randolll 

<;alllplf'<' of ri 1 <; t Ill( t III il 1 ( " gr ilph<; 50 a<; 10 (ompute the average 7'111 of the correspol1dmg 

set 01 mate h codes for 71 "-- 32 case 

Wf' can desCflbe the enumeratlOI1 of match graph problem as the followlIlg Suppose 

thal 2" pomte; ,HP arrallgNI on thf' cHcumference of a clrcle We can péllr \lp thesf' pomts 

,111<1 JOIII correspolldlllg pOlllls by dlOrtis of the urcle The graph fornwd III stH.h Illallner 

15 called as a matr.h glaph r 0 repre5ent match graphs. wc can use pairs of duplicated 

IlUIllOel~ lo lauel eac" emJs of the chords. thus each pair representlllg 1 certalll chord of 

the ClrclE' For exalllple we use three pairs of dup"cated numbers {1. 1}. {2. 2}. p. 3} to 

label mat:h graphs a<; Illustrated III figure 5 19 for fi == 3 case 

These five grdphs are dlStlllc.l (or lion Isomorp/lIc; match patterns SIIl<:.e olle can Ilot 

be obtallled Irom any otller graphs by a plane rotatIon or reflectton of the graph Here the 

directions of the chords are 1101 cOllsldered. Ullhkt> the way It was treated III figure 5 7 

By Ignonll!!, dlrt>( lions of the chords. It actually reduces the numbH of dlStlllCt match 

graphs lhal we have to counl For eX<ll11ple. figure 5 20 shows two undlrected match graphs. 

wht'Ie graph (11) can represent both dlrecteu graphs (a) and ((') of figure 5 21 Hence we 

have ollly two dlstlllct match gr<iphs Hlstead of three If the directions are IlOt concerned 

SIIH.e dlr(>( 110115 of the chords can oe easlly altered by the" NOT" control option 

of ES M fil ter . It 15 onlltted ill the cow Ideration of dlstmct match graphs Therefore the 
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'> J 1 hl' t'II 01 t tW1'1 ,'~t' 

(a) (b) 

(1. 1. 2, 2, 1$. 3) (1. 1. 2. a. 2. S) 

(0) (d) 

(1, 2. 1. S. 2. 8) (1. 2. 2, 1. S. 8) 

Figure 5.19 lahelrd match glilph~ for Il -

(a) (b) 

(1, 1, 2, 2) (1. 2. 1. 2) 

(e) 

':;~\ 
// )-

_// .. ~--
(1. 3, 2. 1. 3, 2) 

Figure 5.20 labeled match J,:raphs for 1/ ) 

number of unique match graphs for 11 IS the number of way., of dOlflg t 111<, p,lHlllg <;(J ,II .. , 

none of the graphs are isornorphic .. regardless of the lhords' dnN tlons 

.. Two glaphs (,'1 and (:2 ,He isolllorplllc if thele rs il 0111' one (Oft(·spondCll(f' h ... IWf'f'11 Ih, v' Ill" '. r.1 

(;1 and those of <.'2 wlth the p,operly lhat the Illrmber rJI edgco; JI)illlllg .llly IWI) Vlllir l'~ 'If l, 1 l' 

l'quill to the nlflllber of edges joining the corresponding venir!',; of (;) 1'i4j 

1,1 



5 3 The error ("overage 

(a) (b) (c) 

1 

(1. 1. 2. 2) (1, 2, 1, 2) (1, 2, 2, 1) 

Figure 5.21 Match fl,raphs wilh directed chords for Tl = 2 

Similar problem wac; considered m [55J. [561. where none of the chords were allowed 

to c:ross. and the number of ways of pairmg the 211 points was given by a Catalan number 

as shoWJl below 

l'Tl = --1 (2n) 
11 + 1 n 

Since the crossing of the chords are allowed in our problem. the number of ways will be 

certninly larger than n Catalan nl1mber 

These types of countlllg problems are often very complex because apparently dif-

ferplll obJects oftell turn oul to be equal. or we say. isomorphic Ali objects which are 

consldered equal are placed III a slIlgle class called an equrvalence clas5 and it IS the num-

bt>r uf 'il/ch (lasses whiLh IS of our interest 

ln figure 5 19. we have shown only the distinct graphs out of 161abeled match graphs 

for Il - 3 (,lSP The total JlUmbN of labeled match graphs equélls the number of WélyS of 

1,1lwllllg around il mcle uSlllg 11 p<lJrS. each pair havlIlg dupllcated labellllllllbers The total 

Illlmbei of qclic permutatIOns for 11 pairs of duplicated elements can be expressed [581 as 

1/1]~ + (11 1)1 
ri 

The Ilext example dlsplays how the equation works out The number of cychc permutations 

of two pairs of dupIJcated elements is counted by the following steps 
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r, ~ The t'flOf (lIVI'I.l):.l' 

" The number of permutations with four elements 111 a row ,.t" -: 6 FOI" p,m" 

of duplicated elements we have (~',I,I) of permutations III a row 

" The number of symmetrical permutations in a row' 2! It forms synllllt'tnes by 

180" when total number of elements .s t'v('n F.gurt' 5 22 show" tlH' forlll.ltÎOIl of 

symmetries in cyclic permutations 

Figure 5.22 SyllllllettÏes in cydit perl11l1l~lion<; 

For n pairs of duplicated elements we have,,! sYlllmetricai permutat,olls SUI( P "II< Il 

symmetncal permutations belollg to () equivalence class we hav(' to t'xc II/df' a( < 01 dlllglV Irolll 

the total number of permutations in a row (6 
(2,d l 

21) ~ 4 ln general Wf' havf' 2'1' ,,1 

for 11 pairs of duplicated elements 

'1 Finally the "lImber of cyclie permutatIOns for two paire; .e; g,VPIl cl'> 

(6 21) 2' ----- -- + ----- --- -, Î 
4 (Ivlul Hu,nu", of df'11/,,/I,~) 2 (CydH' pf''''lfl (JI ~'I"'"I1'/I 'Il 

where the cyclic period of symmetry equals the number of elemellts IIlsid,' dotlpd 

line of the figure 5 22 

There are Illany situations III coullling of graphs wht'Il r,raph<i ,IIP to tH' (OI11,tf'd 

only as a single distinct graph .f they are equlvalent under sorne speclfled operat.on,> (. (' 

rotation. reflection) The relation between the total number of labeled graphe; and t IH' 

( 4 



5 3 The error coverage 

l1urnber of distinct graphs depends closely upon the structure of the equivalence group. 

and rnay be obtamed by applying p( /ya's theorem. often called fundamental theorem in 

Cllullleriltlve wlllbmiltonal analysls 155J. [57J. 158]. The complete solution to the number 

uf OI<;tIl1Lt rnJlch graph problem remains unsolved here. but may be solved by applying 

Polya'c; theorem 

We have generated ex.haustlvely ail the vectors representing labeled match graphs 

frolll 1/ - 2 to 6. and counted ollly the distinct match graphs for each set of labeled match 

graphs The results are as c;hown in table 5 5, 

11 # of labeled graphs # of distinct graphs 

2 2 2 

3 16 5 

4 318 16 

5 11. 352 58 

6 623,760 206 

Table 5.5 NlIl1lbel of distinct match graphs for Tl match conditions 

The table shows alrnost exponential increase5 in the total number of distinct match 

graphs as 7/ increases Therefore it is practically impossible to survey ail of these cases for 

obtaining the mean value of Pm with n = 32 

Nevertheless we can show how values of PHI are distributed for complete set of 

distmct rnl1tch graphs when n is small (i.e n <, 6) From that we may be able to 

predKt thE' distribution of 1'1/1 values for larger size like 71 = 32 Then a r<lndom set of 

match codes can he generated for randorn salllpling The average value Pm of the random 

s<llllple. denotpd as .Y. c<ln be used to predict the true Pm of the complete set of distlllct 

match graphs for 71 = 32 

For 11 = 2 to 6. we have examined ail match codes for every distinct match graph 
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li 1 Th(' ('1101 (lV\'I,l~(' 

to compute its respective P,,, values The upper bOlJnd of "111 Vil!tIE'<; dt'llotE'd il" 1/'''1 ,111' 

computed by the equation (59) where Pn and PlY both are SE't E'qual 10 OllE' • If) "hC;pIlCt, 

of fault simulation result 

For example we have 1 l'''1 ::- 0.50. 0.67. 0.50. 0.78. 067 lespecllvely fOI mail Il 

codes (a) .. (c) of the table 5.2 in section 5.1.2 We Ilote thal both [',ms (0), ((') ,111<1 (11), 

(e) have same 1 PIII values even though their match patterns are ail <11<;1111< t 

The plots of f;gure 5 23 shows the relationship between tll<' v,lhH' (lt ! 1"" .lIld 1 Il(' 

number of correspondlllg mat{'h codes for eadl casE' of 11 ln l .. hlE' ') G t IH' .IVI'r .Ip"· V.lltlf' 01 

r Pm and standard devlatlon are shown for a given 11 
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___ 11ft 
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1 "1'11<11'111 

(12 Il 1 04 (1 ~ Il (, li 7 (\ Mn" 
1" 

l 'PPl"I hound (l11 thl" l'Iohahlitty nf I1HI'klllg for Il matl hl nl1lhh(Jll' 

Figure 5.23 Distribution of \l'm vaIlles for /1 l11"t(h (Ol1rlitl()II', 

As we can see from these curves. the mean value of Il'm n~conH"c; "rJ1allf'r .lnrl tl", 

curve becomes sharpE'r for larger 11 The distribution of ! Pm vahJf><; do not r.ldlf "lly dq',lff 

* It is saille as to say that output of the faulty proccssor "Iways havf> the ((Jlllph-llll>ntill l '''I!I! ... ,tI'i' 
to the intended lo!!,ic value This is only a hypothetical situation lo \!,iv!' th" "\>1"'1 hOIlIl" 'Ill J'", 



5 3 The error coverage 

n Data sile N r Pm (%) Standard deviation fT 

2 2 83.34 01667 

3 5 62.22 0.1077 
-
4 16 48.76 00696 

5 58 41.79 0.0460 

6 206 34.16 0.0405 

Table 5.6 iPm of match codes for n 

(rom the normal distribution. There is a bell-shaped density that is nearly symmetric. The 

curves of figures 5 24 and 5.25 show the distribution of 1 Pm approximated by the normal 

distribution curves. [(T) * for 71 = 5 and 6 respectively This pattern of well-behaved 

normal dIstribution is also expected for larger 11 

N 
\(1 

--n=~ 
- - - IIx) 

2n 

' ..... o ... 
.8 III 

§ 
c 

upper Pm 
04 Il ~ 

Uppcr hound on lite probnblhty of mn~kiJlg for 5 malch condihon~ 

Figure 5.24 Normal distribution curve for TI = 5 

Assumrng that the dIstribution of r Pm follows the normal distribution for ri = 32, 

we have generated ralldol11 sall1ples of distinct match graphs Thele are two methods of 
--------------

• The dcnsity functlon of • ,le normal distribution !(x) = ~f'xp( -(x 
av 271" 

r r tH and r is [l'Ill in our case 
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1\3 Th(' ('1101 COVl',.l~l' 

N 

70 __ n·~t"I 

1\" 
(i(l 

III 

~ 50 
u 

~ 411 

.... ~l 0 ... 
l! 
§ 20 
C 

III 

n 1 111'1"" l'Ill 
Il 2 0\ 114 Il ~ 

Upper bOUilli on the plObnbihty oll1ln~kll1g (01 (1 mnldllllndllH11I\ 

Figure 5.25 NOllllal distribution (mve for TI = G 

choosing randolll samples from the population ( total nUlllber of distlll<..t male h gr apI!" 

of 11 = 32)' (1) choose a random sample and replace it back to the population tH'forr 

choosing the next random sample. (2) choose a random sample one ;)ftN :lnotlU'r WlthOll1 

replacement Since the size of the population is very large or pm( t Ir (Illy IIlfllllt (' 1 h!' 

statistics has the same distribution whether we sample wlth or without repl;)( ('111(>111 III 

this study. we used the second method of c;ampling We havp genPralf'd IlIll1lhf'r of 111.,1< h 

graphs larger than the target sarnple nurnber 50 that our target number wnc; satlc;ftN! will'Il 

the set was reduced to a set of distinct match graphs 

According to the Central Lllmt theorem 1591. even If the distribution 01 thp pop 

ulation is unknown. either fmite or IIlflllite. the samphng dic;tnbution of ,.\' will <;llil hl' 

approxilllalely normal with rnean value 11',,, and variance 0
2 / N provldeu thal tlH' <; ,1111 pif' 

size N is large. The question imlllediately encounlered in prac.tic.e is how 1.lIge ,\ 11111'" 

be to gel the normal approximation for 1 X This is not an easy questiun to JIIW/p.r ">lfl! \' 

it depends on the charactenstlcs of the dIstribution of the population. wll\(.h 15 not (Ir!arly 

known From a practical standpoint. sorne very crude mies of thurnh <;lIggp"I thrtt <il/(' 



53 The ellor (overage 

N greater or equal to 100 should be satisfactory even if the population has no prolllinent 

mode of distrrbution 1601 On the other hand. if the population is normally distributed for 

Tl = 32. ile; wc hnve nssumed. the distribution of the sample should also follow the normal 

<hstnbutlon. no matter how small the slze of the sample. Considering ail these facts. we 

have (hosen mbltranly large number of sarnple 500 to ellsure the credibility of our measure 

by double standard 

Frolll 500 distinct l1IaL<..1I graphs. malch codes were extracted to compute 1 Pin of 

the sample. whkh is denoted as r x. and the standard deviation of the sam pie s. Table 

5 7 shows the final result of the computation. 

-- - - - - -- ----- --- - - - ----
11 Sillllple SIle N Average of the sample 1 X (%) Max(f X) (%) Standard deviation .c; 

32 500 5.85 6.77 0.0032 

Table 5.7 r X of randolll match codes for n = 32 

A 95% two-sided confidence interval on the mean value of r Pm is given as. 

rX (J - - (J 

1 96 ~1V ::::: r Pm:::; r X - 1.96 yiN 

where s value substitutes for CT Therefore we are 95% confident that 1 Pm is in between 

5 82% and 5 88% ror 11 = 32 ln other words if we choose a randolll match pattern 

for 1/ = 32. wc can guess tllat [fJ,n for Its match code lies between 5 82% and 5 88% 

with 5% chance of being wrong. For the worst case in a set of random sam pie. we have 

Il'm = 6 77% 

5.3.4 Fault simulation 

The fault simulation is ronducted using TlIlip [61] 50 as to obtain two measures of 

the eQlIation (59)' (Pl> + PD)' which was previously set equal to two Tulip is ü multi-
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option gate level fault sirnulator based on the single stuck at fault mod('1 for comhinatlOllal 

circuits 

The quality of our Illeasure is lilTllted by the fact that fault 51111111<111011 15 dOllt' ollly 

for the combinatlonal part of the circuit based on thE' single stuck at tault 1110del TIlt' /;Jult 

model actually used in the fault sllllulatioll IS Ilot tOIIsistent Wltl! the f.Hlll model Wt' h.lvt-' 

assumed from the beginnillg The comblllationai part of the processor (Otllprtses il p.m of 

comparators (upper/lower) and a compare function module as shown III flgurt' 3 t TI1\'<;(, 

components take about 63% of the total Ilumber of transistors uscd III the pro( ('''''01 lllP 

rest of sequential part of the processor remains uncounted in the sllllulation 

With 5568 randol11 test vectors. 505 faults in coll.1psed faulr <;l't t <In' fully ""11lll.ltl'd 

(no fault dropprng) ln other words. when a fault is first detected. It IS Ilot rf'll1ovt'd tr!llll 

the fault list. but actUll1ulates the nUll1ber of tlllles tllat the randolll test v(>( tOI" d('t('( tpd 

the partleular fault 432 faults were detected out of 505 faults for il f(lult (OVNilg(' of ar) r.,% 

From this sirnulation result 1'1> and Ffi are computed by th(l' (l'qu<ltlon (54) of <;pctlon 

53.1. 

Pu == 3.09%. l'J) = 0.88%, r 1'111 = 0.0582 ~ 00588 

Finally the probability of masking incorporated with these values is given .1<; 

( 0.0582 
2 

0.0588)( ) ) 
2 1 f) + PTï 012% 

The limiting factors on the aecuracy and the key assumptions of our mCClSllfP arc <; \ III Il Il ,1 

rized as below' 

t For ;;Ily two faults whose cffect is idcntical al the outpllt of the cnfuil r;rllet! ('qll/va/f'II( r;tlllt~ (1I,!1 

one leplesentative fallit hOIl1 each set of equivalent fallits i~ sf'lf'ctf'd to 101111 Ihl' (OllilP~( ri "11111 '.1 

t Any longer randot11 test length thall the given was not feasible with the avallahlr mrlll01 v ',IJd( ( 1., 

achieve the higher fault covel age 

lf) 



5 3 The error covcr:lgc 

• Only the combinational part of the circuit is simulated based on the single stuck at 

fault model 

• The fault coverage of the simulation is 85.5%. 

• 1 P III is approxlmated by 1 X. which is r Pm of the sample. instead of the complete 

set We have assumed that the distribution of 1 Pm follows the normal distribution. 

A 95% two-slded confl<Jellce interval on the value of r Pm is used. 

Wf' also have asslIllled the followlIlgs 

• Ali code reglons of the code have equal slzes. 

• Ali vahd Inputs to ESM fllter are uniformly distributed. 

• No identlcal hmit values exist for a given set of match conditions. 

ln summary. we have shown that the proposed concurrent error detectlon scheme 

can detect 99 88% of ail single errors on the average according to our fault simulation 

result. The lower bound on the error coverage is 94.12% as we set (J'v + J>-n) equal to 

two The inaccuracy involved III fault simulation has no significance for the lower bound 

measure of the error coverage Therefore. even if an error occurs in every operation cycle. 

94.12% of single errors can be detected 
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Chapter 6 Recomputation with Rotated Comparands 

ln this chapter, we suggest another approach using time redulldancy hast'd 011 IIH' 

same fault and error model as used before The basIc idE'<l is 10 rf'colllplllt' lit" Ill;)' ( It 

outputs with rotated limit values by applymg the same principle of H ESO 1161 dps( nlH'd III 

chapter 2 The saille set of lower flipper limit v"lues are assignE'd 10 rllffPrl'nt match IHOC (''' 

sors 50 that 110 ll1f1tch processors hold the sllrne pfllr of "mit vililles III IIH' H'( olllpul ,II 1011 

step It allows each match processor to test different ranges of limlt vflluec;, yet keeplllg IIH' 

sa me configuration of match pattern as was III the illltiai place Theil the se(()lld Ill,lle" 

word A/Wl' is modifled by sillftmg a bit, and cornpared with th(' fnst fllrltch word ,\1H'l 

stored in a register Any inconsistency in t1le comparison in<hcates the prE'<;ellce of an 1'1 ror 

or errors The possibility of multiple error detedlon and smgle error tOrrettlO1l "rt~ al.-..o 

discussed. 

6.1 Single error detection 

ln figure 6 l, we describ(> the recomputation w,th rotated hnllt vlliues using 1 he array 

of 11, match processors One faulty match processor M P, (1 11) 1'5 present illllOllg 

11 number of "'fP~ For the first step the set of MI>1 (1 = 1, .,11) computp t~H' Ill.l!(h 

outputs <' hl,l' bU' , bl,TI " according to the initial ac;s'gnmem of 10wN!IJPPN "mit 



G 1 SlIlgle ell 01 detecti JIl 

values Due to one faulty AI /1. one of those match outputs may or may not be correct. In 

this case. the output of 1\1 {lt. hU is potentially incorrect 

III the re<..orTlpUlatroll step. the parr of lilllit values are lir<..ularly shtfteu as the 

followirrg 

thcn cach I\f P producC'<; the mntch outputs h2.1• b2.2"., h2.Il , This time each I\f P 

teste; for the rnngE'S of IImlt values that were examined previously by the other adjacent 

fil /1 posrtiOlH'd one h!'low 

For exarnple IIlrtrally the AI /'3 tests for the range lX 3- l'31 ta output hl 3 ln the 

second step the range [.\ 1- } ~d rs assrgned to the M f12' whrch computes for the match 

output 112.2 Therefore the match output for the range [.\ 3- } '31 are double chelked by both 

M }'8 If bot Il !II {ls are fault free lhen their respective match outputs /'1.3 and b2.1 for 

+ l\1 "3 and M 1'2 should havp the saille loglc values 

L,kewl<;e ail the other match outputs from each Il1Citch word M" 1. i\fH'1' are 

compined as expressed 

"1,1 b2,l 1 [or 1 . 11 

"1.1 [or 1 = 1 

wherE' hl" is the output of /\f l', for 7th computation 

Su<-h COlllparrSOIl results can be read as the excluslve-OReu forlll of the two match 

WOI ds ( AI Il l' is rrght shifted by one bit). 

t The leversed argument is flot true. but only eflsures that both bits are etror free. flot fault free 
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6 1 Single errol detection 

If no Ineonslstent bits are found in the companson then there is no error If the 

wPlght of the error vector is not eqIJal to Zf'rO then it indicates the presence of at least onp 

Nror UlldPr tlt*" assumpt.on of single error. the welght of an error vector U' (et) must be 

If''i'i than or equal to 2 

If the fault 111 thp faulty processor AI l', IS a pellnanent fault and IS insensitivp to the 

"It"ratlon<, of tllf' lower/llpppr IlInlt values. then the M PI prodllces elther correct outputs 

for both hl f and /'7/ (. IIlcoriect outputs for both computation results Thus either two 

p"n" of 1If( OIl'iI"lPllt 1111<; or "0 IIllOllslstellcy would bp found 111 the LOlllpan~on of Ihe two 

Illdlch words For the former <.ase It c.an be shawn that 

If the fault is <1 nOIl permanent fault (1 e . intertlllttellt or translcnt fault) t ther. the faulty 

M 1'/ behaves unstably produclllg ail error durll1g the first computation step (a) or second 

(h) or bath steps ((.) It may also produce no errors al ail These three cases occur when 

" 1 1 ":t:"2 / - 1 ( Il ) 

".,1 ~ I,],t 1 and bl,t+l 1- /J2,1 (c) 

011(' questloll relllained IS ln whether translent fault would always aneet the saille 

,H /'/ throughoul the both computation steps SlIlce the cause of a translent fault !tes on 

extE'rtléll dlsturbances. the affected areas of th€ circuit may change tllne lo tlme Thus the 

loc" t 1011 of fault y ,\1 1'/ l1lay var y wlth ttllle TherE'fore. for this ll1ethod of error detectlon as 

weil a~ for IŒSO we Ileed illlother assumption to ensure the detectloll of translent faults. 

ln the leal fteld these type of faults are actually dominant cause of errors in il system operation ilS 

pointel! Ollt in 111 
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r Il J MIII!I!,II' l'II<l1 dl'It,< 110" 

The assumptlon is fhat thE' tilll/:' infE'rval hptwPE'n tlH' fll,,1 ilnd Ihp <;('( olld (Olllpllt.llllll1<; '" 

50 SOla Il that there IS 110 variation of exlern(ll physl( (II conditions Ht'IH (' tl1l' lo( .111011 01 

the faulty M/'/ due ta translent faults does not change dunng thp 1>t>lIot! 01 11'( OIllPlll,IIIOII 

tillle 

ln summary there exist tlnee patterns of error veltors 1(11 Illdl< dtlOIl 01 <1" ('1101 

Pu' "Pl,!' rl.l+1- . PI,1I 0 10 0 (, ) 

cU" .('1.1' I! /+1, - (' l, ri () 01 U (1.) 

r, ,_. - l', f- l'U+'' "f't ri 
- 0 11 0 (II -

For the two pairs of II1conslstent bits, the two 15 should appp,11 lIexl 1(1 ~'''( h \llht'I 

as shown ill (f') Appearance of (lny pattern otlter thdll tlte'ie would vlol,,11' O\ll ""'gl,, "1101 

assuOlptlon Nevertheless If any such case eXlsts, then It will IllP.l1l IIt,11 IllOr(' Ih,1Il OIH' 

error are presellt 

6.2 Multiple error detection 

We have delllull~trated that rec.ornputalloll Wilh rotdtpd r olllp.trdlHh (I\(:I\() Il'! Il 

nique can produce an error vector el leading to detection of ,III "IIIglE' ('nol" TIH' Il,11111,,1 

question that follows is whetlter tlte saille Illethod ie:; lapabl(' of rll'l P( 1 1I1~ 1 1'1101', (1 7) 

We say that 1 errors are detectable ,f ail errors III tlH' (HI 1111 (OIl..,I..,tlng nf Il \11' 

can be detected provided that the number of faulty M /' <, dopc, nol ('X( ('('(1 1 

ln the next prOposltloll WP providp "ufrlClf'nt éllld IlP( f'C,<';HY ((lIldltl()1I III /'11<'1111' 1 

error detectabtlity 

Defll1ition The mmimum distance rHlll 1 M /)1' At IJ] 1 1" the III Il 1 III Il III 1 Illllllflf r IJI 



62 Multiple eriOi dctcCtloll 

rnovcrnents of !If /'1 to meet lI! l', 011 the circle by any directions 

1//11/ !MI'" 1\11') 1 - 711111(1 , - JI, 1/- Il - JI) [or (1 " l' 11 ) 

Proposition 6.2 If and only if any pair of J\f Pt. At Pl (1 . - 1,.1' n) from I-faulty 

<;pt of ,\1/)., always has 111111 1 hl l'" Ml'] l " 2 th en t errors can be always detected. 

Proof SilltE' no two faulty AI J>8 are next to each other. none of lilllit values III 

cl glVf>1I <;('t l'i repeatf'dly assigned tWlCe to fallity J\! F ~ ThllS each match output IS 

Lorrec.tly cOlllputed al leasl Ollte If there are ?lIy Incorrect outputs then It always bas Ils 

(IHllplpllIelltary output Therelore loglc value of 1 bits wou Id appear III ail error vettor to 

slgllal the presence 01 any error 

Let's 5uppoc;e thill 1 errors can be always detected even If two laulty M I)~ (Ire 

ildFlfent Then both logle values cOlllputed from the first and the second step may have 

tht> "illlle II1corrN t logl< villues SlnCQ faulty .\11'., could be used repeatedly ta compute bath 

result'i Therefore. errors Lan Ilot be detecteu III such cases unless the Illll1lnlUIll distance 

QED 

The llIosl tlght arrangement "atisfYlllg the condition is to put eath of 1 faulty '" l' ~ 

onE' nexl ln (,ileh of I-gond :\11)" illternately Thu5 the 1l1111lnlUm number of /\11'~ 15 21 

(1/ 2/) 

The Cilpilblhty of multiple f -error detection is uncertain as any two faulty M Ps hom 

subsf't f of 11 ,an gf't clustf'red together Such measure of uncertainty we cali 1'," and it 

(,illl tH' cOIllDutrd by solvlng cycllc permutation problems We assume that faulty Al l'~ are 

r tllldol11ly dlstributed alllong 11 distinct M /'8 arranged on a circle. 

1 )/1/ IS the probability that at least one adjacent paIr will be formed from the subset f 

out of 11 when 11 distinct obJects are randomly arranged on a clrcle 
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G) Mllillpl(' t'llnl <I('INllon 

Tofn/Humber oj tl'ay'" to l'ul 11 ob'fels 

P'71 
su cl! Ihal al/cast VIII' (/({JacclIl 1'0/1 /.~ J, 011/ '-lIb,,-,1 

- -- ---
'1'0/0/ 111/1IIfr of Il'<1.'1,<; /0 l'lit " oh't ('/ .. 

ln cyclic permutation, two arrangements ar~ con"ld('rf'd ('qllal " onl' (.Hl hl' ohl.IIIl«'d 

from the other by a rotation Hence the cydlc perllllHatloll \)1 11 dl"tllH 1 ohJf'( 1" (.111 lit' 

consldered as permutation of (II 1) obJec.ts aft(>r placlIlg OIH' (\t '1 (l1\1"\ h .11 .1 " .. pd 1'111111 

of a circle Thus the cyclic permutation of 11 obJects IS (11 1) 1 

The next question IS III how Illally ways 11 distlllce ob 11'\ t<, •• \11 tH' .1 fi ,Ill}'."" (111 .1 

circle such that no two obJects from the sub"et 1 are not adJacent rH..,1 Wp \.111 tlllilk (lf 

different ways of arranglllg (II 1) objects on a clrcl<:> (a), tl\p1I 1111' W.IV'" \JI .lIlo1l1~'I1IJ~ 1 

obJects between 'Lhose (TI 1) obJects (hl The first term (a) 1" 1(11 

second term (/J) is (71 1) l', Flllally c.olllhinillg the bath terms (II 

the fmal solutlOIl 

1"11 
(11 1) 1 ( 11 1 ) 1 ( TI , ) l', 

-----'-
(1/ 1)1 

We consldN ail example of double error detection with 11 32 

/>tn -
(II (11 1) 1 (Il ,) l', 1 

1)1 1,--l1l Il 

t ) 1 
-
(n 

311 291(10. 29) 
---------- ;C:;: 6 5% 

31 , 

1 ) t jt 01 Il el IIH' 

t ) l "I\'.\lle, III 1" , 1 ' 

As we have done 011 the analysis of the error coverélgf' ill (h,lplpr r) l'",' .11\ .Ii", Il' 

IIlcorporated with the detectlOn probabiltty l'A to pr<:>dlCt thp probabdlty ni no! d!'IH '''If', 
t-errors on the output of the circuit. 
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6 2 M tilt i l'le error detec ti )11 

/1'111 The probabliity of f-error maskmg 15 the condltlonal probahihty that f errors will 

oecur and will resull III ail incorrect code word with a randolll Input vector 

Thus for the above example with Pk = 0.013 gives the following result· 

1'')", - J}11I 11=2,11=3,) ,(/}Jrl2 = 0.0011 % 

The method of Nror detectlon presented in this chapter can he extended for error 

rOrrf'ctlon For smgle f'rror correction a third computation wlth allother rotation can bf' 

dOIlf' Now each bit of the result IS compllted by at least two fault-free J\I J)~ Therefore 

2-0111 of- 3 malorlty vott's 011 each bit will decidp the correct value The execution time will 

IH' tnplpd 111 tills (CIse 

The technique ::>f error detectlon reduces the executlon rate in halL which may not 

br dcccptabl(' for real tlrne process However, the matching fllrlctlon of the ESM F.lter IS 

<Ibo performed for non real time. near-real tlme applications sllch as ELlNT, RSR sy3tellls 

Ilwntioned ln chapter 3 

The extra hardware cost IIlcludes a 32-bit register for storlng the flfst match word, 

il (omparator for cOlllparlllg the two l1latch words and control hardware needed for rotatlllg 

the 1 11111 t values (1 e . extra bus Imes. buffers) For the equahty companson of the two match 

words Wf' (dn also lise a para"~1 32-bit word CAM cell IIlstead of uSlIlg a 32 bit reglster 

wrtl! ,\ (olllp<lr<ltor 
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Chapter 7 Conclusions 

The 111 a III objectiv( of the work in thls thf'<;ls W<l<; ln dp<;lgll .1 «Ill( tHrf'1l1 ('nor 

detectlon scheme. especlally applICable to ESM F liter IC BelolP t!(lSlglllllg ,,\1( Il ,1 ,( IWlllP 

appropriate f ault and error model had to be d€'filled T hen tlw ploblpllI W ,) <; for Illui ,lt pd 

concisely based on graphlcéll dcs( rrptloll of tlw fllllcllon.llrty of IIH' FrlI!'I MAl (II (od,· 

technique was suggested for concurrellt slIIgle error dE'tE'ctloll ll<;!lIg 'PdUlld.1I11 h.lIdw.llt· .... 

which satl~.fled the tllne (Ollstr.lIl1t 101 ledl tlllW .lpplrl (111011 H.lIdw.IIP IIllplf·"lf·IlI.IIHIII (lf 

the slhellle was lOIlSldered III deta" for varrous oplloll"- and IIH'" Ir.l<k off<; CAM ((11111'111 

addressable Illelllory) architecture was suggested uecause of ItS speed .IIH.I big" <1(>11'>11 y 

We also showed the posslurllty of extendlllg MACH (ode teC""IC/IIP III IIH' p.H.lllpl Opf'r.ltIOIl 

of ESM 'Filter ICs 

To evaluate the effectiveness of the error detection method. probélhllrc;tl( îlll.lly<;l .... 

was done ta ohtélill the error (OVerélgp ln ('onsi ïng tllf' prohahllrly of III a C;klllJ', Wl' 

recogmzed that size of code lf'glons Illay V<lry from one anotlwr ,IIHI IllP!!1 drlta ,Hf' IlIH'venly 

distrrbuted JI) reallty Thf' expressIons for the probablhty of Illolc;klll~ WPrP dn'/PII b.l"pd 01\ 

such assul1lptiol1s as weil as based on sllllplrfred assumptlons The slll1pllfl( "tlon wac, dOIl(' 

by assurning that slze of code reglons are <lll equal and Illput d<lt;:: ;-HP. f'vf'llly dl<,tflbu!f',j 

We came up with a cornbinatorial problem enumeratloll of dlc;tlfl( t n"I'< Il gr.qJh', 

Although its complete solution was not sought in this paper. the problclIl w.),> pre< I,>ply 



Concillsions 

formulated alld dues were suggested for further rnathematlcal elaboration. 

The error coverage was 99 88% based on the analysis of random match codes and the 

lault simulatioll COlIslderlllg lnaCCl/faues IIlvolved in the fault simulation. the lower bound 

of the errur covcrage was 94 12% The estimated hardware overhead was approximately 

46% r 69% for MATCH unie stheme 

rhe advantagE' of the hlgher-Ievel fault model. such as the one we have used. is 

Its <;llIlfJlruty However. it IS difflcult to fJredlct accurately how such faults Will mallifest 

,le, errors by sllllulatlng the faults ln rnany recent works. fault Illodels at this level of 

abstractloll have been used ln desiglllllg fault-tolerant systems [16\-(19). [37J However. 

their appro.llhes do Ilot requrre fault simulation for failure-rate predictions because the 

detettloll 01 ail pos~lble single errors are ensured 110]-[18]. For our case the error coverage 

IS Ilot solely depenoent upon the error detectlon capability of MATCH code. but it also 

depends on the probablllty that the fault Will become an error on the output of a match 

processor Thus the probablhty of fault detectlon was deslrable to measure accurately 

thE' f'fror (overage of our error detectiol1 srheme. which III turn reqllired fault simulation 

However. we did nol artually have means to slmulate sueh abstraet level of faults. but only 

sil11l1lated based 011 thE' gate-Ievel stuck ~t fault model Nevertheless. the uncertainty III our 

fclllit <;1Il11lliltton rE'sult can Ilot affllet the accuracy of the error coverage measure by more 

than 5 76% 

It 15 pOSSible to treal the more complex fault model by divldmg the proeessor illto 

slllaller sub IUllctlonal blocks (1 e .. reglster. comparator) by includmg the list of thelr f<lult 

model descllptlollS as the way shown III 1271. 136] But it woulcl also require to deVise 

a tool that «Ill silllulate sequential parts of the processor as weil as combinatlonal parts 

based on the formulated fault Illodels The result obtained from sueh effort would become 

obsolcte If the CIIcuit IS to be implernented III a different way 
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ln this view. our approach for MATCH code scherne was rt>asonllhlE' SIIIU' OUI 111 cl II! 

target errors were soft errors its cause - transient faults do Ilot hilV(' wpll <kluwd 1,Illit 

model for fault simulation We note that the error detection capabllity of MAC H (odf' (Ilot 

the errol <...overage) does not depend on lhe detiliis of Illlpll'lllcntdtlon 

As an alternative the time redundant scheme RERC. il version of I\ESO was propo'>t'd 

for the detection of ail single errors The Illethod was also show Il ln 1)(' ('xpPlld,lhk fOI 

single error correction and multiple error detection Although HEHC tIl,IY not 1)(' l'',H tl< .11 

to ESM Filter because of its time overhead. it is still useful to the fUllfllOIl of [SM rlltt'I 

which may be performed in several other branches of EW (Electrol1lc WarfaH"') 101 non ,(',li 

time applications 

To conclude. It is very Important to defrne ilccurate Illodcls (fallit/f'rror). will< h 

can truly represent the Illost Ilkely physrcal fallurf' modes for faull ~ 101rl,1II1 c:;yc:;lplll c!p<;lgn ... 

Otherwise. lilllited redundanllesoulces would oe wilsteù for sOllle ulHr"lI<;ll< IlIo<l!'\<'. who,>(' 

high wverage Illeasure can !Je Illisleadlllg Ailhough there .Ilre.ldy eXI~1 W('" p,>I,II>II..,llI'd 

fault-tolerant techniques for various types of CIrcuits. more eHectlvr dp<,lglI Illay hp fOlllld 

when each individual circuit is carefully consldpred for Its own filult 10lPI,1I1< (' <;( IH'III!' III 

considering a given r:Îrcult or a system. ail rnformations regardrng tlH' ur< lIlt cali IH' v('! y 

useful to determine efficient approach Such Information Ill.ly Illcludp 1101 ()Illy .Ibo,,1 1 h,· 

internai (i e. implernentation detalls) but also extern<ll condltlonc:; <'\1(" a ... PIIVlrol\ll\f'1l1 

of operation. likely range or distribution of rnput/output of the urc.ult. application <;P(>( "Ir 
requirements. rte From suc" rnformations. w(' can télke sPvNal advantagpc:; <;1/( h " ... tll.lklllf~ 

sorne valid assumptions. which rnay signific<lntly ease the télt;k of d('t;lgn 

Along with advanung VLSI tprllllology more rest>mch work for faillI lolpr.tlll "y·~tf·rlI 

designs Will be necessary For exarnple. modern VLSI analog ClfCUltS such rIt; tho<;f' ",>(.t! fqr 

lIeural systems \51J. [62jllave differellt fallure rnecllanlsll1s from COllvelltlOllal VL SI chgltrll 

H7 



COllc.lusiollS 

<..ÏrcUlts. and thus more study in the area is necessary to consider tault tolerance in such 

(,;r<.uil s. 
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