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Abstract

l'revious studies of modulai ion lransfcr funetion (MTF), noise power spectrum

(NI'S), and detective quanlum el1iciency (DQE) ofmelal-plate/film portal detcclors have

been perlclrIlled on limited combinations of Ihmt and baek metal-plates. We report on these

parameters for an extensive sel of forty-nine front-back metul-plate eombinatiol,s. The

porlal detector eonsisls ofa double emulsion RI' (Kodak loealization therapy) film plaeed

between metal-plates: 1\1, Cu, hrass and Pb of thieknesses varying from 0.30 to 4.RO mm.

Rnliinlion sources included n Theratron Co-60 unit, nnd a Vnrinn Clinac-I R linear

accclcraior delivcring a polyenergetic 10 MV X-ray spectrum. In terlns of the absolute

ef1iciency of lhe dctcelors, Ihc best DQE is obtaincd with the deteetor eonsisling of a

1.75 mm Cu front plate and a 1.62 mm AI haek plaie for the Clinae-I R, and with the

detector consisting of a 0.95 mm Cu Iront plate and a 0.80 mm Cu or a 1.62 mm AI baek

plaie for Ihe Co-Ml gamma ray source.
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Résumé

Peu d'études ont été etfeetuées pour évaluer 1.1 !l1l1ction de tmnsfert d.'modulati,'n

(MTF), le spectre de puissance du bruit (NPS), etl'etlicaciti: de détcction quantique (DQE)

pour des détecteurs composés d'un li\m r'lliiogr'lphique situé cntre des plaques de métal.

Notre détecteur, concu pour l'imagerie médicale il de hautes énergies. consiste en un Iilm

RP (Kodak,localization de thérupie) il double émulsion placé entrc des p\:lques de m,'lal de

cOl11position variée: AI. Cu, laiton. ct Pb variant entre OJO I11m ct 4.XO mm d'épaisseurs.

Deux sources de photons ont été utilisées pour irrudier le détcctcur: le coba\l-60 ct 111\

spectre de rayons x (10 MY) provenant d'un accélér:ueur linéaire Yarian C'Iinac-1 X. Nous

avons étudié le MTF, le NPS, ct le DQE pour quanmte-neul' combinaisons de pl'lque­

avant/plaql'c-arrière. Nous avons conclu que les détecteurs qui offrent la DQE la plus

élevée sont: Ic détccteur avec plaque avant de Cu d'épaisseur 1.75111111 ct de plaque arril're

d'AI d'épaisscur 1.62 111111 pour le Clinac-IS, ct le détecteur avec plaque .\Vant de Cu

d'épaisseur 0.95111111 et plaque arrière de Cu ou d'AI d'épaisseurs O.SO mm ct 1.62 mm,

respectivel11cl1l, pour le coba\l-60.
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.Qr.iginal Contribution

An extensive set of metal-plate/film detectors have been studied, allowing the

measllrement of certain deteclor characteristics at megavollage energies which havc nol

been reported in the lileralure. The four original conlributions to this thesis have been

oUllined in the 1()lIr paragraphs bclow.

The detector spatial resollition is incrcased by using a low density, low atomic

number back plate sueh as Al. This back plate is required to shicid the detcctor film from

room scaller while conlribllting minimally to backscaller.

The spatial resolution of metal-platelfilm dctectors appears to depcndent on the

density and thickness of both the front and back plates used. The front and back plates act

as coupied entities in terms of their effect on the spatial resollition of the system. The

reslilts sllggest that, as the thickncss of the Cu or Pb front plate increases, the spatial

resollition increases with a decrcase in thickness of the AI baek plate. A limit in the front

plate thickness is reaehed when a dctcetor without baek plate gives the best spatial

resollition. The maximum thickness of the front plate at whieh this situation oeeurs is 2.5

to 3.5 times the average maximum range of the c1eetrons within the front plate. Thus,

given a Cu or Pb front plate whose thickness is below this maximum thiekl1ess, there will

be a characteristie low density. baek plate thickness that optimizes the spatial resolutieli.

We show that when the thickness of a given front plate type is greater than the

maximum range of the electrons within the front plate, the spatial resolution of the deteetor

can only worsen due to the inereased photon scatter from the thickness of the front plate

that is greater than this range.

We also show that bclow spatial frequencies of 1 cycle/mm, the noise power, when

plotted as a funetion of optical density (D), has a maximum of 3.8 xl 0-5 mm2 at - 1.3 D.

This suggests that there is a limit to the increase in the noise power with inereased high

energy. photon exposures.
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INTRODUCTION
1.1 General Introduction

When extemal beam radiation therapy is used to control or to abate a tumorous

mass, extreme care must be taken to irradiate the anatomical region prescribed for treatment

while limiting the amount of radiation that is received by the surrounding healthy tissue.

During therapy imaging (also known as therapy localization, therapy verification, or portal

imaging) the patient is imaged with the high energy, X-ray therapy beam just prior to

treatmenl. This is used to ensure that displacements of the actual treatment field with

respect to the intended treatment tumor volume (i.e., localization errors) ean be iden:ified

and corrected.

The steps involved with patient treatment with the therapy machine can be

summarized as follows: First, the patient is imaged with a simula/or, whieh is a system

which has ail of the degrees of freedom of a true therapy machine except that it uses a

diagnostic X-ray tube as its source ofphotons. These photons are ofmuch lower energies

(30 - 110 keV) than the maximum therapy photon energies used (1 - 25 MeV) which results

in high-contrast images not possible with therapy photons. The quality of the simulator

images must be optimal since il is from these images that the radiation oneologist delineates
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the tlllnorous regions that must be tre:lteù, und Ihose thut must be shiddcd (i.e.. vitul
l)rgans). Second, the ruùiution oncologist preseribes u dose lothc tumor und thc simulutllr

dutu is sentto/realmel// plal/I/il/g. The uppropriutc Ireutment sctup pUnlmctcrs (sueh us, X­
ray source to surfue<; ùistunce (S5D), beum encrgy, Iicld size, bolus, ullcnuuling bloeks,

multiple beumtreatmcnts, elc... ) urc thcn estublishcù. Finully, thc puticnl is brought 10 thc

treatmcnt room to receive thc prescribcù ùose in u eonlrollcd mlmncr. It is importuntthut
the exact geometric setup thut wus consiùered optimum ut thc simululllr proeedurc bc

reproduced atthe actualthempy treatment unit.

The geometric set up at thc treatment machine is guiùed inmost euscs by murking

the prescribcd treatment region on the patient's skin with u dyc during the simulutllr

process. These markings are used for the whole treatment whieh muy consist of as l11uny

as forty fractionations or treatments tothe therapy machine, with perhaps one fmctionution

per day. This verification technique is not sufficient beeause the treutment eun lust over

several months and during this time the patient can Jose consiùeruble \wight, eausing the

anatomy to shift in terms of the skin markings. Due to the high frequeney of ptlticnt

treatments in a day, accuracy in the geometric setup can bc compromiseù if: (1) shielùing

blocks are placed improperly; (2) subtle patient positioning errors occur; (3) Ihe rudiution

treatment machine is misaligned; (4) wedges arc placed incorrcctly into the tray holder; anù

(5) patient motion occurs during treatment which can cause unùerùose in the region of

interest. Errors associated with the use of extemal markings for verification have been

studied at length l -9.

Clinical studies concemed with the accuracy of placing the actual raùiation fidd

edges onto the prescribed field edges resulted in deviations of the orùer of 1-2 em9- 1I •

Studies have also shown thatlocalization errors can lead to local recurrences al the eùgcs of

the treatment fields and suggest that the ùeviations shoulù not excceù 5 mm I2-13• lt has

been reported that a 5 mm reduction in placement errors could result in 10-20 %

improvement in tumor controP2-13. Furthermore, the literature suggests that local

recurrence rates of cancer are caused by geometric localization errors at the time of
treatment3,6,IO-II,13-14. It has also been estimated that nearly 33 % recurrence rates in

patients are due to localization errors at time of treatment3,t5-17. These findings require

that proper quality assurance procedures be performed in radiation therapy. Thus, an

additional step is used just before and during treatment. A portal image is obtained by

exposing the image receptor to the radiation beam emanating l'rom the portal of a therapy
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unit. Severa! authors have shown that an increase in the use of portal imaging has
deereased the frequeney ofloealization errors5,7,12-14 whieh implies beller tumor control.

Two lypes of porta! films are generally used with slightly different purposes and

method ofapplication. A loea!il.ation portal film is used to image the patient after setup but

before lreatment. This film is used to determine whether the patient's position on the couch

should be altered to align thc treatment and prescribed field. The radiation energy dclivered

to the patient during the portal image acquisition stage is insignificant as compared to the

amount that the patient will receive during treatment. The other type of portal film is called

a verification film, which is an extremely slow film as compared to the localization film and

is kept below the couch during the time of each fractional treatment, and is used to check

the overall exposure of the patient and to see ifany signifieant patient motion has oecurred

throughout the treatment. In ail cases, the portal films are placed between metal-plates

and/or fluorescent screens to increase the number of electrons and photons generating the
image on the film (intensification factor), to remove electron scaller generated by the

patient, and to shield the film from photon scaller in the room which would otherwise

degrade the film image quality.

Unfortunately, there are two main drawbacks to the use of portal films: (1) it is a

very time consuming process for the radiation oncologist to locate recognizable details in

the portal film low-contrast image which is then matched to the initially delineated

prescription field ofsimulation standard; and (2) delays are encountered in the development
of the portal films. Consequently, portal films are never taken for eaeh treatment setup but

only once or twice during the whole series of treatments. Many times several fractionation

treatments have already been administered to the patient befme portal films are actually

taken. As a result, there has been considerable effort invested to develop digital, on-Iine

therapy imaging systems as alternatives to film. These systems (1) eliminate delays

associated with film; (2) allow positional checks after corrections for localization errors are

made; and (3) would permit digital manipulation of the images through image enhancing

tools to, for example, more accurately determine edges ofstructures in the images and thus

enhance image contrast.

Boyer el. a/. IS give a very complete description of different types of on-line

e!ectronic portal imaging devices (EPlDs) that have been under development for some time.

These devices extract as much information as possible from the low inherent subject

contrast of therapy energies, as well as eliminate the time delay problems offered by portal
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films. EPlDs are based on the following technologies: video-b:lsed systemsI9.2~ •

scanning liquid ionization chambers26•29• and sol;ll-st:lte systems29-31 . The on-line

charaeleristics of these devices and the fact that the images ean be llbtained in real time

makes them very appealing. Nevertheless. portal films (metal-plate/film cllmbinatillns) are

still a eommonly used form of geometric setup control practieed in mdiothempy centers.

Thus it is importantto investigate this particular thempy imaging modality.

There are two goals to this thesis: First. the imaging quality of the met:ll·plllle/liirll

portal imaging detectors is quantified through the me:lsurement ofimaging parmnelers such

as Modulation Transfer Function (MTF). Noise Power Spectrum (NPS). and Detective

Quantum Efficiency (DQE). Thcre have been several studies on the resolution :lnd signal­

to-noise characteristics ofthis most commonly used type ofthempy imaging detector-12-3~.

but none ofthese studies have been very extensive. This thesis will review the techniques

used to delermine these imaging parameters. and show results of an extensive study of the

imaging characteristics of forty-nine front and back metal-plate detector combin:ltions. The

metal plates considered are aluminum (AI). copper (Cu). brass. and lead (Pb) mnging in

thicknesses from 0.30 to 4.S0 mm. This endeavor was carried out on two thempy

machines (i.e.• the Co - 60 unit and the Clinae-IS machine in its 10 MY X-ray mode).

From these imaging parameters (MTF. NPS. and DQE). we C:ln deduce sorne of the

influences that the metal-plate thickncss. dcnsity. atomic number. and different back and

front plate combinations have on image quality. Second. we wish to determine the portal

imaging metal-plate/film combination that will achieve the best quality portal images.

1.2 Thesis Organization

The thesis is divided into the following chaptcrs:

Chapter 2 is the theoretical section dealing with (1) thc dcvelopment of the methods

that are generally used for describing imaging characteristics of radiation detectors. System

resolution (MTF) and noise (NPS) will be discussed and formulae for the quantification of

these imaging properties will be derived in the spatial frequency domain. The final goal of

this section is to derive the Detective Quantum Efficiency (DQE) in the frequency domain.

This absolute quantity combines aIl of the resolution and noise properties ofa deteetor and

is used to compare different mdiation detectors. We will also revicw (2) the ramifications

of using the digitized samples of our analog film data, in terms of the fidelity of the
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sampled information as compared 10 the information contained in the analog form .

Techniques Ihat arc used to correctly sampie the analog film data arc diseussed.

Chllpter 3 deliis with (1) the experimental methods and materials uscd to aequire the

analog data sets; (2) the computer proeessing procedures used to analyze the digital data to

determine the imaging parameters diseussed above; and, (3) the description of the

microdensitometer system used to digitize the original analog data sets so that >tep (2) could

be perforrned.

Chapter 4 diseusses the results relating to the resolulion, noise properties and

overall imaging efliciencies of the forty-nine portal metal-plate/film detectors studied with

the Iwo different therapy energies. Limitations in imaging duc to film graininess, detector

metal-plate thieknesses, and composition arc explored, along with recommendations for the

best metal-plate/film deteetor eombination that should be used.

Chapter 5 includes the summary and conclusions.
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THEORY
2.1

2.1.1

Measures of System Performance

Brief overview: Contrast and noise

•

We are concerned with the quality of imaging systems whosc input stagc is

eleelrom:lgnetic mdiation. The source of information for Ihcsc typcs of imaging systcms

comes from the spatial distribution of the photons which havc bcen modulatcd by a patient

siluated between the photon source and the imaging system. Subjcct contrast is related to

the difference between the photon intcnsity tmnsmillcd through one part of the patient as

eomp'lred 10 Ihat Imnsmilled through another part. Because information is collected

through sorne pholon delector system. subject contrast is transformed to image contrast or

to mdiogmphic contrastl if the detector system is film.

If the area of an image is divided into " squares or" picture clements (pixels),

image contmst C can he dcfincd as2

(2.1 )

9



• where Pi and Ps are the number of photons in the pixel of intcrcst and the average number

ofphotons in the surrounding pixels, respectively.

Several main factors contribule to the image contrast: subjeet contrast. seultCfl:d

radiation, and system contrast. System contrast refcrs to the scnsitivity of the detcctor to

the range of photon energy densities it rcceivcs. At thcrapy encrgics seulter radiation 1S
primarily due to the Compton scattering cffect. Scattcred radiation at the imaging pinne

increases with subject thickness, field size, and decrease in distance betwcen the exit sicle

of patient and imaging plane, among other factors1•3. Photons are subject to random
variations in time and in space; their spatial and temporal distribution can be estimatcd by

Poisson statistics. The stochastic nature of radiation beams implies a theoreticallimit to the

lowest subject contrast that can be detected. If the subject contrast is less than the

fluctuations of the number of photons per unit arca, the corrcsponding structure will be

obscured. Fluctuations, whatever their origin (e.g. seatter radiation, stochastic nature of

the radiation source or imperfections in the imaging system), that dcgradc the image

contrast are referred to as noise.

2.1.2 Brief overview : Resolution

•

Historically, resolution has been defined as the mensure of the minimum separation

oftwo source points or sources that can be distinguishcd. Likewise it can be dcfined as the
closest spacing of two lines that can just be distinguished (see Fig. 2.1).

ta
06

20

22 0.1

2.S oa
1u 0.9

3.1
l4 10
3.7

1.2
4.0
4.3

1.4

46 16

50

Figure 2.1 Discontinuous spatialfrequency chart showing resolutions rangingfrom 0.6

to 5 Une !:':llrs per mm (lp/mm).
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• ln this case, resolution can be expressed in terms of spatial frequency: line pairs per

spalial dimension. The spatial frequencies in the above ligure range From 5 line pairs per

mm (lp/mm) to 0.6 Ip/mm. The Fourier transform conveniently transforms any spatial

image to ils spatial frequency components (spectrum).

A line pair is resolved, at a particular frequency, if the line pair image contrast

exceeds some threshold quantity that is determined by the total noise of the system. Hence,

the resolving power ofan imaging system depends on contrast as weil as noise level. What

will follow is a description of physical system performance paramelers which wc have

labcled 'resolution' and 'noise'.

2.1.3 Transfer Theory

The basic assumption in the theory offinear systems4-8 is that a linear relationship

exisls between the input and the output ofa system (see Fig. 2.2).

OBJECT __I_N_PU_T_-I"'~I S,"TEM I__O_U_T_P_UT_......~

Figure 2.2 The Iinear system affects the olllplll in some weil defined manner. given sOllle

input object.

The system, which can be a mechanical, e1ectrical or optical device can be considered a

frequency lifter. The input signal is represented as a function of frequency and the system

altenuates the intensities ofcertain frequeneies.

2.1.3.1 Point Spread Function (PSF)

•

The ideal imaging system should image the quanta From a point, or delta source in

the objeet plane as an equivalent point in the imaging plane. In reality, some of the

radiation From the point object spreads out over an area in the output or imaging plane

(Fig. 2.3). The spread out image of the input point object is known as the point spread

function (PSF). In the following, co-ordinates with subscript 1 denote the object plane

whereas co-ordinates without subscripts correspond to the image plane.

11
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Figure 2.3 Schematie represelltatioll ofthe degradation ofa delta source ohject clue to Cl

system S (i.e., detector).

Given the system operator denotcd by S, and an input l(xl,YI) then the output of

the system is given by

g(x,y) =S[!(x\,yl )].

If the input is a delta source then,

h(x,y;xI,YI) =g(x,y) =S[8(XI'YI)]

which defines the point spread function h.

(2.2)

(2.3)

•

Two assumptions which are physically realistie for many practieal systems are

made to simplify the analysis. The assumptions arc that the system is linear and that it is

invariant with respect to the position ofthe object in the object plane. Although the lincarity

assumption does not hold for photographie film, this problem can easily be corrccted.

12



• A linear system implies thal if the objeet plane contains a number ofdelta funetion

sources, thcn ~ach of the sources will be imaged as l'SFs in the image plane independent of

the others. Thus the resulting distribution in the image plane will be the sum of these
l'SFs. This is the superposition principle oflinear systems. If the inputs to a linear system

are fi (XI 'YI ) and .f2 (XI 'YI ) and if a and h are constants then,

Equations (2.2), (2.3), and (2.4) imply that the l'SF w.:ights the objeet distribution
f(xl,YI) as a scalar multiple. The image distribution for a linear transfer system i~ thus

given by the sum ofall of the object points:

g(X,y) =s{j~",e"J(x"YI )ô(x - XI )8(,1' - YI )dxldYI}

g(x,y) = J~fJeJ)f(xl'YI }S'{8(x - XI )8(,1' - YI )}dxI~vI

and using Eq. (2.3)

(2.5)

(2.6)

An invariant system in this case is defined as one where the image of the delta

funetion retains its shape in the imaging plane irrespective of the position of the object in

the object plane as is depieted sehematically in Fig. 2.4. Mathematieally, position
invariance is represented by:

l1(x,y;xl'YI) ~ l1(x -XI'Y- YI)' (2.7)

So that under a position invariant system the intensity of eaeh point of the PSF does not

depcnd on cach co-ordinate but on the difference ofeach co-ordinate. Thus the output ofa

lincar, invariant system is the convolution of the input with the point spread function:

•

00 00

g(x,y) = J J!(XI,Yt)h(x-xl,Y- Yt)dxldYt
-:xl-CO

and can also be wrillen as:

13
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Figure 2.4 Comparillg illvariallt alld Iloll-illvarialll systems.

2.1.3.2 Line Sprcad Function (LSF)

•

A summary of difficulties involved with measuring the PSF follows: (1) The

pinhole that is used to representthe delta point source must be small compared to the source

of radiation; (2) this aperture must be perfectly aligned with the center of the source; und

(3) due to the low output from the pinhole, the detector system must be exposed for a very

long period of time which may cause problems with tube overheating. At megavoltuge

energies, the pinhole must be ofa very thick slub oflead or steelto sufficiently atlenuate the

beam outside the hole. However, this is very difficultto achieve althese high energies.

These difficulties are uvoided by measuring the line spread funclion (LSF). which

is the image of an infinitely long and infinitely narrow line of unit intensity in the object

plane. The output of the slit, is much greater thun that of a pinhole thus overcoming tube

heating problems. It is also technically simpler to manufacture two thick blacks of steel or

lead which are then c1amped together, with a spacer to forrn a line in the object plane.

The input line, which lies in the YI-direction, may be represented as a one

dimensional delta function:

14



• (2.10)

The output of the system, using Eq.(2.8) is

(2.11 )

lInd only depends on the x vlIrillble. Using the sifting property of the delta funetion we

Imve the LSF

I(x) = L://(x,y, )l(VI (2.12)

which clin be obtained from the PSF by integrating over one varillble. The

mellsurement of the LSF is thus equivlllent to sellnning the PSF with a slit that, rc!lItive to

the size of the PSF, is nllITOW in the direction perpendieulllr to the sClln motion (x) lInd long

in the scan direction (l').

For photographic proeesses, the PSF is usually rotationally symmetrie (isotropie)

and ean be defined liS

o 0 2
h(x, v) =h(r), where r- =x- + v .. .

ln this case, the PSF ean be defined completely by a radial section or by a LSF.

(2.13)

For the /-d general case, where the distribution in the object plane is given by
f(XI), the output in the image plane g(x) is given by

•
and hence,

g(x,O) =g(x) =e:,,f:O,,,f(xl )h(x - xI'YI )dxldYI

= e",J::f(x -XI Y/(XI,YI )dx)dYI

g(x,O) =g(x) =J::f(.-r - Xt )I(x)d-rl

= f(x)) ® I(x)

15
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• Therefore, the LSF ddines the system transfer characteristic for the I-ti case. in the saille

way thatthe PSF defines the systcm transfer in the J-tI case.

From elemental transfer characteristics. sueh us PSF und LSF Ihc output of more

complex input distributions can be calculuted by evuluating thc convolulion inlcgrals givcn

by Eqs. (2.9) und (2.15). Since in geneml it ean bc difticult to evuluatc convolution

integmls. u simpler method can be used to dcscribe the transmission of cOlllplcx signais.

This mcthod is based on analyzing the system in the sputiul frequcncy dOllluin rathcr than

the spatial domuin.

2.1.3.3 Modulation Transfcr Function (MTF)

Let us consider the transmission of a sinusoidally varying signul in Ihc I-ti object
plane defined by J(x,) = a+hexp[i(2mlxl +a)]. where li und a are the splltiul

frequency and the phase. respectively. Also, a und h are constunts which dcnolc thc
offset and amplitude of the function. The modulation of the input signul Mill und Ihe

output signal MOllI can be defined as:

Mo =t(IJmaxl-IJminl) =!!..
01 t(\fmaxI+lJ;ninl) a'

M - t(lgmaxl-lgminl)
0111 - t (\gmax1+ Igmin 1)

(2.16)

Given a sinusoidal input. using Eq. (2.14) and integmting with respcctlo YI the

output for a Iinear. invariant system is the convolution with the LSF

00 00

g(x)= J J{a+hexp[i(2mt(x-x,)+a)]lh(x"YI)dt,dYI

•

-00-00

00

g(x) = Jl(xI){a + bexp[i(211'lI(x - xI) + a )]}dxI

-'"

which can be wrilten as

g(x) = a + bexp[i(2Trux + a)]J:"/(xl )exp(-i2mlXl )dxl

16
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• where Ihe area under the LSF is norrnalized 10 J. The integra\term is the Fourier transform
of the LSF and is ealled the opticallransfer funclion, H(II). Thus Eq. (2.\8a) becomes:

where,

g(X) = li +hexp[i(27rllx + ex))H(II) (2.18b)

(2.19)

The opticallransfer function can be wriUen in terms ofa modulus M(II) and phase S(II):

H(II) = M(II)exp[is(lI)]

where,
M(II) = I:I[/(xi ))1.

Thus, Eq. (2.18b) becomes,

g(X) = li + hM(II)exp[i(27rlLrl + ex + S(II»].

(2.20)

(2.21 )

(2.22)

The output of the system is sinusoidal and has the same frequency as the input. Thus a

linear. invariant system affects the input object only in terms of the magnitude of the

modulation and phase but not the spatial frequency component itself. From Eq. (2.22) and

the output modulation as defined by Eq. (2.16) we obtain:

b
MDIII = M(II)- = M(II)M;n'

a
(2.23)

•

M(II), the modulus of the optical transfer function, thus defines the transfer

characteristics of the system in the spatial frequency domain, in the same way that the LSF
defined the system transfer characteristics in the spatial domain. M(II) is called the

Modulation Transfer Function (MTF). The MTF is the ratio of the output to the input

modulations ofany spatial frequencies Il introduced in the imaging system. Note that for a

real, symmetric LSF the optical transfer function will be equal to the modulation transfer
function, since in Eq. 2.20, exp[is(II)] =1. Since the LSF was normalized to area l, then

17



• "M(O) = JI(xi )dxl = 1. (2.24)

It is advantageous to use the spatinl frequeney rather than the spatial description of

an imaging system because the system tmnsfer is thel1 detined bY'l simple multiplication

(Eq. (2.23» mther than u more complex convolution (Eq. (2.15)). Thus.

g(x,y) = f(x.y) l8l "(x.y)

G(u. l') = F(u.l')ll(u, l')
(2.25)

are equivalent 2-d expressions where (u.l') denotes the co-ordinates of Ihe spatial

frequency domain. F(u,l') und G(u,l') denote the input and output of the system.

respectivcly, and finally H(u.l') defines the fmction of the sputial frequencies present in the

input that ~.re transmilled by the system. Respectivcly, they arc equal 10 the Fourier

transforms of the functions /(x.y). g(x.y) and "(x,y).

Considering the system in the spatial frcquency domuin. Ihe multiplicative luw will

be used to facilitate the removal of artifacts caused by the tinite size of the sampling

aperture of the film scanning microdensitometer. which becomes convolved with the image

while scanning (see Section 2.1.4.3). Previously in Section 2.1.2. Ihe unit of spulial

frequency was line pairs pel' mm (lp/mm) because wc defined resolution in terms of the

c10sest spacing oftwo fines that can be seen. In this section we defined the busic objeclus

the sinusoidal, accordingly, the unit of the spatial frequency domain becomes eycles pel'

mm (cycle/mm).

2.1.4

2.1.4.1

Noise Power Spectrum (NPS)

Introduction

•

A system's performance is measured by its abilities to (1) image a point source

(Le., transfer characteristics) and (2) suppress noise (Le., fluctuations whieh arc rundom or

correlated). The Noise Power Spectrum (NPS) or Wiener spectrum is a quantitative

analysis of the noise content of an imaging system as pertaining to the spatial frequency

domain.

18



•

•

ln the previous analysis of linear, invariant systems (i.e., transfer theory) it was

assumed that both the input and the output of the system could be specified exactly. But

due to lhe stochastic nl!ture of the radiation information source and the random nature of

photon-grain interac'.iûns, a statistical approach is necessary to describc the fluctuations in

the input-output signais. Thus, ifa section of film is irradiated, the photographic emulsion
shows a granular, not a uniform, structure because the image is actually made up ofa finile

number of grains. Ailhough the individual grains are not seen, the statistical fluctuations in

the number of grains per unit area is apparent.

Methods have been devised to measure this randomly occurring non-uniformity in

an olherwise nominally, uniforrnly exposed and processed film. Since system performance

is delermined by its ability to resolve detail and to lower the noise threshold level,

fundamentally the only limitation to radiographic imaging is the noise componen!. These

fluctuations or noise will be analyzed in the same way that other random processes are

analyzed, that is, by the variance or the mean-square departure of the noise from its mean9­

12

Whereas a deterministic process is described by an ordered set of variables which

change according to fixed laws with no uncertainty, a stochastic process is an ordered set

of variablcs that havc an uncertain or random nature, but which evolve according to weil

dcfined laws ofprobability. The collection of ail of the possible outcomes or realizations of

a statistical process is known as the ensemble. The distribution of photons exposing a

given area of film is described by a random variable. Thus, the measurements ofan optical

density profile from a nominally, uniformly exposed film is a good example ofa stochastic

process. This one scan is a member of the cnsemble ofail such scans under the identical

cireumstances (i.e., same film, exposure and developmenttechniques).

ln this section we will look at the statistical analysis of the noise from the spatial

frequency perspective to gain sorne insight into the origins of the noise. We also discuss

the analyticaltechniques generally used to obtain noise power spectrum estimates. As was

the case for the development of transfer theory in the previous section, we are assuming

that the density distribution ofa sample ofuniformly exposed and uniformly processed film

is statistically stationary. That is, the statistics ofany region ofthe sample are the same and

are not affected by a shift in the origin. We also assume that a subset of the ensemble

density distributions of a uniformly exposed film are statistically representative of the

ensemble. A random process which possesses the characteristics above is called ergodic.

19



• 2.1.4.2 First~ordcr statistics

Figure 2.5 shows thr~~ microd~nsitom~t~r scans of ollr nominally. uniformly
irradiatcd film using three different aperture scltings .
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>. 1.02......-~c:
tU
0 1
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- ( 10 x 4(0) ~lIn2
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Figure 2.5 Three microdensitometer traces scamwd.f;·om a llominal(v. uni}or",(v exposed

film lIsing three different aperture si:es.

•

The values for cach trace can be modeled quite weil with a Gaussian distribution. The
mean and standard deviation for each aperture setting (4000 x 400 Ilm2, 200 x 400 Ilm2,

and 10 x 400 11m2) are: (LODI ± 0.003), (1.000 ± 0.008), and (0.999 ± 0.023) optical

density (0), respcctively. Selwyn]3 used a model of photographie image fluctuations to

show that the density fluctuations that are rneasurcd with an aperture of sorne givcn area

should fol1ow a Gaussian distribution. He made two assumption for his dcrivation:

Firstly, he assumed that the aperture area is large with respect to the size of the grains in the

emulsion, and secondly, that within the aperture arca thcrc are many brrains. Prcviously. in

1913 Nutting14 demonstrated that the film optical density is proportional to the total

number of image grains per unit area. Thus, Selwyn showcd that the total number of

grains that lie under the aperture will follow a Gaussian distribution and 50 will the

resuhing image density according to the Nutting formula6. Thus, the mean of the optical

density distributions D and the variance a2 can be uscd to distinguish, in a quantitative
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• manner, the three random processes that arc shown in Fig. 2.5. For ergodic, stationary

processes, the moments of the probability distributions may be expressed as

_ 1 N
D=-ID;

N ;=1

,
, 1 N( _)-

(J',,- = - I D; - D .
N ;=1

(2.26)

(2.27)

The mean density D and the standard deviation (J'" of the density fluctuations arc

sufficient to speeify the properties of noise at one point in the image i.e., first-order

slatistics of the image noise. Wc ean sec from Fig. 2.5 thatthe standard deviation of the

probability distribution is rclated to the area A of the aperture used. This is the reason why

(J' hlls a subseript A.

2.1.4.3 Sccond-order statistics: The autocorrelation function

Generally, the noise in an image has a spatial structure; that is, any two points

within the image will be statistically correlated. Second-order statistics of a stationary,

ergodic process is used to dcscribe the joint probability that at point (x,y) the image has

density value D(x,y) and at a point (x + .1x,y + .1y) it has a density value of

D(x + .1x,y + .1y). The autocorrelation function describes second-order statistics. In

general, the autocorrc!ation function is difficult to define, but for Gaussian processes it is

defined completcly by the first-joint moment of the second-order probability function, in

the same way that first-order statistics arc completely described by the D and (J'". For

stationary, crgodic, Gaussian processes, the autocorrelation function is a function of the

interval between the sampled points (.1x,.1y) and can be defined as followsl5:

c(.1x,.1y) = limit
X,Y--"'X,

1 1 +X+l'
-- J JD(x,y)D(x + .1x,v + .1y)dxdy.
2X 2Y -.l'-l'

(2.28)

•
Il is often more practical to use the autocorrc!ation of the fluctuations about the mean:

1 1 +X+l'
c(.1x,.1y) = Iimit -- J J.1D(x,y).1D(x+ .1.r,v + .1y)dxc(v. (2.29)

X.Y"'''' 2X 2y _.\' _l'
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• The uutoeorrclution funelion is \ll1l111l11ized to lhe seunned area, where 2:\ und 2Y arc Ihe

width and lenglh of the unifl1l1nly se.lI1ned urea, respeetivcly,

The uUlocorrclution funetion is a meusure ofhow weil lhe shifkd dala resemhles the

unshifted du la. Nole that the uUlocorrclution funelion fllr Ihe intervul (0,0) reduces 10 the

variunce, us is shown in Eq. (2.30).

(',\1)(0,0) = Iimit
X,Y-H'

1 1 +.1'+)' ~

-- 1 1L'JD(x, ") c/xcil' = cr /
2X2Y_,I'_), . . .

(2.30)

Thus the uutocorrclution funclion completcly specifies the first-order und seeond-order

noise stutistics for Guussiun, ergodic, stationary processes.

It cun be shown l6 thut ull of the higher-order probubility density functions (us weil

us thcir moments) ussociUled with Guussian processes, ean be speeifiet! in tenns of the

autocorrclation function. Thus this funetion defines the ensemble random proeess. One of

the drawbacks of the correlation function is thut its shupe depends heuvily on the aperture

that is used to measure the densities atthe points (x,y), and (Llx,L'Jy).

If the density fluctuation atthe point (x,y) is L'JD(x,y) and u perfeet optieul system

is used to measure this value then the value measured will be L'JD(x,y). Yet, if the uperture

and the optical system of the microdensitometer used to make the measun:ment hus u
combined point spread function II(x,y) then the value measured will be L'JD'(x,y). Since

the density fluctuations are small about sorne average vulue, the microdensitoll1cter system
acts as a linear, stationary transfer system. Thus, ifat point (x,y) the inputto this system

is the actual density fluctuation L'JD(x,y) and the output is the measured fluctuution

L'JD'(x,y), then, they are related by the convolution relution

•

+-r. +-r;

L'JD'(x,y) = J JII(x',y')t.D(x - x',Y - y')cLu{1'

and al point (x + ilx,y + L'Jy) by

+')';+TJ

L'JD'(x + Llx,y+ L'Jy) = J Jh(x',y')L'JD(x + Llx - x',y + L'Jy - y')cJxdy.
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• Thus the me:lsured aUlocorrcialion funclion can be derived by inserling Eqs, (2J 1) and

(2J2) inlo Eq. (2.29) (() obtain:

c' ( At •.11') = c( .1x • .1 \,) CE> h( -.\'. - l') CE> II( x. \,),
o • • •

(2.33 )

Allhough Ihe measurement oflhe au(()eorrciation funclion is simplc. removing lhe eflèels nI'

Ihe measuring aperture l'rom thc convolution equation is dillkull. In lrunslcr theory. Ihe

convolulion operulion was avoidcd by treating the system in the spmial frequency domain:

lhis is also lhe approach wc will follow for the 'lUtocorrciation function,

If /)(.1'.,1') dcscribes a Iwo dimensional point·by.poinl density dislribution sc.mned

with a microdensitomeler. and .10(.\'.,1') describes the fluclualion component. then l'rom

Eq. (2.27) the seanned densities can bl: defined in terrns oflhe average densily:

/)(.1' •.1') = D + .1D(.\'.,I'). (2.34)

This densily flucluation. as seen on a uniforrnly exposed metal·platclradiographic film. is

known as radiographic mollie. Radiographic motlle has these principle sources: (1)

fluctuations inlhe number ofhigh energy photons absorb~d per unit area oflhe metal·plate:

(2) fluet mil ions in the energy absorbed per inleracting pholon: (3) fluclUalions in Ihe

number of c1eetrons emilled per unit energy absorbed in the melal·plate; (4) spalial

flucllmlions in the deteclor absorplion associaled with inhomogeneities caused by physieal

or thiekness imperfections in the melal·plate and in the film; and (5) fluclualions in the

number of silver halide grains per unil area of Ihe emulsion. The firsl source of

mdingraphie mollie is known as quantum mOllie. Ihe second and Ihird sources only make

small modifications to Ihe quantum mollie. The forlh source is known as stmcture mollie.

and the firth source ofradiographieal mollie is known as film granularityl.3. The basic

components that contribule mosl 10 Ihe lolal noise arc Ihe quantum mOllie and Ihe film

granularity. The NPS or the Wiener Spectrum ean be defined as a represenlalion of Ihe

noise variance into spaliaI fn:queney componenls of an olherwise nominally uniforrn.

slationary. ergodie signaI17• IS .

•
11'(11.1') = lim [( -l-)(IF(II.Ii)l

.t-+x.y-+x 4XY

whcre Ihe <> brackets indieate ensemble average and
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• .1' 1
F(II. l') = ! !ù/)(x.y)expl-2Iri(II.I· + 1:1')ldl'~I'

-.1'-1

is Ihe Fourier transform of the Ilueluations in optieal density. 2X is the widlh of the

uniformly scanned area and. 2Y is the lenglh oft"·: scanned area (lIllhe porlal tilm, The

Wiener speetrum has the dimensions ofarea ami is n0I111alized to Ihe aren scanned,

The Wiener-Khintchin theorem l9 describes lhe sample aUlocorrdalionlill1elion and

the sample Wicner function (NPS) as Fourier lmnsform pairs (Ihe same holds lilr the

population'llIlocorrdalion function and the popuhllion NI'S):

+ 1 -+,

11'(11. l') = ! !d .1x. Lly)exp[ -2Iri(llLlx + l'Lly)1t/111't//ly

-+ , -+,

c(Llx•.1y) = f f 1I'(1I.I')CXp[ -2Iri(lI.1x + l'Lly)]t/I/{i1'

(2.37)

By scning .1x = 0•.1,1' = O. the measurcù variance of Ihe ùcnsily l1uclualions (i.e.• scale

value) is cqualto Ihe volume unùcr the Wiener spectnllll

+1. -+ r

c(O.O) = f f 1I'(1I.\')t/llt/I' = a7,.
-1-1

(2.3X)

III thc samc manncr thatthc LSF anù thc MTF arc equivalent ways ofùescribing the image

spatial resolulion. thc autocorrclation function and the Wiener spectrum (NPS) arc

equivalent measures of the image noise for Gaussian processes.

ln the spatial fr~'quency ùomain. Eq. (2.33) lx.'Com~'S:

,
W'(II.I·) = W(II.v)·III(II.I·\I- (2.39)

•
where 11(11.1') is the optical transfer function of the microùensitometer (or any other

scanning ùevice) in question. Althougb both the Wiener Spectrum anù the autocorrdation

function give a complete slatistical ùescription of the mnùom process. the 'truc' Wiener

function is simpler 10 obtain than Ihe 'true' autocorrdation function. The 'truc' Wiener
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• speetrum W(II, l') is obluined by dividing the measured Wiener speetrum W'(II. l') by the

MTF 01" Ihe system squared.

2.1.4.4 Error reduction in estimation of Wiener spectrll

•

ln Ihe sUlne way that inereasing the number 01" scanned points will result in a belter

estimate 01" the population variance in the spatial domain. one would expectthat, given a

fixed sampling aperture in the direction of the sean. an increase in the number 01" sampled

points will improve the estimate 01" the frequency components of the Wiener spectrum

(NPS).

Walts and Jenkins20 estimated the NPS (Wiener spectrum) for the normal, white

(i.e., random, gaussian distributed) noise they generated using 100, and 200 seanned

points and compared their rcsults to the 'truc' horizontal-line spectrum. They arrivcd atthe

I"ollowing conclusions: (1) Increasing the number of points does not improve the estimate

ol"the truc spectrum: (2) the standard deviation (a) of the spectral estimates is large. in the
order ol"the mean value (11); and (3) the estimate of the mean is close to the actual value of

the mean.

These conclusions can be explained in the following manner. If the sampling

interval in the spatial domain remains fixed. then increasing the number of sampled points

incre:lses the record length and hence increases the number of spectral components in the

spatial frequency domain since the spacing in the Fourier domain du decreases with record

length. But, eaeh Fourier component retains its variability as an individual point in the

s:lme way that each data point sampled in the image has its own variability. Increasing the

number of sampled points in the spatial domain does not increase the number of sampies of

eaeh individual spectral val'..e at a given frequency, but it increases the number of spectral

values. Thus, to decrease the variability in the spectral values, many samples of the

speclml values at each frequeney must be obtained.

One technique that is USL'llto rcducc errors in the speetml estimates is to section into

K equal segments the cntire length of the film scanned. and to subsequently deterrnine the

NPS of each segment sepamtcly. Thus eaeh segment's NPS will have an estimate of the

same spatial frequency eomponents and the K estimates for eaeh frequeney eomponents

will he avemged to obtain the final averaged NPS.
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Figure 2.6 NPS estimales .làr 4950 sample,\' ofwhite lIoise alUl tl,,' m'l'rage (~l33 SfJ('CII'lI

deri\'ed.lj·om Ihe 4950 poillts.

•

ln Fig. 2.6 we compare the NPS for 4950 scanncd poinls to the speclrum oblained

by scgmenting the 4950-point trace into 33 segments of ISO points each und uvemging the

33 resulting spectra. The scanning interval used is 0.017 mm. The variation of the 4950­

point NPS, in unils of the menn, is 1.156, yet when wc average 33 sections, the variabiiily

of the spectral components, in units of lhe mean. is now reduced 10 0.215 which

corresponds to approximately 1/ ,133 -1 of the previous value. The mean for lhe 1sectinn

4950-point NPS is 0.997, and for lhe averaged NPS il is 0.999. Although the estimate nf

the spectral components is improved when the sectioning approach is taken, lhe spalial

frequency resolution .111 has decreased sincc .111 is inversely related tn lhe recnrd length

(0.012 mm- I and 0.392 mm- I arc .du for the 4950-poinl NPS and lhe ISO-poinl NPS,

respcctivcly). Thus, when smoothing techniques arc applied to speclml data one principle

feature emerges: frequency rcsolution is traded for reduccd variation in the spectral values.

ln the detemlination of the MTF. the record length chosen is dictated by the length of the

tails of the LSF. and only one segment per film length is taken since only one LSF exists

per length. In the dctermination of the NPS. however. thcre is a nced 10 investigatc tht·

effccts of the length of the scgmcntcd record on the results of the final spcctrum
values.17.20-22
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• If a length R of film is sampled, then, from the above discussion23-25:

2 1
LIli' a =­

R
(2.40)

A fixed amount of information is thus found in a given length R of sampled film.

Precision is exchanged for resolution. Henee, the standard error or uncertainty on the NPS

spectml values is given by:

2.1.4.5

1

~ E ( 1 )2"
:l. .= RLlII .

Obtaining a I-d scan from 2-d data

(2.41 )

Sinee our system is isotropie and invariant, a f-d section of the actual2-d Wiener

spectrum can be totally representative of the information found in the 2-d Wiener spectrum.

Thus a measuring method is introduced to provide one section of the 2-d Wiener spectrum

without having to evaluate the whole 2-d Wiener spectrum. This permits the determination

of the NPS withoutthe need for large memory stomge capacities.

Let us assume that the autocorrelation function is measured from a scan in the .l'­

direction; the autocorrelation function would be solely dependent on the L1.l' variable since
Lly=O. The noise pattern resulting from the thempy machine is isotropic and positionally

invariant, thus, the autocorrelation function that is obtained through a f-d scan will be

independent of the actual scan direction (i.e., independent of the value ofy). Using Eqs.
(2.37), and (2.39) and (L1y =0), the measured autocorrc1ation function obtained from the

/-d scan can be written as:

For the /-d case, the Wiener - Khintchin theorem states that the autocorrelation

funetion and the Wiener function are re1ated as follows:

•

+00[+00 2 ]c'(Ll.l') = LLW(II, v)jH(u, v)\ dv exp[-2Il'i(IILlx)]dll.

+00
c'(L1.l') = I[W'(u)]exp[ -2Il'i(uL1x)]du.

-00
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• Hence, l'rom equations Eqs. (2.42) und (2.43)26:

+~ ,
W(II) = f W(II,I')Il/(II, "li" dl' (2.44 )

.This equation relates the meusured I-cl Wiener spectrulll of the I-cl seun in Ihe .1' - direelion

with the actuul 2-d Wiener speclrum. This is u eompletely geneml expression. For un

infinitely thin and infinitely long aperture the opticul trllnsfèr funelion of the slit is:

11(.1',,1') = 8(.1'),

IJ(II,V) = 8(1').
(2.45)

Using Eqs. (2.44) and (2.45) Ihe meusured I-cl speclrLlm is rcluted to the uellllli 2·cI

spectrLIm in the following manncr:

W'(II) = W(II,O). (2.46)

Thus, if the noise pattern is scanned by an infinilcly thin and infinitcly long slil, the I-cl

Wiener spectrum is equal to a section of the actual 2-cI Wiener speclrum.

Consider the slit tmnsfer function for a more rcalistic situation ofa long,narrow slit

with length 1 and width IV, in a direclion pcrpendicular to the slit lenglh. The transfer

function of the measuring optics is neglected since it is negligible us cOlllpured tu the

scanning slit transfer function.:

H(II, v) = I(Sin( ml'II)' sine IrIV))1
ml'II' Irlv

and Eq. (2.44) becomes:

+>:

W'(II) = sinc2(1I1V) fW(II,V)SiIlC2(vl)dv.

(2.47)

(2.48)

•
If the slit is sufficiently long that W(II, v) is constant over the spatial frcquency range where

the function sinc2(v/) is appreciably non-zero (i.e., tending !owards Eq. (2.45», then
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• "Hf..

W'(II) = .l'il1c2(1I11') W(II, 0) j.l'il1c2(I'/)dl' . (2.49)

....

The vulue of the integml is 1/1 and the measured I-d Wiener spectrum is hence equalto:

W'(II) = .l'il1c
2

(1I11') W(II,O).
1

(2.50)

To summarize, if u noise pattern is scanned with a long, narrow aperture then, a

representutivc section of the uctual 2-d Wiener spectrum can be readily detennined from the

I-d meusured Wiener spectrum aceording to Eq. (2.50). The length 1 of the scanning slit

used is crucial, and u trial and error method is used to detennine the b.:st slit length so as to

not obtain erroneous underestimation of the lower frequency components of the Wiener

spectrum (discussed in Section 3.2.2.2).

If we chose instead to scan the noise pattern in the x-direction with a circular

uperture ofmdius r, then equation (2.44) becomes

(2.51 )

where the tenn in brackets refers to the transfer function of the circular aperture, and J) is

the tirst order Bessel function. Since the noise pattern is statistically isotropic the equation

above can, in principle, be solved to obtain a I-d section of the actual 2-d Wiener spectrum
from the measured W' (II). But this solution is more diflicult to obtain. The rectangular

slit is more onen used since it directly gives a I-d section of the 2-d Wiener spectrum.27­

30

2.1.4.6 Callier coefficient

•
An additional correction factor18 that must be included in the NPS. This factor

involvcs the actual density or transmission quantity of fluctuations.

Densitometers that illuminate the film with a narrow beam of light and collect
transmitted light through 2n steradians measure diffuse densities, and densitometers that
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•

•

collect light from only very narrow bcams measure spccular dcnsity. Speculnr type

densitometcrs givc film optical dcnsity readings that arc larger than vnlllcs mensured by

diffuse density type densitomcters since a smaller portion of the output is measured. The
Callier coefficient Q, which is dctined as the ratio of the specllhu to diffuse density, is

always greatcr than 1.00.

The illumination and collection angles in microdensilometers nre linitc nnd vary
betwccn instruments. Thus, the spccular densily D, of a film sample will be specitic to the

particular instrument uscd to measure il. (f the density tluctuntions. dO, are mcnsured in
tcrms of the D, ' then the calculated Wiener spectrum will have .1 magnitude thnt is speci tic

to the particular microdensitomcter. In comparing Wiener spectra of systems, the spectra

should be made independent of the type of microdcnsitometer liScd. For this rc'11'Oll. the
measure dD, arc converted to diffuse dcnsities dDf) by the CaHier CocOicielll.

The conversion between specular and di l'fuse density is pcrformed by scanning a

multitude of film samples, whose range in densities covers the range of dcnsities dcsired.

using both the microdensitometer in question and a densitometcr thnt measures di tTusc

density. A typical calibration curvc for the microdcnsitometcr uscd, is shown in Fig. 2.7.

ln this example, the microdensitometcr was calibratcd with 14 film samples ranging in

optical densitics l'rom 0.21 to 3.21 D. A polynominl is then fit to the curve of instrument

density versus the corresponding diffuse densities. and the rcsultant calibration curve is

used to convert the measured Wiener spectrum specular dcnsitics into diffuse dcnsitics.
4....------------·--------.
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c
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Figure 2.7 Microdensilometer calihration curve: Instrumental specular density versus

diffuse density.
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• The slope of the line in Fig. 2.7 is 1.23, and the calibration curve corresponds to the

microdensitometer used for lhe results in this thesis. The fact thal the microdensitometer is

selto read net densities is apparent by the offset from zero.

2.1.5

2.1.5.1

Detective Quantum Efficiency (DQE)

1ntroduction

ln 1946, Rose31 proposed the concept of the Comparative Noise Level (CNL) as a

measure of the 'useful' quantum efficiency. Il is usually referred to as the detective

quuntum efliciency (DQE). The ultimate basis of the DQE is the quantum nature of

mdiation. The lowest noise limit given by the quantum fluctuations in the input infonnation

radiation source defines the upper limit of 100% DQE. For the following derivation we ure

considering the signal and noise trunsfer characteristics of the system under the assumption

thut the only source of noise is the fluctuation in the input quantum fluence. The DQE of

the melai-piute/film detector can be expressed as a function of the fundamental imaging

parumeters (film H& D curve, MTF, and NPS) if the system is treated as a detector with a

defining operuting chamcteristic which converts fluctuations in exposure to fluctuations in
density32-34.

2.1.5.2 Microscopie view

•

The ideal imaging device can be modeled as an array of photon counters, each of

which has un urea a and identical response properties (Fig. 2.8). In this case there is a one­

to-one relationship between the incident exposure quanta and some measuruble output state

of the image. Another assumption is that each receptor records the incident quanta

independent of its neighbors.

The first stage of the imaging system can be considered as the infonnation source.

Since we are using radiation to fonn the image, the infonnation source in this case is the

spatial distribution of the photon intensity entering the detector. The generution ofphotons

at very high energies, due to e1ectron collision with a target, is stochastic in nature resulting

in photon counts that can be estimated by Poison statistics. If the mean number of photons

arriving at any ideal detector receptor is li, the standard deviation is ...fii. The ideal image

is one that has noise contribution from only the quantum fluctuations at the infonnation

source. For imaging modalities that use very low counting to generute their image such as
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• IIrclI A

IIrclI Il

Figure 2.8 Ideal a/Tay of detectors eaell of area a alld the IIl1mher 01' photol/ ('(IlIlIt.l'

impil/gillg 011I0 it. A is the scallllillg apertllre si:e.

the gamma camera, lesions in the image can be obscured by the quantum noise. To ensure

that the detectability of the real signal is not mistakened by the nmdom fluctuations of the

background photon density, the magnitude of the real signal must di l'fer considembly l'rom

the mean value of the background. Real imaging systems contribute noise other than

quantum mottle to the signal detected (see Section 2.1.4.3).35

For practical imaging systems, a macroscopic approach is taken in describing the

input and output relation because a very large number of photons and radiographically

exposed grains are involved.

2.1.5.3 Macroscopic view

A measure of the level of photon eounts received ean be gauged by the degree of

'blackness' or opaeity 0 of the individual receptors. The opacity of the receptoris defined
as the ratio of incident 10 to transmitted Ir intensity. A more practical measure of film

darkness is optieal density D, which is the logarithm ofopacity.

(2.52)

•
We can also measure the density ofa large number ofreceptors rather thanjust each

individual reeeptor area a by using a measuring aperture ofarea A (Fig. 2.8):
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• A = Na (2.53)

where N is the number of rcceptors covcred by thc apcrture. Assuming that thc amount of

light that is subtracted from the incident beam during illumination is proporlional to thc
average quantum exposure count level lf, then we can write l4

Doc logllllf. (2.54)

The eonstant of proportionality which is also the slope of the sensitivity curve r that

relates the fluctuation in exposure to fluctuation in measured dcnsity is given by

r = dD (2.55)
d(loglo lf)

and since d(log1O lf) = log1O e(dlfIlf)' then Eq. (2.55) bccomcs

(2.56)

The real dctcctor will be comparcd to the idcal case, using the Comparative Noise

Level (CNL) analysis dcveloped by Rose3t . The CNL is given as the ratio of the input

signal fluctuations to thc output signal fluctuations. Thus an ideal detector would have a

CNL of one whcrcas any rcal dctector has a value of CNL less than one. The CNL is

detcrmined in the following manner. The mean square fluctuation in film density is
denoted by (J"~ measurcd with a scanning aperturc of area A. This is the output density

fluctuations, and using Eq. (2.56) we can define the equivalcnt Oll/pllt exposllre

fille/lUI/ions as:

output exposure fluctuations = (J"~( dlf )2 = (J"~( lfA )2
dD yloglQe

(2.57)

•
where lfA dcnotes thc average number of exposure quanta per image area A. The inpllt

expo.mreflllctllations is given by .1q~ = qA' Thus, this willlead to a comparative noise

Icvel or detective quantum efficiency (DQE) of:
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• CNL = DQE = exposure tluellllltions in input
exposure tluetualions in oulput

, '
CfA y-(log lII el" .

= ., = .,

Cl"71 ( Cf._I)- Cl"71'IA
Y loglll e

(2.5R)

Atthis point it may be benefieialto look more c10scly atthe eharaeteristies of Ihe

mean-square noise tluetualions over the sampling aperture A. It is shown in Fig. 2.5 that

the aperture size affeets the density tluetuations that arc measured. Il ean he shown thal

although the density tluetuations during image seanning ,1re dependent on the size orthe
seanning aperture A, the produet ACl"71 is independenl of the size of the Illeasuring

aperture, and is defined as the noise parameler G.3(,-37

Next we define the average tluenee. denoted by q, using Eq. (2.53)

CfA = NCf = A Cf =Aq
{/

(2.59)

(2.60)

where Cf is the average number of exposure quanta impinging on the reeeptors of area {/.

Using Eqs. (2.58), (2.59) and (2.60) we redefine DQE in terms of G:

(2.61 )

Equation (2.61) gives an expression for the DQE whieh is independent of the aperture that

is used to measure the optieal density tluetuations l'rom the mdiographie film.

The DQE should also be expressed in terms of the spatial frequeney domain. To

aeeomplish this the noise parameter G is to he expressed in terms ofthe Wiener spectrum.

The noise parameter is re1ated to the Wiener speetrum through the relation26,38

•
G = W(O)
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• for an isotropie noise pallern, and for the ease where the produet of the Wiener speetrum

and the transfer funelÎon of Ihe microdensitomeler oplical system is consumt over the spatial
frequeney range defined by the dimensions oflhe scanning aperture. But in general, since

the Wiener speelrn for most film noise pallerns and Ihe transfer funclÎon of
microdensitomeler optical systems decrease wilh increased spalial frequencies, the

foliowing must be quoted26

G::; W(O). (2.63)

From Eqs. (2.57), (2.59),(2.60), and (2.62) the output noise (a"'If)' which is

obtained from the mean-square fluctuations in density over an area of the image A, can be
wrillen in terms of W(O,O) in the foliowing manner

, , ( dq )2 (q J2, ( q J2
a~//I =aA - =GA ~ O'(~I/I(O,O) =W(O,O)A -~-

dD Y loglo e y loglo e
(2.64)

The inequalily in Eq. (2.63) will be accounted for in Eq. (2.64) by considering the
dependence of the output fluctuation; 0'0/(1 on spatial frequency through the dependence of

the maero characteristic curve on spatial frequencies. Il can be shown l7,39 that the slope

of the eharacteristic curve is a function of the MTF of the detector:

Y(II,I') = y(O,O)MTF(II,I').

This product is known as the Contrast Transfer Function (CTF).

expression for the output fluctuations ofEq. (2.64) becomes:

, (q J2O'~II/ (II, l') = W(II, l')A --:-=::-'---c__
yMTF(II, l') log)() e

where for simplification y = y(O,O).

(2.65)

With Eq. (2.65), the

(2.66)

•
Since the input quantum fluence follows Poisson statistics (a random distribution),

from Eq. (2.58) the input fluctuations can be given by O'~(II, l') =CfA =qA. Therefore, the

DQE is given by
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• DQE(II.\') = al, = ([Y(IOgl~('~MTF(II.\')I~)
a'~/I' '/ JI (II. l')

and for the case of an isotropic imaging proccss:

DQE(II) = ([Y(IOg\ll C')MTF(l/n~).
ijlV(lI)

(2,67)

(2.6l\)

The Y must correspond to the value of the slope for the filmmean optical density atwhieh

the Wicncr spcctrllm is determined. and therc is no depcndence on the aperture sil.e Ihat is

used to measurc the Wiencr spectrum.

2.1.6 Signal-to-Noisc Ratio

ln quantifying the efficiency of a radiation delector. one of the most important
criterion uscd is the signal-to-noise ratio (SIN). Thus we will now calculale Ihe OQE in

terrns of this ratio.

When the input noise is only due to the quantum nueluations (modeled by Poisson
statistics) of the input exposure quanta. thenthe input (SIN) nttio for '/A average input

exposure quanta is given by

(2.69)

The output (SIN) ratio is defined by the average number of input exposure quanta divided

by the output noise measured from the optieal density on the film and referred back in tenns

of the exposure. Using equation (2.57) we obtain

(2.70)

•
The square of the ratio (SI N)ou, to (SI N)in is exactly equal to the OQE

(see Eq. (2.61):
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• ( S' N)~ ( )~. 'W' :.:_1 y(!ogIU e) =IJQH .
(8 N)~, (lA (J'A

(2.71 )

This cquutilln SCl.:lnS intuitivcly correct sinee (SIN)"", wi Il always be Icss lhall or equal 10

(.\ï N)//1 which implies llml the I1Itio in lhl.: abuve cquatioll is alwnys Icss tlmn 100 'Y., cxccpt

lilr thl.: CU,'ie of an iden! delector whcrc the ratio Îs !00 'Yu. A schematic rcpresenlutÎon of the
(.\ï N) ralios and DQE for the photogmphic proeess is shmvll in Fig. 2.9. wherc the DQE

aels as the tnlllsfer functiol1 of the syslem.

"l~u re 2.9 The (SIN) Irclll.~/i.'r .\)'.\'U'I11.

2.1.7 Noise-Equivalent Numbcr of Quanta

The cfticiency of a dcleclor can also be inlerpretcd in terms of the eCJlIim/elll

number of quanla absorbcd by the delcclor. In this \Vay. an idea! dclcclor is one lhat

col1ects ail of the photons impinging on it whilc a practica! detector can he considered to he

a delcctor that dctects a 1csscr numbcr ofcounts than those that arc availablc to it (i.e.• an

ineOicient photon counler).

Using Eqs. (2.61) and (2.71) wc can detine the lesser number of counts q'
dch..-ctcd by a rca1 dctl.'Ctor as

...
(SN)·

/llIt _
... -

(S' N)·
1/1

(2.72)

•
wherc the upper limil of the number ofquanta detectcd is equalto the average flUl..-nce from
the information source ii. q' is usually interpreted as the noise.equivalent number of

quanta (NEQ). Sincc G is indepcndent of the aperture used ta mensure it, the NEQ per

unit image arca is also indepcndcnt of the aperture uscd to mensure il.
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• 2.2

2.2.1

Effcets of Digitizlltion

1ntroduetion

The LSF imuge und Ihe uniformly irrm!iuled film ure se.lIl1led using u

mierOl!ensilomeler und Ihis sumpled dulu is lhen processed lhrough u h,a Fourier

Transform (FFT) ulgorilhmlo determine the MTF und the Wiener spectrum, respectivcly.

The sumpling raie und the I1lnnber ofsmnples obluin~'ll (i.e., length of the s<lmplcd dutu set)

ure imporlunl in delermining to whut extent the digilul dutu is lilithfullo Ihe inlilrlllution

found in the unulog medium. Twolypes of urti fUcls musl be uvoided when digilizing dUlu:

trlllleatioll al'tije/L'ts, when the lenglh of Ihe sumplcd LSF d.llu set is too short. uml a/iasillg

al'/ije/cts which oceur whenever un incorrecl sampling r.lle is used Ihr the extenl 01' Ihe

spatial fr~'quencies that we desire 10 !',tudy.

2.2.2 Truneation Artifaets

Allhough the tail portions ofLSFs consisl ofsmal1 intensilies inlhe sputiul domuin,

they may nevertheless conlain significanl spaliul frequency infonnulion. The trunculion

effeet is similar 10 a windowing effeet whereby a finite·lenglh. digitized LSF is equivulenl

to Ihe 'Irue' LSF multiplied wilh a l·cI rectangular function. In the spatiul frequeney

domain Ihis results in Ihe 'Irue' MTF, Ihal would correspond 10 the 'lrue' LSF. bcing

eonvolved with a sille function characterized by Ihe lenglh of Ihe sampled dulU set. This

facl is evident from the mathemalical point ofview. where :1 denotes Ihe Fourier operatur.

LSFtnl/lc(x) =LSF(x)· l'cet(x).

;:I[LSFtnl/lc(x)] =;:I[LSF(x)]~ ;:I[I'cet(x)]

MTFtnmc(lI) = MTF(lI)~sillc(lI)

(2.73)

•

Truncation artifacts4•18 can be avoided by sampling the correct lenglh of Ihe LSF

images. This implies that any background noise from sealtered photons must be estimated

to determine what is aClual1y part of the tail information on the film. Techniques lIsed to

estimale the background will he diseussed in charter 3.
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• 2.2.3 Aliaslng artlfacts: Finlte Sampling 1ntcrval and Flnltc
Sampling aperture cffects

Sampling a function at sorne rate in the spatial domain can be dcscribed by
mulliplying the function with the comh(x/fjx) function. The c:omh(x/At) consists of a

series of cqui·distant delu, functions with sampling separation .1x. Figure 2.10 shows this

schcmatically.

LSF(x)

x
comh(x/.1x )

comh(x/L1x), LSF(x)

x

Figure 2.10 LSF heing sampled al Îlltervals of At.

The Fourier transfonn orthe sampled LSF can be dcscribed mathematically:

LSF.nlllll'il'I/(X) =LSF(x)· comh(.t/J1x),

:q:LSF.flImJlI('IJ(x)] = :q:LSF(x)]® :3[comh(x/A\)j

MTFrt'.mlt(U) = MTF(u)®comb(f.1x·u)

(2.74)

•

The Fourier transforrn of the comb function is another comb function but with the spacing
givcn by 1/L\x. Sînce the comb function is made up of periodic de/ta functions the

convolution reprcscntcd in the last line ofEq. (2.74) rcsults in exact copies of the MTFs in
the spatial frcqucncy domain at spacings of 1/L\x. Assuming that the MTF of the LSF

image is a bound function with its spatial frequency domain falling within :1 specified range
whcrc the maximum spatial frequency component of the function is ln. then, Fig. 2.11
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• shows the effects for diffcrcnt sampling rates in the spatial durn"in. Alîasing o..:curs whcll
lhe funclion in lhc spati,,1 domain is smnplcd al inh:rvuls Icss than 1/(2./;,) bccausl:. as is

shown in Fig. 2.11. the Fourier lmnsforlll ol'lhc 111l11:lion ovcrl:lps wilh ilsc! f in the spatial
frcqucncy domain4, ln lhis case. frequcncics grenler lhan fIl are Ill:lskcd ur arl: bcing

trcaled as lower frequcncy contribulions. The Nyquisl crilcriml slales lhal the largesl

spatial frcqucncy of any fllnclion. sampled Hl mte L\x. whuse speclml valuc is cquallo thUI
of lhe analog counterpnrt is Il = 1/(2.1x). This Iillliling freqllcncy Il is knowll as lhe

folding or Nyqllisl frequency.

MTF(II)

Il

1;, Il

~ilLl
l ~ _1 ~I Il
, " L\x

/1

x

x

x

comh(2 1,,' x), LSF(x)

comh(xlL1x)· LSF(x)

Figure 2.11 EfJeet on the spacings hetween repeated MTFs ({lhe ,\'alllp/e .\fJac:ing oft/If..·

samp/ed image is increased 4,

•

Since the analog data is being scanned with a finitc-sizct1 aperture, we arc dealing

with bound functions. The sampling comb functian in Fig. 2.11 shauld aClually be

convalved with the size of the sampling aperture (a recl function). This gives rise ta a

repetition ofbaundcd functions as is alludcd to in Fig. 2.11. mulliplicd by the aperture sine

function, at each repetition. Mathematically wc have:

•
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• LSF"'I11""'''(x) =LSF(x) I8ll'ee/(x)· eomh(x),

:Ir LSF""""",,,(x)] = :IlLSF(x)]· :I[l'ee/(x)]18l :Ireomh(x )].

MTFrl'.'''i'(u) = MTF(u) ·sillc(u)18l eomh(u).

(2.75)

Thus. each MTF is multiplied at inlervals of 1/L1x with the microdensitomclcr scanning

aperture sille function. The MTF data will be destroyed if the bounding effects of the

aperture are notlaken into consideration. In Fig 2.12, we show the extent of the tirst lobe
for sille functions corresponding to scveral aperture widths ranging from 1 J.lm to 1mm.
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Figure 2.12 Sille fiIllC/iOIlS correspollding 10 severa/ reclallgu/al' apel'/lIl'e ,l'canning

\l'idllls: ([rom /efi 10 l'iglll) 1 mm; 100 JlI1I; JO JlI1I ; and 1 JlI1I.

•

Several steps have ta be considered to determine the correct sampling rate sa as ta

prevent aliasing. (1) The maximum spatial frequency up ta which we want ta determine

accurately the MTF and Wiener spectra, must be chosen. For our purpose 10 cycles/mm is

adequate. (2) Ifwe ùilow no more than a 2 % systematic error on the value of the MTF

then we have ta choose the sinc function that corresponds to an aperture of size no more
than 10 J.lm. as is indicated in the figure above40• If a 1 mm scanning aperture is chosen,

then the corresponding lobe of the sinc function would destroy most of the information
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b~yond 0.5 cyclcs/mm. Lik~wise. a 100 ~lm aperture would intrmluce un upproximalcly

10 % systematic ~rror in th~ m~usurem~nl of lh~ MTF for frequenei~s ut 5 eycles/mm. Th~

bound function com:sponds to the function thut is !lllllld in the r~gion of the tirsl lobe of

th~ sillc function for thui ap~rtur~ size. Th~ sampling interval L\.X has to be sueh tlmt Ihere

is no overlup ofth~ firsllobe of the sillc !lllletion due to repliealion. The tirsl zero of the
sillc function for the 10 ~lm up~rture is al 100 cycles/mm. (3) Using the Nyquist rule to

avoid overlap of the funetions up to 100 cycl~s/mm. we require sampling at 5 ~lm intervals.

Howcver. since we are concemed only wilh Ihe tirsl 10 eycles/mm and nollhe whole 100

cycles/mm mnge. Ihe 5 J.lm scanning inlerval required cun be rcluxed. The ext~ntof the

firsl sillc lobe is 200 cycles/mm. Thus, if the MTFs are repeuted al every 110 cycles/mm.

as opposed to 200 cycles/mm. Ihen. the udjacenl sillc lobes would l'ail to zero ul 10

cycles/mm, not uffecting the MTF bctween 0 und 10 cycles/mm. With a 10 ~un aperture, a

repelition of the MTFs al evcry 110 cycles/mm cun be genemted by sampling al intervuls of
9 J.lm. Using a 9 J.lm insleud ofu 5 ~un sampling intervul would decreuse 10 ahnost hulfthe

slomge memory requircd and Ihe lime ofacquisition. The resulling MTF is then divided by

Ihe sillc funclion of Ihe finite sampling aperture 10 reduee the systemalicerrorilc.llIsed.

The secondary lobes associated wilh the aperture sillc funclion uffecl to a Icsser

degree the resu1ts found in thc primary lobe of the adjacenl function. The umplitude oflhe
firsl sidelobe of the sillc is (1/3IT) wilh r~spectlo the zero frequency terrn. The digili711lion

specifications in Ihis thesis arc summarized in Table 2.1:

Table 2.1 Digili=alion specificatiolls.

Maximum spalial frequencv considered 10 cycles / mm

Maximum scanning aperture width required 10 J.lm

for a maximum 2 % syslemalic error on Ihe

speclral values

EXlenl of Ihe firsl lobe of the sinc funclion 1
= 100 cycles / mm

corresponding 10 Ihis aoerture widlh 10 J.lm

The sampling interval L1x req u i red 1
= 5 J.lm

accordin~ 10 the NVQuisl crilerion 2·100 cycles/ mm
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MATERIALS AND METHODS
3.1

3.1.1

Measuring the Modulation Transfcr Function

Introduction

•

The detectors' absolute performance is given by the DQE whieh is delined by

Eq. (2.68) as:

DQE(II) =([Y(IOgllle)MTF(II)f)
li' NPS(II)

where NPS(II) is the total Noise Power Spectrum (replacing symbol W(II) in Eq. (2.6R))

of the detector whose film was irradiated to a nominal optical density of 1.00, Y is the

point gradient of the film characteristic curve at that same optical density, MTF( Il) is the

Modulation Transfer Function of the detector, and q is the average Ouence per unit area

that impinges onto the detector when irradiating the film to optical density one.

Experimental techniques are used to obtain the LSF which is subsequently

processed to obtain the MTFI-II. Certain experimental and processing techniques will be
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ùiscusscù in ùetail here. Thcre are basically three experimental techniques that can be used

to ùelermine the LSf: the wire, eùge or slit techniques6•

The wire methoù uses u mùiopuque wire betwecn the radiation source und the

ùelector. In this cuse, the beam is burely atlenuated and the signal that is obtaincd at the

deteclor is greutly uffecteù by the scutler thut is present in the room. Thus, the wire method

SNR cun never be greuter thun thut of the edge or slit methods. For pmcticul reusons the
wire methoù is never useù because the contmst of the LSF at high energies would be non­

existent.

The eùge method12-13 consists ofplacing a radiopaque black in the X-ray beam sa

tlmt the center of the X-ray beam coincides with the edge of the black (i.e., only halfofthe

X-my beum is covereù by the block). In this cuse, an Edge Spread Function (ESF) is

obtaineù which must be differentiatcd ta obtain the LSF and which is subscquently Fourier

transformeù ta obtuin the MTF. Scatlcr is ugain a problem since hulf of the detector area

ùetects scatlered photons not atlenuated by the blacks.

The sHt method can bc scen as the complement of the wire method in that it involves

imuging un X-ray beam passing through a narrow slit formed by two adjacent radiopaque

blacks. The portion of the X-ray beam that is collimated through the slit is used ta

upproximute u line in the abject plane. The X-ray beam field size is made equal ta or
smaller thun the field of the radiopaque blacks ta reduce the amount of scattered photons

generated in the therapy room. Thesc scattered photons would otherwise be detected as a

buckground noise contribution ta the image of the LSF, and would decrease the image

contrast. Munro et 01.4 compare LSFs obtained with the slit method under conditions of
muximum scatter behind the blacks (large field size, blacks close ta wall), or minimum

scatter behind the blacks (field size smaller than the area of the blacks). Even though the

correct set up is used there will still be some minimal background noise due ta scatter that is

added ta the slit image, but, the overwheIming contribution ta the background noise level

will come from the film granularity. Several processing techniques will be discussed in the

next section ta deal with the removal ofthis background noise. Background noise accounts

for the largest portion of the systematic error in estimating the MTF. For this reason, the

thickest possible blacks that can be manufactured are used ta maximize attenuation of the

beam outside the slit and obtain the largest LSF contras!.
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The slit method, in addition to generaling lower b'lckground noisc duc to dccrcascd

scaller, is also simpler to implcment whcn aligning the slit with thc ccntcr of thc X-ray

bemn 1. The criterion for perfect alignment of the slit with thc ccnter of thc radiation

beam2-5 is achicvcd when the I1Ilio of the IiIm intensity of the center of thc slit inJ;l~c to lhal

atthe LSF lail (background) is greatest. Cunningham ct aU' simulatcd rcsuits Itlr al1thrce

methods and found that the edge lechnique is superior for mcasuring low-frcqucncy

response but that the slit technique is bcst for mcasuring high-frequcney rcsponse.

Because of high scaUer and alignment difficuities in therapy imaging, thc slit mcthod is

used almost exclusively.

Figure 3.\ shows a schematic of the steps that were taken to oblain the estimatc of

the MTF for each dctector. A dctector consists of a double-emulsion portal tilm (RI'

Kodak localization) sandwiched bctween some combination of front and back metal-plaies.

Boxes with single oUlline correspond to the experimental techniques scction (3.1.2),

whereas, boxes wilh doublc oullined are discussed in the processing techniques section

(3.1.3). The section numbers in each box correspond to the section in which the contents

of the box is discussed.

Two slit image LSF
exposures (high, low),.--

(3.1.2.1) Digitization using Calibration and
Microdensitomctcr Linearization

S",hom",rl, J (3.1.3.1) (3.1.3.2)
exposures

(3.1.2.2) H & D

Correclions For: Image PrQccssing:
o tinite sampling apcrture o concalenating thc

size two slit images
Relalivc Doseo tinite exposure slit width

MTF'
o aligning thc LSFs

LSFo scanning misalignment o averaging 5\ LSFs
MTF+- o 5ubtracting background o subtracting background

~

o averaging the Iwo halves o averaging the two halves
of the LSF aboul the of the averaged LSF
digital rather than the o Hanning tiiter
analog center o digital Fourier transforrn

(3.1.3.4) (DFT) (3.1.3.3)

Figure 3.1 Black diagram for the experimental and processing techniques used 10

determine the MTF ofthe metal-plate/jilm detectors.
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• 3.1.2 Experimental techniques

The experimenlal proccdures2-Sused to determine the LSF image arc discusscd in

the fbllowing section.

3.1.2. ] Obtaining LSF images

•

The slil is formcd from two slainless steel blocks each wilh dimensions 76.2 x 76.2
x 160.0 mm3 and density 7.54 g/cm3

• The thickness of the blocks is 160.0 mm

(attenualing a 1 MeV photon beam to approximately 0.05 % of ils incident flux) and the

maximum lenglh of the slit was 76.2 mm. The blocks were cut, ground, and milled to a
tolcrance of4 - 7 t1m, in terms ofparallclness of the opposing sides.

The nominal slil width formed is 25 pm. This slit widlh is obtained by placing

two sleel shims of 25 pm thicknesses between the adjacenl steel blocks that are

subsequently clamped together. The steel shims are placed on lhe top and bottom portion
of the blocks. The sleel shims have approximate dimensions of25 pm x 70.0 mm x 10.0

mm. When digitizing lhe LSF from the film, the top 15.0 mm ê'1d the bottom 15.0 mm

of the LSF image is nol scanned sincc this portion of the LSF is corrupted by the images of

thc shim spacers.

ln lhc diagnostic casc, the LSF is obtained with slit widths of the order of 5 - 10
pm 13. These small slits can be used atthese energies since a high contrast exists between

thc center of thc LSF and the tails, due to the inherent high subject contrast at these energies

and low scatter contribution. But, at higher energies the need for the smallest slit width is
exceeded by the need for high contrast. A slit of size 5 pm at high energies would result

in the destruction of the LSF peak due to the high scatter2. The field of view from the

source to the detector is a1so increased with a large slit so that it is 1ess likely to lose

contrast in the LSF due to misalignment. Furthennore, because of the penetrating nature of

the high energy photons compared to that of the diagnostic photons, the effective slit width

is less sensitive to misa1ignment2-3.

The clamped blocks are then fastened to an X-Y p1atform (Aerotech, Inc.,

Pittsburg, PA) which is a servo-motor operated unit, whose motion is controlled by two­

axis microprocessor-based motion controller (Model Unidex II, UlIs). The p1atfonn
motion can be specifiable to 2 pm. Initially, the sIil fonned by the blocks is approximately

alil,'Tled with the center of the X-ray beam through the use of the wall lasers. The gantry is
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moved in a horizonlal position to irradiute the bloeks und deleelors. The XY -sluge is

moved so Ihat Ihe mOlion of Ihe bloeks is perl'endieular to the wull lusers. The double­

emulsion RI' (Kodak. theral'Y loealizution) tihll is plueed belween the lllelul-l'laleS while

still being in its Iighl tight envc\ope. sinee Ihis is Imw il is genemlly employed. The

delector is hcld tirmly togelher by a plastic thulle which is lighlly c\ulllped. und is plaeed

against the exit side of the bloeks. Artel' irrUlliution with u bemn tic\d size 01' 40.0 x HO.O

mm" at lhe enlmnce side of Ihe bloeks. Ihe liIm is developed und the ralio between the

optical densily values of the peuk and tail portions of the LSF imuge is detel'Illined using a

densilomeler (Mucbeth TD-502. di mIse type densitomeler wilh upper mnge 01' 4.00 ol'licul

density). The slit assembly is then translated one-Imlfmillimeter perpendicular 10 the beam

direclion using Ihe conlroller. and then unother li\m is pluced belween the plUIes und

irradialed again. This process is repeated untilthe mtio belween the peak of the LSF and

the tail of the LSF is lhe greatest. ut whieh point the slit is centered with the X- ray source.

Once the slil is aligned wilh the center of the mdiation source. eaeh lllelUl-p\:tlellilm

combination is Ihen placed. in tum. abulling the exit side of the blocks and is irmdiated to a

high and low exposure on separate tilms. The source ta block distance (SBD) is tixed at

Ils cm. In ail, forly-nine differenl detector metal-plaIe combinalions arc studied and Ihey

are lisled in Table 3.1. The metal-plaIes arc ofaluminum (AI), coppel' (Cu). brass. and

lead (Pb) composilions and varied in thicknesses l'rom 0.30 104.80 mm. The upproximute

densilies for Ihe differenttypes ofmetals arc: AI (2.7 g/cm.1). Cu (8.7 g/cn!"' J. bmss

(8.5 g/cm3 ), and Pb (11.3 g/cm3
). The Kodak RI' IiIm is used wilh ail of the metal­

plaIe combinalions. Two differenllherapy machines arc used for the study: a TIH:mlron

Co-60 unil and a Varian Clinac-18 unil which emits a 10 MV polyenergetic spectrum of

X-rays shown in Fig. 3.2.

Two RI' films arc exposed pel' deleclor: The tirsl IiIm is exposcd 10 a low valuc

and is used 10 gel informalion aboullhe peak oflhe LSF and. Ihe second film is exposed

belween 10 - 100 limes Ihe fi l'sI 10 oblain weil delined LSF tails Ihal have values Ihat are

-1 x 10-2 limes Ihe peak value. The lails are always less exposed Ihan the peak because

pholons or e\eclrons are scallered more centrally. This gives rise 10 a lower counling

slalislics in Ihe tails resulting in larger uncertainly. Therefore, a second lilm is cxposed 10

increase Ihe number of evenls in Ihe lail regions. The dala l'rom Ihe IWO IiIms are then

concalenaled digilally.
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l'nille 3.1 Froll! I/wck lIIe/CI/-p/CI/e COlllhilllllioll,\'II.1'ed ll'i/il /ile /Il' PO/'/CI//ocCI!i:a/ioll./iilII,
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.~ /II O.K '2 .22
l' 0

~O
, Al - 0.434 1.62

21
,

X .3 0

L2 ~. ~.o AI 0.434 1.62
23

,
2. 2.0: 0

L4 hrass ~. J.O /1 O. Xh 0.60
25 brass 2. 15 3.0' /1 (J. T4' l.hL
Lh tm.lSS L. 15 J.O' /1 O. ,72 3.22
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li - AI O.X .2:
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3.1.2.2 Film H & D curvcs

•

The "uct that wc use linear systems theory to study a non-linear system sueh us film

must be addressed. The film characteristic curve is determined for eaeh film bateh used in

the following manner: The film and a calibrated ion ehumber ure interehanged <Il the sume

depth within polystyrene for different ranges of exposure sellings on the Co-60 and Clin.le

-18 therapy machines. The optical density readings from the films ure then obtuined with

the Macbeth TD·502 diffuse type densitometer. These charaeteristie eurves (optieal density

versus relative dose) arc then used to convert optical density readings from the film to

exposure readings. thus linearizing the LSF data sets. The LSF data was eolleeted on four

separate days and Fig. 3.3 shows the eharacteristic curves for each of the film batehes used

on these days. There is a small yet detectable difference between the batches. but no

di fference betwccn the therapy machinL'S.
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Clinnc-18 (April 23, 1995)
C0-60(April23,1995)
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0.0

"i~urc 3.3 Rf jUm c!/(//'{/clel'islic Cl/n'es ohlained on fOl/I' sepal'ale da,l's fol' Ille 111'0

IIIel'll/~I·m{/c!lilles.

Relntive dose is used instend of nbsolute dose becnuse the mnss nbsorption

coefficients of film nnd polystrene. for which the chamber is cnlibrnted. nre different. The

film is placed atthe posi:ion of the center of the ion ehnmber. The point grndients r for
eaeh film batch and machine energy nre obtnined using the dnta in Fig. 3.3 and Eq. (2.55).

The points grndients for April 23 (Clinac). April 23 (Co-60). Oct. 3J (Clinnc), nnd Nov. 6

(Co-60) nre 1.79. 1.70. 1.71. nnd 1.70. respectivdy.

3.1.3 Processing techniques

3.1.3.1 LSF digitization

•

A microdensitometer is used to Jigitize the LSF imnges from ench detector. The
microdensitometcr scnnning slit hns dimensions JO by 400 ~m. The 10 ~m nperture width

is used to obtnin a relativcly low. maximum systematic error of2 % at lO cycles/mm (see

S~'Ctioll 2.2.3), before applying corrections for finite aperture size. The scanning interval is
5 ~m in accordance with the Nyquist criterion. Each detector LSF is obtained by scanning

the microdensitometer aperture perpendicular ta the slit image. Each line is scanned at
intervals equal ta the length ofthe aperture. 400 ~m. Fifty-one 1ines are scanned from cach
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• LSF imuge und these ure then averagcd tn obtain" bettcr estimllte of each LSF. Each line

consists of 6000 scanned points (Le., 3000 poinls on cnch side or the LSF peak) rcsultillg

in li LSF segment of 3.0 cm long. und a scmlllcd lIrea of 3.0 x 2.0 cm:!. A llip-mode type

SC~1I1 is used and is described in section (3.3).

3.1.3.2 Linearization and CaHier effect corrections

The microdellsitomctcr is culibralcd by scanning the saille tilms l'rom which the

charucleristic curves of Fig. 3.3. ure gencmted. lkcnusl: the micrmknsitollll:tl:r n.'nds

spccular dCllsity and the Macbeth TD-S02 dcnsitomcter rends diffuse dCl\sity. the

calibration of the microdcnsilomclcr a150 converts speculaI' 10 diffusl: dellsity. Thus 10

address the CaHier phenomena, the four c!mracteriSlic curves, for cach m<lchine and IiIm

balch shown in Fig. 3.3, arc scanncd using the mîcrodensitomelcr tn obtllin the

microdensitomclcr calibralion curve in Fig. 3.4, which has ~l slope of 1.23. The diffuse

dcnsity data l'rom Fig. 3.4 arc then linearizcd by using thl: curves in Fig. 3.3 10 nbtain

relative dose dala.

3.53.01.0 1.5 2.0 2.5
Di ffuse Dens ity

Clinac-18 (April 23, 1995)
C0-60 (A pril 23. 1995)
Clînac -18 (Oc 1. 3J. 1994)
Co- 60 (N av. 6, 1994)

0.5

Il

I!I

o

•

o~I~..a---r---'"T'"--~---r---r---~---t
0.0

0.5

4ïi===========::;---------,
3.5
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•
Figure 3.4 MicrodensÏlomeler calibralioll curve.'l cOllverling spet'u/ur dellsily 10 diffuse

density.
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• 3.1.3.3 Processing the digltlzed, Iinenrized LSF

The background noise for a Iypical raw data LSF image is shawn in Fig. 3.5, and
has a slandard deviation of 3 % the peuk value. This buckground noise gives rise la two

sources of error in meguvoltage MTF estimutes2: (1) The background oflhc LSF can not

be uccurutcly estimated, rendcring cslimates of the area under Ihe LSF inaceurate and

causing systemulie errors in the MTF values. Because Ihe MTF is normalized at zero

frequel1cy where MTF(O) is equalto the area below Ihe LSF eurve, the MTF values al ail

sputial frequeneies will be grealer Ihan or less Ihan Ihe true values depending on whelher

the area ul1der the LSF is under or over eSlimated, respeclivcly. (2) Since noise has more
higher frequency compnnel1ts,14.17 MTF spectral eslimates will be incorreclly biased

lowards higher values. Processing sleps are laken 10 reduee Ihe noise levcl in the scanned

LSF and thus reduee syslematie errors in eslimates oflhe MTF.

1.5....-----------------,

12.02.0 4.0 6.0 8.0 10.0
Microdcnsitometer Scan Length (nm)

O-t---r---r-----r----r---'T---;
0.0

.è
'"c
8
[3

8-
~ 0.5

l5

Figure 3.5 Typical rail' data L5F image sholl'ing backgrollnd noise callsed main~l' by

thc.!ilm granlliarity.

•
Firsl. la reduce noise in Ihe LSF. a large conlrast LSF is desired. As discussed

earlier. the LSF obtained at megavoltage energies is of much lower contrast than those

oblained at diagnostic energies. Ta oblain high contrast LSFs a relatively large exposure

sHt width and concatenation of the high and low exposure images is used. Figure 3.5
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• shows a typic..1raw data. concatenatcd LSF. Corrections r\.lr the nnite slit width mc small

cOl1lp~1rcd to thosc resulting l'rom large variutions in background whcn dculing with

lTIegavoltagc slit images. Al ll1egavoltage cnergies wc arc cOIH:erncd \Vith spatial
frequencies gcncmlly below 10 cycles/Illlll. and a 25 ~lm exposurc slil cmlSl'S liltlc cftèct in

this domain. The situation is dinèrent at kilovoltage cnergies where spatial frcquenCÎes or

imeresl arc of the order > 1no cycles/mm. In this ca~l" sllluller slil widths ure lIscd and

slight misalignrnent orthe smull slits can signilicantly alter Ihe el1èclivc width of Ihc slit

exposllres thus making linite width corrections more inuccllnlte.2

Furthermore. noise redllction in LSFs is obtained by avernging over a large number

of independent LSF estimates. The slit image is scanned several times ut in~crvals equal to
the scanning aperture Icngth of the l':1icrodensitometcr (i.e.• 400 ~lIn). Random tluctuations

in the LSF avcraged scan arc rcduccd by ,f;, whcrc Il is the number or individual scans

ucqllircd. for our case 51 pel' detector type. An cquivulcnt method is to SCUll the slit image

once but with n microdensitometcr whose sHt length 1 is very long. In this case. the signal

is nveraged through the summation of a larger semmcd area at eaeh point. 1t is more

difficult to scan with a lal'gel' slit since smull misalignments of the scallnillg slit aperture

relative to the LSF slit image arc accentuated for long scanning slits. If the scannillg

direction is skewcd instead of perpendicular to the slit image then the averaging prucess

will widen (distort) the LSF: (Fig. 3.6). The LSF will no longer he convolved with u

rectangular function but with a trapezoidal function whose shape is dependcnt on the

scanning angle O. A gencralization of misalignment correction 101' small sCilnning slits. as

weil as for large. will be discusscd shortlylH-19 (see Section 3.1.3.4).

'=-'<Il
:::oc..
<Il
'=-'

0::
.0
"Vi
c

r ]-f--'------a.----I
mierodcnsitometer a abc d
scanning aperture C Scan Direction (mm)

•
Figure 3.6 Distorted LSF due 10 IhefClel that the .w:{lIlning motion is not perfecl(r

perpendicular ID the slit image
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• The misalignl11ent of tlte scanning slit relative to the image of the LSF slit not only

causes distortions in the sitar!.: of each individual LSF, but also causes a shin betwecn the

relative position of the pcaks of cach successive LSF. as is depictcd in Fig. 3.7. This peak

shilling would cause furlhcr syslcmalic distortions in the avcraged LSF.

c b a

scannmg range

LSF
w 1\

\ \
fi \1
\

,
\ \ t..

\ 00
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\ \
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Fi~urc 3.7 Dis/ortions in the shape of the averaged LSF dlie to misalignmelll between

sc..'wming aperture alld LSFslit image.

An algorithm is written to denl with the systematic shifting between successive LSFs peaks:

The algorithm scarchcs for the locations of the peak values of aIl of the 51 LSFs scanned

per tilm. Then. each of the successive LSFs has a corresponding number of readings

rCll10vcd l'rom the bcginning of cach LSF data set so that each of the peaks coincide for ail

51 LSFs. Three thousand points. centered on the peak ofeach LSF. arc then extracted and
the average ofthcse resulting LSFs is obtaincd. Tails that are 7.5 mm (1500 x 5 J.lm) long

arc chosen. At 7.5 mm l'rom the LSFs' peaks. the density readings correspond to the base

and log dcnsitit.--s of the film. which insures that the LSF is not truncated prematurely.

•
Because the 51 LSFs are symmetric about their peaks, wc further reduce noise by

avcraging the t\VI) halves of the averaged LSF about its center. In Fig. 3.8 we show a

typical LSF that rcsuits l'rom the ave~aging of 51 raw LSFs and averaging the resuting

LSF about its peak. The stcps to obtain the LSF in Fig. 3.8 can be summarized as follows:
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• the original mierodensitomeler scan is eonverled to diffuse density. and linearized. the

peaks of the 51 LSFs arc aligned and averaged. and ils halvcs arc averaged (lboulthe peak,

Exeept for the Hnnning tilter whieh is also deseribed belmv. the resl of the correction

fnctors arc npplied in the spalial frequency domuin after applie'llion of the FrT 10 the LSF,

2,-------------------,
.€
~ 1.5-
llJ
Cl

,§
- 1-8"
llJ
<Il

ffCS 0.5 -

,
1
.;
!':
ii
"Il,
Il
ri

ï

15.0
0+------,-,------r-,-------t

0.0 5.0 10.0
Mi crodcns itomctcr Scan Icngth (mm)

Figure 3.8 Typical L5F whicll corresponds la I!le aI'erage of5/ L5Fs a/IC/Ille (lI'CrtlJ.(L' (!f"

ils !Ia/ves.

3.1.3.4 Corrections applied in the Fourier domain

Due to the discrete nature of the datn, the peak vulue of lhe digital LSF does not

correspond to the true center of the averaged LSF. The melhod used to delerrnine this

discrepancy is as fol1ows2,6: A symmetric funclion. such as the Guussiun exponenlia\, is

fit to the averaged LSF and the discrepancy c between the peak of the symmetrie funelion

and the peak of the uigitized LSF. is obtained. After folding about the uigitnl penk, truly

symmetric locations in the tails are shifted by an amount 2c l'rom the lrue center. This shift

causes systematic errors in the resulting MTF and are corrected by multiplying the MTF by

the following factor derived by Droege2:

•
2sin(2rruc)
sin(4rruc)

58

(3.1 )



• The incorrcct cstimation of the background levcl would conlributc in Ihe largest

degrce lo Ihe systemalic crror in thc MTF values l-5. To determine the background noise

more confidcnlly. lhe noise in thc LSF lails is reduced by applying a moving averagc of S

poinls to Ihc llveragcd LSF. This procedure is repeated for every LSF because the

intensi ficalion factor and Ihus Ihe background level for di fferent plates di ffer. The

background is subsequenlly subtracted from the LSF. The distortion in the final MTF duc

10 the smoothing procedure is then removed by muitiplying the MTF by2.3

S .sin( mlL1x)

sin(SmlLir)
(3.2)

As staled earlier. the phase component of the Fourier transform of a noise sampIe

varies mpidly as a function of frequency. This implies MTF noise derived from a noisy

LSF can be reduced by replacing the transform value at a given spatial frequeney by the

weighted average of data poinls in a bin centered at Ihe frequeney in question. This

convolution in the spatial frequency domain is more easily aceomplished by mu1tiplying the

LSF by an appropriate function in the spatial domain. The function that is best suited for

this is Ihe Hanning (Tukey) funetion given byl6

(3.3)

•

where 2 Z is the length of the sampled data. 1f 2 Z is chosen to equal the length over

which the data is sampled then the averaging in frequeney spacc will be approximately a

three point average with the center point given twice the weighting of the adjacent points.

If the value for Z ehosen is decreased. then the tails of the LSF function will be 'chopped

off at the ends and the average in the spatial frequeney domain wH! be over a larger

number of points. This lruncation of the LSF is potentially dangerous since il can lead to

unwanted ringing in the MTF and can also lead to an over estimation of the values of the

MTF due to the decrease in the measured normalizing value at (MTF(O)). In addition, by

truncating the LSF with smaller Z in the Hanning function, L111 is increased sinee L111 is

rclated to the reciprocal of the length of the LSF. Thus, a deerease in Z results in a

smoother bUl less aceurate MTF.

Other techniques3-4 are also used to diminish the amount of noise in the tails of the

LSFs. A common one is to fit an analytic curve to the tails of the LSF function. Typically

an exponential function is fit to the tail portion of the LSF for values below 10 - 15 % of
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• the LSF's muximum vulue und the unulytkul funetilln is used III repluee Ihe nllisy vulues llf

the tuils. Sinee lhe lit will ellntuin kss rundlllll nllise, lhe MTF values will alsll he less

noisy. Sinee only u portionllfthe tuils ure lit by the mlldd, cure must be tukennllttll ereate

diseontinuities where Ihe LSF vulues end und where the unulylieal IiI begins. Inelll'reet

lilling modd or discontinuilies will result in systemutic errurs li>r lhe MTF vulues. Anlllher

melhod used 10 reduce Ihe noise in the tuils is by lruncuting the luils llf lhe I.SI'. Tll uVllid

truncution artilàets, the ureu under lhe LSF musl nol change signilkunlly. This ussumes

knowkdge of Ihe LSF tuils whieh is di flicult due III lhe uddilillnal prohklllllf delermining

the buckground vulue. Thus, we choose not III truncute the tuils III u vulue smuller Ihan

7.5 mm which is extremdy long by high energy metul-phlte/tiIlll LSF standurds3-~,2U-23

und to deul with the noise in the tuils using the I-\unning melhod. The Ilunning melhllli is

chosen b~'Cuuse no mdicul ehunges ure mude tllthe shape llr knglh of lhe LSF.

The mixed Fourier tmnsform l'Outine which ellmes with Ihe DADISI' (Cumhridge,

MA, USA) softwure puckuge residing on u Sun Spure 10 wllrkstulilln, is used III derivc the

MTF from the LSF. Corrections to the MTF ure then mude lilr uvcmging llfthe lwu hulvcs

of thc LSF und for the smoolhing that wus performed to mllre eusily estimule the

background vulue. There ure seveml other key corrections to the MTF thut are performed

in the sputial frequency domain and that arc discussed bdow.

Corrections arc donc for the linite exposure slit width c1=25 ~lm, linite scanning

aperture width l\' of the microdensitometer, and for thc scanning slit misulignment wilh the

LSF image, dcseribed by O. The lasttwo factors can be ineorporated intll one fuctllr lilr

correction of microdensitometer scanning characteristics. Correctillns for u linite separatilln

cl ofthe blocks is given by

(mu/)

sint mu/)
(3.4 )

Droege developed Villaf;;:~n·~t8 expression for linite slit misalignmcnt tll include any

angle 0:2-3

1rul\" CO.IO mtf· sinO

sint mil\" casO) sint mtf· sinO)
(3.5)

•
wherc 1 is the seanning slitlength. For perfeet alignrnent 0=0 and the correction thr the

finite scanning slit width is obtained.
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• 3.2 Measuring the Noise Power Speetrum

As with Section (3.1), Ihis section will also be ùiviùcd into two parts: expcrimcntal

unù image processing lechniqucs. The methods used to estimate NPS have becn

ùescribeù24-30, unù we will use lhe methoùs of Wagner und Weuver27-28•

3.2. 1 Experimental techniques

The experimentul sel up for the NPS determination is similar to the one used tar the

MTF ùeterminution, bul, lhe mùiopaque blocks are removed and a trial and error

udjustments of the source-detector ùistunces (SDD) and mdiation source output ure used to

obtuin u nominal opticul density of 1.00 on the detectors' film. The opticul density obtained

for the various detectors is 1.00 ± 0.02 D. A 15 x 15 cm2 field size ut the detcclor plane

unù SDD thul is larger than 1.5 mare used to generate 1.00 ± 0.02 D on the RP films per

delector. Becuuse âifferent metal-plate combinations have different intensification factors,

the SDD distanccs and the MU and/or irradiation time are varicd accordingly to obtain

1.00 Don thc films. Table 3.2 Iists the detectors types, SDDs and MUs anù/or irradiation

times used.

Thc SDD parameter will be subsequently used as one of the input parameters to the

EGS4 simulation package (section 3.3) to deterrnine the average fluence per unit area q
that is impinging on each of the detectors. NPS measurements are done for only seventeen

of the forty-nine detectors used in the MTF section due 10 time constraints placed on the use

of the microdensitometer.

3.2.2

3.2.2.1

Processing techniques

Digitizing the film-uniformly exposed to 1.00 D

•

The MTF estimates for the detectors are calculated bel'ore the NPS digitization was

pertarrneù on the films irradiated to a nominal oplical density of 1.00. The MTF results

showed spectral values with approximately zero inten;ity beyond 3 cycles/mm.
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•

•

Table 3.2 Dele('/ol's IIsedJill' Ihe NPS delel'lIIi1lt1li1m; lisled al'c IIIC t.IUs (Iilllc) alld son
paralllelel's IIsed la gCllcralc ail apliml dellsily (!( 1.00 ail Ihc lU' pOl'lalJillII.

III Ihe lahie a dash '-' 1";/"1'.1' 10 a del<'clol' l\'illlOlIl aJi'<J/II alltllol' /lack plalc.

rhe Oll/plll 0/ 0111' lIIaehilles al a d,'plh ill lisslle (!( dose I/Ia.l'illllll/l (d"",,)

(01' Ihe Clillae-IS alld Ihe Cohall-(j(J IIl1il is 100 cGI'iI(JO 1/I0llilOI' 111I ils. .
(MU~) al SSD I(JO el/l alld I(JO cGyll.O] I/Iill. al SSD SO ('1/1. /'(·SI"·(·liI·e(l'.

Deteetor Pnrnmeters \Ised to obtnin \,00 J)

Front thickncss Back thickness Clinnc-18 Cobnlt-(,O

plate (mm) plate (mm) SDD MU SDn lime

(cm) (cm) (min.)

1 Cu 0.95 AI 1.62 195 3 225 O. 11

2 Cu 1.75 AI 1.62 210 3 225 O. 11

3 Cu 2.40 Al 1.62 210 3 225 O. 11

4 Pb 1.10 AI 1.62 215 3 230 O. 11

5 Pb 1.31 Al 1.62 215 3 230 O. 11

6 Pb 2.05 Al 1.62 217 3 233 0.11

7 brass 3.07 Al 1.62 215 3 220 O. 11

8 - - Al 1.62 200 16 225 O. 19

9 Cu 1.75 Pb 1.10 225 2 210 0.07

10 Cu 1.75 Cu 0.80 235 3 240 O. 11

1\ Cu 1.75 Al 3.22 210 3 225 0.11

12 Cu 1.75 - - 192 3 210 O. 11

13 Pb 1.31 Pb 1.10 238 2 220 0.07

14 Al 3.22 Pb 1.\0 210 2 220 0.07

15 brass 3.07 Pb LlO 230 2 210 0.07

16 - - Pb 1.10 190 6 210 0.10

17 - - - - 200 20 225 0.23
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• Accordingly, thc scanning apcrlurc width for thc NPS measurements is chosen so as to be

faithful within 2 'y., aecuracy to the analog data up to 3.3 cycles/mm. The scanning aperture
chosen for the NPS film digitization is 30 llm. The first lobe of the sille funclion

corresponding to this scanning aperture width falls to zero at 33.3 cycles/mm. Thus, a

maximum 2 % systematic error occurs at 3.3 cycles/mm (Fig. 2.12). Increasing the
aperture from 10 llm to 30 llm allows a larger area of the nominally, uniformly exposcd

film to be scanned in less lime. A larger scanned area gives more precise NPS spectral

value estimates sincc the statisticùl random error on the spectral values is proportional to the
inverse of the length of the record scanned (Eq. (2.41)J. The samples are takcn at 17 llm

intervals and cqual to approximatcly halfthe aperture width to respect the Nyquist criterion.

The nominally, uniformly exposed central area of the RP portal film is scanned in a

reetilinear raster pattern with a microdensitometer employing a scanning aperture at the film
plane 30 ~un wide by 400 llm long. The 400 llm side of the aperture is perpendicular to the

scan direction. The digitized area consists of6000 points per Hne in the scan direction and
340 lines each spaced at intervals of 400 llm. Thus, the total area scanned is (17 ~lrn x

6000) 10.2 cm wide by (340 x 400 llm) 13.6 cm long.

3.2.2.2 Synthesizing an 8 mm by 30 /lm scanning slit

•

The length of the scanning slit used is important24.31-32 (sec Section 2.1.4.5.

Eq. (2.50)). and in Fig. 3.9 we show the NPS cstimatcs for spatial frequcncies ranging

from 0.39 to 3.14 cycles/mm for synthesized sHt lengths ranging from 0.40 to 8.0 mm, as

is obtained from our dat~. For small spatial frequencies the spectral components are

observed to increase with sHt length until a saturation value is reached. For a spatial

frequency of 0.392 cycles/mm the 0.40 mm sHt length gives spectral values that are 50 %

less than the saturation spectral values corrcsponding to a slit length of 8.00 mm. This

error reduces to about 25 % at - 1 cycle/mm. The different scan slit lengths offer no

diffcrcnces in spectral values at - 3 cycles/mm. Thus, because values are underestimated

when the slit lcngth is less than 8.00 mm long, this slit must be synthesized by averaging

the transmission values derived from the density measurements of20 adjacent scans. The

amount of Hght transmilled through the scanning aperture is converted to density readings

by ;\ log.urithmic amplifier in the microdensitometer. Thus before averaging 20 adjacent

points. the density readings must be re-converted into transmillance values. To complete

the discussion of Section (2.1.4.5) concerning the long. thin scanning aperture to correctly
obtain 2-d information from li /-d scan. we required an 8.00 mm long. 30 llm wide sHt.
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Figure 3.9 NPS l'Clilles verslls sUI lengtll for spatial.keqll{,I1".\· \'Cl/Iles or 0.392

(~\'c1(!s/mm. 0.784 cycles/mm. mu/J./J7 l'ydes/mm.

To not underestimate NPS values at low spatial frequt::ncics a sc~mning slil of
dimensions 30 !lm wide by 8 mm long is required. Sinec our truc scunning slit has

dimensions 30 !lm wide by 400 !lm long the scanning slit rcquircd must be synthcsizcd by

averaging 20 adjacent scanned lincs. Wc thus appear to be scanning with an R mm long

aperture and have only 17 rastcr lincs. In this casc, cach 8 mm long scunncd HIle is called LI

'section' scan. Thus, l'rom the total film an~a seanncd, scventecn 'section' sc~ms arc

generated, each 'section' scan comprises 20 scanncd lines (i.e., 10 x 17 = 340).

Therefore, with an 8 mm long sHt, the total NPS is dctcmlincd l'rom a total of 6000 x 17

=102,000 points. A minimum of 100,00028 points l'rom the fi lm arc needed to get a

statistically valid estimate for the NPS. The NPS for cach of the 17 /-c1 'section' scans is

determined through the technique discuss~d in Section 3.2.2.3. The final NPS is givcn as

the average of these 17 'sectional' NPSs.

•
The DQE requîres knowledgc of bath the film characl~ristic curve point gradient.,

and the NPS at one optical dcnsity. Thesc paramctcrs bath have units that include the

square of the optical dcn5ity. This is achicvcd by mcasuring the film charactcristic curvc
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• wilh the same Illiermiensitollleler seannll1g slit Ihat is used 10 measure the NI'S

n.e.. 30 ~lm x 400 ~llll).

ln the next section wc diseuss the proeessing Ihal is applied to eaeh of the 17

'seelion' seans per deleelor. The 17 NI'S obtained frolll eaeh of these 17 'section' se'lI1s

arc then avenlged 10 oblain Ihe lot:ll NI'S for Ihe partieular deleetor.

3.2.2.3 'Section' Scan Noise Power Spectra

To provide protection ag'linst aliasing error, the dat:l 1Ï'l1l11 each 'section' scan arc

lowl'ass·liilcred by nHlve·'lvcr'lging of the dllt:l by two. The original datll selln lines

,onsislcd of (,(JOO points. thus, ellch Kmm long 'seelion' sClin synthesized l'rom 20 sClin

lines also consists 01'6000 poinls. If the 6000 s:lmples in lI.'seclion' sClin arc design'lled by
.l';' :md Ihe resulting datll points. avenlged in groups of 2. by .l'; Ihen

wher.:

(
1)'+1'01 = _ y "',r0' ., _./'
- 1='

1SiS 5999.

(3.6)

Low-frequency lïilering is Ihen used 10 remove very low frequeney eomponents

Ih:1I arise duc 10 factors such as Ihe physical defects in the emulsion layer and cff~'Cts eaused

by the roller mllrks oflhe processor or any olher loealtrends26• Thus Ihe 5999 points that
renmin l'rom Ihe 10wpass-fiIlering arc averaged in groups of "1 10 yicld " dala points Xi by

Ille.ms oflhe fonllulll shown below:

(
1 )i-I+/I,

x, =X:"'''I' - - LX).
. "1 j=i

ISiS"I'

Il = 5999 -Ill

(3.7)

•
wherc 111= 1000 10 obtain besl rcproducibilily of low-frequeney rcsults27. Thus, Ihe Xi arc

Ihe devialions of x; l'rom a localmean Ihal has a range of 1000 points. The second lenn in
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the above equalion corresponds hl a lOloving average over 1000 points, Thus the dala
points ,l', now correspond tothe change inoplieal density. "If) values,

Arter Iillering. the data points arc seclioned into 1\ overlapping segments (sec

seelion 2,1.4.4 Illr mtionale) of .1 dala points wilh .1 /2 overi•• pping points, Eventually the

Nl'S fllr each nI' Ihese segmel1ls arc detcrmined. amlthen avel1lged.

1\ = -"-
(.1 2)

Sinee the uncertainly on the spectral values is inverscly proportional 10 Ihe

frequency resolution L\II. Ihe kngth of the segment .1 whieh resulls in Ihe largesl

frequency resolution tolerable must be determined. If Ihe largest frequency resolution

tl,krable is approximatcly 0.40 cycles/nllnthen the approximate number of data poinls .1

required in each segment is calculaled l'rom

L111 = ~ 0.40 = ~ .1 ~ 150.
.1 • Ar .1 • 17Jlm

\Vilh 150 dala points for each segment. L111=003l)2 cycles/mm. ami 1\=66 segnll:nts. The

prerequisite to determining J is to know the samplîng interv•• 1 (17 ~lm) whieh is

determined l'rom the scanning aperture size (30 ~lm). The la lier is detertnined l'rom the

spatial frequency mngc wc arc interested in. ln our case. the maximum spatial frequency

wc arc interested in is 3 cycles/mm which is inlluenced by knowledge of the MTF results

(sec section 3.2.2). Choosing a maximum spatial frequency resolulion of 00392

cycles/mm. imposing an uncertainty of no more than 4 'v. on the spectral values. and using

Eq. (2.41 ) wc detennine thalthe Icngth R of the IiIm th;1l had tu be scanned is - 1600 mm.

Based on this value of R. wc chose to scan a total area of 136 by 102 mm (section 3.2.2)

which consistcd of 17 lines ('section' scans) l\ mm wide and 1112 mm long which

amounted toa length R= (17 x !02 mm)=1734 mm. By segmenting cach 'section' sc'1Il

into 66 samples will improve our NPS estimatl'S while decreasing frequency r~'Solution.

A window is then applied to the data within each segment which preduced the

wcighting shown bclow:
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(3.9)

und
1$ i $ .1.

Use of Ihis winl!ow in the sputiul domuin hus the sUl11e effect us using the I-Iunning (Tukey)

window in Ihe frequeney domain33, th us decreusing the systemutie ':rrors cuused by dutu

truneation. The Il,1I111ing filler assures thut the vulues of Ihe lusl and tirsl dulu points are the

sUl11e so thulno high frequency noise, duc 10 jumps in eyclicul dUIn, is inlroduced. Euch
segment of the windowed dula (Le., x, ... ) '; Ihen Fusl Fourier tmnsformed.

The NPS estimate 'It a given frC'lllcney is the square of the modulus of the Fourier
eoeflicients 'Itthal frequency and is given in ternIS of the Fourier eoeflicients, Am by:

where,

und.

,
NPS"(II) = (.lL1x/U)!Amj-

1 J ,
U=-)II'~

.1 - 1J=I

J
Am = LxJ",exp:-2ll"im(.i-I)fJl.

1=1

(3.10)

(3.11)

(3.12)

•

The U làclor normalizes the Fourier coeflicients by equating to unity the sum of the

spectral weights. Thus a data segment, consisting ofdeviations ofoptieal densities about a

local ml'an value, is windowed and Fourier tmnsformed. Because of the use of the discrete
FIT algorithm, a multiplication by (J.:1x)~ is used to obtain correct units, and then

multiplication by (.I<1rr l to normalizc for the record length. This is equivalentto the
factor 1/(4.\1') in Eq. (2.35). and is the reason l'orthe (J.:1x) factor in Eq. (3.10).

To correct 1'0,' the smoothing opemtion that is performed to prevent aliasing, the
NPS estimat.'S are rewrinen as:
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• NI'S'(II) = NI'S"(II)12 '.l'/II( mhl,\')/.I'/1I(2 ;ntol,I')I~. (3.1:\)

These speelr,,1 estim"tes "re then further eorreelell fur the Iinite ex lent of the

mieroliensitlllneter slil WiÙlh \l' ,lI1l1 "re "Isomultipliell hy th.' et1i:eliw s.'anning slil lenglh

l, Ihis provides an estimate of the I-cl slice Ihrough the 2-lInoise power spectrum (seclion

2.1.4,5),

Nl'S(II) = NI'S'(II)/i( m/\I')/.I'/II( 1l'1I\l')l~, (3.14)

The spectr,,1 eslimates l'rom the K segments me suhsequently averaged 10 yielll the

spectl'lIm for one of Ihe sevcnleen 'seclion' scans. The 17 NI'S l'rom the 17 individual

'sections' scans arc averaged to obwin the ovcrall spectrum. The ahove procellures arc

repeateù for each ùetector listeù in Table 3.2.

3.3 Determining tluence plIrllOleter If

•

The semi-empirical method to ùetennine the r.'quirell Iluencc to achieve a mean

optieal density of 1.00 on the Koùak RP IïIm fur eaeh lIeteelor sel up in Tahle 3.2. is

ùiscusseù in this section.

Three items arc requireù 10 ùetemline Ihe absolule Iluence impinging onto Ihe

deteclors: (1) The Fluenee 10 Dose Equivalent Conversion Factor l"hles l'rom Rogers-'4;

(2) the energy spectrum of Ihe Clinac-IB using Ihe Monte Cmlo electron-photon 1r.lI1sporl

simulation package; anù (3) calibr.lleù "bsolule ùose v<llues at ùeplh of 5 cm wilhin a water

phamom.

(1) Rogers useù NRCC's EGS3 electron-pholon tmnspnrt sl.nul<ltion p<lekage

developed allhe Stanforù Linear Acceler.llor Cenler (SLAC) by FOI~ anù Nelson-'~--'610

calculale equivalenl deplh dose 10 unil surface fiuence conversion faelors ( Gy· ('11/2). The

unit fiuence corresponds to Ihal fiuence thal is impinging onlo the surface of a 30 cm-Ihick

slab of ICRU four e1ement lissue equivalenl phanlom. The faclors arc calculated for

monoenergetic broad parallcl photon bcams in Ihe 100 keV to 20 GeV energy range, <lnd

arc quoted in tenns ofabsorbed dose at depth pel' unit fiuenee at surface of tissue equivalem

phantom, A sample of Roger's lables for energy values r.lnging l'rom 1 MeV to 3 MeV and

for dcpths in the ICRU tissue equivalent phantom ranging l'rom 0.2 to 30 cm is shown in
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Table 3.3. At a depth or 5 cm within the tissue equivalent phanlol11. the relative dose-lo­

Iluenee conversion Iilctor l'or Co-60 is 5.96xl 0-12 SI" c1Il 2.

'l'nhle 3.3 EXillIlple of Ro~e,.:v liIh/l',\',

Inerdenl l'halons
l~eV 1.25 MeV 2 MeV 3 MeV

Deplh (cm) Sv x cl112(x 1(). '2) Sv x cm2(x 10- 12) Sv x cm2(x 10- 12) Sv x cm2(x 10-\2)
0:20 .IlO 3.53 2.70 2.10
0.40 ~311 6.25 6.29 5.13
0.60 ,.44 6.42 lUS 7.111
O.IHl 5,46 6.35 Il.63 9.111

1.00 5,49 6.36 Il.64 11.0
1.50 5,47 6~37 Il.73 1J.3

-2-:00 T36 6.35 Il.66 11.2
T50 5.39 6.22 Il.51 11.0
3.00 5.34 6.23 Il,46 10.9

3.50 5.30 6.11 Il,41 10.9
4.00 5.14 6.12 Il.29 10.9
4.50 5.lll 6.09 Il.35 10.1l

).00 -5.12 5.96 Il.30 10.7
6.00 5.02 5.112 Il.09 10.6

7.00 4.91 5.79 7.93 10.3
IUlO 4.112 5.59 7.119 10.2
9.00 4.64 5.41 7.52 10.1
10.00 4.51 5.32 7,43 10.0
15.00 4.03 4.110 6.91 9.21

20.00 3.35 4.10 5.99 Il.34
25.00 2.60 3.37 5.18 7.33
30.00 2.03 2.66 4.20 6.17

(2) The Clinac-18 emits a 10 MV polyenergetic spcctrum. Thus. the second step is to

calculate the energy spectrum emanating from the Clinac-18 at the SDD of interest (Le., the

SDD for eac" detector in Table 3.2) using the EGS4 Monte Carlo simulation packagc37.

The energy spectrum is used to weigh the dcpth dose-to-fluencc conversion factors for our

particular polyenergctic machine. The g~'Ometry of the different physical components of

our Clinac-18 therapy machine was incorporated into the EGS4 code by Zankowski38. An

extensive amount of litcrature has been devoted to the development and explanation of

Monle Carlo techniques39.
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Th~ photon tlu~n~~ sp~~trtlm ofth~ Clina~·lll is cakulat~d relali\'~ to th~ 5 million

eI~ctrons incid~nt on th~ Clina~-IH tungst~nlarg~t us~d in th~ E(iS4 clllk mlllmuSI give

an ur~a normaliz~d to 1. Th~ sp~ctra for lh~ diff~r~nt scoring disHIIlC~S (i.~ .• SDDs in

Tabl~ 3.2) ar~ obtained by av~ruging 5 rtlns of 5 million eI~clrons ~aeh. Although il would

be relatively simpl~ to d~tenllin~ the reluti\'~ tlu~nee l'rom EGS4, il is ditlieult to d~termin~

the ;,'cidentnumb~r of electrons llmt ar~ used to oblainlh~ m~an optieal d~nsity of 1.00 on

the tilm for ~aeh of the s~venteen det~etors. W~ thus us~d Rogds eonv~rsion thetors. An

exampl~ of a speetrum obt'lined l'rom th~ EGS4 eod~ is shuwn in Fig. 3.2. This is lh~

Clinac-18 sp~clrum for SDl)= 190 cm which eorr~sponds to the relative speelnllll incid~nt

on d'.~II;ctor 16 in Table 3.2. Th~ Clinac·l Hen~rgy spectru ar~ di\'id~d intl'. twenty 0.5 M~V

bins l'rom 0 MeV 10 10 MeV. The speclm did not V.lry much tilr the range of SDDs Iist~d

in Table 3.2.

The wcight~d conversion faclor for c;lch sp~etrtlm corr~sponding to ~ach SDn in

Table 3.2. is calculaled for thc 5 cm depth. A curve is iiI to Rog~r's 5 cm depth duse-tu­

fluence conversion factors ta obtain valu~s for th~ conversion factors at energies thal arc

required but not calculated by him. Also, inst~ad of equivalcnt dos~ and lhe Si~vert (SI')

wc use dose in Gray ( Gy) since the quality of photons in the energy rang~ w~ eonsider is

1.0, and the dose equiv;\lent is numerically equal ta the absorb~d dose 10 tissue.

(3) Once the Roger's conversion factors have been wcighted according ta the 10 MV

spectm for each SDD in Table 3.2 and for a depth in tissue of 5 cm, a tissu~ equivalcnt

absolute dos~ reading is obtained atthat depth anr; lhen multiplied with the wcighted dose­

to-fluence factor. This results in the avcmge absolutc fluenee that was impinging omo the

film during the NPS measuremenls.

Table 3.4 lists the measured absolute dos~ at a .Iepth of 5 cm withintissue. and the

corresponding absolute fluence impinging on the different detectors and set up paramelers

listed in Table 3.2. From Fig. 3.4. it is clear thatlhe use of a front plate and/or back plate

increases the sensitivity of thc detector beeause a less photons flux is n:quircd tu generate

\.00 D on the portal films used \Vith metal-plates.
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Tllhle 3.4 71U! aiJsollIll! (/o.~1! 11/ a 5 C/Il c/I!plh \l'ilhillli,\',\'1I1! allc/ IIU! ahsolllll! p/IOIoII.fllll!lIt'1!

allhl! slII:/ilt'l!,.fi}I'I/U! c/I!/('clol'S a//(I pal'll/llI!II!I',\' Iis/('c/ ill Tahll! 3.2. S,\'/Ilhol

F ill Ihl! ,\'I!co//(I COIIl/llIl l'I!,/èl',\' 10 Ihl!.fi'cml plaII!. B l'1!.fi!rs 10 IIII! hack plaII!,

a//(I 110 IIU!il'lhicklll!,\'Sl!s. 1111! l'allll!s al'l!.fi}I' a.fil!!C/ si;1! at SDD ql'15 cm x

15 cm. (mc/.fi}I' a 1I0/llillai oplical c/I!IISil,\' olllhl! c/I!II!CIOl:\' ·.film (JI' I.nn.

Deteetor Ahsolute dose llnd nUenee

(F.l; B.l) Clinlle-18 COblllt-60

Dose li Dose If

(cGvl (x 106/mm 2) (cGv) (x 106/mm2)

1 (Cu. 0.95; AI. 1.62) 0.76 8.06 0.96 16.07

2 (Cu. 1.75: AI. 1.62) 0.66 6.96 0.96 16.07

3 (Cu, 2.40; AI, 1.62) 0.66 6.96 0.96 16.07

4 (Pb. LlO: AI, 1.62) 0.63 6.69 0.90 15.13

5 (Pb, 1.31: AI, 1.62) 0.63 6.69 0.90 15.13

6 (Pb, 2.05; AI. 1.62) 0.62 6.56 0.90 15.13

7 (brass, 3.07; AI. 1.62) 0.63 6.69 1.01 17.70

8 (-, -: AI. 1.62) 3.91 41.32 1.78 29.93

9 (Cu. 1.75: Pb. 1.10) 0.39 4.07 0.62 10.45

10 (Cu, 1.75: Cu, 0.80) 0.53 5.63 0.85 14.23

II (Cu. 1.75: AI, 3.22) 0.66 6.<)(, 0.96 16.07

12 (Cu, 1.75: -,-) 0.79 8.33 1.09 18.34

13 (Pb, 1.31; Pb, 1.10) 0.34 3.64 0.57 9.60

14 (AI. 3.22; Pb. l.l 0) 0.44 4.64 0.57 9.60

i5 (brass. 3.07; PO. l.l0) . 0.37 3.91 0.62 10.45

16 (-, -: Pb. 1.10) 1.60 16.95 0.97 16.34

17 (-.-;-.-) 4.87 51.56 2.20 36.90

3.4 Microdensitometer: Brief overview

Appcndix A has a detailed description of the Perkin-Elmer PDS microdcnsitometer

functional pcrfonnance and operationa! sequence40-41 for the digitization of the optiea1

density of tilms. Bclow wc give a brief ovcrview of the mierodensitometer funetion and

the basie digitization paramclcrs used for this thesis.

71



•

•

- .. '

The Perkin-Elmer PDS MICRO- Il) micrlH\ensitomeler is u micropl'llccssor­

controlled tlutbcd scunning pholodigilizer. Il converts the unulog (Cllnlinuous-Ionc) imagc

into u formulted (lI'I'UY of digilul v(llues. The Iwo-dimensionul urray of dulu eonslilulCs Ih.·

numerieul imuge of Ihe scunned specimen. This urray of dutu cun b.· slorcd in compuler

memory to be processed ulterwurds. Exumples of specimens Ihul cun be scmll1ed by Ihe

microdensilometer f(11I in u wide nlllge. but coneern uny pholographie-like objeel whieh hus

a planur distribulion of lighl-altenuating lèatures. such us rmliogmphs. plllllognlphic

neglltives. PC boards. IC masks. maps. tissue smllples. elc. The Miel'll·l() system lilr

digilizing film dutu can be divided into Ihree subsystems: (1) one for meusuring Ihe

transmission informalion: (2) another for moving the stage: und, (3) unolher lilr yielding

the precise slage posilion infonllalion. Perkin-Elmer guuranlees Ihat Ihe diflèrenee between

the measured and known locations will not exceed +/- 5 microns. We culibraled illo wilhin

+/. \ micron using a calibralion test grid lhat is supplied with the microdensilllllleter.

The density measurements are acquired by passing a beam of incundescent light

l'rom the lower optical syslem, through thc film. and then on to lhe upper optie(1I system.

Light passing Ihrough the aperturcs is collected and measured wilh a photlllllulliplier tube

(l'MT). Digitizing is achieved by sampling the output voltage signul l'rom the l'MT ul

user·defined increments of the stage trave\. A sample·and·hold umplilier s'Impies Ihe

photometer output signal and holds it at a level untilthe ADC h(IS had time to completc its

function. The ADC digitizes to 12-bit resolution and the leasl signi Iicant bit (LSB) of the

ADC is 1.25 mY so that ail of the bits are set for an input of 5.12 Y (21~ ·\.25 mY).

During scanning in automatic mode. an onboard micro·processor controls ,III of the

functions oftbe Micro·IO by continually monitoring the X and Y stage positions, initiuling

the ADC conversions. formalling the signais. and storing the data. Il takes approxi!'lately

9 ms for the cntire conversion cycle. The manutàcturer recommends that the collecling
aperture should not be less than 2.8 Ilm square (atthe film plane). The smallest uperture

we used atthe film plane had dimensions 10 by 400 11111.

Three types of scan modes arc available with the microdensitometer (Fig. A.t).

The film data in this thesis is scanned using the tlip·type mode (Appendix Al. The stomge

bul'fer used during the digitization process can store a maximum of 3200 pixels (6.4

kbytes) before the digitized data must be dumped to the storage medium. The

microprocessor can handle a maximum of 50,000 sampies l'cr second. Scanning

pararneters such as pixcl intervals (pixel size is defined by the optics seltings, sec Appcndix

B), scan lengths, scan speeds, and the scan-mode are defined through the SCANSALOT

program supplied with the microdensitometer.
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RESULTS AND DISCUSSION

4.1

4.1.1

Modulation Transfcr Function

Clinac-18: Modulation Transfcr Functions

•

lt is diflicultto appropriatcly rcprcscntthe large amounl of data gellerated Ihlln the

forly-nine front and back plate combinations for each of the two trealment machines. Il has

been dceided to generatc figures where each figure corresponded 10 the MTF data lilr

detectors composed of the same front plate but with varying back plates. lntercllmparisons

bctween different figures will be made throughout the discussion to interprel the change in

MTF due to different front plate thicknesses and densities. Each detector will be labcled in

the following manner: (1'. t; B. tl. where l' represents the type of the front plate. B denotes

the type of the back plate. and t identifies the thicknesses of the respective plates.

The precision on the MTF spectral values for all the data is in the order of 2 'Yc••

Sections 3.1.3.3 and 3.1.3.4 discuss the averaging techniqucs used to reduce the

uncerlainty of the spectral values. A 5 % inaccuracy is also assigned to the spectral values

mainly for background-levet-estimation systematic error eonsiderutions. Taking both the

random and systematic errors into consideration we have an ovcrall error on the speetral
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values of 7 'Y.I. Droege l compared lheoretical MTFs and simulated MTFs derived l'rom

theoretieal LSFs without and with a simulated background noise levcl. rcspcctively. The

background noise levcl had a standard deviation equal to 5 % of the peak value. Using the

noise reduction techniques dcscribed in seclions 3.1.3.3 and 3.1.3.4. he found a maximllln

overall error in the spectral values of 10%. We use a 5 % systematic error on the spectral

valucs since Ihe set up techniques that we use arc thc same as those used by Munro 1'/ (/1. 2

Their techniques improve Ihe LSF contrast over Ihose of Droege·s. thereby redueing thc

ovcrall contribution orthe background to the LSF and henee to the MTF. The background

noise levcl or our LSF data has a standard deviation 01'3"101 orthe peak value (Fig. 3.5).

Figure 4.1 compares live detectors each with a Cu(0.95 mm) front plate and with

varying Ihicknesses or AI(0.60. 1.62. 3.22. and 4.80 mm) baek plutes as weil as one
•

deteetor without a baek plate. The AI(3.22 mm) back plate ofTers the best resolution. The

worst resolution oceurs l'or the deteetor without a back plate. This is probably because

without a back plate the Iilm is not shielded l'rom the scatter present in the therapy room.

These scattered photons degrade the resolution of the image since they have no correlation

with the inrlmnation source. This statement suggests that thicker and denser baek plates

would givc best results sinee they surely stop ail of the scattered photons from reaehing the

IiIm. Yet. the ligure also shows that the resolution with the 4.81 mm thick baek plate is not

better Ihan that of the 0.60 or 1.62 mm thiek AI back plates. From Table 3.4. baekseatter

inereases wilh baek plate thiekness3-5. This baekscatter originates l'rom the eleetrons th'

arc generated by the photons incident on the front plate. and subsequently impinge on the

back plate and then backscalter. or that generate Bremsstrahlung photons. These

backseatter c1ectrons and Bremsstrahlung photons degrade the resolution of the image since

they originate l'rom electrons that have traversed the thickness of a front plate (l'rom whieh

they are seattered at some angle) and a IiIm 5-6. Thus. the best back plate should have a

thiekm:ss and density 10 minimize backscalter. and to maximize the shielding of the tilm

from room scatter. Since these two criteria demand opposing eharacteristies l'rom the back

plate (thin and Jess dense on the one hand. and thiek and dense on the other). an optimum

b'lek plute is 10 be found. For the 0.95 mm thick Cu front plate. the 3.22 mm thick AI back

plate performs best.
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ln Fig. 4.2 wc compare eight dCleetors eaeh with a CU( 1.75 mm) fron\ platl'

eomhined with b.tek plates of varying thieknesses llf AI(O.hO. l.h2. ami .1.22 uuu).

('u(0.30 and O.HO mm). and Pb(0.3lJ and 1.10 mm) as weil as a deteetllr without a baek

plate. The AI( 1.62 mm) haek plate is nllW the slightly beller ehllice. The reslliution is

worst whenno baek plate is used as eOinpared tllthe AI baek plates. Illlwe"er. the deteelor

without a baek plaIe gi"es heller MTF results than Ihose gi"eu hy the higher atomie

number. denser baek plates (i.e.. ('u and Pb). This is so heeause. as seen Ihlln Table .1.4.

the densel' plates generate mllre haeksealler. Ph baek plaies appear to gi"e the worst MTF

results. It should also be noted thal the MTFs of the AI plates arc more or less c1ustered.

suggesting tha! any of the three AI baek plates would perllll111 equally weil Illi' the gi"en

front plate.

Figure 4.3 shows results ohtained for deteetors with Cu(2.40 nlln) front plates ami

with AI(O.60. 1.62. and 3.22 mm) baek plates. and without a baek plate. Again. Ihe worsl

MTF is obtained when the baek plate is omilled. For Ihis thiekness of Cu front plate. the

thinnest AI baek plate (0.60 mm) appears to perform the best. The next best is

AI( 1.62 mm). followed by A1(3.22 mm). The laller gave best results Illr Ihe Cu(O.95 mm)

front plate. In reviewing Figs. 4.1 104.3. wc note that as tbe ('U front plate inereases in

thiekness. the best resolution is offered wilh successive decreases in thiekness of AI baek

plates. This ean be explained as follows: Back plaie baeksealler originating thlill primary

photons eontains spatial information sinee tbese pbotons have not inleraCled with Ihe Ihmt

plate and/or tilm. But this is truc but to a lesser degree Illr backsealler gener:lled by

secondary photons which arc scallered by the front plate and/or lihn. \Vilb increased

thickness of the front plate. Ibe ratio of baekscaller generated hy seallered as opposed tu

primary photons incrL'Uses. given a tixed baek plate. beeause Ihe numher ofprimary photon

interactions with the front plate inereases \Vith front plate thickness. An illcrease in Ihis

ratio implies a decreasc in resolution. This implies tbat \Vhen using thieker front plates.

rcducing backscaller becomes more important tb:1Il shiclding the lihn l'rom rOOln sealler.

The room scaller depends on the gantry angle. the patient size. patient orientation on Ihe

couch. the licld size. but insignilicantly on the type and thiekness of front plate. Thus. for

thinner. less dense and 10\Ver momie number (Z) baek plates less baeksc:llter and a heller

MTF is obtained when using progressivcly thieker and denser front plates. Therefore. for

a given thiekness of Cu front plate there seems to be a unique AI baek plate that oflèrs the

best rcsolution. This discussion implics that a Iimit in the increase of the thickness of the

Cu front plate can bc reachcd \Vhereby the best dctector resolution is obtained without a

back plate. Wc will sec that this Iimit is reached for the Pb front plates thicknesses sludied.
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• ln Fig. 4.4. MTFs arc eomparcd fol' the (Ph. O..W mm: AI. I.Cl2 ll1m) ami

(Pb. 0.39 mm; none) delecturs. For this partielllar thickness of Ph fmnt platc. Ihe t\'tTF

reslIlling l'rom thl.: use ut' a hilek plate is sliperiur to that ohtainl.:d WillwlIl a hack plate.

Figure 4.5 plots lhe ~·I.:sults ohlainl.:d for a Ph( 1.10 Illm) t'ro Il1 plall.: Wilh \'arying

thieknl.:sscs of AI back p\atl.:s «(UlO. \.62.3.22 mm) alld willlollt a hack plaIe. The Clll'\'c

wÎlhoUl a back plate gives the beslrcslI\ts fol' spal ia1frcqucnCÎcs grealcr lhan 0.3 cyclcl1l1m.

We arc close to rcaching lhl.: limil in Pb fronl plate thiekncss whcrc lhc hesl MT!" al ail

spatial frcqllcncics. is obtained wilhollt using a back platc.
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and \l'if" mrying fhickllesses (?rA1/Jack plafes 01" n'il/lOlflll /JlIck J11C1/e.

•

ln Fig. 4.6. detcctors have a Pb( 1.31 mm) front plate. and back plates consisting of

AI( 1.62 mm). Cu(0.30. and 0.80 mm), Pb(0.40. and 1.10 mm). and one without a back

plate. The Pb back plates give the worst MTFs due to high back scaUcr contribution.

fol1owcd by Cu. The detcctor without a back plate appears to givc the best rcsults.

followed by the thinner Al back plate. For the Iimiting case of a detector without back

plate, the bcst resolution is obtaincd with a 1.31 mm thick Pb front plate. Yct. we have nul

reached this limiting case for the thickest Cu front plate uscd (i.e., 2.40 mm) since Cu front

plat':s gencrate less secondary scatter than Pb. This trend continues in Fig. 4.7. whcre

det~ctor (Pb, 2.05 mm; none) perfonns better than dctcctor (Pb, 2.05 mm; AI. 1.62 mm).
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• In Fig. 4.X. wc compare detectors with hrass(3.07 mm) l'wnt platcs .md with hack

plates of the t'ollowing types: AI(O.60, 1.62. and 3.22 mm). Cu(UO and n.HO mm).

Pb(OAO and 1.10 mm) and one withollt a haek plate. Again. Ph llnd Cu bad. plmcs gin:

the worst MTFs, The best result is obtained with the 3.22 mm thick Al back plate, which

is similar to the rcslIlt obtained with the ClI(O.95 mm) lhmt plate.

ln Fig. 4.9, an AI(3.22 mm) front plate is lIscd with ClI(O.30. o,xn mm) and

Pb(OAO. 1.10 mm) hack plates. The detector with the Cu(O,XO mm) back plate: gi\'cs he:lle:r

resolution.
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Ihickl1csses (?(AI • Cu. or Pb hack plates or \l'ÎtlwlIl a hack plate.

•

ln Fig. 4.10. detectors without a front plate arc combiiled \Vith the following back

plates: Cu(O.30 mm); Pb{ 1.10 mm)~ AI{ 1.62 mm and 3.22 mm): (bmss, 3.U? mm); and

(without). The MTF results suggest that the bcst in this case would be the Al( 1.62 mm)

baek plate. Except for the 1.10 mm thiek Pb back plate which is worst by far. the

remainder of the euro " -:.re close together. We would expect the best resolution to oecur

without the use of any front plate or back plate sincc theorctically there would then be

minimallateral spread and minimal backseatter, rcspcctîvely. Yet. it appears that an AI

back plate gives far better results ihan dctcctors without one. This reinforces the premisc
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• thal removal of room scatter is imporl<l11t ami ean be :Ichieyed lhrough the use of lhin. In\\'

density. and 10\V atomie number baek plates withoUI eausing substanlial Imckse'llter.

Previous sludies7-H suggest nol to use baek plmes beeause they worsen the MTF.

However. these studies were perfonned only \Vith high density. high Z back plat'·s

(Le.. Cu. and Pb). Scatter contamination Irom the exit side of the patient must also be

considered and when we compare differenl fl'Ont plates (see discussion fnr Fig. 4. \ 1) we

will see that the use of a Iront plate is also required as a means of :;hiclding the Iihn lÎ'llln

the seatter generated by the blocks. which simulates patient scatter.

4.1.1.1 Comp:lring front plates using the Clinuc-Ill beum

•

The best MTFs for eaeh Iront plate used in Figs. 1 10 10. are shown in Fig. Il.

The ten best deteetors shown arc: (Cu. 0.95; AI. 3.22). (Cu. 1.75: 1\1. 1.(2). (Cu. 2.40:

AI. 0.(0). (Pb. 0.39; AI. 1.(2). (Pb. 1.10: without). (Ph. 1.31: wilhout). (Pb. 2.05:

without). (brass. 3.07: AI. 3.22). (AI. 3.22: Cu. O.SO). and (without: 1\1. 1.(2). Two

conclusions can be made solcly Irom this Iist bclilrc eonsidering Fig. 4.11: (1) The

deteetors with the best MTFs have AI baek plates or no baek plates at ail. Cu and Pb back

plates give the worst MTF results. Thesc low density and low momie numher hack plates

(e.g.• AI) offer the best compromise between ensuring a low baek seatter eomponent. and

offering a shicid l'rom the room seatter. (2) With an inerease in the front plaIe thiekness

and/or density the best MTF oeeurs with a deerease in the 1\1 haek plaIe thiekncss unlil li

Iimit is reaehed for the inereased front plate thiekness whereby the best MTF is oblained

without a baek plate. This Iimiting situation is reaehed with the 1.10 mm lhiek Ph Iront

plate for frequeneies greater than 0.3 cycle/mm. and with the 1.31 mm Pb Iront plate for

the whole spatial frequeney domain. For Pb front plates thieker Ihan 1.1 0 mm. the hest

spatial resolution is obtained without the use of a baek plate.

From Fig. 4.11 we ean eonsider several quantitative effeets of Ihmt plates on Ihe

resulting spatial resolution:

(1) As the thiekness of the Cu front plate inereases beyond 0.95 mm. the MTF of the

system degrades. This effeet is due to the added seeondary photon seatler and

Bremsstrahlung photons generated by the inereasing thiekness of the Cu plate. rather Ihan

the inereased lateral spread ofeleetrons sinee we are beyond the average maximum cleetron
range Rmax ' We see l'rom Table 3,4 that the Cu front plate generales maximum

intensification for a thiekness betwetn ':.95 and 1.75 mm. This means that eleelronie
equilibrium is reaehed within this range implying that Rmax is also within this range.
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By decreasing the Cu front plate thickness 10 a value less than Rmax ' then (1) the

laleral sprc'ld would decrease thereby increasing the MTF. but (2) the plate would not be

thick cnollgh ta complctely shield the film from electron contamination generated in the

patient, or to prcferentially absorb secondary (Iarger wavclength) photons over primary

photons. An optimal plate is sought to balance these two criterion. For the case wherc the
Cu fmnl plate is thicker than Rmax (1) the electron scatter from the patient is rCl11oved. and

(2) only the clectrons generated from the thickncss of the Cu front plate equal to Rmax and

that me c\osest to the film will contribute to the resultant spatial resolution. Flirthermore, if

the c\ectrons generated in the front plate are the only contriblltors ta the spatial resolution.

thcn the MTF would not change with increased thicknesses of the Cu front plate for values
greater than Rmax ' However. the MTF docs decrease when increasing the Cu front plate

thicknesscs bcyond Rmax ' This suggcsts. that in addition ta electrons in the front plate,

thcrc is another contribution ta the MTF: The effect of photon scatter from the front plates

can not be ignorcd evcn though photons are Jess likely ta be absorbed by the film than
clcctrons gcncratcd in the last •Rmax ' layer of the plate. Since photon scattcr increases with
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•

incrcascd thkkness 01' the front plate it would bc a likely candidalc lilr thc d,'crcase in MTF

wilh Ih1l1t plate Ihickness. givcn that Ihe bcst back plaIe is uscd.

A similar conclusion is obtained ifwe compare Ihe different Ihiekncsses of Pb front

plaIes in Fig 4.11. Frol11 Table 3.4. the maximul11 !lux ,,l' c1ectrons occurs at a depth Ihal is
less than 1.10 mm whieh implies the Hm,,' in Pb is less than 1.10 I11m. Wc would expect

that the range 01' electrons in Pb is less Ihan in Cu since Pb has a grcater physieal density 01'

mOle c1ectrons l'cr unil volume. resulting in a grcater nUl11her 01' ionizalions per unil volume

for the incol11ing Compton electron whieh would hence release ils energy in a shorter path

lenglh. The best MTF is ohtained with the Ph(0.39 I11m) front plaIe. and Ihe MTF
decreases for front plate thieknesses greater than this value. implying that HIl"I\ lill' Ph is

elLser 10 0.39 mm. This decrease in MTF for Iront plates whose thickness is greater than
Rm", has not been deserihed by Droege and Bjiirng,mI7.

(II) The fàclthat in Fig. 4.11 the hest resolution is obtained with ralher than without a

front plate. demonstrates that a front plate is needed to shicld the IiIm Ihllll scaller7.'J-II.

(1II) ln Fig. 4.11 we see a erossover effect for deteclors wilh low density fronl plalcs

(AI. 3.22 mm) or without front plates. This nlct is also ohserved hy other aUlhOl's7. For

spatial frequeneies greater than - n.so cycle/null. the MTF of Ihe deicellll' without a tront

plate outperforms the best detector with a tront plate. For spalial Irequcncics bclow

- 0.80 cycle/mm. the MTF of the detector withoui a Iront plate is worse Ihan deteclors with

a CU(0.95 mm) front plate. Thus. detectors without front plates exhihil beller response Olt

high spatial frequencies but poorer response at low spalial Irequencies Ihan dctcclors wilh
front plates thicknesses close to Hm",' This characteristie erossover was detccted hy

Droege and Bjarngard sinee they used Cu and Pb front plaies of thicknesses (0.10 and
0.13 mm. respeetively) less than the electrons' range Rm", for the photon energy beam

used (S MV). Thus. the crossover phenomenon appears when comparing MTFs for
detectors with thin « Rm",) front plates to deteetors with thick (> Hm",) Iront plaies.

Moreover. beeause the crossover phenomenon is not seen with the Cu or Pb front plates of

thieknesses 0.95 mm and the 0.39 mm. respeetivcly. these thieknesses are probably close
to. but not mueh smal\er than. Rma,.

The MTF response below - 1 cycle/mm is very importunt fur perception of low

eontrast objecls and thcir edges. For these spatial frequencies it appears that the front melal

sereen is required. At megavoltage energies. structures of c1inical interest arc usual\y large
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• (about 1 cm) whose appearanee is beller visualized with a Ihll1t plate. 1I0wevcr. thin

screens may be more usc!itl in reproducing the cdges of thesc low contrasl objects.

(IV) Resolution can be improvcd by using a high density screen to shortcn the e\cctron

ranges7•H•12• and by using a IllW atomic number material to rcducc c1eetron seatlcring

anglc l3 . BUI. physieal density inereases as atomic numbcr inercases. For the Clinac·18

thcrapy beam. the Cu fronl plaie givcs consistenlly betler MTFs lhan Pb. This suggesls

thal the decreasc in c1eetron scaller due to smaller atomie number of Cu. is more importal1l

to rcsolution than the increase in c1eclron path length that aecompanies the lower physieal

density of Cu. This trend does not seemto extend to mueh lower atomic number materials

such as AI. The 3.22 111111 AI front plate gives MTF results whieh are eonsiderably worse

than Cu or Pb. Thus. physieal density of malerial is important. Copper may work best

sincc it has a fairly low atomic number of 27 and a fairly high physical density

- 8.9 g/em3• whereas Pb has both a very high atomie number of 82 nnd a high physieal

density of Il,4S g/em3. Aluminum. on the other hand. has both a very low atomie number

of 13 and a low density of2.7g1em3. Copper seems to have the best ofboth worlds when

eompared to the other two melals which are at the two eXlremes. Generally. given best

back plates. the Cu front plates perform betler than Ihe Pb plates. and the Pb front plates

perli.lml betler than AI front plates.

(V) With the Clinac·IS. in its 10 MV X·ray mode. the best resolulion is obtained with

the (Cu. 0.95; AI. 3.22). and (Pb. 0.39; AI. 1.(2) deteetors for frequeneies less than

(J.7 eycles/mm and with the (without; AI. 1.(2) deteetor for spatial frequencies grealer than

(J.7 eycles/n1l11. The worst MTFs are obtained with deteetors composed of thick Pb front

plates: (Pb. 1.31: without). and (Pb. 2.05; without). and with Cu or Pb baek plates.

4.1.2 CobaIt-60: Modulation Transfcr Functions

•

We will no\\' analyze the data l'rom the Coball·60 unit. Once again. for each ligure

we will compare the dcteetors by varying the back plate while keeping the front plate fixed.

ln eaeh figure. we have a1so included the best Clinac-18 MTF data for the same front plate.

ln Fig. 4.12. we compare results for the deteetors eonsisting of a Cu(0.95 mm)

front plate in eombination with AI(0.60. 1.62. 3.22. and 4.81) mm baek plates. and one

without a back plate. The best detector appears to be the one with the 1.62 mm thiek baek

plate followed. in order of deereasing performance. by the 3.22 mm. 0.60 mm. 4.81 mm
baek plates and the deteetor without a baek plate. We also note that the MTF deereases

with photon energy and this will be the case for ail of the ligures in this section.
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• Figure 4.13 shows detectors \Vith ('u( 1.75 mm) front plates and \Vith the tèlllowing

hack plates: 1\ 1( O.W. 1. 62. and 3.22 mm). ClI( n.30. ami O.XO I11m). Pb( 0.39. and

1.10 Illlll) and witl10llt a baek plate. Fnr the 1\1 back plates. 1.62 and 0.60 111m thicknesses

olTcr the bcst MTFs. Dctcctors \Vith 3.22 111111 and without back plaies arc the \Vorst But.

thc hcst MTF in this ligure is obtained with the Cu(O.80 mm) back plate for rrequcncies

greater than 0.7 CydCS/IllI11. Bcyond this spatial frequency. the Cu(O.30 mm) plate is as

good. The IlICt that coppel' is the best back plaIe \Vould suggest lhat the J'Oom scallcr

component is more pronounced in the Cobalt·oO roOIll.

In Fig. 4.14. Cu(2.40 111111) fronl plates are uscd with the following back pl:ttcs:

1\1(0.(10. 1.62. and 3.22 mm) and without a back plate. The thinnest (0.60 mm) back plate

givcs the best MTF. contirming the trend obtaincd \Vith the Clinac-I RMTF results: as the

front plate incrcascs in thickness the thinncr AI back plate givcs the better resolution.
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ami wit" \'m~'illg tllicknesses ~IAI back plates or Wir/Wlit a hack plate.

•
The Pb(0.39 mm) front plate in Fig. 4.15 is in combination with AI(1.62 mm) and

without a back plate. The Al back plate givcs bclter results up to approximately 1.20

cycle/mm but bcyond this frequency. thc detector without back plate is best. With the

Pb( 1.1 0 mm) front plate in Fig. 4.16, wc find that MTF curves are clustercd togethcr for

the Al back plates. The bcst MlF curve corresponds to the dctcctor without a back plate.
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• ln Fig. -1.17 wc show MTFs l'ur dclecturs wilh Ph( 1.31 111111) l'runll'llalcs and with

1he 1'1I1111Wi ng hack l'llales: A1( J.(12 111111). t'u( 0.30 and n.HO 111111). Ph( oAn and 1. 10 ml11)

and wÎlholiln hack l'llalc. The delcclor wilhmlllhe hack l'llale l'lerforms hes!. In Fig. 4.1 H

wc compare deleclors \Vith Ph(2,05 I11m) l'ronl plaies and an AI( l ,62 ml11) hack l'lIate and

wÎlhO\lI a hack l'llale. The hcsl MTF is ohtained f()r the delector withmlt a back l'lIate.

The hmss fronl pluie is unalyzcd in Fig. 4.19 wilh Ihe I(Jllowing buck phHcs:

,\I(O.fIO. 1.f12, und 3.22 mm), C'u(0.30 and O.KO ml11), Pb(O.39 und 1.10 mm), and nlso

withoui a back phlte. The best results ure oblaincd with Ihe AI(O.(,() mm) or Ihe

A113.22 IIlm) back l'llales. When Ihe deleclnr \,:ilhoUl a hack l'lIate is uscd very poor results

:In: llhlained.
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•

ln fig. 4.20. wc ha\'c MTfs of detcctors Wilh AI(3.22 mm) front plates combined

with \'aried back plalcs: Cu(O.30 and 0.80 mm) and Pb(0.40 and 1.10 mm). The best

rcsolulion is obtained with the Pb( 1.10 mm) back plate which pcrfonns s!ightly bctter than

the rcst. For this same fronl plar~ with the Clinac-IS. the back plate which gave the best

MTF WOlS the Cu(O.8 mm) fr"nt plate. This suggcsts that the Cobalt-60 unit IS

charactcrizcd by a grcater ratio ofroom to back seatter photons than is the Clinac-IS.
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• ln Fig. 4.21 we show MTFs für deteetors withoul fronl plaIes and differenl haek

plates: Cu(O.RO mm). Pb( 1.10 mm). AI( 1.62 and 3.22 mlll). brass(3.07 I11m). and

(without). The best MTF results in Ihis ease ure obtained with Ihe AI(3.22 I11m) haek plaIe.

The best results for Clinae-I Rare obtained with the AI( 1.62 I11m) baek plaIe. Belo\\'

0.30 cycles/mm the best results are oblained with the (Cu. O.R I11m) baek plate. As \\'as

diseussed with the Clinae-I Rdata, a thin, 1011' momie number. 1011' density baek plaIe is

reeommended even though it eonlributes a 1011' baeksealter eOinponent.

4.1.2.1 Comparing front plates using the Cobalt-60 beam

•

ln Fig. 4.22, wc summarize the besl MTFs obtained l'rom eaeh or Figs. 4.12 10

4.21. The ten best deteetors arc: (Cu. 0.95; AI. 1.62). (Cu, 1.75; Cu. O.RO). (Cu. 2AO:

AI. 0.60). (Pb, 0.39; AI, 1.(2).(Pb. 1.10: wilhoUI), (Pb, 1.31: wilhout). (Pb. 2.05:

withou\). (brass, 3.07; AI, 3.22), (AI, 3.22: Pb, \.10), and (without: AI, 3.22). The most

striking dil'I'erenee between the deteetors in Figs. 4.11 and Fig. 4.22 is thut the hack plates

arc thieker and densel' on average in Fig. 4.22. The l'uct that the Cobalt-Ml maehine

requires thieker, and denser baek plates suggests that room scaller in the Cobalt-60 rollill is

greater than within the Clinic-IS room. This may come l'rom the l'aet that the Cobult-6(l

room is smaller. Again wc notice that as the front plute thickness inereases the best MTF is

obtained with a thinner buck plate.

The MTFs obtained with the Clinae-IS seem to be consistent1y worse thun that

obtained with the Cobalt-60 machine. This fact wus noted by others2,7-K. The uverage

differenee between the MTFs of the therapy machines for given dcteelors at 1cycle/mm, is
about 22 %. This is because Rmax l'or Cobalt-60 maehine is smaller thun for Clinae-I Il

(0.5 em and 2.5 cm. respectively, in water). Smaller Rmax means that wc have less lateral

sealler and henee beller resolution. The maximum range of the e1ectrons Rmax ut thempy

energies is thus a vital parameter. Because Rma, is energy dependent, the MTF is also

energy dependent. The MTFs worsen for deteetors whose thieknesses of Cu and Pb plutes

arc greater than 0.95 mm and 0.39 mm, respeetively, duc to the larger photon scaller und

Bremsstrahlung eomponents generated in the front plates with increased thiekness. Wc

would expeet this since the range ofe1ectrons l'rom the Cobalt unit is less than that of the

Clinae-IS. The crossover cffcet is also seen for the Cobalt-6Q irradiations. The crossover

oeeurs at approximately 0.6 cycle/mm where, the deteetor without a front plate gives the

best MTF beyond this spatial frequeney. Deteetor (Cu, 0.95; AI, 1.62) gives the best

resolution for spatial frequeneies less than 0.6 cycles/mm and the (without; AI, 3.22)
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• delcclor is besl fur spatial frequency grealer than this value. The Cu mu! brass front plales

slighlly oUlpcrJi.mn the Pb front plaIes while the AI front plate is by fllr the \Vorst
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Figure 4.22 Modulatioll Trall.~/èr FUI1Cliol1s for 11u.' /Jesl deleclors ./i·Dl1/ eac:h of Ihe fasl
lell.ligures (i.e.. 4. J2 10 4.2J).

4.2 Noise Power Spcctrum

ln addition to the MTF, the NPS must also be considered.

•

For the purposc of illtcrcomparison, ail of the noise power spectra rcsults in this

section were obtained from films thut were irradiated to an optical density of 1.00 +/- 0.02

for each dctcctor. Duc ta the time constraints placed on the use of the microdensitometer

only sevcntccn of the fOrly-nine dctectors used in section 4.1 are imalyzcd in this section.

Thus the DQE will also only be calculated for these seventeen detectors since both the NPS

and MTF results are required to calculate the DQE. The list of the seventeen detectors thut

are analyzcd for both therapy machines is shown in Table 3.2.
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• Figures 4.23 to 4.32 show the results l'or the estimates of the NI'S of Ihe deteelors.

The tirst live ligures show the results for the data obtained using l'linae·ll;, allli the

subsequent live ligures deseribe the results obtained when the deleetors are irradiuted with

the Cobalt·CiO source. The results arc shown on 10g·log l'lois so that the differenees

between the curves can be shown readily. The uneertainties on the spectral values arc

calculated in aecordanee to sections 3.2.2.2 and 3.2.2.3 and arc appwximately -1 %

throughout the spatial frequency rnnge of interest. The systematie ermrs in the speclral

values arise l'rom Iwo sources: low·frequeney smoothing of the data, and the use of a Iinite

frequeney bandwidth (or bias error)14 resulting l'rom the averaging of 33 adjacent

freqtlency bins. Nishikawa and YatTel4 used white noise data Irom a nllldom number

generator to estimate the systematic errors introduced by low·frequency smollthing and

found a maximum inaccunlcy 01'0.5% al ail spatial frequeneies except at the lowest spatial

frequency bin where it was about 10 'X, lower. They eslim.~led an overall bias error of

about 3 % and 1 % for spatial frequencies below and above 1 cycle/mm, respeclivcly.

Thus. considering both rnndom and systematic errors. a 14 % error is expeeled fiJr the

lowest frequency. 7·8 % error for ail other frequencies bclow 1 cycle/mm, and 5·Ci 'X, erl'llr

for frequencies greater than 1 cycle/mm.

4.2.1 Clinac-18: Noise Power Spectra

•

ln Fig. 4.23 we compare the NI'S for the detectors with the same baek plate

AI( 1.62 mm) and wilh varying front plates: Cu(0.95. 1.75. and 2.40 mm), l'b( 1.10, 1.31.

and 2.05 mm). brass(3.07 mm). and without a front plaie. No perceivable trend can be

seen for the rise or l'ail of the NPS with thickness or density of the fronl plaies. For spatial

frequencies greater than about 3 cycles/mm. Ihe curves superimpose and no l'cal diffcrence

can be given to their NPS.

ln Fig. 4.24. the front plate is Iixcd as Cu( 1.75 mm) and the back plates vary as

follows: Pb(I.IO mm). Cu(0.8D mm). AI(3.22 and 1.62 mm), and (without). Once again

no real trend is evident l'rom the data. The data for the (Cu. 1.75; AI. I.Ci2) dctcctor are

ploued in both Figs. 4.23 and 4.24. Using this curve as our pnint of reference we can

clearly see that the NPS values in both Figs. 4.23 and 4.24 are in the same order of

magnitude.
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Figure 4.24 Noise Power Speetra for dereetors wit" Cu(1.75 mm) front plates and
mrying thicknesses ofAr Cu. or Pb back plates or without a back plate.•
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• ln Fig. 4.25, we show the results of the NPS for dctectors \Vilh the same

Pb(1.10 mm) baek plate and with vurying front plates: 1'h(1.35 mm), AI(3.:!:! mm),

bmss(3.05 mm), Cu( 1.75 I11m), and without a front plate. Also dutu fur a delcctll1' \Vith

only film (i.e.• without front or buck plutes) is shawn. Thcrc scems to he no visible trend

in the NPS values with physicul dcnsity or utomic l1umher. Beyond 3 cycles/mm the

curves coincide within error. The (Cu, 1.75: Pb. 1.10) detector is plotted in hoth

Figs. 4.24 and 4.25 which shows that once again the data I{)r ail or the NPS are nI' Ihe

smne arder of magnitude. Two trends arc evidcnt l'rom Figs. 4.23 to 4.25: The NPS arc

fairly independcnt of the front and back plate combinations used. and that the N1'S

decreases with spatial frequency. These trends me uddrcsscd in the next two pamgraphs.
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Figure 4.25 Noise Power Spec:tra for clelec:lors with Ph(1. , () mm) hac:k "late.1i atICl
VaI)'Îllg thickllesses ofAl, Ctl, Pb, or hrass.fi·Of1l plales or wit/wut a ji'ollt
plate. Also showll is the NPSfor the film wit/umt metal-plates.

Figures 4.23 to 4.25 imply that the NPS is indcpendent of the type of front and

back plates used. As is discussed in section 2.1.4.3, the contribution to the total NPS

originates mainly from two components: quantum and film noise. From Table 3.4 we

know that in Fig. 4.23, 6·7 times more photons/mm2 arc required to expose the

(without; Al, 1.62) detector as compared to the (Pb, 2.05; Al, 1.62) dctector. Thust we

would expect that the quantum noise power, which is invcrsely proportional to the quanta
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•

•

used in Ihe exposure. should di l'fer by a liletor of - 7. Yet, Ihroughout Figs. 4.23 to 4.25

we see Ihat inereasing Ihe quantum noise power has no eflèel whntsoever on the toi al noise

power speetra, thus implying lhat Ihe lilm noise power dominates2,14. Thus for an

exposure of 1.00 D Ihe quantum Ilux is high enough for quantum Iluetuation to he

minimal 15• TherefiJre, the lihn gmin noise is the dominant factor in our NPS.

The trend for ail of the data is similar: the NPS deereases with inereased spatial

Irequeney, and levcls off at frequencies exeeeding approximatcly 7 cycles/mm. This trend

is weil doeumented in literature eoneerned with high energy (X-ray) photon NPS2,16-19.

This trend is nol seen for lilms exposed to light were the speetrum is white2.17-18. The

basie imaging clements for lihn arc the individual silver grains in the emulsion layer when

the film is exposed to lighl. Yet, when the lihn is exposed to X-rays the basic imaging

c1emenls lire larger than one grain in this instance sinee several grain erystals arc devcloped

by one quanta I7,2fl. I-Ienee, for Figs. 4.23-4.25, as Frieser statesl7 "the individual silver

grain is no longer the basic imaging element in this instance, but rather aggregates of silver

grains which arc formed by the incident X-ray quanta. At high frequeneies ... the

Ilucluations are caused by the individual silver grains [whereas] the aggregates affect the

measurements only at the low frequencies" where we are coneerned with good correlation

of large structures in the image.

ln Fig. 4.26, we compare the NPS for one deteetor (without: Pb, 1.10 mm) but

with different uniform optical densities on the IiIm: 1.00. 0.69, and 0.52 D. Clearly, the

NPS incre3ses with optical density and is proportionalto the optical density. This result

Ims been conlirmed experimental and theoretically by others t7,2t-24 demonstrating the

importance of using the same IiIm optical density among investigators in evaluating NPS.

Moreover, Fig. 4.27 shows the plot of optical density versus NPS at four spatial

frequencies values: 0.39, 1.57.3.92, and 8.23 cycles/mm. At larger spatial frequencies

the rclationship appears linear, while at small spatial frequencies the relationship appears to

saturate with inereased oplical density. At small spatial frequencies. the contribution to the

noise power spectrum cornes mainly l'rom larger structures or aggregates of many

devcloped film grains generated by the high energy photon exposures. This is evident

l'rom the fact that the NPS values are 3 ta 5 times greater at small than at large spatial

frequencies. At small spatial frequcncies (large seales) the NPS tends towards saturation

with increased exposure, suggesting that the number of aggregates of film grains is

increasing and they are more effectively covering the IiIm area.
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• 4.2.2 Cobalt-60: Noise Power Spcctra

ln Fig. 4.2H we compare the NPS for lhe delcctors with the same back plate

(AI, 1.62 I11m) and varying front plates: Cu(O.95. 1.75. and 2.40 mm). Pb( 1.1 n. 1.31. und

2.05 mm). hrass{3.07 I11m). und without a front plate. No discerniblc trend seems to exist

hetween the NPS valucs and lhe physical charactcristics of the platc~. Aiso. no real

differcncc exisls betwcen the NPS values for the Clinac-1R and Cobalt-60 machines. In

Fig. 4.29. the front plate is fixcd at Cu( 1.75 mm) and the back plates vary as follows:

Pb( 1.10 mm), Cu(O.RO I11m), A1(3.22 and 1.62 mm), and (without). From Figs. 4.28 und

4.29 the NPS values are comparable. Figure 4.30 shows the NPS for detectors with Ihe

same Pb( 1.1 () mm) back plmes and with varying front plates: Pb( 1.35 mm). A1(3.22 mm},

brass(3.0S mm), Cu( 1.75 mm), and without a front platc. Also daw for a detcctor with

only film (Le., without front or back platc) is shown. Figures 4.28 to 4.30 show the same

trends as for the Clinac-I Sgcncratcd NPS: The NPS decrcasc with spatial frequency, and

the NPS originates mainly l'rom film noise (granularity) contributions.
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Figure 4.28 Noise Power Speclra Jor detee/ors with AI(l.62 mm) back plaIes and
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• ln Fig. 4.31, wc have the NPS for the smnc delcctor (none: Pb, 1.10 mm) bul lor

dinèrent liIm optical densities: 1.00, 1.27, and 1.81. For spatial frequencies greater Ihan

1cycle/mm the NPS increascs with oplical density as il dit! in Fig. 4.26. At approximatcly

1 cycle/mm, a crossover occurs for the NPS values correspondîng to 1.27 and I.S 1 D. In

Fig. 4.32 wc show the change in NPS with film optical density for four spatial frequcncics:

().39. 1.57, 3.92, und 8.23 cycle/mm. From Fig. 4.32. we see that at the lowcst spatial

fre'lllCncy of 0.39 cycle/mm we have a maximum NPS value of - 3.8 x 10-5 111m2

occurring at - 1.3 D. Thus, an incrcase in the film exposurc bcyond - 1.3 D will result in a

decreasc in the NPS which suggcsts Ihat Ihe variance over large seules deercases with

increuscd cxposure and implies a formation of a large number of film grain aggregales

covcring the image arca more unilonnly (i.e., less fluctuations). This depcndcnce bctwccn

NPS and optical dcnsity at low spatial freqllcncies has not been shown in the litcratllrc.
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Figure 4.31 Noise Power Spectra for the (llolle; Pb, 1.10) deteetor where the nomina/(v.
IIlliformfilm densifies lIsed n'cre 1.00, 1.27, and 1.81 optiea/ dcnsity.

Figurcs 4.23 to 4.25. and 4.28 to 4.30 show that the NPS estimates (at 1.00 D)

tcnd townrds a constant lowest value of 0.15 x 10-5 mm2 at spatial frequcncies greater than

- 7 cycle/mm which corresponds to the variance due to the single silver grains. This
slIggcsts that the size of the film grain aggregates is approximatcly 140 llm.
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4.3 Detective Quantum Efficiency

4.3.1 Clinac-18: Detective Quantum Efficiency

The DQE measurements l'rom lht: Clinae-l Xart: showl1 in Figs. 4.33 to 4.35. Must

of the DQEs have the same shape: smoolhly ôecrt:..sing with incrt:..st:ô sp"li..11re'lut:ncy.

For spatial frequencies greater than 3 cycles/mm. tht: DQEs for .. II of tht: dt:tt:cturs ..rt:

essenti..lly zt:ro. The only ôetector th..t dt:viatt:s slighlly l'rom this gt:nt:ral sh..pt: is tht:

ôetector without front anô back pl..te. Tht: curve lor lhis dett:ctor is const..nt ht:lwt:t:n 1I,4

and 0.8 cycle/mm (Fig. 4.35).

•

ln Fig. 4.33 the detectors consist of AI(0.62 mm) hack platt:s anô Iront pl:llcs of

varying thicknesses: Cu(0.95. 1.75...nd 2.40 mm). Pb( 1.1 0, I.J l, ..nd 2.0S mm),

brass(3.07 mm), and without a front plate. The (Cu. 1.75; AI. 1.62) detector h..s tht: ht:st

DQE. The next best DQE is obtained by the deteetor Wilh the Cu(2.40 mm) front pl..te.

followed by the deteetor with the Cu(0.'J5 mm) front plate. The hest delectors ..ppe..r to

have Cu front plates. The next best series of eurves belong to the Pb front plates of
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• Ihidnesses 1.10 ml1l. and 1.31 mm. Thc 2.05 mn1-lhick le:al front platc gÎvcs thc \Vorst

resuhs. This is hccallse Ihe thickl1l.:ss is lll11ch greater than tilC avcrage range of the

C!eclrons in Pb. The largc thickncss nol nnly conlribllies ( 1) a larger photon scaller

cOl1lponent tu Ihe lilm, but it alsn (2) altenuales thc bcam rcduci ng Ihe electron flux

impinging on Ihe lilm thus degrading the image by reùucing the signal. Flirthcrmore,

delectors WilhOlIl fronl plnles alsn rcsuh in very poor DQEs bee<lusc. (1) a sllmll number of

'illanta l'rom Ihe inl()fmatiol1 source arc gathercd, anù (2) the film is 1101 bcing shk:lùcd l'rom

scaltcr contamination from the patient.
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•

ln Fig. 4.34. we show the DQE cur"es fOf dctectors with Cu( 1.75 mm) front plates

muJ varying bnck plates: AI( 1.62. nnd 3.22 mm). Cu(O.SO mm). Pb( 1.10 mm), nnd

without back plate. The bcst dctcctors are the ones with Cu( 1.75 mm) front plates and with

AI( 1.62 mm) or AI(3.22 mm) back plates. The detector without baek plate gi\'cs thc ncxt

bcst DQE followed by the use of Cu and then Pb back plates. which suggests that the

diminishmcnl of bnckscatter from these high physical density back plates is morc crucial

than shiclding the film from raom sentter. The Pb back plate detector is by far the worst

duc to its large backscauer componen!.
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• Figure 4.35 shows the DQEs for detectors with Pb( 1.10 mm) buek plutes und

varyil11' front plutes: AI(3.22 mm), Cu( 1.75 mm), Pb( 1.31 mm) und brass(3.07 mm) und

one without Ihmt plute. Also plotled are the eurves for the deteetor without front und buck

plates, und the best deteclor l'rom the lust two figures (i.e" (Cu, 1.75: AI, 1.(2)). Using

this lutter detector us u point of referenee, we eun note thal a thiek Pb buck plate will

degrade the imuge quality consistently, independent of the front plate due to its large

baekseatler component. Detectors without front and/or buek plates give, onee aguin. the

worst results sinee their intensification fuctor is the poorest und the film is not shielded

l'rom scutler.

4.3.2 Cobalt-60: Detective Quantum Efficiency

•

ln the next tluee figures, curves for the DQE of deteetors irradiuted with Cobalt-60

arc shown. In euch of the figures, the best DQEs l'rom each of Figs. 4.33 to 4.35 (i.e" for

the Clinue-Ill) are also plotled us u means of eomparing the Cobalt-60 and the Clinue-Ill

beUin quulilies.

ln Fig. 4.36, the detectors consist of AI(0.62 mm) baek plates and the following

front plates: Cu(0.95, 1.75, and 2.40 mm), Pb( 1.1 0, 1.31, and 2.05 mm), brass(3.07

mm), and without front plate along with the DQE curve for the (Cu, 1.75: AI, 1.62)

deteetor that was irradiated with the Clinac-18 machine. The DQE for the Clinac-18 is

betler than that of the Cobalt-60 becuuse the thickness of ail of the front plates arc greater

than the maximum rangc of the cleetrons l'rom thc Cobalt-60 source. Thus, there is

substantial totalubsorption withir: thc plates which implies that a signifieant number of

quunta l'rom the information source do not reaeh the film, thus reducing the signal-to-noisc

ratio or NEQ. The best detector for Cobalt-6O is the one with the 0.95 mm thiek Cu front

plate. The faet that thc thickness of Cu that gives the best DQE for the Cobalt-60 beam is

thinner than the one that is best for the Clinac-18, implies thatthe average maximum range
of c1ectrons Rma, within a given lype of metal does have a signifieant role in the image

quality. For the remaining plates the DQE eurves for spatial frequeneies greater than

0.7 cycles/mm are morc or less grouped together. The worst DQEs correspond to the

Pb( 1.31 mm) front plate and the detector without a front plate.
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1n Fig. 4.37. the DQE curves for detectors with Cll( 1.75 mm) front plal~s and

varying back plates: AI( 1.62, and 3.22 mm). Cu(O.RO mm). Pb( 1.10 mm). and withullt u

back plate. arc shawn. We also show the DQE for the bcst delcctor l'rom Fig. 4.34

(i.e.• (Cu. 1.75; Al. 1.62». The DQE is once again best for the Clinnc-t ~ as opposed 10

the Cobalt-60 unit. The best detector when comparing only the Cobalt-60 results is

(Cu. 1.75: Cu. 0.80). The next best detector has a Pb( 1.10 mm) back plate. followcd by

the AI back plates and finally the worst dctcctor is the onc without a back platc. This

suggests that room scalter is not a negligible parameter. For thesc same dctectors but with

the Clinac-l8 (Fig. 4.34), the worsc DQEs arc obtained for the Cu(O.~O mm) and

Pb( 1.10 mm) back plates. which suggests that room scatter is more pronounccd in the

Cobalt-60 than the Clinac-t8 room (pcrhaps bccause the Cobalt-60 room is smaller).
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ln Fig. 4.3R. we show the DQEs fol' deteelOl's with l'h( LlO mm) haek plates and

val'ying front plates: AI(3.22 mm). Cu( 1.75111111). l'h( 1.31 ml11) and hrass(3.07 mm) and

one without front plate. Aiso plolled is the data fol' the deteetnr without metal-plaies. along

with the best ùetector l'mm Fig. 4.35 (brass. 3.07: Pb. LlO). In this ease. I()I' thiek Ph

back plutes.the DQE l'rom Clinac-IR and Il'0111 Cohah-(,O do not ditTel' signilieantly. The

use of Ph back plates detel'iorates the il11age to such a degree that the dill'cl'ence in DQE

between the two energies is not signilicanl. The DQI: I()\' the (hrass. 3.07: Ph. 1.10)

detcctor for the Cobah-6() beam is slightly hellel' than that of the same delcctnr on the

Clinae-I R. In this ligure we also see a sharp dill'cl'ence hetween the detcctnrs whkh havc

front anù back plates as cOl11pared 10 those that do not have eithel' onc 01' hoth. The DQEs

of detcctors without front anù/or back plates are WlJrse than those with fmnt and hack

plates.
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Conclusion
There are several trends in MTF measurements reported in the literature: (1) The

MTF deereases with inereased energy of the photon beam because the eleetron range and

henee lateral spread increases with beam energy, (2) a high density baek plate (i.e., Cu or

Pb) degrades the resolution of the system eaused by baekseatler, and eonsequently it is

sliggested that a baek plate should never be used, (3) c1ectron scatler dominates the MTF

but scuttered photons also influence the magnitude of the MTF, (4) a erossover effect is
evident when comparing detectors with front plUIe thicknesses thut are « Rmax ) and

(> Rm:,,), and (5) the use of the highest density front plate inereases the resollition of the

system, implying that the density of the plate is more important than atomic number Z

considerations.

Our broader anulysis of metal-plate/film detectors has ullowed us to expund upon

the above statements:

(1) We ulso lind that the MTF increuses with a deerease in the photon energy of the beam;

(2) We also show that high density baek plates (i.e., Cu and Pb) degrade the system

resolution substantially, but, we further show thatthe system resolution inereases when
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low density. low atomie number baek plates (i.e. AI) are used. This is heeause although

some minimal backscatter is generated by the AI back plates the reduetion 01'1'00111 seatter

contamination is signilieant:

(3) Wc ulso found thut not only c1ectron but ulso photon seatter li'ol11 the rmnt plate arreets

the resolution of the system. But. we ulso show thmugh quantitative results thatthe MTF
decreuses substuntiully us the front plute thickness inercascs beyond Rn",,' which cOIn only

be uttributed to photon seutter und Bremsstahlung production in the front plute. Seeing that
the MTF results eun only degmde if wc use front plute thieknesses greater than RIl"". the

MTF cun be used to give us an estimute of RI11"x for Cu und Pb. We round that Rn"" is

less thun - 1.75 mm in Cu und less than - 0.39 mm in Pb Ii.)r the Clinae-\ Sand. less than

- 0.95 mll1 in Cu und less thun - 0.39 mm in Pb for the Cobalt-60 unit. The ntnge in Pb

for the Cobult-60 unit is probably much less thun 0.39 mm but this is the thinnest Ph plate

tlmt wc hud uvuibble;

(4) Wc huve ulso seen the crossover elTect in our results:

(5) Our results suggest thut the resolution is not only dependent on the density of the Iront

plute but ulso on the utomie number Z. which uffects the c1eetron seatter angle. We lillll1d

thut the Cu front plutes give u good bubnce between high density and low utomic numher;

und

(6) We huve ulso shown thut there is a definite dependence of the detector resolutiononthe

combinution of the front and back plates used. We have shawn thut us the front plute (Cu

or Pb. say) increuses in thiekness then the best resolution is obtuined with u decrease in the

(AI) back plute thiekness. A limit in the thiekness 01' the front plate is reuched where the

best resolution is obtuined without using u back plate. This limit is rcuched whenthe l'ront
plate thiekness is approximately 2.5 to 3.5 times Rm"x. This !a:,t stutemcnt comes Irom the

faet that the Iimiting situation is almost reaehed for the Cu front plate ofthickness 2.40 mm

for the Clinae -18, und that the c1eetronic equilibrium in Cu (Table 3.2). using thc 10 MV

speetrum, oeeurs at a depth of approximately 1 mm. From the MTF results wc obtained,

the Iimiting situation oeeurs for the Pb front plates of thieknesses 0.39 mm and 1.10 mm,
on the Cobalt-60 and Clinae-18. respectively. Thus, a good estimate of Rma, for Pb at

Cobalt-60 or Clinae-18 energies would be, 0.13 ± 0.03 mm and 0.37± 0.06 mm,

respectivc1y.
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The deleelors thal gave the best MTFs arc summarized as follows: Al Clinie·18

encrgies, for frequeneies less than approximalely 0.7 cycle/mm, the besl delectors have
Cu(O.95 mm) or Pb(O.J'J mm) front plates with AI( 1.62 mm) or AI(3.22 mm) back plate.

respeclively. At Coball-60 energies, the best deleclor is (Cu. 0.95: AI. 3.22). For spatial

frcquencies greater lhan 0.7 cycles/mm. the erossover effect dominates and detectors

without front plates and with AI( 1.62 mm) and Cu(0.80 mni) back plates arc best for

Clinac-18 and Cobalt-60 energies. respectively.

From the NPS measurements two trends arc immediately evident:

(1) Film grain noise dominates the total NPS. The NPS arc more or less independent

of the front and back plate combinations uscd. the NPS decreases with spatial frequency.

and the NPS values do not appear to depend on the photon energy that is used. These
trends have been shown by others. The fact that the NPS results change little with the use

of different detectors suggests that the film grain noise is the dominant factor in our NPS

while the quantum noise power does not play a role. Since for megavoltage photons the

NPS decreases with increased spatial frequency. this implies that it is large aggregates of

silver grains developed by one quanta. rather than the individual silver grains. that are the
basic imaging clements. From the NPS curves the size of these aggregates is - 140 /lm.

The NPS curves tend towards the same NPS value of 0.15 x 10-5 mm2 at high spatial

frequencies whieh implies that this is the base. film grain noise power (i.e., film grain

pedestal) slemming from the individual silver grain contributions.

(2) We have the NPS for the same detector (none; Pb. LlO mm) but for different film

optical densities ranging from 0.52 10 1.81 D. Wc have shown that generally the NPS

increases with optieal density. which has been discussed in the literalurc. Veto wc found

that at approximately 1cycle/mm a crossover oecurs for the NPS spectra corresponding to

1.27 and 1.81 D. When the NPS is plotted as a function ofoptical densities for four spatial

frequencies (0.39. 1.57. 3.92, and 8.23 cycle/mm). we see that at the lowest spatial

frequeney of 0.39 cycle/mm we have a maximum NPS value of - 3.8 x 10-5 mm2

occurring at - 1.3 D. Thus. an increase in the film exposure beyond - 1.3 D will result in a

decrease in the NPS which suggests that the variance over large seales decreases with

incrcased exposure. and this implies a formation of a greater number of film grain

aggregates covering the image area more uniform (i.e., less fluctuations). This dependence

between NPS and optical density. at low spatial frequencies. has not becn reported in the
literature.
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The cause that the DQE for the Clinic-I Hcun be us mueh us 1.5 'Vo, greater than thut

of the cobalt-6Q machine has to be accounted for. This discrcpancy comes mostly l'rom the

consideration of the number of input quanta required to irradiute Ihe li\m 10 1.00 D Illr bolh

machines. The data in Tuble 304 suggests thallhe intensilieation lllcior (sensilivity) of the

detectors is lower for the Cobalt-60 beam than for the Clinae-I RIO MY beum. I\owever.

there may be a different explanalion. The Iluence required to obtuin an opticul density of

1.00 on the IiIm atone (wilhout metal-plates) 101' Cobult and Clinac-IH is very similar (i.e..

Cobalt-60 : Clinac-IS = 1 : 104). Yct. the incidenl photon Iluence required to obluin an

optical density of 1.00 l'rom Cobalt is - 2.3 times that required lilr the Clinac-I H. when

using thick. dense front plates (e.g. (Pb, 2.05: AI. 1.62)) detectors. This l11eans Ihut

dense, thick front plates absorb more Cobalt-60 photons than Clinac-I Hphotons. This

suggests that a metal-plate thicker than the range of the c1ectrons should not be used 1111' two

reasons: (1) the extra Ihickness will increase the number of scaltered photons while nol

increasing the number of c1ectrons Ihat exit the plate to the lilm; und (2) the udded
thickness. beyond Rmax • will altenuate the photon beam. reducing the inlonmltion gathered

l'rom the primary beam. Furthermore, if we compare the tluences l'rom deteetors

(none; Pb. 1.1 0) and (Pb. 1.31; Pb. 1.1 0) for the Clinac-IS. we Iind that the ralio of the

incident photon lluence to give 1.00 D on the li\m. is 4.5 : 1. This suggests that ulthough

Pb altenuates the beam, the intensification factor still generates more c1eetrons than the

photons that are altenuated. The same situation exists for the Cobalt-6Q source but to a

lesser extent: The ratio of the lluences of (none; Pb, 1.10) to (Pb. 1.31: Pb. 1.10) is 1.7: 1,

and in this case, Cobalt is reaching the limit where the front l'lute removes more photons

l'rom the primary beam than the electrons that arc generated.

Thick and dense back plates such as Cu or Pb give very poor results due to their

large backscalter component and can not be used. Low Ulomic number and low density

back plates such as AI are bes\. Cu front plates seem to give the overall best results

although Pb front plates gave encouraging results. If thinner Pb plates were studied

(i.e., 0.1 - 0.3 mm) the results for Pb might have been substantially belter. Unfortunatcly.

thicknesses of Pb studied are greater than the range of electrons for the energies uscd.

Detectors without front plates always give the worse DQEs. This is reasonable since a

front plate is needed to remove any scaltered clectrons that arc generated l'rom the patient.

and for intensification purposes. The best deteetor for the) 0 MY spectrum seems to have a

1.75 mm Cu front plate and a relatively thin AI back plate: 1.62 mm. For the Cobalt-60

source the best deteetor has a 0.95 mm Cu front plate and a O.SO mm Cu back plate. This

detector gives slightly better results than the (Cu. 0.95; Al, 1.62) detector.
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• AnPendix A

A.1

A.l.I

Microdensitorneter: Function and operation

Functionality

•

The Micro-ID microdcnsitomcter systcm uscd for acquiring the MTF and NPS data

can be divided into thrcc subsystems: (1) onc measuring the transmission or density

information; (2) anothcr for moving thc stagc in the X and/or Y dircctions or both; and, (3)

anothcr for yiclding thc prccise stage position infonnation.

(1) An area of the film is illuminatcd with an incandescentlight sourcc and optically

projccted onto a sample-sizc-defining aperture found on the underside of the film being

scanned. Only the light that passes through the aperture is colleeted; measured with a

photomultiplier (PM) tube and digitized by an analog to digital converter (AOC). (2) The

seanning is accomplished by the lateral translation of the stage, onto which the film is

fixed. relative to the optieal axis fonned by the source aperture and the seanning aperture.

Optical aberrations are reduced by keeping the source and sampling apertures fixed with

respect to one another as the stage moves. Low inertia direct eurrent (OC) servo motors

control the movement of the stage in the X and Y directions. (3) Digital signais arc sent out

to the Digital Coordinate Readout System (DCRS) whieh allow the Micro-ID system to

determine the location of the area being measured. Linear Optical directional Encoders

(LOEs) arc used to detennine the precise location of the stage. Perkin-Elmer guarantees

that the difference between the measured and known locations will not exceed +/- 5

microns. We calibrated our PDS micro-ID photodigitizer to within less than 1 micron

using a calibration test grid.

During scanning in automatic mode, a micro-processor controls ail of the funetions

of the Micro-ID by sending a series of signais to the DCRS. continually monitoring the X

and Y stage positions. initiating the AOC conversions. fonnatimg the signais. and storing

the data. The operator can define any origin in the plane of the film and the XN positions

are tallied according to this zero position.
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• A.1.2

A.1.2.1

Components und operlliionlll specificlllions

Optics

The density l11easurel11ents are acquired hy passing a heal11 of Iight Irol11 the lowel'

optical system, through the mm, and thenolltolhe upper optical syslem, which is aligned

synuuetrically by the user to the lower optical system.

Compound type microscopes (160 ml11 tube lengths) are uscd 1111' both Ihe inllux

and efllux optical systems. Each of the microscopes is providcd wilh one ohjective and

four turret-mounted eyepieces, of 5X, IOX. 15X, and 20X (nominal) magni Iications. The

standard objective used is a IOX 0.30 Numerical Aperture ( NA ) achromate. This set 01'
optics will provide overall nominall11agnilications ratios of 50X, 100 X. 150X, and 200X.

The resolution of the compound microscope is diflhlction-limitcd and is rclated to
the NA hy the formula 2· NA/À. With the wavclength of our source of 555 mu the

objectives have a resolution of 1080 Ip/nllu. The manulilcturer reeommends that the
smallest aperture used should be given by 3,1,/2· NA or 2.8 ilm (at the mm plane).

A.1.2.2 Source section

•

The source aperture which is imagcd onto the undcrside of the mm being digitized,

is illuminated by an incandescent lamp. Il is a 150 W tungsten-halogen quartz lamp

offering incoherent source illumination required for lincar photometric performance. The

lamp mament is imaged at the entrance pupil of the inllux eyepiece. providing uniform

Kahler illumination of the mm. A stabilized powcr supply (and the lamp's thcrmal inertia)

insurcs that measurable fluctuations arc not prescnt in the illumination of the film due to the

lamp source. The function of the source aperture is to restrict the iIIuminated area of the

mm ta a size that is anly slightly larger than thc size of the mm that is bcing sampled. This

minimizes the Ilare in the photadigitizer optical system and allaws operation of the

instrument over a wider photometrie range. Thermal equilibrium of the instrument is

reaehed within one hour of warm-up.

Flare (non-image-forming Iight), whieh comes l'rom the region outside of the

sampIed area but whieh is nevertheless deteeted by the photoscnsor, is the ultimate

performance Iimiting factor for the photometer. Non-linearly biased results arc obtaincd
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• l'rom Ihe addilion of pholons 10 Ihe !lux incidenl onlo Ihe pholosensor. The !lare of Ihe

PI>S Inicrodensilomeler is 'Iuoled as heing less Ihan one pereenl of the photometrie signal.

A.1.2.3 Scnsor scellon

A photOinulliplier lube (l'Mn eonverts Ihe lighl inlensily. Ihal is mmlulale by the

lilm. inlo a voltage signalwhieh is proportionallo the intensity oftlte lighl. This signal is

Ihen :unplilied by a logarithmie eonverter and the resulting voltage represenls the 1i1t11

densily. The transmission value T is tlte originallinellr value. taken directly l'rom the PM

luhe. The relmion between tlte Iransmission voilage signal and the lilm density value f) is

showu below

(A.I)

•

The pholosensor used in the PDS mierodensitOl11eter is a multi·st:lge. end·on PMT.

Ils pholocathode is li bialkali photocathode which is sensilive 10 wavelengths in Ihe range

-10011111 - 700 11111. The dark currenl of the PMT is no mure Ihan 0.2 nA at Ihl! gain (lllld

wilh no eoolingl.

ThirtY'lwo ditTerent size smnpling apertures are avaihlble (Appendix BI. along with

seven Neulral Density lilters. and three color·separating Iilters. The laller two auxiliary

cUlnponents wen: not used for our IiIm scanning.

Two eight position handknobs one for each microscope. letlcred A through Il. arc

used to select the source apertures desired on cach microscope. The setlings of the source

and sensor (samp1ing) apertures must coincide. Two four·position eyepiecc turrets lone

lilr each microscope). labc1ed 110 -1. arc used 10 change the overal! magniliealion ralios. Il

is recUl11I11ended that the turrets be rolmed for the upper and the lower microscopes so thal

Ihey have the same magnilication ratios. This will ensurc that Ihe source aperturc will over

iIluminale Ihe 5.1mpling apertun: by Ihe proper amount 10 discourage Oaring. Appendix B

eonlains the 32 possible sampling aperture dimensions Ihal arc offered by the Micro-I 0

PDS microdensilometer (i.e. li possible aperture handknob positions times 4 possible

eyepi~'Ce turret posilions for magnilications ofSOX. 100X. ISOX. and 200X).

A Source Aperture/Full Field Control knob is uscd to toggle bctwccn the source and

sJlllpling apertures to he able to focus bolh on Ihe saille emulsion. The knob is rotaled and

120



• posilioned Ihr cither vie\\'ing oflhe image oflhe source aperture (sour,'e apel'lure position)

or lilr vie\\'ing the enlire sereen (lilll lield position l. The lilllo\\'ing pl'lleedUl'e musl he used

\\'hen foeusing the microscopes: The operator must look :11 the lilillield of vieil' ami use the

foeus knoh of Ihe upper micl'llseope (loe:n,: , on the head of the machine) to lileus the

s:nnpling aperture onto the lilm. The upper micruscupe is eorreelly lileusell II'hen Ihe

grains of the emulsion:ll'e lileused inlhe lillilield 0"vieil'. Ifthere arc tll'O el11ulsions to

the lihn. the t:lsk heeomes more dillicn\t since hoth micruscopes must he lilcused 1lI1 the

smne emulsion. Nexl. to ensure that hoth micruscopes arc li1cusing on the same emulsion

Ihe full field iliumin:llor h:lI1dknoh is turned so that noll' Ihe vieil' screen sholl's the source

aperture lieldof vieil'. In this position. the operator must now filCUS the image of Ihe

source apenure of Ihe Jower micl'llscope onto the sampling aperture.

The alignment of the source and the s:unpling apenure is Ilicilit:lled with Ihe use 01'01

Idescope II'hich is filllndlln the headofthe micrllllensilomeicr. Aner the micl'llscopes arc

tilcused onto the s:une poinlofthe tilmlhey arc aligned with one anolher. Thumh-screws

arc found onlhe hase of the sampling microscope to 0111011' manual alignmenloflhe oplical

axis. Thc screll's arc lurned lomll\'e Ihe cross-h:lirs. Ihalmark the center of thc smnpling

microscope. into posilion over Ihe cenler Ill' the source aperlun:. Aller alignmcnl is

compleled the micl'llscop.:s arc refilCused since slighlunfilcusing occurs during oplical axis

alignmenl. Il must he noled Ihal oolh Ihe tdcscopc and the vie\\'ing screen musl he covered

during scanning 10 avoid incorrcct dcnsily (lmnsmission) re:lllings duc to amhient lighl

contaminaIion.

A.I.2.4 Film stage

•

The tilm is posilioned and supponed by a glass platen. The light fromlhe source is

propagaled upll'ards through Ihe platen. giving an emulsion-up scanning sel up of

photogmphic images. The filmlhat wc used \Vas ofdouble emulsion Iype. Sinee Ihe stage

can he progmmmed 10 movc quite quickly the film has 10 he filstened down on Ihe pl:llen or

helw.-cn IWO plalens. Usually Ihis cOIn bc donc adequatdy ll'ith masking lape.
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• A.1.2.5 Scanning

An X·y stage is used lU translate the film relative to the instrumenl optical axis.

This action of scanning the lillll by moving it pasl Ihe optical axis resulls in the generation

of an analog signal profile fllr each scan linc by the PMT. Digitizing is achieved by

salllpling the output signal l'rom the PMT at user-dclincd increments of the stage tr~vel.

Each sample is wken on the ny and is triggered by the stage position (duc to the LOEs) and

not by a clock. This means that variations in stage velocity will not affect the salllpling

accuracy. Since the PMT is a non·integnlling type of pholosensor. no pixel smearing is

seen. cven though the stage is moving while the sample is bcing taken. A sample·and·hold

lII11plilier sllll1ples the photometer output signal and holds it at a level until an AOC has had

time lU complete its timction. The AOC digitizes to 12·bit resolution (i.e. 40961evels of

amplitude). The least signilicant bit (LSB) of the AOC is 1.25 mY so that ail of the bits arc

set for an input of 5.12 Y (i.e.. 212 ·1.25 mY). It takes no more than 9 ms for the entire
conversion cycle.

There arc three types of scanning motions that can be used when scanning with the

Perkin·Elmer mierodensitometer. The three modes of scanning arc depieted below in

Fig. A.I.
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• First. the raster-type seanning consists of back-and-forth scmls in onc mds. scparated with

stepwise motion in the other. Il provides the fastest scan time of a given area of lilm

(fastest photodigitizing). sinee the sampling oceurs in blllh directions (positive and

negative). Allhough. since the data is acquired serially every other line is reversed when

stored. The second type ofscanning method is edge-mode scanning. Inthis l11ethllll. ail of

the Hnes ure scunning in the same dircction so thut the storcd duta is propel'Iy ordercd. but

the scun timc is doubled. The third method ofscanning combines Ihe litst semllling of the

raster-mode und the correct orderÎng of the dutuussociated with the edge-l11ode seanning.

This mode of scunning is known us l1ip-mode scunning. Flip-mode scanning ean not be
used whcn long scan Hnes. cxcccding thc buffer size arc involved. Wilh the pl'evious :wo

scan modcs. whcnthc nlllnber ofsmnplcs pel' lîne exeeeds the bullèr cupacity. a segmenled

scan automatically occurs. Inthis case thc scun will stop. und the bulrer will be dumped

onto thc storage mcdium. Artcr which. thc stage will back up und reeommcnce scanning

ulong thc samc scan Hnc. The stagc backs up to ullow time for the stuge touccc!erate tu thc

constunt scun spccd beforc reuding ugain.

Thc I1ip-mode seunning cun not be used with segmented scuns. unless. the scan

ureu whose length is larger than the butTer is seetioned oiT in sueh u manner whereby the

lengtb of eueh area section is shorter thun 3200 pixels (butTer size). The scanning of the

films used in the thesis was donc using the l1ip-mode scun method und the

microdensitometer was programmed to seun the area into sections. sillce eueh Hne would

exceeded 3200 points (6000 points). The data from the sections wcre then cOllcutcllated

using commerciul software.

A.1.2.6 Microproccssor

•

The operation of the PDS microdensitometer is controlled by the onbourd

microprocessor. The extemal control of the Micro-IO is possible through the optionul x­
10 interface. The storage buffer that is used during the digitization procl'ss is controlled by

the microprocessor and can store a maximum of 3200 pixels (hA kbytes). The stuge

vclocities arc controlled with S-bit precision. The microprocessor cun handle a maximum

of 50.000 samples pel' second.

123



• A.1.2.7 Scanning setup procedure

•

Scanning parnmeters such as pixel intervals (pixel size is delined by the optics

settings, see Appendix BI, scan lengths and scan speeds in each direction, and the scan­

mode are delined through Ihe SCANSALOT prugram supplied wilh the microdensilometer.

The steps used to prepare the microdensitometer and the lilln for the scanning are

lisled bclow:

1- The pluten is e1eaned with u glass cleaner and dried with lens cleuning tissues. The lilm
is lirmly fustened to the pluten. In our case, the lilln is placed between Iwo plalens. the top

pluten wus held immobile by fustening it to the stage with masking tape. After seanning the

lilm it is removed from between the platens, and the plutens arc wiped free of dust and

smeul'ed linger prints and the next series of lilms arc plaeed between the platens.

2 - The POWER. LAMP ON. and PMT VOLTAGE control buttons arc depressed in that

sequence to start the Micro-ID.

3 - The desired eyepieee magnification ratios arc seleeted. as weil as the sampling and

source aperture sizes. using the information in Appendix B.

4 - The upper and lower microscopes arc foeused on the lilm. The teleseope is used to

align the optieal axis. The microscopes arc re-foeused for eaeh new LSF and NPS samples

plueed between the platens. The 25 cm range of the stage in either direction allows six LSF

and four NPS lilms to be plaeed between the platens at any one time.

5 - The method used to ealibrated the photometer depends on the type of scan that is

desired: transmission or density. This calibration must be earried out every time that the

next series of lilms is plaeed between the platens. The PMT must be ealibrated \Vith the

following routine if DENSITY readings arc used. Note that for this case. the TRANS.­

DENS. switeh must be switehed to the DENS. position.

(a) The Micro-JO must be properly warmed-up. fully operational. and optieally

aligned (1-4 above). The PMT voltage shouId be tumed down to zero. and the N.D. and

color filter should be set on c1ear.
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•

(b) The stage is now Illoved so that the optieal axis lillis onto a li1III slrill thal

represents the base + fog exposure for the saille type of X-ray liltn (saille batch) as Ihatof

the li1III specilllens bctween the platens. l'hus. we are scanning net transl11illance. When

sennning net translllillallee care IllUSt be takell Ilot to scan on'of the lilllls since damage Illay

oeeur to the l'MT sinee its sigllal is zeroed to Ihe base + füg exposure value.

(e) The Calib. switeh is IlOW set to positioll 1 am\the l'Ml' voltage is inereased till
the digital panelmeter on the control panel reads 1.00. l'here is a lixed gain of 1.00 in the

LOG. Illode. The LOG. mode always gives 4096 gray levcl digitization.

(d) Set the CALIB. switeh to position N alld adjust the LOG. knob ulltilthe l11eler

rends 0.00.

(e) repeat steps e. and d till no further adjustl11ellts are needed.

6- Input the desired pafal11eters frolll the SCANSALOT progralll after the

mierodensitometer is put into autol11atie mode using the mal1lml/nutolllatie bullon.

7 - Initiate scanning l'rom the SCANSALOT progralll.
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•
.An.Pendix B

8.1 Microdensitometer scanning aperture sizes

Table B.l AC/lla/ scmlllillg aper/llre si=esjel/" tire Micro-JO PDS lIlic/"Ode/lSitollleter. ·Dia.· dellotes tlrat tire <"Ohllllll /ists
the diallleters ofcirclI/ar apertures alld 'Sq. ' {Iellotes thm the coitUIIII/i.>ts leugths of.<quare apertures.

•

ACTUAL SCANNING APERTURE SIZE (~lm)

Magnification Apertures
A (Dia.) B (Sq.) C (Sq.) D E F G H

1 50 X 20 20 50 10 x 200 10 x 400 30 x 400 50 x 200 50 x 400

2 100 X 10 10 25 5.0 x 100 5.0 x 200 15 x 200 25 x 100 25 x 200

3 150 X 6.67 6.67 16.7 3.3 x 66.7 3.3 x 133.3 10 x 133.3 16.7 x 66.7 16.7 x 133..

4 200 X 5.0 5.0 12.5 2.5 x 50 2.5 x 100 7.5 x 100 12.5 x 50 12.5 x 100

126



• BIBLIOGRAPHY
(ill pal'e/llheses 1!liel' each e/I/I)' (/l'e Ihe l'ages 011 \l'hil'h 1IIl' 1'<:1;"'''"l'e is l'':li'I'I',,d 10)

Al11cricun Associution ofPhysicists in Mcùicinc (AAPM). Tusk Group 2H. "Rudiothcrapy
Portul Imuging Quulity: AAPM Rcport 1124." AII/alcall/mlilllie 4l'hysil's. Ncll'
York. (1987). (2)

Andrco. P.. "Montc Curlo tcchniqucs in I11cdicul radiution physics." l'hys. M..d. /Jiol..
36(7). 861-920. (1991 ). (Cl9)

Antonuk. L.E.• Yorkston. J.. Boudry. J.. Longo. M.L.. Jil11cncz. J.• und Strcct. A..
"Dcvclopmcnt of hydrogcnutcd mllorphous silicon scnsors for high-cncrgy photon
radiothcrapy imuging." IEEE TI'III/s. NI/cl. Sd.• NS-37(2). 165-170. (1990). (4)

Allix. F.H.• l/IImdl/clioll 10 Radiologicall'hysies aI/(l Radialioll [)osi/lle//)'. Appcl1llix E.
John Wilcy & Sons. Inc.. (1986). (60)

Builey, N.A., Horn, R.A.. und KUl11p, T.D., "Fluoroscopic visuulizution of I11cguvoltugc
thcrapcutie x ray bcums," //11. J. Radial. Ollcol. Biol. Phys., 6, 935. (19HO). (4)

Burneu, G., Nuvon. E., Ginzburg. A., Politch, J.. Roehrig, 1-1., Dick, C.E.. Plucious.
R.C .• "Use of storage phosphor imuging plutcs in portul il11uging und high cncrgy
radiography: The intensifieution cITcet ofmct,lllie scrccns on thc scnsilivity." Md.
Phl's., 18(3), 432-438, (l99\). (60. H6)

Bluckmun, E.S., Pholo. Sd. Ellg.• 12, 244, (l96R). (55)

•

Blaekman, R. B.. and Tukey, J. W.• The II/easl/I'e/llelll I!( POII'er Speclm, Dover, New
York, (1958). (26,55.59)

Boyer, A.L., Antonuk, L., Fenstcr, A., Vun Hcrk. M.. Mcertcns, H., Munro. P..
Reinstcin, L.E., Wong, J., "A rcvicw of c1cctronie portul imuging deviees
(EPI Os)." Medical Physics, 19(1),1-16, (1992). (3)

Braeewell, R.N.. The FOI/I'iel' TI'allsfol'/II lll/d /IS Applicalioll.'. seL'lmd er/ilio//. McGnlw-
Hill Book Company, ehupters 1 to 6, (1978). ( Il,3R,40)

Brahme, A., "Dosimetrie precision requirement in radiution thcmpy," Acla. Radiol. O//col..
23,379-391, (1984). (2,3)

Brigham, E. O., The Fasi FOl/rier Trll/lsfOl'/II, EnglewoOlI Cliffs. N.J., Prcneline-Ilull,
Chapter 13, (1974). (26)

Byhardt. R.W.• Cox, J.O., Homburg, A., und Liermann, G., "Weekly loeulization films
and detection of field placement errors," /111. J. Radial. OIlCO/. Biol. l'hys., 4, RR 1­
887, (1978t (2)

Champeney. D.C., FOI/riel' Tallsfor/lls and Iheir Physical ApplicalirJIIs, Aeedemic Press,
chapters 1-5. (1973). (II)

127



•

•

Cleare, II. M., Splellslosser, II. R., Seeman, Il l'., '"An experimental study of the mollie
produeed by x·ray intensi fying scrccns,'" AIII • .1. Roelltgellol, R8, 16R-174,
(1')62). (31)

Cooley, J. W.. Lewis, P. A. W., and Welch, P. D., The Fast Fouriertl'llll.~fiJl'III algorithlll
I//Id its applicatioll,~, IBM, Yorktown Hcights, New York, Rcs. Papcr RC·1743,
(1%7). (II)

Cunningham, 1. A., and Fenstcr, A., '"A method for the modulation transfer function
delermination l'rom edge pro/iles with corrections for finite-element differentiation,'"
Medical Physics, 14(4), 533-537, (1987). (47)

Cunningham, 1. A.. and Reid, B.K., '"Signal and noise in modulation transfer
determinations using the sHt, wire, and edge techniques," Mediml PhysÎCs, 19(4),
1037-1044, (1992). (46,47, 4R, 58)

Curry, T.S.. Dowdey, J.E.. and Murrey, R.C.. Jr., Christellsell's Physics of Diagllostic
Radiology, .fimh editioll, Lea & Febigcr, 196·218, (1990). (9, 10, 23)

Dainty, J. C.. and Shaw, R., Image Sciellce, Academic Press, London, New York,
chapters 6 and 7, (1974). (11, 20, 22, 23, 26, 27, 31, 35, 100)

Das, !.J., Bushe, H.S., '"8ackscaller and transmission through a high Z interface as a
measure of electron beam energy," Medical Physics, 21 (2), 315-319, (1994). (77)

De Belder, M., and De Kerf, J., '"The determination of thc Wiener spectrum of
photographic emulsion layers with digital methods," Photo. Sci. Ellg.. 11(37),371
- 378, (1967). (29, 61, 65)

Doi, K.. '"Wiener spectrum analysis of quantum statistical fluctuations and othcr noise
sources in radiography," ln: Telel'isùm ill Diagllostic Radiology, Moseley, R. D.,
and Rust, J. H.. Eds., Aesculapius Publishing Co.. 313-333, (1969). (27)

Doi, K.. I-Iolje, G.. Loo, N.. Chan, H.. Sandrik, J.M .. Jcnnings, R.J .. and Wagner,
R.F.. '"MTF's and Wiener Spcctra of radiographic scrcen-film systems," HHS
Puhliclllioll, No. 82-8187 (FDA), (1982). (23, 29, 46, 48, 59, 61, 63)

Doi, K., Strubler, K., and Rossmann, K.. '"Truncation errors in calculating the MTF of
radiographic screen-/ilm systems l'rom the Hne spread function," Phys. Med. Biol..
17,241-250, (1972). (46)

Droege, R.T.. "A megavoltage MTF measurement technique for metal screen-film
detectors," MediCIII Physics, 6(4), 272-279, (1979).

(4,46, 48, 49, 55, 56, 58, 59, 60, 77)

Droege, R. T.. Bjiirngard, B. E., '"Metal screen-film detector MTF at megavoltage X-ray
energics," Medical Physics, 6(6), 515-518, (1979).

(4,46,48,49. 59, 60, 85. 86, 88, 95)

Dunscombe, P.B.• and Fox, K.• '"Precision of deterrnining compliance with perscribed
fields l'rom conventional portal films," British J. Radio/., 62, 935-939, (1980), (2)

Ehrhardl, J.C.. '"Reduction of aliasing in MTF measurements," Medical Physics 13(5),
(1986). (46)

128



•

•

Evuns, R.D.. The .-Ilolllic Nucieus, Chuplers 2 \, ullll 25, Krieger l'uhlishing Compuny,
(1955). (60)

Fcliget, p. B.. "Concerning pholographic gra in, signal-Io-noise raI iO,und in format ion," .1.
Opl. Soc. .-II//el'.. 43, 271, (1953). (\'l)

Ford, R.L.. und Nclson, W.R.. The EGS Coc/e S"slelll, Slanflll'd Linem Aeeeleraior
Centcr, Stunford, CA, Report No. 210. (1'l1'H). (6H)

Fricser, H.. "Noise Spectrum of devcloped photogruphic layers exposed to light, X-rays,
and eleetrons," Pholographic SciellC<' allc/ Ellgilleerillg, 3(4), 164-16'l, (1'l51).

( 1(0)

Gelinus, M., und Fletcher, G.H., "Incidence und causes of local l1,ilure of irrudialion in
squmnous ccII careinomu of the fuueiul arch, tonsillar tossu and hase of the tlll\gue,"
Rac/i%gy, 108(2),383-7, (1973). (2)

Gointein, M.. und Busse, J.. "Immobilizution error: some theoretieul eonsiderutions,"
Rac/i%gy, 117,407-412, (1975}. (2, 3)

Hummouduh, M.M .. Hensehke, U.K.. "Supervo!tuge bemn lihns," /111• .1. RaC/ialioll
Onc%gy Bio/. Phys.. 2(5 und 6), 571-577, (1977). (H6)

Huus, A.G., und Marks, lE.. "Detection and evulumion of loculizution eITors in patient
mdiution therapy," IIII'esl. Rac/io/., R(6), 3R4-39 \, ( 1973). (2, 3)

Huizengu, H., Levendug, P.C.. De POITe, p.M., und Visser, A.G.. "Aceuruey in radiation
licld ulignment in head und neck cancer: A prospective study," Rac/iolherapy al/l/
Onc%gy. JI, 181-\87, (1988). (2)

(CRU Report 37, Stopping Powersfor Electrons and Positrons, Chapter 12. (l'lH4). (60)

Jenkins, G. M., and Watts, D. G., Specll'a/ AnaZ".\·is anc/ ils appliC/llions, Iluiden-Day,
San Fmncisco. (1968). (25, 26)

Johns, H.E., and Cunninghum, J.R.. The Physics (!f' Rac/i%gy: lill/I'/h ec/ilion, Charles
C. Thomas (publisher), Illinois, USA, 197-200, (19R3). (KK)

Joncs, R.C.. "New methods of deseribing and meusuring the granulurity ufphotographic
rnuterials," J. Opl. Soc. Ailier.. 43,271, (1955). (2K, 34, 35)

Jones, R.C., "New rnethod of describing and measuring thc gmnularity of photographie
rnaterials," J. Dpi. Soc. Ailier., 45, 799, (1955). ( 19)

Kinzie, JJ., Hanks, G.E., Muclean, CJ., und Kramer, S.. "Patterns of cure study:
Hodgkin's disease relapse rates and adequaey of portaIs," COIu'el', 52, 2223-2226,
(1983). (2)

Klein, E.. "Theoretical considerations conccrning the rclationship between characteristic
curves ofelementary and thick layers," PIJO/ogr. Sei. Eng.• 4, 341. ( 1960). ( 100)

129



•

•

Klevenhagen, S.e., Lambert, G.D., and Arbabi, A.. "Baekseatler in electron beam therapy
fl)r energies betwecn 3 and 35 MeV," Pllys. Med. Biol., 27, 363-373, (19X2). (77)

Klevenhagen, S.e., Medical Physies Handbooks 13, Pllysics rl Elect/,(}II Beall/ Tllel'll[JY,
Adam Hilger Ltd. Bristol and Boston (publisher), London, England, 59-61,
(llJX5). (77. 7X)

Leong, J.. "Use 01' digital Iluoroscopy as an on-line verification devicc in radiation
therapy," Pllys. Med. Biol., 31, lJX5-992, ( 19R6). (4)

Marks, J.E.. Davis, M.K.. and Haus, A.G.. "Anatomic and geomctric precision in
radiotherapy," Radiologia Clillim et Biologim, 43( 1), 1-20, (1974). (2)

Marks, J.E., Haus, A.G.. Sutlon, G.H., and Gricm, M.L .. "Localization crror in thc
radiolhcrapy 01' Hodgkin's diseasc and malignant Iymphoma with cxtendcd mantlc
fields," Calice,., 34, X3-90, (1974). (2)

Marks, J.E.. Haus, A.G., Sutlon, G.I-I .. and Gricm, M.L., "The valuc 01' l'rcqucnt
trealmenl verification films in rcducing localization error in thc irradiation 01'
eomplex fields," Calice,., 37, 2755-2761, (1976). (2, 3)

Maruyama, y .. and Khan, l'.. "Blocking considerations in mantle therapy," Radiology,
101,167-173, (1971). (2)

Meertens, H., van Herk, M.. BUhold, 1., and Bartelink, 1-1., "First elinical experience with
a newly developed electronic portal imaging device," Ill!. J. Rad. Dllcol. Biol.
Phys.. IR, 1173·IIRI, (1990). (4)

Morgan, R.H .. Bates, L.M.. Gopala Rao, U.V., and Marinaro, A., "The l'requency
response characteristics of X-ruy films and screens," AII/. J. Roentgenol, 92, 426,
(1964). (46)

Morton, EJ.. Swindell, W., Lewis, D.G.. and Evans, P.M., "A linear scintillation-crystal
photodiode delcctor for radiotherapy imaging," Medical Pllysics, 18, 681-691,
(1991). (4)

Munro, P.. Rawlinson, J. A.. and Fcnstcr, A.. "Therapy Imaging: A signal-lo-noise
analysis of metal plate/film detectors," Medical Pllysics, 14(6), 975-984, (1987).

(4,46,47,48,49,59,60,63,77.95, 100)

Munro, P.. Rawlinson. J.A.. and Fenster, A.. "A digital fluoroscopic imaging device for
rudiolherapy locaization," Proc. SPIE 1090, 321-329, (1989). (4)

Munro, P., Rawlinson, J. A., and Fenster, A., "Therapy Imaging: A signal-to-:19ise
analysis of a fluoroscopy imaging system for radiation therapy localization:'
/lledicai Pllysics, 17(5), 763·772, (1990). (4, 46, 48, 49, 59, 85, 88, 95)

Nelson, W.R. (Ed.), Cali/pilier tecllniques ill radiation transport and dosimelly, New
York, New York, Plenum Press, (1980). (68)

Nelson, W.R.. Hirayama, H.. and Rogers, D.W.O.. Tlle EGS4 code system, SLAC
repon No. 265, Stanford Linear Accelerator center, Stanford, CA, (1985). (69)

\30



• Nishikawa. R.M .. and YaiTe. M.J .. "Signal-to-noise propel'lies ot' nlamnlllgraphie IiIm-
screen systems." Medicall'h.l'.I'i<'.I'.12( 1).32-39. (1 9S5), (61. 97. 1(0)

Nutting. P.G.. "On the absorption of Iight in helerogeneous media." l'hi!, Mag.. 26.423.
(1913). (20.33)

O·Neill. E.L../lltl'Oda<'tioll to Stati.l'timl Opti<'.I'. Addison-Wesley. Reading. MI\. page IS.
(1963). (24)

Papoulis. A.. Pl'Ohahilit.l'. RII/ulolll Val'iah/<,.I' a/lll S/O<'//(/.I'tic 1'1'0<'<'.1'.1'<,,\', Mc:Ciraw-llill.
New York. (1965). (32)

Papoulis. A.. S.I'.I't<'III.I' II/ul TI'lII/.~/iJl'lII.I' \l'ith Applicatioll.l' ill Opti<'.I'. MeGraw-llill SC:l'ic:s in
Systems Science. chaptcrs 2 and 3. (196X). ( Il )

Pcrkin Elmer Corporation: Applied Optics Division. The l'erkin-Elmel' PDS mÎcrod
rcfcrcnce manual. Gary Rogcrtson & Assoc. Ine.. (19S3). (71)

Pcrkin Elmer Corporation: Applied Optics Division. Technical manual: Installation.
Operation. and Mintenance Instructions for the Miero-IO mierllllc:nsitomclc:1'
system. Publication No. TM 169B250. (19X3). (71)

Rabinowitz. 1.. Broomberg. J.. Gointein. M.. McCarthy. K.. and Leong. J.. "Accuraey in
radiation ficld alignmcnt in clinical practicc." IlIt. .1. Radiat. Ollm/. mol. l'h.l'.I'.• II.
1957-1967. (19R5). (2)

Roberts R.A.• and Mullis. C.T.• Digital Sigllal PI'OC<'.I'.I'illg. Addison-Wesley publishing
company. Capters 4 and 6. (1975).

Rogers. D.W.O.. "Fluence to Dose Equivalent Conversion Factors alc:ulated wilh EGS3
for electrons l'rom 100 keV to 20 GcV and photons l'rom Il keV tu 20 GeV."
Heallh Physie.l'. 46(4). R91-914. (19R3).

Rose. A.. "A unified approach to the perfonmmce of photographie IiIm. tc\evision pick-up
tubes. and the human eye." .1. Soc. Motioll Picllll'<' Ellgr.l'.• 47. 273. (1946).

(31.33)

Rose. A.• Visioll-Hl/lIlilll alltl eleetronie. Plenum. New York. (1974). (9)

•

Rossman. K.• "Spatial fluctuations of x-ray quanta and the rc:cording of radiogrnphic
mottlc." AIII. .I. Roentgenol. 90. R63 - X69. (1963). (31)

Rossmann. K.. Lubberts. G.. and Cleare. H.M.. "Measuremcnt of the linc: spread function
of radiographic systems eontaining fluorcscent scrccns." .1. Opt. Soc. Am.• 54.
187-190. (1964). (47)

Rossmann. K.• and Sanderson. G.• "Valitity of the modulation transfer funetion of
radiographie screen-film systems measured by the slit method." Phy.l'. Med. Biol..
13.259. (1968). (46)

Sanderson. G.K.• "Erroneous pertubations of the modulation transfer function dcrived
l'rom the line spread funetion." Phys. Med. Biol. 13.661-663. (196X). (46)

131



•

•

Sandrik, J. M.. and Wagner, R. F., "Radiographie sereen-lilm noise power spectrum:
Variation wilh microdensitomcter slit length," Applied Oplic.l', 20( 1li), 2795·2798,
(19XI). (29, li3)

Sandrik, J.M .. and Wagner, F.R., "Absolule measure of physical image quality:
Mcasurement and application to radiographic magnilication," Med. Phy.l'.. 9(4),
540-549, (19X2). (55, li 1)

Schwari, R. J., and Friedland, B., Lillear Syslem.l'. McGraw-l-li1l Book Company, New
York, New York, chapter 9, (1%5). (21)

Selwyn, E. W.I-I., "A theory of grainincss," Pha/Ographic .1., 75, 571, (1935).
(20, 34, 100)

Shalev, S.. Lee, T., Leszczynski, K.. Cosby, S., and Chu, T.. "Video techniqucs for on-
line porlal imaging," Comp. Med. Img. Graph., 13, 217-226, ( 1(89). (4)

Shaw, R.. "Image evaluation as an aid to photographie cmulsion dcsign," Phologr. Sd.
ElIg., 16,395, (1972). (34)

Shaw, R., "The equivalent quantum eflieicncy of the photographie process," The .Iolll'l/al
I!!'P/IO/Ographic Sdellce', Il, 199-204, (1963). (34, 38)

Shaw, R.. "Evaluating thc eflicieney of imaging processes," Repol'/ 011 Ihe Progre.l's (d'
Physics, 41, 1103-1155, ( 1'178). (35)

Siedentopf. 1,1., "Concerning granularity, density nuctuations and the cnlargement of
photographie negatives," Physik Zeil.. 38,454, (1937). (100)

Suit, 1-1.0.. in Pl'Oceedillgs o/Ihe coll/erellce 011 lime alld dose relaliollships ill radia/ioll
hiology as applied 10 radiolherapy. Brookhaven National Laboratories Publication
#50203. (1970). (2)

Svensson, G.K., "Quality Assurance in radiation therapy: Physics efforts," 1111. 1.
Radialioll Ollcol. Biol. Phys. Slip. l, 10. 23-29, (1984). (2)

Swindell, W.. Morton, E.J .. Evans, P.M., and Lewis, D.G.. "The design of megavoltage
projection imaging systems: Some theoretical aspects," Medical Physics, 18(5),
X55-866. (1991). (55)

Taborsky, S.e.. Lam, W.C., Sterner, R.E., and Skarda, G.M .• "Digital imaging for
radiation therapy verification," Dpi. Ellg., 21,888-893, (1982). (4)

Trabka, E. A.. "Wiener spectrum scans obtained l'rom an isotropie two - dimensional
random field,".I. Dpi. Soc. Amer., 55, 203, (1965). (29)

Van Herk. M.• and Mccrtens, H.. "A matrix ionization chamber imaging deviee for on-line
patient setup verification during radiotherapy," Radiolher. Ollcol.• Il.369-378.
(1988). (4)

Van Herk. M.. "Physieal aspects of a Iiquid filled ionization ehamber with pulsed
polarizing voltage," Medical Physics, 18. 692·702. (1991 ). (4)

132



•

•

Vcrhcy. L.V.• Gointcin. M.. McNully. l'.. Munzcnridcr. ,I.E.. and Suit. II.D.. "Prccisc
positioning of paticnts for radiation thcrapy." 111/. J. Radial. 01/,,01. IJiol. l'h.l'''''·'''
R. 2R9-294. (19H2). (2.3)

Villafill1a. l'.. "Modulation translcr function of a Iinitc scanning micrllllcnsitulllctcr slil."
Medical Ph""i"". 2(5). 251-254. (1975). (41. 5(,)

Villallum. l'.. "Eilcet ofmierodcnsitomctcr scan slitmisalil.\nmCIll in MTF dclcrlllinatiulls."
Mec/iml Phy"i"s. 2(5). 255 - 25H. ( 1975). ~ (56. 1>0)

Visscr. A.G.. Huizcnga. H.• Althot: V.G.M .. and Swancnburg. B.N .. "Pcrful'Il1anec of a
prototypc tluoroseopie radiotherapy illlaging systcm." 11/1. J. Radial. Ol/ml. /liol.
Phys.. 1R. 43-50. (1990). (4)

Wagncr. R. F.. and Wcavcr. K. E.• "Noisc mcasuremcnt on rarc·c:trth intcnsilying serccn
systems." ln : Medical X-/'{/y Pholo-Dpliml Syslelll" E\'(/hlClliol/. l'/'(J''. SI'IE. 56.
19R·207. Palos Vcrdcs Estatcs. Ca. ( 1975). and HEW Publicatiun (l'DA) 76-X020.
(1975). (29.61.66.100)

Wagncr. R. F.• "Fast Fourier Digital Quantum Moltlc Analysis with Application tu Rarc
Eal1h lnt~nsifying Sereen Systems:' Med Phys.• 4(2). 157·162. (1977). (61. (4)

Wagner. R. F. and Sandrik. J.M.• "An introduction to digital noisc analysis." in: The
physics l!f' lIIedical illlagil/g: Recordil/g Syslelll Measl/relllelll" al/ll Tee/IIIÎlI//{·s.
A.G.. Haus. Ed.. Amcriean Institute of Physies. Ncw York. Ncw York. 524-545.
(1979). (27. (d. 1(0)

Wall. F. J. B.• and Steel. B. G.• "Implications of thc mClhod choscn 101' thc mcasurcmcnt
of the statistieal properties of photographie imagcs:' J. Phologr. Sd.. 12. 34.
(1964). (100)

Webb. S. (cditor). The Physics of Medical IlIIagillg: Mcdical Scicncc Scrics. 101'
publishing Ltd.. PA. USA. (l9RR). (10.23. 1(0)

Webb. S.• The Physics or Three-Dilllellsiol/ai Radialiol/ Therapy: COI//ill'lllal
Radiollw/'{/py. Radiosllrgery. al/d Treallllel/I Plal/I/il/g. Medical Sciencc Series. 10l'
publishing. London. 265. (1993). (77)

Wiener. N.• "Generalized harmonie analysis:' Acla Malh. 55.117, (1930). (19)

Wong. J. W.. Binns, W.R.• Cheng. A.y .. GeaI'. L.Y., Epstcin, J. W., Klarmann, J., and
Prudy, J.A., "On-line radiotherapy imaging with an array of tiber·optic imagc
reducers," 1111. J. Rad. DI/col. Bio. Phl·S., IR, 1477-14R4, (1990). (4)

Wowk, B., Radcliffe, l'., Leszczynski, K.W., Shalev, S.. and Rajapakshe, R.,
"Optimization of metal/phosphor screens for on-line portal imaging," Medical
Physics, 21(2), 227-235, (1994). (4,86)

Zankowski, C.E., Monte Carlo analysis oflhe 10 MVx-ray healllfrolll a Clil/ac-IX /inear
accelera/or, M.Se.thesis, 114 pages, (1994). (69)

Zwieg, H. J., "Autocorrelation and granularity. Part I. l'heory," J. 01'1. Soc. AIIl.. 46,
805-811,(1956). (19)

133




