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Abstract 

In this thesis, we study two topics concerning the analytic properties of automorphic 

£-functions. First, we study mean values of twisted L-functions of unitary automor

phic cuspidal forms of GLr over the rational number field and then, the Langlands' 

reciprocity law for finite Galois extensions of algebraic number fields. We prove an 

asymptotic formula, and a bound of the mean value of L-functions twisted by some 

sort of quadratic characters at critical points and at 1/2 respectively. As a corollary 

of the asymptotic formula, we prove a nonvanishing result for GL2 • We also establish 

the Langlands' reciprocity law for certain Frobenius extensions of algebraic number 

fields. 

Resume 

Dans cette these, nous etudions deux sujets concernant les proprietes analytiques 

des L-fonctions automorphiques. D'abord, nous etudions des valeurs moyennes des 

L-fonctions tordues de formes cuspitales automorphiques unitaires de GLr sur le 

corps rationnel de nombre et ensuite la loi de reciprocite de Langlands pour les ex

tensions finies de Galois des corps algebriques de nombre. Nous demontrons une 

formule asymptotique et une limite de la valeur moyenne des L-fonctions tordues 

par uncertain genre de caracteres quadratiques aux points critiques et a 1/2 respec

tivement. Comme un corollaire de la demonstrons un resultat non-trivial pour GL2 • 

Nous etablissons aussi la loi de reciprocite de Langlands pour certaines extensions de 

Frobenius des corps algebriques de nombre. 
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0 
0 Introduction 

We study the values of the automorphic cuspidal L-functions of GLr twisted by 

characters at critical points and the Langlands' reciprocity law between Galois rep

resentations and automorphic representations. 

The first one was motivated by the so-called non-vanishing problem. Let F be an 

algebraic number field, FA be the ring of adeles ofF. Given an irreducible automorphic 

cuspidal representation of GLr(FA), is there a character X of finite order of the idele 

class group of F such that 

L(l/2, 7r X X) :/: 0 ? 

It is well known that such a nonvanishing problem is closely related to some lifting 

problems. For example, Waldspurger found that for a given irreducible unitary au

tomorphic cuspidal representation 1r of PGL2 (FA), the corresponding representation 

under the Howe correspondence is an automorphic representation of SL2(FA) if and 

only if, there is a quadratic character x such that L(l/2, 1r x x) :/: 0 with another 

hypothesis. For this see [Pia]. In some situations, the non-vanishing result of the L

function twisted by a Hecke character, not necessarily quadratic, already is enough, 

in, for instance, the recent work of Ginzburg and Ash [G-A]. 

D. Rohrlich [Roh l] prQred the the following nonvanishing theorem on GL2• Let 1r 

be an irreducible automorphic cuspidal representation of GL2 over any number field 

F, and s0 be a complex number. Then there are infinitely many ray class characters 

x of F ( of finite order), such that L(so, 1r x x) :/: 0. It is natural to ask the two 

questions. One is, can we replace characters of finite order in Rohrlich's theorem by 

quadratic characters ? The other one is, can we generalize this theorem from G L2 to 

GLr? 

In the preprint paper~ [B-R] of Barthel and Ramakrishnan, it was proved that for a 
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0 
given irreducible unitary automorphic cuspidal representation 1r of GLr over F, r ~ 2, 

then for any complex number s0 with Re s0 (/. ( 2nl_2 , 1 - 2nl_2 ), there are infinitely 

many ray class characters x ofF such that L(s0 , 1r x x) =f. 0. After the behavior of the 

root number and conductor under a twisting by a character is established, the proof 

is almost a direct generalization of that of Rohrlich's. Now how is the nonvanishing 

problem of L-functions twisted by quadratic characters ? At the point 1/2, the center 

of the critical strip of L-functions, it was known that the non-vanishing result does 

not always hold. In fact, Rohrlich gave some such examples in [Rob 2]. One of 

them uses Maass forms f of PGL2 for the full modular group SL2(Z) satisfying 

f( -z) = - f(z). In this case the L-function twisted by any quadratic character does 

vanish at 1/2. The proof for this fact is based on a criteiria due to Waldspurger .. 
which says that for an irreducible automorphic cuspidal representation of PG L2 over 

F, there is a quadratic character x such that L(1/2, 1r x x) =J 0 if and only if the 

following holds: if 1r v is a principal series representation for every place v of F, then 

t(1/2, 1r) = 1. However, In [K.Mur], the nonvanishing result of holomorphic modular 

form twisted by quadratic charcaters was proved. And D. Bump, S. Friedberg and 

J. Hoffstein [D-F-H] proved a version of a non-vanishing theorem of quadratic twist. 

Let f be a Maass form of PG L2 over the imaginary quadratic field F = Q( i) such 

that f('yz) = f(z) or f('yz) = u('Y)f(z), for any 'YE PGL2(0), where 0 is the ring of 

integers of F and u is the trivial character which is trivial on the principal congruence 

subgroup modulo 1 + i. They proved that for such an f and a complex number s0 

with Re s0 ~ 1/2, there exist infinitely many quadratic characters X of the idele class 

group ofF such that L(so,!7r x x) =J 0. And, recently Hoffstein and Friedberg [F-H] 

found some sufficient conditions for the nonvanishing theorem of quadratic twist of 

the G L2 over any number field. Roughly speaking, they proved that if 1r satisfies one 

of the following conditions: 

2 



1)7r~ir, 

2) 1r ~ ir and there is a quadratic character Xo such that t(1/2, 1r x xo) = 1, 

then there are infinitely many quadratic characters x such that L(1/2, 1r x x) =/: 0. 

For general GLr, even over the rational number field, we still do not know if there 

is some similar condition on 1r which can ensure the non-vanishing of a quadratic 

twist. 

In this thesis we consider only these critical points with their real parts bigger 

than 1/2, because of the existence of vanishing examples of quadratic twists at 1/2. 

Our idea is to get an asymptotic formula of the mean value of twisted L-functions by 

some sort of quadratic characters at point w, Re w > 1/r. This is our Theorem 2.3. 

Let L,(s, 1r) denote the L-function defined originally by the Euler product of the local 

L-factors over only finite places. 

Theorem 2.3 Let 1r be an irreducible unitary automorphic cuspidal representation 

of GLr(QA), with the trivial central character and the conductor A. Assume that 

~ am2(1r) b I L....i converges a solute y in Res > 1 
m=l m• 

~ am2(ir) 
L....i converges absolutely in Res > 1. 
m=l ~· 

Then 

i} if we assume GRH for every Dirichlet character, then for every w with max(1/2, 1-

:) < Re w < 1 we have 

L L,(w,1r x XD) = CY + o(Y); 
O<D<Y 
D~ t(iA) 
D square free 

ii} for r ~ 2, then for 9(r) < Re w < 1 the asymptotic formula in i} is also true 

without GRH, where 9(1) = 1/2, 9(2) = 11/16, where 

1 1 
C= <P(4A)((2) L am1m~(7r)(mtm~tw II(l+p-1

)-
1

. 
m1,m2 plm2 
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If the asymptotic constant in the theorem is not zero, then for the complex number 

w in the theorem, there are infinitely many quadratic characters such that the twisted 

1-functions are non-vanishing at w. But, unfortunately, we have not yet proved the 

nonvanishing of the asymptotic constant for r > 2. For r=2, it is not zero. Indeed, 

there is a simple connection between this constant and the symmetric square of 1r. 

Gelbart -Jacquet's lifting theorem says that for an irreducible automorphic cuspidal 

representation 1r of GL2 , the symmetric square 1-function of 1r is the 1-function of 

an automorphic representation of GL3 • Then by the non-vanishing of automorphic 

1-functions for Res ;::: 1, the asymptotic constant in the theorem is nonzero for r=2. 

Therefore we can prove a nonvanishing result for r=2, i.e, the following corollary. 

Corollary 2.3 Let 1r be an irreducible unitary automorphic cuspidal represention of 

GL2(QA) with the trivial central charader. Assume GRH for £-functions associated 

to Dirichlet characters. Then for every w with 1/2 < Re w < 1, there are infinitely 

many quadratic characters XD such that L(s, r x XD) does not vanish at w. 

We should point out that this nonvanishing result for G L2 is contained in the result 

of [F-H] already. But our proof is different from [F-H]'s and we give the asymptotic 

formula here. 

The main idea in the proof of Theorem 2.3 is from the paper of [M-M]. That is 

for given w, 1/2 < w < 1 we consider the integral 

where L,(s, 1r x XD) is the finite part of L(s, r x XD), X is our parameter evaluated 

with respect toY at the end of the proof to ensure the error term smaller with respect 

to the main term. Then we apply the functional equation satisfied by L( s, 1r x XD) 

and move the line of the integral to the left of the origin and pick up the residue at 
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the origin. After summing D up to Y we get 

where 

L LJ(w, 7r X xv) =sum part+ integral part, 
O<D<Y 
D-: t(iA) 
D square free 

oo a (7r) 
sum part = L m exp( -m/ x) 

1 mw 
L xv(m). 

O<D<Y 
DE l(iA) 
D square free 

The main term in the theorem comes from those m in the sum pa.rt which essentially 

are square. In our estimation on the error terms, two things play the crucial roles. 

One is Burgess' estimation on the mean value of a character. This estimation says 

that for a nontrivial Diricl}.let character x mod M and any f > 0 we have 

L x( n) I <f nt/2 M3/16+f. 
X$n$X+H 

The other one is the Ramanujan conjecture on average for an irreducible unitary 

automorphic cuspidal representation of G Lr which is known by a standard argument 

of applying the analytic property of Rankin-Selberg convolution of two cuspidal rep

resentations of GLr and Landau's theorem in analytic number theory, see [B-R]. 

In this theorem we work on those automorphic cuspidal representations with 

their central characters trivial. This restriction is to control the root numbers under 

the twists which are determined in [B-R]. Among Rohrlich's vanishing examples of 

quadratic twist, all of them have trivial central characters. Up to now we do not 

know whether there is a vanishing example of quadratic twists at 1/2, which has a 

nontrivial central charcter. [F-H]'s results tell us that for GL2 the central character of 

1r is trivial or quadratic or not, almost determines the possibility of the nonvanishing 

of quadratic twist. Maybe our restriction on trivial central character puts us in a 

much more difficult situation for the non-vanishing of quadratic twist at 1/2 even at 

other critical points, while we can control the twisted root numbers. 
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At the point 1/2, we prove a bound for the mean value of quadratic twists of 

L-functions. 

Theorem 2.4 Let 1r be an irreducible unitary automorphic cuspidal representation 

of GLr(QA) with the trivial central character and conductor A. Assume the same 

condition in Theorem 2.3. Then 

Y~(logY)2 ifr > 1 

E ~ £1(1/2, 1r x xn) ~ 
O<D<Y 
n"E t(iA) . y3/2Jog y 
D equare tree ifr=1 

This theorem gives an improvement of the corrollary to Theorem 1 of Goldfeld and 

Viola in [G-V]. The main difference from the proof of Theorem 2.3 is that instead of 

evaluating X at the end of the proof, we let X= ADr before we take the summation 

up toY, where A is the conductor of ?r. 

The reason we only work on the rational number field is that for arbitray num

ber field some basic estimations such as Polya-Vinogradov inequality, and Burgess' 

estimation used in our proofs are not yet known to us. 

Now let us turn to our second topic, the reciprocity law. We fix a finite Galois 

extension E/F of number fields. As one particular example of the vast reciprocity 

conjecture made by Langlands, the reciprocity law says that for every irreducible 

complex representation p of degree n of Gal(E/ F) there corresponds a unitary auto

morphic cuspidal representation 1r(p) of GLn(FA) such that 

L(s, p, E/ F)= L1(s, 1r(p)), 

where the L-function on the left side is the Artin L-function attached to p. It is 

known that an irreducible unitary automorphic cuspidal L-function of GLn is an 

entire function except for the case of n=l and the trivial representation. Therefore, 
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the reciprocity law implies the Artin conjecture which says that the Artin L-function 

of a non trivial irreducible complex representation of Gal( E I F) is an entire function. 

For n=l, the reciprocity law is exactly the statement of abelian class field theory. 

This is why Artin proved his one dimensional reciprocity law. If p is induced from a 

one dimensional representation, ( in this case we call p monomial. ), then the Artin 

conjecture is true for p. In general we only know that the Artin L-functions at 

least are meromorphic functions by Brauer's theorem. This theorem expresses every 

irreducible complex representation of a. finite group G as a. Z-linea.r combination of 

induced representations from one dimensional representations of subgroups of G. If p 

is two dimensional and if the image of p( Gal(E I F)) in PGL,( C) is solvable, then the 

reciprocity law is true for p by the work of Langlands and Tunnell, see [Lan], [Tun]. 

In Langlands' proof there are two important ingredients. The one is the existence of 

base change map on GL2 proved in [Lan]. The other one is the lifting result from GL2 

to GL3 due to Gelbart and Jacquet in [Gel-Ja.c]. In Tunnell's proof, the existence 

of the base change ma.p on G L2 was used, and the base change result on any cubic 

extension also played an important role. After Langlands and Tunnell's work, Arthur 

and Clozel obtained the base change ma.p and a.utomorphic induction map on cyclic 

extentions for GLr in [A-C]. By this and the analytic property of the Ra.nkin-Selberg 

convolution of two automorphic cuspidal representations of GLr, they were able to 

prove that the reciprocity law is true for nilpotent extensions. Since every irreducible 

representation p of a nilpotent group is monomia.l, the Artin conjecture is true for p. 

Though this does not say any thing new on Artin's conjecture, it is really new since 

we have not known how to prove the reciprocity law for monomial representations in 

general ( if we know, we would be able to prove the reciprocity la.w in general). 

In this thesis we prove a new reciprocity law on some Frobenius extensions, basing 

on the results obtained by Langlands, Tunnell, and Arthur and Clozel. For the 
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definition of a Frobenius group, see section 3. Our result is 

Theorem 3.1 Let G=Gal(E/F) be a finite Frobenius group, K be its Frobenius 

kernel, H be its Frobenius complement. Let F(H} be the maximal normal nilpotent 

subgroup of H. If H/F(H) is nilpotent then G is automorphic over F. 

That is, the reciprocity law holds forE/F. 

Let us mention Proposition 3.6 which is used in the proof of Theorem 3.1. It is 
• 

actually a combination of the results of Langlands, Tunnell, Arthur and Clozel. Up 

to now, as we know, almost all examples for which the reciprocity law holds are not 

essentially beyond it. 

Throughout this thesis we use the language of representation theory on adele 

groups. In section 1 we introduce some definitions of automorphic representations 

and their L-functions and Rankin-Selberg convolutions. Meanwhile we record some 

properties of L-functions and give some explicit formulas of the L-functions, including 

local, global and twisted L-functions which will be used in section 2. In section 2, 

Using the explicit formula due to Weil and Mestre, we first prove the two theorems 

which are on some boun~ of the orders of zeros of twisted L-functions at 1/2, under 

the General Riemann Hypothesis and Ramanujan Conjecture on automorphic L

functions. Then after several lemmas, we prove Theorem 2.3 and Theorem 2.4. In 

section 3 we prove Theorem 3.1. 
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1 L-Functions of Automorphic Representation of 

GLr 

Let F be a global number field or a local field. If F is a global number field and v is 

a place ofF, let Fv be the completion ofF corresponding to v. Let R, C denote the 

field of real numbers and the field of complex numbers respectively, unless we give 

some specified description. 

Denote by G Lr or Gr the reductive group of the r by r invertible matrices defined 

over F, GLr(F) the F rational points of GLr. 

Let P(rt, r2 , ••• , rn) be the standard parabolic subgroup of Gr of type {rt, ... , rn) 

i.e. on its diagonal line are the matrices in Gri and its left lower part is zeros. We 

denote the unipotent radical of such a parabolic subgroup by N(rt, r2, ... , rn) which is 

in P(r1, · · ·, rn) and has lr0 i = 1, .. , non its diagonal. Let M(r1, ... , rn) be reductive 

part of P(rt, ... , rn) which has Grn i = 1, ... ,non its diagonal, its other entries are 0. 

If all ri's are 1, we just write Pr, Nr and Mr for the corresponding parabolic subgroup, 

its unipotent radical, and its reductive part respectively. For every P(rt, ... , rn) we 

have the decomposition: 

When F is a global number field, the ring FA of adeles ofF is the restricted product 

of {Fv}v with respect to {Ov}v, where Ov is the integers of Fv. Then Gr(FA) = 
flvGr(Fv) is the restricted product of groups Gr(Fv) with respect to {Gr(Ov)}v. The 

group Gr(FA) has its topology inherited from the product topology of the local groups 

whose topologies come from the local absolute valuations. For this topology Gr(FA) 

is a locally compact group. Let Kv = Gr(Ov) if v is a finite place, Kv = O(r, R) if 

vis real, Kv = U(r, C) if v is complex. And we define K = Tiv K11 • It is well known 
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that every Ku defined above is a maximal compact subgroup of Gr(Fu), and K is a 

maximal compact subgroup of the Gr(FA)· 

To give a definition of L-functions of automorphic representations of GLr, we shall 

adopt the Zeta -Integral approach called the Tate method which was generalized from 

GL1 to GL2 in [J-L] ,to GLr in [G-J]. Such an approach can give us an explicit form 

of the L-functions at ramified local places. 

1.1 Nonarchimedean Local L-Functions and €- Factors 

Let F be a local nonarchimedean field, q be the cardinality of the residue class field 

ofF, 1.1 the corresponding absolute value. 

A smooth representation ( 1r, V), where V is the complex vector space on which 

1r acts, is a representation of Gr( F) satisfying the condition that for every v in V 

the stabilizer of v in Gr(F) is an open subgroup. A smooth representation {1f, V) is 

called admissible, if for. every open subgroup G of Gr( 0) the subspace fixed by G is 

of finite dimension. 

We call an irreducible admissible representation ( 1f, V) unitary, if there is a non

degenerate positive definite Hermitian form on V which is invariant under the action 

of Gr(F). It is obvious that a character is unitary if and only if it has the absolute 

value 1. If the restriction of 1r on K = Gr( 0) contains the trivial representation of 

K, we say that 1r is unramified. 

Let (1r, V) be an admissible representation of Gr(F). Then there is an admissible 

representation ( i, V) characterized by the property that there is a nondegenerate 

bilinear form on V x V .such that 

{1r(g )v, u} = {v, i(g-1 )u) 

10 



for all g E G,.(F), v E V, v E V. We call this representation i the contragredient 

representation of 1r. 

Remarks. 1) 1r is irreducible or unitary or unramified if and only if i is respectively, 

and i = 1r. 2) For an irreducible admissible representation 1r, the restriction of the 1r 

on Z is a scalar, if Z is the center of G,.(F). We call the character of px arising by 

this scalar the central character of 1r, and denote it by W1r. 

Let H be a closed subgroup of G,.(F), (p, W) be a representation of H, we can 

define the induced representation from p in the usual sense. Let V be the space of all 

functions from Gr(F) toW satisfying the conditions: 

1) f(hg) = p(h)J(g) for all hE H,g E G,., 

2) there is an open compact subgroup G of G,. such that 

J(gg') = f(g) for all g E G,., g' E G. 

Then we let G,.(F) act on V by right translations. We denote this representation by 

I .G,.(F) 
naH(F) p. 

For a standard parabolic subgroup P(rt, ... , rn) of G,., if Ui is a representation of 

G,.,(F) i=1, ... ,n, then the TI?=t Ui is a representation of M(r17 ••• , rn)(F). We extend 

it to a representation u of the P(r1, ••• , rn)(F) by letting it trivial on N(r17 ••• , rn), 

then induce u ® h;f2 to G,.(F), where hp is the modulu function of P. We denote such 

an induced representation 1r by 

1r = I( G,., P; Ut, ••• , Un)· 

It is known that 

1) if every Ui is admissible, then 1r is admissible; 

2) i = I(G,., P; ut, ••• , lrn)· 
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An irreducible admissible representation ( 1r, V) of Gr (F) is called absolutely cus

pidal, if for any maximal parabolic subgroup P of Gr and N the unipotent radical of 

P, then the integral 

for every v in V. 

' I f 1r(n)vdn = 0 
}N(F) 

We call a function f on Gr(F) a coefficient of r, if f is a linear combination of 

(7r(g)v, v), 

for some v E V, v E V. The function j(g) = f(g- 1
) is a coefficient of i. 

We call an admissible representation 1r square integrable, if 1r admits a unitary 

central character and all its coefficients are square integrable through the center of 

Gr(F). If 1r = 1r0 ® 1·1' with 7ro square integrable and t real, we say 1r is essen

tially square integrable. Bemstein's result says that if given the data: r=nj and 

P(j, ... ,j),uo absolutely cuspidal representation of Gi(F), then the representation 

where CTi = CTo ® 1.1i-1
, has a unique essentially square integrable component. Con-· 

versely every essentially square integrable representation comes in this way. 

If we have P = P(rh ... , rn) and 1r = I(Gn P; CTJ, ... , CTn) with every CT; square 

integrable, we call1r tempered. If 1r = 1r0 ® 1·1', r 0 tempered and t real, we say 1r is 

essentially tempered. 

Given P(rh ... , rn), CTi = u;,o ® 1·1';, with CT;,o tempered, t; real for i=l, ... ,n, then 

has a largest subrepresentation I', and we denote the irreducible representation 1r = 

1/l'by 
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Now we can state the main results on irreducible admissible representations by the 

following proposition which is the extension of Langlands' theorem for archimedean 

case to the nonarchimedean case. 

Proposition 1.1 {Silberger and Wallach) Let 1r be an irreducible admissible repre

sentation of Gr(F). Then 

for some P and Ui1 i=1, ... ,n. 

With the preparation above we can start to define the local L- functions and 

€-factors. 

Define the Zeta function of 1r by 

Z(s, t,j) = f t(g)ldet gl• f(g)dx g, 
JGr(F) 

where the t is a Schwartz-Bruhat function on Mrxr(F), the r by r matrices which 

have their entries in F, f is a coefficient of 1r and the dxg is a Haar measure of Gr(F). 

It was proved in [G-J] that 

i) the Z(s, t, f) converges absolutely in some right half plane; 

ii) the integrals are rati~nal functions of q-•, such that they admit a common denom

inator which does not depend on f and t. 
iii) for any nontrivial additive character t/J of F, there is a rational function -y( s, 1r, t/J) 

of s such that for all f and t the functional equation holds: 

Z(l - s + (r- 1)/2, i, j) = -y(s, 1r, t/J)Z(s, t, f), 

where 

i(x) = j t(y)t/J[tr(yx)]dy, 
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c 

the dy is the self dual measure on Mrxr(F). 

Let /(1r) be the subv~ctor space of C(q-•) spanned by all integrals Z(s + (r-

1)/2,~,!). Then since Xnl(1r) = /(1r) for any integer n, /(1r) actually is a frac

tional ideal of C[X, X.:..1], where X = q-•. Since C[X, x-1] is PID (note: C[X] is 

Euclidean, and C[X,X-1] is the localization of C[X] by X.) and l(1r) contains the 

constants, I( 1r) is generated by one such an element P(X)-1 , P(X) E C[X] which 

can be normalized to P(O) = 1. Then we define 

Actually we can chose suitable J, t, 1/J such that L(s, 1r) is the corresponding zeta 

function. Therefore we can think of our local 1-factor as the GCD of all zeta integrals 

of the 1r. Furthermore, we define the f- factor by 

f(s, ?r, 1/J) = "Y(s, 1r, 1/J)L(s, 1r)/ L(1- s, i). 

Remarks. 1) If 1r is an absolutely cuspidal representation, then L( s, 1r) = 1 unless 

r = 1, and 1r = l·lt, t is a complex number. In the later case L(s, 1r) = (1- q-(t+•)t1• 

See [G-J] for this. By this, together with the following proposition, we can compute 

the 1-function and t:-fa.'ctor precisely. 

2) If r=1, G1 has no maximal parabolic subgroup. So all characters of px are abS<r 

lutely cuspidal representations of px. Furthermore a character x of px is unramified 

if and only if X= I· I", u E C. So 

{ 
(1- q-u-•)-l if X= 1·1" 

L(s,x) = 
1 otherwise 

3) f(s, 1r, f/1) = 1, if 1r is unramified. See [G-J]. 

14 



0 

• . 

Proposition 1.2 {[Jac}} 1} If 1r = I(Gr, P; Ut, •• , un), then 

n 

L(s,1r) =IT L(s,ui) 
i=l 

n 

(.< s, 1r, t/J) = II £( s, ui, t/J ), 
i=l 

n 

L(s, 1r) =IT L(s, ui) 
i=l 

n 

£( s, "", t/J) = II £( s, ui, t/J ). 
i=l 

9} Let r=nj. If 1r is the unique essential square integrable component of I( Gr, P; u1 , ••• , Uj), 

where the Ui = u ® j.ji-t, u is a absolutely cuspidal representation of Gn(F). Then 

L(s, 1r) = L(s, u). 

4) If 1r is an irreducible unramified representation of Gr(F), then it is the unique 

unramified component of 

and 
r 

L(s,1r) = IlL(s,Jli). 
i=l 

Therefore we can deduce the following 

Proposition 1.3 1} for Gny irreducible admissible representation 1r of Gr(F), 

"' 
L(s, 7r) = Il(l- ai(7r)q-•)-t 

i=l 

15 
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with r' ~ r and all the ai( 7r) are not zero. If 1r is unramified, r' = r. 

2) Let L(s,1r) be as in 1), then 

r' 
L(s,i) = Il(l- ail(?r)q-•)-1 

i=l 

3) lf7r is tempered, then all ai(1r) have absolute value 1, hence L(s,1r) is holomorphic 

for Res> 0. 

Proof. The first claim is obvious from the propositions above. 2) comes from the two 

facts. The one is that the "contragredient" is symmetric for the properties, absolutely 

cuspidal, unramified. The second one is that if x is a character then x = x-1• 3) can 

be proved as follows. By definition, 

where the P has the type (r11 ••• , rn) and the ai is a square integrable representation 

of Gr; (F), i=l, ... ,n. By proposition 1.2, 

L(s,1r) = IIL(s,ai)· 
i 

Let T be the square integrable component of 

/( G, P; Tt, ••• , Tm), 

with T; =To® l.li-I,j = 1, ... ,m, and To is absolutely cuspidal. Then, by proposition 

1.2, L(s,T) = L(s,To). The T is square integrable if and only if the To is. Since a 

character is square integrable if and only if it is unitary, we proved 3) by the remarks 

just before Proposition 1.2. 0 
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1.2 Archimedian Local L-Functions 

Let F be a local archimedean field. 

The definition of an admissible representation of Gr(F) is not easy to give here, so 

we only use this terminology to figure out its L-functions. Finally we can introduce 

the concepts of square integrable, tempered representations analogously as we did in 

the local nonarchimidean case. In [G-J], the authors also use Zeta-Integals to define 

the local L-factors and f- factors. But an amazing thing is that the reciprocity 

map between the semi-simple representations of degree r of the local Weil group W F 

and the irreducible admissible representations of Gr(F) was established in the local 

archimedean case. 

Proposition 1.4 ([Jac]} There is a bijection .\ 1-+ 1r between the set of all semi

simple representations of degree r of the Weil group WF to the set of irreducible 

admissible representations of Gr(F) such that 

1} X ....... i; .~ 

2} 

Lfs, 1r) = L(s, .\), L(s, i) = L(s)), 

Remark. 1) such a reciprocity was conjectured to be true for all local places by 

Langlands. 

2) The reciprocity map of degree one is the natural map between the one dimensional 

representations of WF and characters of px. 

This gives much information about the local L-functions and f-factors, since the 

irreducible representations and the L-functions f-factors attached to the representa

tions of WF are clear to us, see [Tat]. 
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Indeed, the Weil group WF is FX if F is a complex field, while ex u jCX ,p = 

-l,jcj-1 = c, if F is a real field. The c is the complex conjugate of the Galois action 

of C fR. For F complex , all irreducible representations of W F are abelian. For F real, 

the only nonabelian irreducible representations of WF are of the form IndwRfWc>., 

where the >. is not invariant under complex conjugation: 

If F is complex, the characters of W F are 

where a is a complex number, N is a nonnegative integer, and both a and N depend 

on X· 

IfF is real, then the one dimensional representations of WF are those of WF/[WF, WF], 

where [WF, WF] is the commutator subgroup of WF. We claim that WF/[WF, WF] is 

isomorphic to Rx. In fact [WF, WF] is the group of the complex numbers which have 

modulus 1. So the map r: WF/[WF, WF] ____. RX' r(j) = -1, r(x) = xx, for X E ex 
gives an isomorphism of WF/[WF, WF] with Rx. The characters of Rx are the form: 

x(x) = lxlaxN,a E C,N = 0, 1. 

We define the abelian local L- function as GR(s +a) or Gc(s +a) depending on 

the F is real or complex, where 

To ensure our 1-function is invariant under induction we define the 1-function of 

IndwRfWc>. as L(s,>.). This is well defined by the following reasons. Firstly, 

if and only if 

18 
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where Ar is the complex conjugate of A. Secondly, 

L(s, A) = L(s, Ar). 

Proposition 1.5 Let 1r be an irreducible admissible representation of Gr(F). 

1) If F is real, then 
rt ra 

L(s, 1r) =IT GR(s +a;) IT Gc(s + b;). 
i=l j=l 

If F is complex,then 
ra 

L(s,1r) =IT Gc(s + b;). 
j=l 

The a;, b; are some complex numbers. 

2} If 1r is tempered then 

with a;, (3; real numbers, m; 's nonnegative integers. And 
rt ra 

L(s, i) = II GR(s +a;) II Gc(s + b;). 
i=l i=l 

Proof. Suppose that 1r corresponds to the representation' of WF. Since 4> is semisim

ple we can write 

with every 4>; one dimensional, p; irreducible, two dimensional. The expression of 

L(s,1r) is obvious by the proposition above. If 1r is tempered, then the A;,p; are 

unitary. If A = lxl 4 x-N and unitary then Re a-N = 0, i.e. the real part of a. is 0 or 

1. If p = IndwRfWce and unitary then e is unitary also. Suppose e(x) = (xx) 4 x-m' m 

positive integer. Then 2Re a -m = 0, i.e. the real part of a is a. positive half 

integer. Since i corresponds to the ~ and (IndwFtwcet' = lndwFfwce-t, we have 

the expression of the L(s, i). 0 
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From this proposition we see that if 1r is tempered, its local L-function is holomor

phic in Res > 0, which means that the Ramanujan conjecture is true at this local 

place in this case. 

1.3 Global L-Function and €-Factors 

Let F be a global number field. Let w be a character of Fx\Fi, Z the center of Gr. 

Let A( w) be the complex vector space of the continuous functions f on Gr( F)\ Gr( F...t) 

satisfying the following conditions: 

1) f(zg) = w(z)f(g), for every z E Z(F...t) and g E Gr(F...t), 

2) certain "K-finite" and "slowly increasing" conditions defined in [G-J]. 

Let Ao(w) be the subspice of A(w) which consists of the functions in A(w) satisfying 

the cuspidal condition: 

I f(ng)dn = 0, 
}N(F)\N(FA) 

for the unipotent radical N of every proper parabolic subgroup of Gr. 

Now we let Gr(F...t) act on A(w) by right translaton, we call this representation 

p the regular representation of Gr(F...t) with respect tow, and every irreducible con

stituent of p an automorphic representation of Gr(F...t). Since Ao(w) is invariant 

under the action of p, we call every irreducible constituent of Ao(w) an automorphic 

cuspidal representation of Gr(F...t). 

It was proved in [J-L] that every irreducible automorphic representation of Gr(F...t) . 
can be written as a restricted tensor product of local irreducible admissible represen-

tations 

where 1rv is unramified, for almost all v, and the local factors are uniquely determined 

by 7r. 
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Remark. If an irrducible automorphic representation 1r occures in .A(w), then thew 

is actually the central character of 1r. 

Suppose that 1r = ®1rv is an irreducible automorphic representation of Gr(FA)· 

And let t/J be an character of FA/ F, tPv its local components. Now we put 

L(s, 1r) =IT L(s, 1rv)· 
V 

€( s, 1t") = IT €( s, 1t" v, tPv ). 
V 

Remarks. 1) f(s, 1r) is independent of the choice of t/J. 2) If d is the absolute norm 

of the different ofF and A"' is the conductor ofthe 1f defined locally in [J-P-S 2), then 

where W11' is a nonzero number independent of s. It is called the root number of 1r. 

Proposition 1.6 Suppose 1r is a unitary automorphic representation of GLr(FA)· 

Then 

1} the infinite product of local L-functions above converges absolutely in the right half 

plane Res> 1, [J-S 1}; 

2} it satisfies the following functional equation: 

L(s,1r) = f(s,7r)L(1- s,i), [G-J}; 

9} L( s, 1r) can be analytically continued to a meromorphic function of the whole plane, 

and it has at most finitely many poles, and it is bounded at infinity in every bounded 

vertical strip. If 1r is cuspidal then L(s, 1r) can be continued to an entire function on 

the whole plane, except for the case r = 1 and 1r is the trivial representation , [G-Jj ; 

4) L(s,1r) is nonvanishing for Res~ 1, [J-S 1}. 
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Concerning the size of eigenvalues of an automophic cuspidal representation 1r, 

there is the 

Ramanujan Conjecture: If 1r is an irreducible unitary automorphic cuspidal represen-

tation of Gr(FA), then 1r11 is tempered for all places v of F. 

1.4 The L-Functions Twisted by Characters 

The 1-functions twisted by characters are the most simple examples of Rankin

Selberg convolutions. Given 1r, 0' two irreducible a.utomorphic cuspidal representa

tions of Gr(FA), G,(FA) respectively, define 

: L(s, 1r X 0') =IT L(s, 1r11 X O'v)· 
11 

For every local place v, the local 1-function L(s, 1r11 x 0'11 ) is defined also as the "GCD" 

of some kind of zeta. integrals which are similar with those used to define the local 

1-functions of an a.utomorphic representation, see [J-P-S] for nona.rchimedean case, 

[J-S 3] for a.rchimedean case. 

Firstly we look at the nona.rchimedean situation. Let F be a. nona.rchimedean 

local field in the following two propositions. 

Proposition 1. 7 ([J-P-S)) Suppose 1r is an irreducible absolutely cuspidal represen

tation of Gr(F) and 0' is a representation of Whittaker type of G,(F). Then 

1} if r > t, then L(s, 1r x q) = 1, 

2} when r=t, L(s,1r x 0') = IlxL(s,x-1), 

where the X are all charafters X= 1-1-u such that 1r ® x ~ 0'. 

Remark. What we will need is only the fact that any character of px is of Whittaker 

type. 
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Proposition 1.8 ([J-P-S}) 1} Let 1r, u be irreducible admissible of Gr(FA), Gt(FA) 

respectively. If 

0' = J(G,Q;u1, ... ,um), 

where P, Q are some suitable parabolic subgroups of Gr, Gt respectively, 1ri = 1ri,o ® 

Then 

L(s,1r x u) = rr L(s, 1ri x u;). 
1 < i<n 
1~J$m 

2) Let 1r, u be two tempered representations 

where 7ri, u; be square integrable. Then 

L(s, 1r x u) = L(s, 1ri x u;). 

9) Let 1r, u be square integrable, 

where 11"i = 7ro ® j.ji-1, u; = uo ® j.ji-1, 7ro, u0 are absolutely cuspidal representations 

and t < r. 

Then 

L(s, 1r X u) = rr L(s, 1ro X u;). 
1$j$m 
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4) If 1r, u are unramified, and they are the unique unramified components of 

and 

respectively, where the Tri, Uj 's are unramified characters of px, then 

L(s, 1r x u) = IT L(s, 7ri x Uj)· 
t<i<r 
t$i~t 

For the archimedean local case, we have [J-S 3] 

L(s, 1r x u) = L(s, A® 4>) 

f(s,'lr X u) = f(s,A ® </>), 

if the A, 4> are the semisimple representations of the local Weil group corresponding 

to 1r and u respectively. 

Since the irreducible re.Presentation of W F is one dimensional or induced from a 

character, it is easy to write down the expression of the L(s, 1r x u), see [Mor]. 

Now we state the main theorem on the global Rankin-Selberg convolution of two 

cuspidal representations. 

Proposition 1.9 Let 1r, u be two irreducible unitary cuspidal representations ofG,.(FA), 

Gt(FA) respectively. 

1) the Euler product of the local L-functions of Rankin-Selberg convolutions absolutely 

converges in Res> 1, [J-S 1}. 

2) the L-function satisfi~ the functional equation . ·• 

L(s, 1r x u) = f(s, 1r x u)L(l- s, i x c7) 
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see {Sha}. 

9} L(s, 1r x u) can be analytically continued to an entire function unless 1r ~ u, in 

which case the £-function has the only simple pole at s=l. [J-S f). 

4) L(s, 1r x u) is nonvanishing on the line Res = 1, [J-S 1}. 

5} L(s, 1r x u) is bounded at infinity in every bounded vertical strip. 

the 3) in this proposition is called the analytic property of Rankin-Selberg con

volution of two automorp~ic cuspidal representations. It has some important conse

quences. One of them is on the Ramanujan conjecture on average. 

Proposition 1.10 ([B-R]) Let 1r be an irreducible unitary cuspidal representation of 

Gr(FA)· Write 

L,(s, 1r) = IT L(s, 1r) = L ;" •' 
V I inite " n 

where ~ runs over the integral ideals ofF, the N n is the absolute nonn of n. Then 

From now on, we shall concentrate on the 1r x x, where the 1r is an irreducible 

unitary cuspidal representation of Gr(QA), X is a Dirichlet character mod M. 

Lemma 1.1 Let 1r be an irreducible unitary cuspidal representation of Gr(QA), X 

a primitive Dirichlet character mod M. Suppose that the conductors of 1r and X are 

coprime, and 
rp 

L(s,1rp) = II(l- oi(?r)p-•)-1
• 

i=l 

Then 

1} if p does not divide the conductor of x, then 

rp 

L(s,?rp x XP) = II(l-oi(1r)x(p)p-•tt, 
i=l 
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2} if p divides the conductor of x, then 

Proof. By the propositions used to compute local 1- functions of 1r and 1r x x, the 

proof is reduced to the situation of u x XP, where the u is an absolutely cuspidal 

representation of G1(Fp)· Now the L(s,u x XP) # 1 if and only if uxp = 1-1;, u E C. 

So if p does not divide the conductor of x, 
r,. 

. L(s, 1rp) = il(l- x(p)ai(1r)p-•)-1
• 

• i=l 

If p divides the conductor of x, 1rp is unramified, i.e, r, is the unique unramified 

component of 

I( Gr, P; Jlt, ••• , Jlr ), Jli = -1-1"". 

So every JliXp is not of th~ form 1-lu, hence L(s, 1rp x Xp) = 1. 

Define 

Lf(s, 1r) = IT L(s, rp) 
p finite 

Lf(s, 1r x u) = IT L(s, rp x u,). 
p finite 

Corollary 1.1 Let 1r, x be as in the lemma above. If 

then 

0 

Lemma 1.2 Let X be a Dirichlet character mod M. Then if x( -1) = 1 then Xoo is 

trivial; ifx(-1) = -1 then Xoo(x) = lzlz-1
• 
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Proof. We are working on the rational number field Q. Take the cycle m= p00M of 

Q. Then the field K = Q(eM ), where eM is a Mth primitive root of unity, is the ray 

class field mod m, Gal(K/Q) = (Z/MZ)x. Let lq be the group of ideles of Q. And 

let 

I'Q ={a= (ap) E lq; ap = l(mod m) for every plm} 

Under the abelian reciprocity map 

(·,K/Q): lq/1(/Qx---+ Gal(K/Q), 

lq/ ImQx is isomorphic to Gal(K/Q) . And 

(·, K/Q) = Ilh Kp/Qp), 
p 

here p runs over all primes of Q including the infinite place, and 

is the local reciprocity map. 

When p = oo, Qp is a real field, its nontrivial finite extension is only C / R, the 

norm NKCx is the positive numbers. So if we write Gal(C/R) = {1,0'}, then 

{ 
1, if X> 0 

. (x,C/R) = . 
0' if X< 0 . 

We know that Gal(KpfQp) is a subgroup of Gal(K/Q), but we have to know how 

Gal(Kp/Qp) embeds in Gal(K/Q). 

Firstly, when M= qn, q rational prime, then Gal(K/Q) is a cyclic finite group of 

even order (unless n=l, q=2), so it has only one element of order 2. Hence the 0' is 

this element of order 2. 
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When M = q;1 q;2 
• • • qf' then Gal(K/Q) ~ Gal(K1/Q) x Gal(K2 /Q) x · · · x 

Gal(Kn/Q), where Ki is the ray class field mod Pooq'i;. For every a, E Q,, we know 

that 

(a,, K,/Q,)IK; =(a,, Ki,,/Q,), i = 1, 2, · · ·, t. 

Since for p = oo and negative a,, (a,, Ki,,/Q,) is the unique element of order 2 in 

Gal ( Ki / Q), the action of this element on ~9n; is -1. Since ~M = ~9n1 ~9n, • • • ~9nt , the 

action of (a,, K,/Q,) on ~M is also -1. Therefore the action of q on ~M is -1. Hence 

if x( -1) = 1, Xoo is the trivial character of RX' if x( -1) = -1, Xoo(x) = lxlx-l on 

0 

•. 

Proposition 1.11 Let 1r be a cuspidal representation of Gr(QA), X be a Dirichlet 

character mod M. 

1} If x( -1) = 1, then L(s, 1roo x Xoo) = L(s, 1roo)· 

2} If x( -1) = -1 and 

L(s, 1roo) =IT GR(s +a) IT Gc(s +b) 
.. 

then 

L(s, 'lroo X Xoo) =IT GR(s +a± 1) IT Gc(s +b). 

Proof. If x( -1) = 1 then Xoo is trivial, by the Lemma. above. So L(s, 'lroo X Xoo) = 

L(s, 1roo)· 

If x(-1) = -1 then Xoo(x) = lxlx-t, by the Lemma. above. Suppose 11"00 corre

sponds to the representation 4> of the Weil group, written a.s 

with each tPi irreducible. So 
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.. ...... 

Now </>i is one or two dimensional. If it is one dimensional, then <f>(x) = lxl0 x-N, a E 

C, N = 0, 1. Hence 

So 

{ 

G n( s + a + 1) if N = 0 
L(s, </>i ® Xoo) = 

G n( s + a - 1) if N = 1. 

If </>i is two dimensional, then </>i = IndwRfwce, hence 

Under the isomorphism map of WF/[WF, WF] with RX' the image of ex is the positive 

numbers. Hence the Xoolcx is the trivial representation. Therefore we get 

So 

L(s, </>i ® Xoo) = L(s,e). 

0 

Corollary 1.2 If 1r is tempered at infinity and X is a Dirichlet character, then 

L(s, 'troo X Xoo) = IJ Gn(s +a) IJ Gc(s +b) 

with the real parts of a's, b 's non negative numbers, again. 

Now we ask how does the f.- factor behave when a cuspidal representation is 

twisted by a character. The following proposition answers this question. Recall first 

f.(s, x) = Wx(Ax)t/2-• 

t(s, 1r X x) = W,..xx(All'xx)112
-·. 

29 

:t; 



Proposition 1.12 {[B-R}) Let 1r be a irreducible cuspidal representation of Gr(FA) 

with the central character w1f' and conductor A1f'. Let x be a character of Fi / px, with 

the conductor Ax. If their conductors are coprime, then 

1} A1f'XX = A1f'A~; 

2) W1f'xx = w1f'(Ax)X(A1f')W1f'W;. 
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(B)F(x):F(o) is a bounded function. 

Define 

Then 

1 loo r' -- -r {1/2- it, i x x-1 )~(t)dt 
211" -oo 

-f. A.j;] (Cm(11")x(m)F(logm) + em{i)x(m)-1 F( -log m)), 

where 'Y runs over all the points such that L(1/2+i"(, 11" x x) = 0, 0 <Re {1/2+i"() ~ 

3/2, C = A,..A.,1 Ai',2 , and the ~x is 1 or 0 depending on whether 11" ~ x-1 or not. 

Proof. Since 11" 00 is tempered, by Corollary 1.2 we know that r( s, 11" 00 X Xoo) is a product 

of the gamma fuctions r( A + a) or r( •t') with the real part of a nonnegative. And 

by 3) in Proposition 1.9 L("s, 11" x x) is a meromorphic function {having at most one 

simple pole at s=1) and which is bounded at infinity in every bounded vertical strip 

. So L1(s, 1r x x) satisfies all the conditions in the theorem of [Mes]. Hence by the 

theorem of [Mes] our result follows. 0 

Theorem 2.1 Let 11" be an irreducible unitary automorphic cuspidal representation of 

GL,.(QA) such that 11"11 is tempered for every place and the GRH (Generalized Riemann 

Hypothesis) is true for all L,(s, 11" X x), X a Dirichlet character mod a prime q. Then 

L rx. ~ ~<P(q) + 0 (i(q)) ' 
x.modq ogq 

where the rx. is the order of L,(s, 11" x x) at s=l/2 and <P(q) is the Euler function. 
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Proof. We choose the function F in the proposition as the following 

{ 
2T -lxl if lxl ~ 2T 

F(x) = 
0 otherwise . 

i 

We can check that F(x) satifies the conditions in the proposition and that 

l)('y) = e·i~"!T), 

Since the Generalized Riemann Hypothesis is true for L,(s, 1r X x), we know that 

if 1/2 + i--y is a nontrivial zero of L1(s, 1r x x) then 'Y is real, so the ( 2 •i~1Tr is a 

nonnegative number. 

Let T = ~ logx. Then by applying the Propsition 2.1 to L(s,"" x x) and summing 
~ 

over all the characters ~mod q, we have that 

L log x log( Cqr) 
xmoclq 

1 100 r' 
--

2 
I: -r (1/2 +it, 1r x x)~(t)dt 

""xmoclq -oo 

1 100 f' --
2 

I: -r (1/2 -it, ;r x x-1 )~(t)dt 
?!" xmoclq -oo 

-f>(q) I: A<;;{ (Cm("")+ em(i)) log(x/m). 
m< :1: V"• 
m~ 1 moclq 

We first prove the following lemma to deal with the two integrals in the right side 

above. 

Lemma 2.1 For the function~ in the proposition and F defined as before, 

100 r' 
-oo r(l/2 +it,"" X x)~(t)dt < T 

100 f' 
-oo r(l/2- it,i X x-1 )~(t)dt < T. 
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Proof. From the description of the local L-function at the infinite place, the gamma 

factor under our consideration is a product of r( s + a) or r ( ~), with Re a ~ 0. 

The Stirling formula says that 

f' 
r(s) = log(s) + O(lsl-1

) 

when Is I tends to infinity, and -1r + t :5 arg s :5 1r- t. Therefore there is a U such 

that when t > U, ~ (1/2 +it+ a) :5 Clog ltl, for some constant C. We write the 

intega.l as the following 

f ~ (1/2+ it +a) c•i~(!T)r dt = J.'/T + J.;T + J:. 
Since Re a ~ 0, our gamma factor is bounded on the segment 0 :5 t < U. Hence 

the first two integrals are bounded by T. The last one is 0(1). So we proved the 

Lemma. 0 

By the lemma above, we see that the integral parts are < tf>(q)T. Now our 

assumption that every 'Trp is tempered implies that lc.n(1r) + c..n(i)l :5 2r, so the sum 

part is 

:5 2rql(q) m,.~modq 'j;llog(z/m). 

It is clear that 

mS•.lttmodq A~ = •S•ltm..., ~: + rs•~•- l~p + 0(
1
), 

and 

~ logp 2logx 
L....J - < t/>(q) + 0(1). 

r$z.r:1modq p 

The number of the primes which are less than x and congruent to 1 modq is less 

than ~(q)l~z/q)' for q :5 x, see [H-R]. So we see 

log p x112 log x 

p~z.~modq p1/ 2 < t/>(q) log(x/q)' 
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Therefore, by partial summation, 

2r .J..(q) "' A( m) (log x)
2y'x 

'P LJ ~~ 1 (/)" 
m:::;x,m:lmodq ym og X q 

Hence when we let x = 4>2(q), 

:' L: r :5 :</>(q) + 0 (</>(q)) . 
xm~ x 2 logq 

So, we finished the proof of the theorem. 0 
··. 

Corollary 2.1 Assume the conditions in the theorem above. Then the average order 

of L1(1/2, 1r x x) is not bigger than r/2. 

Before we state the following theorem we define 

:. 
XD(·) = ( ~), 

where the right side of above is the Kronecker symbol. If D is a fundamental dis

criminant, XD is the real character mod IDI. 

Theorem 2.2 Let 1r be an irreducible unitary automorphic cuspidal representation of 

Gr(QA) such that every 'lrp is tempered. Suppose that GRH is true for all L(s, 1r x x,) 
and Dirichlet L-functions, where p is a prime. Then for any f > 0, 

L: 
p:5Y 
p;: 1(4A) 

1 yt/2+(1/2+()4 

r,.:::; (2 + 3t + ~ q2 ) r 1r(Y; 1,4A) + 0( log y ) 

where the r, is the order of L(l/2, 1r x Xp), a = t~:k' 1r(Y; 1,4A) is the number of 

primes not bigger than Y ~ongruent to 1 mod -/A, and the sum E
9 

is over all primes 

q. 
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Corollary 2.2 Let 1r be the same as in the theorem, and all conditions are the same 

as in the theorem. Then the average order of £1(1/2, 1r x XP) is not bigger than 

(2 + f + E9 :2) r. 

Proof of the Theorem 2.2 . Let F(x), ~(1) be the same as in the Theorem 1, and 

also T =~log x. By applying the explicit formula on L(s, 1r x Xp) we get 

L rp(logx)2 ~ 
PS y 
p:: 1(4A) 

L logxlog(Cp") 
p<Y 
p ~ 1(4A) 

I: 
p<Y 
p~ 1{4A) 

PS y 
p:: 1(4A) 

1 joo r' 
27r -oo r(1/2 +it, 1roo)4>(it)dt 

2~ l: ~ (1/2- it, ioo)4>(it)dt 

, :-Ji. j,;{ (Cm (") + c,.( i)) log( x /m) E 
PSY 
p:: 1{4A) 

where the constant C depends only on 1r. 

Xp(m), 

From the Lemma in the proof of the previous theorem, the two sums involving 

integrals are 

et: logx 1r(Y; 1,4A). 

The first sum in the right side of the inequality above is 

r log x L log p ~ r log x log Y 1r(Y; 1, 4A). 
PSY 
p = 1(4A) 

For the last sum in the inequality, we have to estimate the sum 

L Xp( l), q is a prime. 
p<Y 
p ~ 1{4A) 
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Fork even, 

Fork odd, 

E Xp(qk) = 1r(Y; 1,4A). 
p:::; y 
p:: 1(4A) 

L Xp(qk) = L Xp(q) ~ Y112(log(qY))2
• 

p<Y p<Y 
p ~ 1(4A) p:: 1(4A) 

In the last step above we used the fact that the GRH for nonprinciple character X 

mod q implies 

E x(pk) log p ~ x1, 2(Iog( qx ))2, 

p":::;z 

for this see [Dav]. 

Now we break the the sum Em:::;z into two parts according to whether k is even 

or odd and denote them by Se, So respectively. We see that 

Se $ 2r log x 1r(Y; 1, 4A) L lo: q. 
92m:::;z q 

Since 
logq logq 1 1 

""" - + · · · < """ """ - < - log x """ -LJ 2 - LJ LJ m - 2 LJ 2' 
q<z1 /f. q q 2<m<..&.!.... q q q 

- - -2lo&q 

we get 

Therefore 

1 1 1 
Se $ 2r log x 1r(Y; 1, 4A)2 log x(1 + L 2) = (log x )2 (1 + L 2 ) r 1r(Y; 1, 4A). 

q q q q 
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For S0 • By a similar argument for Se, we have 

Therefore 

L: 
p :S y 
p;: 1(4A) 

So ~ log x (log(xY))2Y1
'

2
( L: loz; 
q":Sz q 

~ log x(log(xY))2 Y112x112 logx 

- Y112x112(log(xY))2 log x. 

logY . 1 r, < -
1

- r 1r(Y; 1,4A) + (1 + L 2 ) r 1r(Y; 1,4A) 
ogx q q 

Let x = Y 0
• To get 1/2 + a(1/2) < 1, we can chose a= t!e· Then 

L: 
p<Y 
p ~ 1(4A) 

1 
r, ::5 (2 + f + L 2) r 1r(Y; 1, 4A) + O(Y1/2+o/2 log Y), 

q q 

and the order of the error above is lower than the main term. 

2.2 A Mean Value at the Critical Points 

0 

Let r( m) be the number of positive divisors of m, p( m) the Mobius fuction, 4>( m) the 

Euler function, xim> the principal Dirichlet character mod m. We need the following 

lemmas. 

Lemma 2.2 

L: 
O<D<Y 
(D,m)'";.l, 
Daquore/ree 

• 
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0 

Proof. 

Since 

and 

L: 1-
0<D<Y 
(D,m)-;.1 
D square free 

·. 

L: L: Jl(d) 
O< D $ Y IPID 
(D,m) = 1 

L Jl(d) L x~m)(tf D') 
O<d$Yt/2 O<D'$Y/d2 

L Jl(d)x~m)(d) L x~m)(D') 
O<d$Yt/2 O<D'$Y/d2 

L Jl(d)x~m)(d) L L Jl(r) 
O<d$Yt/2 0<D'$Y/d2 ri(D',m) 

L Jl(d)x~m)(d) L Jl(r) L 1 
O<d$Yt/2 rim O<rD"$Y/d2 

L Jl(d)x~m)(d) L Jl(r)(r~ + 0(1)) 
O<dSYl/2 rim 

L Jl(d) (t/J(m)Y/tf + r(m)) . 
O<d$Yt/2,(d,m)=1) m 

_1 = "Jl(d) 
((2) 7' az 

t/J(m) = IT (1- p-1 ), 
m Plm 

the most right side of the equality above is bounded by 

t/l(m) ( 1 m IT _1 _ 1 " 1 ) 1; 2 Y ~ ~"(2) t/l(m) (1 + P ) + L...J n 2 + O(r(m)Y ) 
':. Plm n>Y112 

(n,m) = 1 
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which is 

Lemma 2.3 For nonprincipal character t/J mod m such that {m, ../A}=l, 

Proof. 

L .,P(D) <:: O(Y! log Y m 3/l6+(). 
o<D<Y 
D"'E t(iA) 
D square free 
(D,m) = 1 

E 
1 

.,P(D)=- L L 
<P(4A) xmod4A o < D < Y 

o square free 
O<D<Y 
D-:: t(4A) 
D square free 

.P(D)x(D). 

For every x mod 4A, 

E t/J(D)x(D) - E E t/J(D)x(D)p.(tfl) 
0< D < Y O<D~Y cPID D•q-re free 

E p.(d).,P(tP)x(tP) E t/J(D')x(D'). 
O<d$Y1/2 O<D'$Y/d2 

Since (m,4A) = 1, 

(Zjm4A)x = (Z/mZ)x X (Z/4AZ)x. 

0 

So t/J · x is a Dirichlet character mod m4A. Since t/J · x is the principal character if and 
only if t/J and x are the principal characters of (Zjmz)x and (Z/4AZ)Xrespectively, 
t/J · X is not the principal character mod m4A. An estimate due to Burgess [Bur] says 
that for any nonprincipal character x mod m, then for any f > 0 

E x(n)l < ntt2m3/16+(. 
X$n$X+H 
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Applying such an estimate to the character t/J • x mod m4A, we see 

(y) 1/2 tf;(D)x(D) <: L - m3/t6+( < yt/2(log Y) m3/16+(. 
O<d$Y1/2 fP O<D<Y 

D •qt~t~;e free 

Lemma 2.4 lf(m,4A) = 1, then 

Proof. 

O<D<Y 
DE 1(iAl 
D square lree 
(D,m) = 1 

1 = 1 1 IJ(l + P-1)-1Y + O(Y1/2logYm3/16+£) 
</>(_4A) ({2) pJm ' 

2: 
O<D<Y 
D'E 1(iA) 
D square free 
(D,m)= 1 

1 = 
1 I: 2: x(D). 

</>( 4A) xmod4A o < D < Y 
(D,m)"i: 1 
D square free 

0 

For the principal character mod 4A, the contribution is the result in Lemma 2.2. 

For every nonprincipal character x mod 4A, the contribution is 

2: I: x(D)x~m>(D)p(d) -
O<D$Y d:IJD 

Therefore we proved the lemma. 

L p(d)x(tP)x~m)(tP) L x(D')x~m)(D') 
O<d$Yt/2 O<IJI$Y/d2 

L (Y/fi2)1/2m3/1~ 
O<dSYl/2 
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Lemma 2.5 

L: 
O< D<Y n-=. t(4A) 
D aqua.re free 
(D,m) = 1 

Proof. We are going to use partial summation. 

L: 
o<D<Y D-= 1{4A) 
D 8Qual'elree 
(D,m) = 1 

By Lemma 2.4, we know this is 

1 -1Y L: 1 (s- 1)t•-1dt. 
O<D<t n-=. t(4Al 
D 8Qual'elree 
(D,m) = 1 

+0(Y112+•Iog Y m3/l6+() 

= yfft 1 1 ll(1 + P-ttt_1_ + O(Ytf2+•IogYm3/t6+(). 
4>(4A) ({2) plm 1 + 8 

0 

Remark. H we assume the GRH on all Dirichlet L-functions, we ca.n replace the 

3/16 in the three lemmas by 0. 

Theorem 2.3 Let 1r be an irreducible unitary automorphic cuspidal representation 

of GLr(QA), with the trivial central character and the conductor A. Assume that 

~ am2(1r) 
LJ converges absolutely in Res > 1 
m=l m• 

~ am2(i) 
LJ converges absolutely in Res > 1. 
m=l m• 
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Then 

i} if we assume GRH for every Dirichlet character, then for every w with max(1/2, 1-

~) < Re w < 1 we have 

L L1(w, 1r x XD) = CY + o(Y); 
o<D<Y 
·P-= 1(iA) 
D square free 

ii} for r :5 2, then for O(r) < Re w < 1 the asymptotic formula in i} is also true 

without GRH, where 8(1) = 1/2 0(2) = 11/16. Here 

C = f>(~A) ~'"(12) L amtm~(7r)(m1m~)-"' IT (1 + P-1)-1. 
'> m1,m2 plm2 

Proof. For D satisfying D = 1 mod 4A, and D square free, we have XD( -1) = 1 and 

the conductor of xis D. By Proposition 1.12 and Proposition 1.11, 

1) A,..XXD = A,..Dr, 

2) W,..XXD = w11", 
3) 

L(s, 1r00 X XD,oo) = L(s, 1r00 ), L(s, ioo X XD,oo) = L(s, i 00). 

We can assume w is real, since for non-real critical points, the argument in the proof 

is the same, except replacing w by Re w in some estimation. 

For given w, 1/2 < w < 1 we consider the integral 

On the one hand, since the Euler product of L(s, 1r x xv) converges absolutely in 

Re s > 1, the integral is 

oo a (11") L ~xv(m)exp(-m/X). 
m=l m 
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We recall that 

Aw,tA:,2 II r ( 8 ; a) II f(8 +b). 

Since 

the f( -8 + a)/f(8 +a'), a, a' any complex numbers, cancels the exponential factors 

off( -8 +a) and f(8 +a'), so it is asymptotic with a polynomial in any bounded 

vertical strip when ltl goes to infinity. Hence 

L(1- 8, i 00 ) 

L(8, 7r00 ) 

is with polynomial growth in every bounded vertical strip. Therefore, L I( 8, 11" x XD) is, 
~ 

at most, with a polynomial growth in every bounded vertical strip, by the Phragmen

LindelOf theorem. 

Therefore on the other hand, since L J( 8, 1r x XD) is an entire function and the 

gamma function is exponentially decreasing in every bounded vertical strip, we can 

move the line of the integral to Re 8 = -q, 0 < '7 < 1 and pick up the residue at zero. 

By applying the functional equation we see that the integral under our consideration 

is 

L ( ) 1 J (ADr)t/2-w-nu L(1- w- 8, ioo)L (1 - - )x•r( )d 1 W,'li"XXD --2 . rr. L( ) 1 -w-s,7rXXD 8 8. 
1rZ (-rl} W + 8, 1roo 

Then we let '7 > w so that 1-w- '7 > 1. We have that 

E 
O<D<Y Ds t(iA) 
D square free 

oo a (7r) 
Ll(w,1r X xv) = E-m-exp(-m/x) mw 

1 
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.. 

+-1- { Al/2-w-•w; £(1 - W- s, ioo) 
21ri le -.,),.,>w ,.. L( w + s, 1r oo) 

2: Dr(I/2-w-•) XD( m )x•r( s )ds. 
O<D<Y 
D~ l(iA) 
D square free 

We write m= m1m2 such that every prime divisor of m1 is a prime divisor of 4A 

and (m2,4A) = 1. So XD(m) = XD(mtm2) = XD(m2)· We break the sums above into 

two parts, the square part and the nonsquare part. The square part is the sum over 

m such that m2 is a square, the nonsquare part is the sum over the remaining m's. 

Consider the nonsquare part of the integral first. We break the sum under the 

integration at the parameter U. By Proposition 1.10 and Lemma 2.3, the integral 

part corresponding to the sum over m :5 U is 

< f L(1- w- s, ioo) L am(i) rC1/2-w-•))+1/2m3/l6+4!lo y x•r(s)d8 
'(-'1) L(w + s, 1roo) m~U ml-w-• g . 

·• 

For the sum with m> U, since fJ > w, the local L- function L(1 - w- s, i'00 ) is 

holomorphic in the left half plane Res :5 -q, we can move the line of the intergal to 

Res = -q2, with 2 > 1]2 > w + 3/16 + f, with w > 13/16 (if we assume GRH, we 

do not need the restriction "w > 13/16".) and pick up the residue at s = -1 which 

comes from the pole of f(s). The residue at s = -1 is 

Res < ""' lam(i)lyr(l/2-w+t)yt/2m3/16+(X-llo y 
L., m2-w g 

m>U 
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<: yr(t/2-w+I)+I/2 x-tu-2+w+3/t6+(+Ilog y 

- yr(l/2-w+I)+l/2 x-1 u-I+w+3/16+( log Y. 

For the integral along the line Res = -'72, we also have 

~ am(i) ~ nr(l/2-w-•)xD(m) <: yr(t/2-w)+I/2 (log Y) uw+3/16+(y-nu•. 
L...., ml-w-• L...., 

m>U O<D<Y 
D"'E t(4A) •. 
D aquare free 

Therefore we get the same estimate as that of the part corresponding to m ~ U. 

Let U = ~ , we see that the contribution of the integral of nonsquare part is 

I,. <: yt/2+r/2+r3/16+r(x-w-3/16-€ log Y. 

Now consider the nonsquare pa.rt S,. of the sum pa.rt. It is 

S,. <: lam ( 7r) I m -w exp( -m/ X) Y112log Y m~/IS+€ 

<: yt/2log Y L lam(~)lm-w+3/16+( 
m~X 

<: yt/2 (log Y) xt-w+3/t6+(. 

Now we consider the square parts. Firstly we consider the intergal part which 

we denote it by I •. We write I.= I.m + I.e where the I~,I•e come from the main 

term and error term in Lemma 2.5 respectively. Since L(s, 7r00 ) is holomorphic in 

Res > 1/2, see [B-R], we can move the line of the integral to the line Res = 
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-"'(, 'Y = w- 1/2 + t. Then we see that 

II (1 + p-1)-11 + r(1/;- w- s) (~). r(s)ds 
.r>lm2 

<t:: yt+r/2-rwyr-y x-"Y 
<t:: yi+n x-<w-1/2)-f. 

I.e has the same bound as In has. 

So,we have 

Finally we consider the square part of the sum part denoted by S •. We write 

S. = Sm + Se, where the Sm and Se come from the main term and the error term 

respectively in Lemma 2.5. 

Se <t:: y1/2log Y L lam(?r)lm-wm3/16+t 
m~X 

<t:: y112(log Y) x1-w+3/16+t, 

where we used the estimate result of Proposition 1.10 in section 1. 

Our main term in this theorem will come from the Sm. 

for any fJ > 0, since Em ~~m~~1r) converges absolutely in Res > 1. 
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Since the sum under the integral absolutely converges in Res> -(w -1/2), the . 
sum is a holomorphic function there and r(s) is exponentially decreasing in the strip 

-rl ~ Res ~ '7, 0 < '71 < w - 1/2. So we can move the line of the integral to the 

line Res = -'7' and pick up the residue at zero. Therefore 

Therefore 

where 

- CY + O(Y x-•l ) . 
• 

I; L(w,1r x xv) = CY +Error 
o<D<Y 
D~ 1(4".4) 
D square free 

Error = yr/2+r3/16+l/2+rtx-w-3/16-t + y112 xt-w+3/16+t + yt+rt x-<w-1/2)-t. 

Now we analyse the result of the computation above. Our task is to find a positive 

number a such that if X = ya then the three terms in Error are lower than the main 

term Y simultaneously. The last term in the Error has the order lower than Y, since 

w > 1/2. So what we shall be concerned with is only the first two terms in the Error. 

Firstly we let X = ya: a > 0, a to be determined. Then the a must satisfy 
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where 

r/2 + r3/16- 1/2 + rf 
w +3/16 + f 

1 
- 2(1 - w + 3/16 +f)" 

In the above the K1 (f) coR:tes from the first term in the Error, the K2 (f) comes from 

the second term in the Error. We will figure out in which range of w the inequality 

above has a solution for a. 

Consider the inequality , ... 

Then we get 

K(f) < w for small f > 0, 

where 
K(f) = (1 + 3/16 + f)(r + 2r3/16 -1 + 2rf)- 3/16- f. 

r + 2r3/16 + 2rf 

H li~-o K (f) < 1 then for all w satisfying li~-o K ( t) < w < 1, we can find a fo 

depending on w such that K(fo) < 1, then with this fo and w, K 1(fo) < K2(fo). 

Hence we can choose any a satisfying Kt(fo) < a< K2(fo). Therefore we get that 

the Error is o(Y), whenever w > li~ ...... o K(f). 

Now 
limK(f) = (1 + 3/16)(r + 2r 3/16 -1)- 3/16. 
~-o r + 2r3/16 

li~-o K(f) < 1, if and only if r < 3 1ii!:!116) = 4.6060 .... 

H we assume the GRH for all the Dirichlet characters, we can replace 3/16 by 0, 

so 
.. 

always holds. 

r-1 
limK(f) = -- < 1 
~-o r 
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Summarize that as the following: 

i) If we assume GRH, then whenever max(1/2, 1 - ~) < w the Error is o(Y); 

ii) For r ~ 2, whenever O(r) < w < 13/16, the Error is o(Y) without GRH, where 

~(1) = 1/2, 6(2) = 11/16. 0 

For r=2, since the lifting result of Gelbart and Jacquect [Gel-Jac] says that the 

symmetric square L-functions of a cuspidal automorphic representation of GL2(FA) . 
is the L-function of an automorphic representation of GL3 (FA}, we can prove the 

asymptotic constant C in the Theorem 2.3 is not zero. Therefore we have the following 

Corollary. \·· 

Corollary 2.3 Let 1r be an iJTeducible unitary automorphic cuspidal represention 

of GL2(QA) with the trivial central character. Assume GRH for the £-functions 

associated to Dirichlet characters. Then for every w with 1/2 < Re w < 1, there are 

infinitely many quadratic charaders XD such that L(s, 1r x XD) does not vanish at w. 

Let us firstly prove the following lemma. 

Lemma 2.6 Let 1r be an irreducible cuspidal represention ofG~(QA), with the cet~

tral character w = ®w,. If 1r is unramified at p, then 

where 

Proof. Suppose that 

g(s, 1r,) = L ap2Jo(1r)p-k•. 
k~O 

00 

L(s, 1rp) = (1- htp-•t1(1- ~p-•rl = L apkp-"•' 
m=O 
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then 

~ bktbkl aP" = L-t 1 2 • 
kt+~=k 

By definition the local symmetric square L-function of 1r 

We can write L(s, Sym21rp) as the following. 

where the G(s, 1rp) is the product of the first three factors above. Now we need to 

compute the G(s, 1rp)· 

G(s, 11'p) = (E E b~ktb~~P-") (1 + bt~P-•) 
k~Okt+~=k 

- E ~ b~ktb~~p-b + E E b~kt+l~~+lp-(Hl)• 
k~O kt +~=k 1:~0 kt +k:z=k 

- 1+ E E bit~ p-k· 
k~l rt +r:z = 21: 

rt,r:z ~0 

- E E 
k~O r1 + r:z = 2k 

rt,r:z ~0 

We proved the lemma. 

bit b':l p-b = L ap:z~cp-k• 
k~O 
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Proof of the Corollary 2.3. Let 

L(8) = E amt~(7r)(m1m~r· II {1 + p-1)-1. 
mt,m2 plm2 

We can write L(s) as an infinite product of the local Euler factors 

. 
. '· L(s) =IT L,(s). , 

Firstly we prove that L,( 8) does not vanish for 8 > 1/2. 

If p does not divide 4A, then by the Lemma above we have 

- 1 + _P_(L a,21rp-21c. + 1-1) 
p + 1 lc~1 

- 1 + ___1__
1 

(g(2s)- 1), 
p+ 

where the g( 8) is the same as in the lemma. Now L,( 8) = 0 if and only if 

By the lemma, we write 

1 
g(28) = --. 

p 

g(28) - L(28, Sym2
1r ,) L( 48, w!pt1 

- (1- b!,1P-2•)-1(1- b!.2P-~r~<1 + p-2·>· 

In the above, we used the hypothesis that w. is the trivial representation. 

So g(28) = -~ if and only if 

hence 
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Therefore, by [Sha] lb,,il < p115
, i = 1, 2, we have 

where a = Re s. Let (A) denote the inequality above. We will show (A) is not 

possible for Res= a~ 1/2. We suppose (A) holds for some a~ 1/2. 

Firstly we fix a= 1/2, then 

When p = 2, 

which is not possible. If we let 

then /(2) ~ 0. Since f(p) is an increasing function, we see that J(p) > 0, for any p. 

Therefore, when a= 1/2, the inequality (A) is not true for all prime p. 

Secondly we fix p and let 

By the result above, g(1/2) > 0. Since g(a) is also an increasing function, 

g(a) ~ 0, fur all a~ 1/2. 

Therefore, for every p and a ~ 1/2, (A) is not true. Hence we proved that the local 

factor is not zero, for p not dividing 4A. 

lfp divides4A, then Lp(s) = L(s,~,) which are not zero for all s, hence L,(s) 'I 0 

for all s. 
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Secondly we can see that the L( s) converges absolutely in Res > 1. We explain 

this. L( s) is bounded by 

h(s, n-) = L am1m~(n-)(mtm~)-•, 
mt,m2 

since nplm2(1 + ~)-1 < 1. While by the Lemma 2.6, the h(s, n-) differs from 

Ls(2s, Sym2
1r )L( 4s, w!) 

only with the finitely many local factors, where 

Ls(s, Sym21r) = IT L(s, Sym2n-p) 
pfS 

and the S is the set of all primes where 1r is ramified and the infinite prime. Since 

Ls(s, Sym21r) converg~s absolutely for Res > 1, h(s, n-) converges absolutely for 

Res> 1/2. 

Therefore when r=2, we do not need the conditions on the series' convergence in 

the Theorem 2.3, and the asymptotic constant C is not zero. 0 

2.3 A Bound of the Mean Value at 1/2 

Theorem 2.4 Let 1r be an in-educible unitary cuspidal representation of GLr(QA) 

with the trivial central character conductor A. Assume the same conditions in Theo-

rem 2.9. Then 

L 
O<D<Y 
D"'E t(4A) 
D square free 

( I ) { 
Yrtl(IogY)2 ifr > 1 

Lj 1 2, 1(" X XD < 
Y312 Iog Y if r= 1 

Proof. Consider the integral 
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ForD= 1 mod 4A, and square free, we have 

00 am(1r) 
£,(1/2, 11" X XD) = E ml/2 XD(m)exp( -m/ X) 

m=l 

.11 £(1/2-s,ioo)L{/ _ ->(x)·r()d --. L( / ) J 1 2- s, r X XD A rw s s, 2n (-'1) 1 2 + s, 11"00 .u· 

for any 0 < '7 < 1. 

We let 1/2 <'I< 1 and X= ADr. Then we get 

E 
O<D<Y 
DE t(iA) 
D 8QUan! free 

Write 

£1{1/2, 1r x XD) = E 
O<D<Y 
DE: t(iA) 
D 8QUan! free 

~ am{r) r 
L.J 112 XD(m) ezp( -m/AD) 
m=l m 

s = E E + E E = s1 + s2. 
0 < D < Y m:SAD" 0 < D < Y m>ADr 
D-: t(iA) DE: t(iA) 
D 8QUan! free D 8QUan! tree 

Also write m= mtm2 as we did in the previous theorem. Let St., S2., S1., S,. be 

the parts according as m2 is a square or not. 

E 
O<D<Y 
D~ t(iA) 
D llqUAI'e free 

E E p{i) 
O<D<Y PID 
D:: t(iA) 

E JJ(i) E . 
i:SYl/2 O<D'<Yfj2 
(j,4A) = 1 D':: ,=:i(.u) 
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j < yl/2 
(j;-4A) = 1 

p(j) am(7r)x<i>(m2) x 
ml/2 o 

2: xo(m2) 
(m/A}lfr fj'l < D S Yfj2 
D:: j2(4A) 

E ( E j < yl/2 m S AYr 
(j;-4A) = 1 m2 nonsquare 

1 
m1/2 E 

(m/A)lfr/J-2 < D S Yfj"l 
D :J~(4A) 

2 1/2 

xv(m,) ] 

Now we need the following lemma to estimate the second factor above. 

Lemma 2.7 

. 
I 

2: 
(m/A)1frfj'~ < D S Y/J-2 

D: J~(4A) 

2 

Y3 (log Y) -Jr 

Proof of the lemma. The left side of the inequality in the lemma is 

m S AYr (m/A)lfr/j2 < D~tD, S Y/J-2 
m2 JlOMCIUU"l Dt, D, :: j2(4A) 

0 < D1oD, S Yfj2 
D~t D; :: J'2(4A) 

E 
0 < m S (DiJ.,t A 
i = 1,2 
m2 non•quare 

Here } mod 4A is the inverse of j mod 4A. 

ifr=l. 

We break the outer sum into two parts, the square part and the nonsquare part, 

according to D1D2 is:. square or not. 
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The square part is 

~ 

0< D1.~ < Y/P o <m~ (D;j2)rA 
D1,~ = ,::a(u) i = 1,2 
D1~11qU4re m2 non11quare 

L: 
0 < JJ'} < Y2/j4 

D2 :;•(u) 

r(D2 ) L: 
0 < m ~ (D;jl)r A 
i = 1,2 
m2 non~~quare 
(m,, D)= 1 

L: 
O< m< yrA 
(m,,Df = 1 
m2 non~~qW&re 

1 

In the estimate above we used the fact that 

1 

The nonsquare part is, by Polya-Vinogradov inequality [Dav], 

O< D~t~ ~ Y/j2 O< m~ DrA/P 
D1,~ E 1'2(4A) m2 non~~qW&re 
D1 ~ nonllqW&re 

0 < D1,D2 S Yfj2 

D1.~ E 1j2(4A) 
D1~ nonllqW&re 
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Therefore if r ~ 2, 

I: 
(m/A}1fr !P < D ~ Y/P 
D:: j2(4A) 

2 

We finished the proof of the lemma. 

Hence by the lemma we proved just before and Proposition 1.10, if r > 1 then 

if r=l then 

S2n 

s. -

-

< 

-

j < yl/2 
u:-u) = 1 

- Y~logY I: ~ 
j~Yl/2 J 

< Y~ (log Y)2
; 

Stn < Y312log Y. 

I: E am(w) -m 
ml/2 xv(m2) exp( AD") 

O<D<Y m>ADr 
D~ t(:iA) m2 IMK IQU&re 
D IQU&re free 

I: E am(w) 
ml/2 xv(m2) 

O<D<Y m~ADr 
:D~t(:iA) m2 DOIIllquare 
D IQU&re free 

tt! 2 Stn < Y 2 (logY) . 

St.+ s2. 
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for any 1 > 0. We want to have this bound lower than that of S1n i.e 1 + r1 ~ r.:p. 
This is equivalent to the condition 1 =:; ! r~t. This condition can be satisfied. So 

S Y~ .< . 

Therefore we get 

{ 

Y~(log Y)2 if r > 1 
S< 

Y312 log Y if r= 1 

Now we dea.l with the integral part. 

I = 

< Y. 

1 
E 2?ri O<D < y 

Dst(iA) 
D IIQ1l&l'e free 

1 

21ri O< ];y 
Dst(4A) 
D IIQ1l&l'e free 

1 L(1/2-s,i00)L ( / __ ) () 
L(1/ 2 ) J 1 2- s, ?r X XD f s ds 

(-'7) + s, ?roo 

f L(1/2- s, ioo) ~ am(?r) r d 
le-"> L(1/2 + s, ?roo) ~ mt/2-•xv(m) (s) s. 

xv(m)L(1/2- s, ioo)r(s) ds 
L(l/2 + s, ?r00 ) 

Finally we have the result 

E L,(1/2, 1r X XD) < 
O<D<Y 
D-: t(iA) 
D square free 
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c 

c 

0 

Remark. This improves the corrollary to Theorem 1 of Goldfeld and Viola in 

[G-V]. 
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3 Some New Reciprocity Laws 

3.1 Artin L-Functions 

Let E/F be a finite Galois extention of algebraic number fields, G = Gal( E /F), 

Irr(G) be the set of irreducible representations of G. Let v, w be nonarchimedean 

place of F and E respectively and wlv. Let G"" Tw be the decomposition group and 

the inertia group at w respectively, tf>w be a generator of Gw/Tw. For (p, V) E /rr(G) 

the Artin L-function attached top is defined by 

L(s,p,E/F) =IT det(l- p(tf>w) q;;•; VT•)-1 

V 

where the infinite product is over all nonarchimedean local places ofF, yT .. is the sub

space of V fixed by Tw, the det(I- p(tf>w) q;•; vT·)-1 is the characteristic polynomial 

of the·operator p( cf>w) on the space yT .. , evaluated at q-•. 

Remarks. 1) Since G is a finite group, then all eigenvalues of every p( 11" w) have 

absolute value 1. So the infinite product defining the Artin L-function converges 

absolutely for Re s > 1. Every local factor is a polynomial in q;• with degree $ n. 

If v is unramified in E and p is unramified at v, then the degree is n. 

2) If we let p be the trivial representation of G, then the corresponding Artin L

function is the Dedekind Zeta function (F· If we let p be the regular representation 

of G, then the Artin L-function is (E, since in this case p = Indfl and by the 3) in 

the following proposition. 

3) It is known that the Artin L-functions satisfy nice functional equations, see [Mar]. 

Artin L-functions ~ave the following basic properties corresponding to operators 

on representations. 
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Proposition 3.1 1} If p = Pt EB fJ2, then 

L(s, p, El F)= L(s, Ph El F)L(s, P2, El F). 

2} If N <I G and p is a representation of GIN, then 

L(s, p, EN I F)= L(s, p, E/ F). 

where E" is the subfield of E fixed by H. 

3} Let H be a subgroup of G, e be a representation of H. then 

L(s,ln~e,E/F) = L(s,e,EIE"). 

Artin Conjecture: For any representation p of G, the L( s, p, E /F) can be continued 

analytica.lly to a. meromorphic function on the whole complex plane with only a. pole 

a.t s=l of order < p, 1 >,the multiplicity of the trivial representation occurring in p. 

Hp is one dimensional, then Artin conjecture is true by class field theory. Moreover 

if pis monomial, i.e. it is induced from an a.belian character of a. subgroup of G, then 

the Artin conjecture is true, by 3) in the proposition above. It is well known that 

all finite supersolva.ble groups a.re M-groups, i.e. every irreducible representation of .. 
G is monomial. So the Artin conjecture is true for finite supersolva.ble extensions. 

In general, Bra.uer proved that every irreducible representation of a. finite group is 

a. Z-linea.r combination of induced representations from a.belian characters. Hence 

Artin L-functions a.re memomorphic functions. 

Langla.nds gave the following conjecture on higher dimensional Galois representa

tions. 

Reciprocity La.w: For a. given irreducible complex representation p of dimension n 

of Gal(E/F), there is an a.utomorphic cuspidal representation 1r(p) of GLn(FA) such 

that 

L,(s, 1r(p)) = L(s, p, E/ F). 
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We will say that p is automorphic over F, if the reciprocity law holds for p. We 

will say that G is automorphic over F, if for any p E /rr(G) the reciprocity law holds 

for p. 

Since the L-function of an irreducible unitary cuspidal representation of GLn(FA) 

is an entire function, (except for n=1 and the trivial representation) the reciprocity 

law and the Hecke's theorem on the analytic properties of L-fuctions associated to 

Groseecharacters implies the Artin conjecture. For two or three dimensional Galois 

representations, the Artin conjecture implies the reciprocity law, by the converse 

theorem for GL2 and GL3 • By Brauer's result, if we can prove the reciprocity law for 

monomial representations, we can prove the reciprocity law in general by the method 

in the proof of the Proposition 3.5. But unfortunately in general we have not found 

much light on the monomial Galois representations. The non-trivial cases in which 

the reciprocity law is known true are in the work of Langlands and Tunnel!. In fact 

Serre proved that the image of Gal(E/F) in PGL,(C) under the composition of an 

irreducible two dimensional complex representation with the projective map from 

GL2(C) to PGL2(C) is one of the following types: 

1) a Dihedral group, 

2) the alternative group A., 
3) the symmetric group S4 , 

4) As. 

For type 1 ), without loss generality, we can assume that pis faithful. Then G f Z( G) ~ 

Dn, where Z(G) is the center of G and Dn is the dihedral group of order 2n. Since 

Dn is a semi-direct product of two cyclic subgroups, Dn is supersolvable. Therefore 

G is a M-group. Hence L(s, p, Ef F) is entire. Sop is automorphic over F. Using the 

base change result on G L2 which we will discuss lat.er on and the lifting result from 
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GL2 to GL3 , Langlands solved the case of At. Tunnell solved the S4 case using the 

existence of the base change for an arbitrary cubic extension. The case of As, the 

nonsovable case, remains not known. Therefore the following theorem was proved. 

Proposition 3.2 (Langlands, Tunnell} Let E/F be a finite solvable extension of 

number fields, and p be a two dimensional irreducible complex representation of 

Gal(E/ F). Then p is automorphic over F. 

3.2 Base Change and Automorphic Induction 

To explain the base change and automorphic induction on the automorphic represen

tations of G L," we first look at the corresponding restriction and induction operators 

on Galois representations. Let G=Gal(E/F) be a finite Galois extension of num

ber fields, p be an irr~cible complex representation of G of degree n. Let H be a 

subgroup of G. Suppose the reciprocity law holds. Then p should correspond to an 

automorphic representation 1r(p) of GLn over F, the restridion PIH of p to H should 

correspond to an automorphic representation 7r(PIH) of GLn over E8 • What the 

"base change" map concerns is for an automorphic representation 1r of GLn over F, 

and a subextension L of F in E, there would exist an automorphic reprensention IT 

of GLn over L such that if 1r is an image 1r(p) of Galois representation p under the 

reciprocity law then the IT should be the image 1r(PIH ), where H is the subgroup of 

G corresponding to L. Therefore "base change" map is the automorphic version of 

the restriction map. Now let u be a representation of H. Then the reciprocity law 

implies there is an automorphic representation 1r(/n~u) of GLnl over F. Now what 

the "automorphic induction" concerns is for an automorphic representation 7rL of 

GLn over L, then there would exist an automorphic representation 7rF of GLn1 over F 

such that if 7rL corresponds to a Galois representation u then 7rF should correspond 
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to In~u. Therefore we may think as this: if the reciprocity law holds, then it should 

be compatable with restriction map and induction map of Galois representations and 

the base change map and the automorphic induction map. 

We know that an Artin L-function is invariant under induction map, so it is 

reasonable to define the automorphic induction map by this property, i.e. let 'IrE be 

automorphic representations of GLn over E, 7rF automorphic representation of GLn~ 

over F, we say 7rF is an automorphic induction of 1r if L(s,7rE) = L(s,7rF)· 

How to define the base change map ? By looking at the behavoir of Artin L

function under the restriction map, firstly we can define the following weak base 

change map. Let E / F be a cyclic extension of prime degree l of number fields. Let 

II, 1r be two automorphic representations of GLr(EA), GLn(FA) respectively. We 

say II is a weak base change of 1r, if fv is the residual degree of E above an unramified 

v then for wlv: 

t1• = tn 1r ,v ,tU 

holds for almost all v. 

By this definition, if II is a weak base change of 1r then 
l 

Ls8 ( s, IT) = IT Ls( s, 1r ® ri). 
i=l 

where S is the set of places ofF such that the above relations hold out of S, SE is 

the places ofF over those of S, the 71 is the character of the IF/NilE with order l. 

For the places inS we need a result of [A-C]. Arthur and Clozel [A-C] proved that if 

II is a weak base change of 1r then 1r is also a strong base change of 1r, and 
l 

L( s, II) = II L( s, 7r ® 71i). 
i=l 

Here the strong base change means that every local component of II is a local base 

change of the corresponding local component of 1r which is defined in [A-C] by a 

equality of the trace of intertwining operator and the trace of the norm of E to F. 
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Now we summarize 

1) if IT is a base change of 1r, then 

I 

L(s, IT) = IT L(s, 1r ® 71i); 
i=l 

1) if 7rF is an automorphic induction of 'IrE, then 

L(s, 7rF) = L(s, 1rE)· 

We say an automorphic representation 1r of GLr(FA) is induced from cuspidal, if 

there is a cuspidal unitary representation u of M( FA), where P=MN is an F-parabolic 

subgroup of G, such that 

Proposition 3.3 ([A-C}} Let E/F be a Galois extension of prime degree l. 

a) Every cuspidal representation of GLn(FA) has a base change lift to GLn(EA) ; 

b) A cuspidal representation ofGLn(EA) is the base change lift of some r if and only 

if it is Galois invariant ; 

c) If 1r and 7r1 have the same base change lift to GLn(EA) then there is a character '1 

of IF/ px NE/F(/E) such that 1r1 = 1r ® '1· 

Proposition 3.4 {[A-C]} Let E/F be a Galois extension of prime degree I. 

Then, ifiT is a representation ofGLr(EA) induced from cuspidal, there exists unique 

automorphic representation 1r of GLr,(FA) automorphically induced from IT. More

over 1r is induced from cuspidal. 

Using Proposition 3.4, [A-C) proved the reciprocity law in the nilpotent case. 

Proposition 3.5 {[A -C]) Let E / F be a nilpotent extension of number fields. Then 

the reciprocity law is true. 
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Proof. Let G = Gal(E/F) and p E Jrr(G). By Brauer's theorem 

where the sum runs over s11bgroups H of G, ui is an abelian character of H, en E Z. 

Therefore 

Since G is nilpotent, every subgroup of G is subnormal in G, i.e. there are subgroups 

H = N17 N2, · · ·, Nt = G such that Ni <J Ni+I and Ni+t/Ni has a prime order, 

i = 1, · · ·, t. By applying finitely many steps of automorphic induction, we can prove 

that there are cuspidal representations 1r17 • • • , ?r n of G L"i (FA) and integers a17 • • • , a. 

such that 

Let 

Then 

n 

L(s,p) = IIL,(s,1ri)lli. 
i=l 

x<vm> = E ai?r(vm), 
i 

for any nonarchimedean place v of F which is unramified in E and at which p and all 

1f'i are unramified. On one hand, by Chebotarev density theorem, 

I; lx(v)l
2 

=loglogx+O(l). 
Nv-5z: Nv 

On the other hand, in our situation the n/s satisfy the Ramanujan conjecture, hence 

the analytic property of the Rankin-Selberg convolution of irreducible unitary cusp

idal representations of GL. implies 

1r·( V )1r ·(V) 
:Eaiaj I; ' N' =Ea~ loglogx+O(l). 
i,j Nv$.z: V i 
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So 

hence i = 1, a1 = ±1. Since the Artin 1-functions has trivial zeros, a1 = 1. 0 

3.3 Reciprocity Law for Some Frobenius Extensions 

Proposition 3.6 Let G = Gal(E/ F) be a solvable finite extension of number fields. 

If there is a normal subgroup N of G satisfying 

1) G /N is nilpotent, 

2} every irreducible representation of N has dimension 1 or 2, 

then G is automorphic over F. 

'Proof. We use induction on the order of G. Since G/N is nilpotent and G is solvable, 

G is an M-group with respect toN, for this see [Isa.]. So for any p E /rr(G), there is 

a subgroup H of G, N < H < G such that 

p = /n~</J, 4> E lrr(H), Pin= </J . 

• 
If His not G, we can apply the induction on H, since H satisfies the condition 1) and 

2) in the proposition. Hence 

L(s,p) = L(s,t/>,E/EH) = L(s,ll), 

where n is an irreducible cuspidal representation of GLn((EH)A)· Since G/N is 

nilpotent, by applying finitely many steps of the automorphic induction, we know 

that there is an automorphic representation 1r of GLr(FA) induced form cuspidal 

such that 

L(s, II) = L(s, 1r). 
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Since p is irreducible, the 7r must be cuspidal by the similar argument in Proposi

tion 3.6. So we are done if H is not G. If H=G, then PIN E Irr(N). Since every 

irreducible representation of N has dimension one or two, p has dimension one or two. 

Therefore by the class field theory and Proposition 3.2, p is automorphic over F. 0 

Corollary 3.1 If G:::::Gal{E/F) satisfies one of the following conditions 

1} every Sylow subgroup is cyclic, 

2} both every proper subgroup and quotient are nilpotent, 

3) every proper subgroup of G is abelian, · 

then G is automorphic over F. 

Proof. For 1), G is semi-direct product of two cyclic subgroups, see [M.Hal]. So by 
-

the proposition above, G is automorphic over F. For 2) and 3), if G is nilpotent, or 

abelian respectively, we are done. If G is not in such a case respectively, we know 

that G is a semi-direct product of two abelian subgroups for both 2) and 3). So the 

result follows from the proposition above. 0 

Now we introduce a class of finite groups called Frobenius groups. By definition, 

a group G is called a Frobenius group, if there is a subgroup H :f:. 1 of G such that 

H9 n H = 1 for all g E G - H. 

We record some basic properties of Frobenius groups we will use in the following 

proposition. 

Proposition 3. 7 Let G be a finite Frobenius group. 

1} G=KH, where K <J
1
G, K is nilpotent, both K and Hare Hall subgroups of G and 

(IKI, IHI) = 1. 

2} Every Sylow subgroup of G is a cyclic or generalized quaternion group. 

3) Let p E I rr( G). If the kernel of p, K er(p), does not contain K then p _ 

Intfku, u E Irr(K). 
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•. 

Since for a Frobenius group G, the subgroup K of G stated in the proposition above 

is uniquely determined by G, we call K the Frobenius kernel of G. The subgroup 

H of G in the proposition is unique up to conjugation in G, we call H a Frobenius 

complement of G. For ~he proof of this, see [Pas]. 

Theorem 3.1 Let G=Gal(E/F) be a finite Frobenius group, K be its Frobenius ker

nel, H be its Frobenius complement. Let F(H) be the maximal normal nilpotent sub

group of H. If H/F(H) is nilpotent then G is automorphic over F. 

Proof. Let p E lrr(G). 

H ker(p) does not contain K then, by the 3) in the proposition above, p = Intfku, 

u E lrr(K). So 

L(s,p, El F)= L(s, u, El EK). 

Since K is nil potent, p is automorphic over EK. Since K is normal in G, EK IF is a 

Galois extension and Gal(EK I F)= Gl K =H. Since F(H) and HIF(H) are solvable, 

H is solvable. So we can apply the automorphic induction finitely many times to get 

that pis automorphic over F. 

H ker(p) contains K, we can think of p E Irr(H). The result in our theorem 

follows from the following lemma which deals with a more general situation than our 

case. 

Lemma 3.1 Let G=Gal{E/F} be a finite solvable group. Suppose that every Sylow 

p-su.bgrou.p of G is abelian for p > 2 and every irreducible representation of Sylow £

subgroups has dimension one or two. If G/F(G) is nilpotent, then G is automorphic 

over F. • .. 

Proof. We claim that every irreducible representation ofF( G) is dimension one or two. 

In fact, since F(G) is nilpotent, F(G) is the direct product of its Sylow subgroups, 
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(' 
hence for p E lrr(F(G)), p is a tensor product of irreducible representations of 

the Sylow subgroups of F(G). Since every irreducible representation of the Sylow 

p-subgroups has dimension one for p > 2, and dimension one or two for p = 2, every 

irreducible representad~n of F(G) has dimension one or two. So we have proved the 

claim. By this claim and Proposition 3.6, we proved the lemma. 0 

Now for our H, its Sylow subgroups are cyclic or generalized quaternion group. So 
• 

the Sylow p-subgroup of F(H) is cyclic for p > 2. Since every subgroup of a generalized 

quaternion group is a cyclic or a generalized quaternion group, the Sylow 2-subroup of 

F(H) is also cyclic or generalized quaternion. Since a generalized quaternion group Q 

has a cyclic or abelian normal subgroup of index 2, so every irreducible representation 

of Q has dimension one or two, to see this, see [Isa] or compute directly. Therefore 

by the lemma we finish the proof of the theorem. 0 

Remark. In the theorem above if we assume that H is supersolvable then the 

commutator subgroup•H' of His nilpotent, hence H' ~ F(H). Therefore H/F(H) is 

abelian hence is nilpotent. So this situation is included in the theorem above. And 

note that if the order of H is odd then H is supersolvable, so G is automorphic over 

F in this case. In particular, if G is a Frobenius group with odd order, then G is 

automorphic over F. 
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