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Abstract

In this thesis we explore the applications of causal reasoning to reinforcement learning,

specifically the use of causal models in model-based reinforcement learning. We examine

possible approaches to this problem, and show that traditional approaches cannot learn

minimal causal models of many environments. To avoid this problem we introduce an

approach based on learning causal models at the time step level rather than the environ-

ment level. Finally, we implement and test this approach on some simple environments.
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Abrégé

Dans cette thèse, nous explorons les applications du raisonnement causal à l’apprentissage

par renforcement, en particulier l’utilisation des modèles causaux dans l’apprentissage

par renforcement avec modèle. Nous examinons les méthodes courantes et montrons

les limites d’apprentissage causaux à travers plusieurs environnements simulé. Pour

résoudre ces défis, nous introduisons une algorithme qui produit un modèle causal adap-

tif à chaque pas de temps. Notre contribution est validé dans plusieurs environnements

simple.
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Chapter 1

Introduction

There has been a flurry of work applying the theory of causality to machine learning,

beginning with [1]. We are interested in the application of causality to reinforcement

learning, and in particular to the problem of learning causal models for use in model-

based reinforcement learning.

Model-based reinforcement learning involves learning an explicit function (the model)

that predicts the next state. This has a great deal of intuitive appeal as an approach, but

has seen relatively limited use due to the difficulty of learning a model efficiently.

Causal models (which we will formally define in 2.2) are in some sense the “smallest”

possible models that still capture the entire dynamics of system. This suggests that they

may be useful for building models in reinforcement learning, as they limit the complexity

of the relationships that must be learned.

Furthermore, causal models contain information that non-causal models simply lack

(again, see [1]). Roughly speaking, causal models can answer “what if” questions more

effectively than other models. This has an obvious application to the core reinforcement

learning problem of choosing among many possible actions, but might also prove useful

for other tasks, e.g. credit assignment [2].
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Lastly, causal models should be more “interpretable”, in the sense that the information

about which objects the model considers to be directly related would be transparently

available.

Contributions

We examine a number of questions surrounding the “naive” application of concepts from

causality to reinforcement learning, and show that in most cases these naive applications

simply are not useful. Specifically:

We give an argument that standard causal learning algorithms and concepts cannot

be directly adapted to the model-based reinforcement learning setting, and in particular

cannot learn models that genuinely represent the underlying causal relationships.

To solve this problem, we introduce a novel algorithm for learning structural causal

models that can be reasonably used in many reinforcement learning settings.

Finally, we implement a preliminary version of the learning algorithm, and test it on

simple environments.
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Chapter 2

Background

Before moving on to the main section, we give a very brief overview of model-based

reinforcement learning.

2.1 Reinforcement Learning

(This section is drawn from [3]).

In reinforcement learning, we are interested in building agents that take actions in

some environment, with the goal of maximizing a real-valued reward. We can formalize

this with a Markov decision process:

Definition 2.1.1 (Markov Decision Process (MDP)).

A Markov decision process is a tuple (S,A, T,R, γ), where S is a set of states, A is a set

of actions, T : S × A→ D(S) is a function from state-action pairs to distributions over S,

R : S × A× S → R is the reward function, and γ ∈ [0, 1] is the discount factor.

At each state st, an action is chosen by a policy π : S → A, and then the next state is

determined by the transition function:

st+1 ∼ T (st, π(st))
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The reward for that time step is then determined:

rt+1 = R(st, at, st+1)

The goal of much of reinforcement learning is to find a policy π that maximizes expected

discounted reward:

argmaxπE

[∑
t

γtrt

]
= argmaxπE

[∑
t

γtR(st, π(st), st+1)

]

MDPs can be extended to partially observable Markov decision processes, which serve to

model environments where much of the state is hidden at any given time (e.g. robotic

environments where the robot can see only a small fraction of the environment):

Definition 2.1.2 (Partially observable MDP (POMDP)).

A POMDP is an MDP with an additional components Ω and O : S → Ω. Here Ω is the

space of possible observations. Rather than receiving the state as input, policies are now

functions π : Ω → A. At each time step, an observation ot = O(st) is produced, and

at = π(ot) [4].

We will not perform experimental work on POMDPs in this thesis, but they are impor-

tant for understanding the use of counterfactuals in reinforcement learning (see 2.3 and

3.6).

2.1.1 Model-Based Reinforcement Learning

In model-based reinforcement learning (MBRL) paradigm, an explicit function (the “model”)

f : S × A → S × R from the current state and action to the next state and reward is

learned [5]. This is in contrast to model-free learning, where a function determining the

best action is learned directly.

This model can then be used as an input to a variety of planning algorithms, which

produce a policy. Many such algorithms use the model to simulate sequences of possi-
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ble states and actions (rollouts) to pick actions likely to lead to the highest reward. As

an example, the Monte-Carlo tree search algorithm famously had significant success in

application to the game of Go [6]1.

Model-based methods see less use in practice than model-free methods, although re-

cent work has achieved impressive results [7]. This is mostly due to the difficulty of

efficiently learning a model.

2.2 Structural Causal Models

For the purposes of this thesis, we focus exclusively on a particular technical definition

of causality, namely the theory of structural causal models (SCMs) popularized by Judea

Pearl [8]. We choose this framework not because of any particular devotion to its philo-

sophical foundations, but because it lends itself well to practical implementations with

neural networks.

In particular, the SCM framework represents causal relationships between two vari-

ables A and B as a functional relationship between them, which can in theory be repre-

sented by a neural network. Formally:

Definition 2.2.1 (Structural Causal Model).

A structural causal model C is a tuple (V,D, F,N ), where

• V is a set of real random variables indexed by some set I

• D is a directed acyclic graph on V

• F is a set of functions also indexed by I

• N is a set of real random variables indexed by I

F is called the set of update functions, and N the set of noise terms.

1Go and other board games are notable in that a model is already known (the rules of the game), and so
the very difficult model-learning step can be skipped.
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Furthermore ∀i ∈ I :

vi = fi(parents(vi), νi) (2.1)

where vi ∈ V , fi ∈ F , and νi ∈ N .

Note that the source nodes of D are just functions of noise terms, so in general we

identify the source nodes with their corresponding noise terms and make their update

function the identity function. In practice we will drop the indices when context allows

it. We will also frequently write our variables as A, B, C, etc and write fA, νA etc as the

corresponding functions and noise terms.

The intuition for this definition is this: we are first defining (or restricting) “causation”

to mean “is a function of”. Given an SCM with DAG A → B where fB(A) = 2A, this is

expressing that B is caused by A.

The fact that each variable is a function of only its immediate parents encodes an inde-

pendence assumption: if we condition a variable on its immediate causes, all other causes

are screened off (in the sense of conditional independence).

The noise terms allow SCMs to capture underlying randomness: they allow a variable

to be defined as a distribution determined by its parents, rather than a deterministic value.

While SCMs form a very large class of models, it is certainly not adequate as a full for-

malization of causality in the physical universe (it is not, for instance, capable of capturing

quantum systems [9]).

The DAG restriction is also significant, as it makes it impossible to represent systems

with genuine mutual dependence between variables. Many such systems can be handled

by treating the data as a time series (which we will elaborate on in 2.2.4, but if time se-

ries data is unavailable then a system with feedback/recurrence cannot be modeled (e.g.

coupled harmonic oscillators).
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However, both of these restrictions will end up being irrelevant to the particular ap-

plication we are interested in: using SCMs to model Markov decision processes.

Example 2.2.1.1 (Linear Gaussian SCM). A very common form of SCM is a linear Gaussian

SCM. Here we restrict all functions f to be linear, and all noise terms ν to be drawn from

Gaussian distributions (not necessarily the same Gaussian distribution)

Consider the systemA ∼ N (0, 1),B ∼ N (0, 2), C = A+2B. This would be represented

with the diagram:

A

C

B

It is important to note that unlike many diagrams in mathematics, arrows do not corre-

spond with functions. Rather the entire set of edges into a node corresponds to a single

function.

Example 2.2.1.2 (Deterministic SCM). A system of two variables y and x and a function

f such that y = f(x) can be represented as an SCM by extending f to f ′, which accepts a

noise term but ignores it: f ′(x, ν) = f(x).

This construction can be extended to any number of variables and functions, so long

as we do not violate the DAG condition.

2.2.1 Three “Levels” of Causal Models

We now introduce three different properties of causal models, which allow us to define

exactly what is causal about them.

Definition 2.2.2 (Observational Distribution).

The observational distribution of an SCM C is the joint distribution of its random vari-

ables V .

7



The observational distribution is also called the distribution entailed byC. It is written

PC
V .

Definition 2.2.3 (Observation).

An observation is a sample from the observational distribution.

Intuitively, the observational level does not contain much causal information. Con-

sider a deterministic model

A
f−→ B

g−→ C

where f and g are invertible. At the observational level, this is exactly equivalent to

C
g−1

−−→ B
f−1

−−→ A

In the next section we will formalize this with the notion of “Markov equivalence”, but the

key point here is that merely having an observational distribution is not always enough

to distinguish the direction of causality.

Interventions

Definition 2.2.4 (Intervention).

An intervention is a choice of variables I ⊂ V , and a set of values for each of those

variables. We will abuse notation and use I to refer to both the variables and the values.

Definition 2.2.5 (Interventional Distribution).

An intervention I entails a new distribution for V , by creating a new SCM fromC denoted

C; do(I).

This new model is created by:

• Removing all edges into I

• Setting each variable v in I to the corresponding value in I

We denote the entire interventional distribution as PC;doI
V

8



An intervention is meant to capture the concept of modifying the system “from the

outside”, by directly setting the values of some variables. In the social sciences context

interventions chiefly represent randomized experiments.

Interventions are important from the causal perspective because they allow us to dis-

tinguish models with identical observational distributions. In the previous example, per-

forming an intervention on B would remove the edge from A and from C respectively.

In the former case B would be independent from A, while in the latter it would be inde-

pendent from C. They also allow us to ask a certain kind of “what if” question, namely:

what would the world look like if a particular thing always happened.

Finally, there is a notion of interventional equivalence:

Definition 2.2.6 (Interventional Equivalence).

Two SCMs C1 and C2 are interventionally equivalent if their interventional distributions are

identical under all interventions.

and the very important related theorem:

Theorem 2.2.1. If C1 and C2 have the same observational distributions, this does not imply that

they are interventionally equivalent.

This last theorem is one of the main reasons why causal models are “more expressive”

than simple probabilistic models.

Counterfactuals

Counterfactuals are the formalization of after the fact “what if” questions. They take an

observation, perform an intervention (“what if this had happened instead”), and hold the

noise terms constant (“but nothing else changed”). This distinguishes them from simple

interventions, which ask about the distribution of outcomes after an intervention, not the

change for a specific outcome. More formally:

9



Definition 2.2.7 (Counterfactual).

Let x ∼ PC
V with noise terms N ∼ N . Let I be an intervention on C. The correspond-

ing counterfactual, written P
C|V=x;do(I)
V is a sample from the interventional distribution

P
C|do(I)
V where the noise terms are set to N .

This definition can be generalized by holding only some noise variables fixed (which

makes particular sense in scenarios involving time), or by allowing the intervention to be

distributional.

As with interventions, equivalence at the lower layer does not imply counterfactual

equivalence:

Theorem 2.2.2. If C1 and C2 are interventionally equivalent, this does not imply that they have

the same value for all counterfactuals.

See for instance Example 6.19 in [10].

2.2.2 Graphs and Distributions

We now review some relationships between joint distributions on random variables and

graphs on those random variables. While the definitions will all be phrased in these

terms, they apply readily to SCMs through application to the observational distribution

and the DAG of the SCM.

Definition 2.2.8 (Path blocked by a set).

In a DAG D, a path p = (v1, . . . , vn) between nodes v1 and vn is blocked by a set S if there is

a node vk that satisfies one of the following:

• vk ∈ S, and one of the following holds:

vk−1 → vk → vk+1 ∈ p

vk−1 ← vk ← vk+1 ∈ p

vk−1 ← vk → vk+1 ∈ p

10



• Neither vk nor any of its descendants are in S, and:

vk−1 → vk ← vk+1 ∈ p

Definition 2.2.9 (d-separation).

Two nodes v1 and vn are d-separated by a set S if every path between v1 and vn is blocked

by S.

This is denoted v1 ⊥⊥D vn|S.

d-separation is essentially “graphical independence”. The next two concepts define an

equivalence between graphical independence and probabilistic independence.

Definition 2.2.10 (Global Markov property).

A distribution P satisfies the global Markov property with respect to a DAG D if:

A ⊥⊥D B|C =⇒ A ⊥⊥ B|C

We say a distribution P is Markovian with respect to a graph D if it satisfies the global

Markov property with respect to D. The set of distributions that are Markovian wrt D

is written M(D). Note that there are several alternatives to the global Markov property,

which are usually equivalent to it [11]. For our purposes the global Markov property will

suffice.

Theorem 2.2.3. The observational distribution of an SCM is Markovian with respect to the graph

of the SCM.

The global Markov property is particularly important when learning an SCM from

samples, as it provides us with constraints on the underlying graph.

11



Definition 2.2.11 (Faithfulness).

A distribution P over random variables V is faithful to a graph D on V if:

A ⊥⊥ B|C =⇒ A ⊥⊥D B|C

Faithfulness is essentially the converse of the global Markov property. It is not guaran-

teed to hold for all SCMs. However models that do not satisfy this are fairly pathological2,

so it is common to assume faithfulness.

Definition 2.2.12 (Causal minimality).

A distribution P is minimal with respect to G if it is Markovian with respect of G, but not

with respect to any (proper) subgraph of G.

Causal minimality guarantees that there are no unnecessary edges. More formally:

Theorem 2.2.4. P is minimal with respect to G iff there is no vi ∈ G such that

vi ⊥⊥ vp|parents(vi)− {vp}

where vp is one of the parents of vi.

As an obvious corollary, a causally minimal SCM cannot have any functions fi which

are almost everywhere constant in one of the inputs. This is very important from a mod-

eling perspective, as a causally minimal SCM representing an MDP is essentially the sim-

plest possible SCM that fully captures the MDP34.

2.2.3 Causal Discovery

One of the core problems in causality is that of causal discovery5. Given a dataset sampled

from an unknown SCM C:
2Exceptions occur essentially when the causal effect of A on B happens to be cancelled out exactly,

leaving them causally related but probabilistically independent.
3Under some additional conditions we can even show that this is unique.
4Of course if we are willing to merely approximate the MDP this is no longer the case.
5Also called “causal identification”.
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• Can we determine a graph that could be the causal graph of C?

• Is that graph unique?

The answer to the first question is yes (given some conditions), and the answer to

the second is: almost if we only have observational data, and yes if we have sufficient

interventional data.

Specifically, in the observational regime the graph can be determined up to its Markov

equivalence class(which we will define shortly). All graphs in Markov equivalence class

have the same undirected structure, but the direction of each edge can not always be

determined.

Including interventional data allows us to determine the direction of the edges, essen-

tially because the interventional distributions involve removing arrow into a variable but

not coming from it, breaking the symmetry on the direction of the arrow.

The rest of this section will cover the core concepts of causal discovery, finishing with

the results for observational and interventional causal discovery.

Discovery from Observations

Definition 2.2.13 (Markov equivalence).

Two graphs D and D′ are Markov equivalent if M(D) = M(D′). This is an equivalence

relation, and the equivalence class is the Markov equivalence class.

We care about Markov equivalence classes because they are precisely what can be

learned from purely observational data.

Theorem 2.2.5 (Markov equivalence and d-separation). Two graphs D and D′ are Markov

equivalent iff they have the same set of d-separations.

Definition 2.2.14 (v-structure).

A v-structure in a graph D is a subgraph A→ C ← B, where there is no edge between A

and B in D.

This is sometimes called an “immorality”.

13



Theorem 2.2.6 (Characterization of Markov equivalence classes). D and D′ are Markov

equivalent iff they are equal as undirected graphs, and they have the same v-structures. [12]

Theorem 2.2.7 (Discovery from observations). Let C be an SCM with graph D, such that PC

is faithful with respect to D. Then given all the conditional independence relationships between

variables in PC , the Markov equivalence class of D can be recovered.

Proof. This essentially follows from the faithfulness constraint. There are a variety of

algorithms that perform the construction, e.g. [13] or [14]

Of course this leaves the problem of actually acquiring the conditional independence

relationships. There is no fully general conditional independence test [15], and so in prac-

tice assumptions must be made about the underlying distributions.

2.2.4 Time-Series Structural Causal Models

To model time-series data with SCMs, we extend them to time-series structural causal mod-

els. We will not ultimately use these to model MDPs, but they are an important stepping

stone.

Definition 2.2.15 (Time-series structural causal model (TSCM)).

A TSCM is an SCM whose set of random variables is indexed by the index set I and by

time indices t ≥ 0 (the time indices). The set of t indices may not be finite.

The TSCM meets the following additional constraints:

• For all edges (vi,t, vj,t′), t ≤ t′. In other words, there are no arrows backwards in

time.

• If there is an edge (vi,t, vj,t′), then there are also edges (vi,t+k, vj,t′+k) for all k that

result in valid time indices.

• fi,t = fi,t′ for all valid time indices t and t′.

14



The equality constraints give a TSCM a repeating structure. When diagramming a

TSCM, we draw only this repeating structure. As an example, consider a time series on 3

variables defined by:

x11, x
2
1, x

3
1 ∼ N (0, σ2)

x1t+1 = x1t + x2t

x2t+1 = x2t ∗ x3t

x3t+1 = ex
3
t

The corresponding TSCM diagram is:

x1t

x2t

x3t

x1t+1

x2t+1

x3t+1

TSCMs allow for modeling many systems that would otherwise not be acyclic, since they

separate a variable over time steps while preserving most of that variable’s identity.

As an example, we could not model the orbits of the Earth and the Moon with a simple

SCM, since we would end up with:

Earth Moon

We can easily model it with a TSCM, however:
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Eartht Eartht+1

Moont Moont+1

Causal Discovery for TSCMs

Identification for TSCMs is generally much easier (since the direction of most edges is

already known).

Theorem 2.2.8 (Identification of TSCMs). If a TSCM does not contain any edges (vi,t, vj,t),

then it is the only member of its Markov equivalence class.

For a proof, see [16]. The edge restriction here is that there are no “instantaneous”

edges: no edges between variables at the same time step. Since those edges do not have

a direction enforced by time, the problem of directing the instantaneous edges reduces to

normal causal discovery.

2.3 Previous Work

There has been a great deal of work applying deep learning to standard problems in

causality, and to a lesser extent on using causal tools in deep learning.

Several authors have applied deep learning to score-based causal discovery, and have

overall achieved promising results.

One approach to causal discovery is to treat it as an optimization problem over the space

of DAGs. Some function is used to score a given DAG on how well it performs as a possi-

ble causal structure for a dataset, hence this approach is termed “score-based”. Traditional

score-based methods (e.g. [17]) are combinatorial optimization problems minimizing the
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score subject to a DAG constraint on the graph.

NOTEARS [18] reformulates this combinatorial optimization problem as a continuous

optimization problem. They develop a continuous criterion for acyclicity, specifically:

h(W ) := tr(eW◦W )− d

where W ∈ Rd×d is the matrix, and ◦ is the Hadamard product. When h(W ) = 0, W is

acyclic. Using this, they give the continuous optimization problem:

minW score(W )

s.t. h(W ) = 0

which they solve with an augmented Lagrangian method.

DAG-GNN [19] builds off this work, minimizing the ELBO between the data distribution

and the distribution learned by a graph based VAE. The use of a VAE allows them to

model more complex distributions, and the graph-based architecture means the VAE sat-

isfies the constraints imposed by W .

Gradient-Based Neural DAG Learning (GraN-DAG) [20] takes a similar approach, however

they optimize MLE instead of ELBO, and the graph that is required to be acyclic is the

connectivity graph of the actual neural network, i.e. the graph whose nodes are the input

and output variables, and an edge exists between A and B if the A output is not constant

in the B input.

Causal Discovery with Reinforcement Learning [21] takes a third approach, using reinforce-

ment learning (an actor-critic algorithm, specifically) to optimize the Bayesian informa-

tion criterion [22] (a common score for score-based causal discovery) combined with the

acyclicity constraint from NOTEARS.

Overall, DAG-GNN outperforms NOTEARS on large causal networks, and the latter two

papers generally outperform both of them on their selected problems. It should be noted,

however, that comparisons between causal discovery algorithms are somewhat difficult.
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There isn’t a standard set of benchmark problems, and the assumptions being made can

drastically change the problem (e.g. a model with Gaussian noise might be unidentifiable,

while the same model with non-Gaussian noise would not be [10]). How each algorithm

performs might depend heavily on the particular models under consideration, so firm

conclusions are hard to draw.

Learning neural causal models from unknown interventions [23] works on the slightly different

problem of causal discovery with interventional data. This problem is in general easier,

although it does work with unknown interventions. They first learn a neural model of a

causal system, then apply interventions to the system. A few samples are drawn from

the interventional distribution, which are used to score the sampled graphs and update

the graph predictor. This significantly outperforms the standard methods they compare

against, frequently recovering the exact causal graph.

Conversely, there has been some work applying causality to machine learning, includ-

ing to reinforcement learning.

The most important work for our purposes is Woulda, Coulda, Shoulda: Counterfactually-

Guided Policy Search [24], as it provides a motivation for the use of specifically causal mod-

els in reinforcement learning. They show that actions can be evaluated as counterfactual

rollouts, and proves that these are better estimators than naive rollouts in the partially

observable case. It is important to note that they assume a known causal model of the

environment, and do not learn one from scratch.

On a different track, [25] uses techniques from causal inference to improve generalization

across environments for RL agents. Given a set of environments that share some underly-

ing causal dynamics, they learn a representation of the state space which generalizes well

across environments using the invariant causal prediction algorithm [26].

Relatedly, [27] draws a connection between transfer learning in contextual bandits and

causal inference6. They show that the transfer learning problem is a causal inference prob-

6The prediction of an effect given some data, distinct from causal discovery which is our main focus.
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lem (assuming some causal conditions on the bandits are met), and that information can

be shared even when the causal effect is not fully identifiable. They go on to construct an

upper confidence bound (UCB) method that makes use of this causal information, which

has better asymptotic regret (in some cases) than standard UCB methods. They also ex-

perimentally show that their method outperforms standard bandit algorithms. Overall

it’s a promising result, even if it is restricted to contextual bandits and not full MDPs.

While not focused on causality, there has a fair amount of work on applications of

deep learning to physics simulation, especially through graph neural networks. Our ex-

periments are all on physical environments, and so this work is relevant.

A series of papers by Battaglia et. al. ( [28], [29], [30]) use graph networks for simulating

physical environments, and more generally argue for the use of graph networks to en-

code relationships in data. [28] focuses on relatively simple physical environments (e.g.

bouncing balls), while [29] extends the work to more complex environments (in particu-

lar to MuJoCo environments, which are common environments in RL), and both achieve

quite good results. It is notable for our purposes that both take the relationship graph as

an input, rather than learning it from scratch.

Neural Relational Inference [31] is the most direct inspiration for the architecture we use in

our experiments. It is similar to the previous papers, but a more end-to-end approach,

using VAEs to learn both relationships and dynamics in physical environments. The en-

coder is composed of GNNs and learns a distribution over types of edges between nodes.

Samples are drawn from a continuous approximation of this discrete distribution, and

the decoder (another GNN) predicts the next state of the physical system. This architec-

ture does quite well on the overall prediction task, and reasonably well at recovering the

overall graph (although it should be noted that their environments are quite simple).
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Chapter 3

Concept

In this chapter we explore the ways we might use causal models for modeling MDPs,

settling on a particular approach that reaches (we believe) a reasonable trade off between

representation power and learnability. We will go on to cover implementation details and

experimental results in Chapter 4.

Our core guiding principles for what makes a “good” causal model will be:

• At all times the causal diagram should be explicitly known (not merely represented

or encoded in some inaccessible way)

• It should be possible to compute interventions and counterfactuals with the model

• The causal model should be minimal: fi should be non-constant over all vp ∈ parents(vi)

It will turn out that we cannot achieve the final property with a single SCM. This is be-

cause the causal relationships in an MDP vary over time. Rather than abandon minimal-

ity, we settle on a representation that encodes many different SCMs (while still satisfying

the first two properties).

20



3.1 Representing General MDPs as TSCMs

We will start with the case of a general MDP, which can be represented as TSCMs. This

representation is not useful (in that it is exactly as difficult to learn this TSCM as it is to

learn a general MDP), but it will clarify the general technique.

Definition 3.1.1 (Representation of an MDP).

An MDP M = (S,A, T,R) is represented by an SCM C whose random variables are st, at,

and rt for all t ≥ 0 if:

PC(s′1 = s) = T (s1 = s)

PC(s′t = sn|s′t−1 = s, a′t−1 = a) = T (st = sn|St−1 = s, at−1 = a)

PC(r′t = r|s′t = sn, s
′
t−1 = s, a′t = a) = T (rt = r|st = sn, st−1 = s, at = a)

Note: we distinguish between s and s′ because we are not saying the SCM and the MDP

share random variables, only that their random variables have the same distributions.

Theorem 3.1.1 (Representation of MDPs by SCMs). Any MDP M = (S,A, T,R) can be

represented by a Markovian TSCM.

Proof. We prove this by construction.

Let T be a Markovian TSCM whose variables are s′, a′, and r′, defined on S, A, and

im(R) respectively. Let Fs,a be the cumulative distribution function of T (s, a). Let νs and

rs both be distributed according to U(0, 1).

Define the DAG structure on these variables by:
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st

at

rt

st+1

at+1

rt+1

and define fs : S × A× [0, 1]→ S by:

fs(s, a, νs) := F−1s,a (νs) (3.1)

Recall that st+1 = fs(s
′
t, a
′
t, r
′
t). Therefore:

PC(s′t+1 = sn|s′t = s, a′t = a) = PC(fs(s, a, νs) = sn|s′t = s, a′t = a)

= F−1s,a (νs)

= T (s, a)

The construction for r is similar. We can easily include a discount factor γ by modify-

ing the function f to fd = γt ∗ f

This is also a minimal representation of a general MDP. Specific MDPs may not require

all arrows (e.g. if reward is constant), but most MDPs require every arrow. Therefore this

is the simplest SCM representation of a general MDP.1

3.1.1 Modeling Actions

The above picture doesn’t include the policy as part of the SCM: actions are treated as

noise variables. Of course actions are (usually) not noise variables: they are produced by

1Assuming we split the MDP into this set of variables.
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some policy π : S → A, or rather by a sequence of policies which update at each time step:

st

at

rt

st+1

at+1

rt+1

π π

Figure 3.1: Causal representation of a general MDP with a fixed policy.

This is a causal representation for a general MDP with a fixed policy. If we wish to

include a changing policy, we augment the graph with a policy variable π:

st

πt

at

rt

st+1

at+1

rt+1

πt+1

Figure 3.2: Causal representation of a general MDP with an updating policy. The ar-

row from the rectangle to πt+1 represents the fact that πt+1 depends on everything in the

rectangle.
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Since we are mostly interested in causal models of the state transition, we will usually

leave π out of diagrams.

3.2 Vector Valued States

In practice, most RL environments have vector-valued states. Applying the general TSCM

representation to an environment with states in Rn we obtain:

s1t

...

skt

at

rt

s1t+1

...

skt+1

at+1

rt+1

Figure 3.3: A TSCM representation of an MDP with vector-valued states. For the sake of

clarity we have left out some of the edges from state to action and reward.

However, this representation is no longer necessarily minimal: it may be the case that

vit does not cause vjt+1. This is relatively common in practice: consider for instance the

walls and floors of most video game environments. While they affect other objects in the

environment, no other object affects them.
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For the particular case of objects which never interact at any time step, we can use

TSCM discovery to remove those arrows. This gives us a simple algorithm for generating

a model:

1. Draw (potentially very many) samples X from M (using a random agent)2

2. Use any TSCM causal discovery algorithm to determine which elements of state do

not have edges between them.

3. Initialize a neural network f as a model of the M . For every pair of states (vi, vj)

that do not have an edge between them, set the parameters connecting them in f to

0.

4. Train f using the existing samples as a training set.3

3.3 The Time-Variance Problem

There is a significant problem with 3.2: the causal relationships in most environments

change at every time step. 3.2 learns the smallest causal graph that contains every arrow

that ever appears. For any particular time step there may be a much smaller causal graph

that contains all the information required to predict the next state.

As an example, consider an environment consisting of n identical spheres bouncing

in a closed space (i.e. a hard-sphere gas model). Two spheres are causally related at time

step t if they will collide in that time step, in the sense that a function predicting the next

state of either sphere must have the current state of both spheres as an input.4

Over a long enough period of time, every pair of spheres will interact, and so 3.2 will

learn a complete bipartite causal graph and the resulting neural network model gains

2The use of a random agent here is suspect and could potentially cause problems because of distribu-
tional shift when we switch to using the model.

3We could of course sample again, but this is more sample-efficient.
4We will completely ignore the action space for the purposes of this example, as it makes no difference.
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nothing from all this additional work. However at any particular time step the graph of

interactions will frequently be empty and almost always be sparse5.

We can see an example of this situation below:

s1t

s2t

s3t

s1t+1

s2t+1

s3t+1

s1t+2

s2t+2

s3t+2

s1t+3

s2t+3

s3t+3

Figure 3.4: An environment where TSCM discovery would return a fully connected

graph, but each individual time step is fairly sparse.

We cannot even try running the entire environment many times, because the causal

graph at time step t will not be the same across runs.

This does not mean that 3.2 is useless. In environments where there are many non-

interacting components it can still serve to reduce the complexity of the model that must

be learned. However we would ideally have an architecture that allows us to take advan-

tage of the local causal information as well as the global. We develop such an approach

in the next section.

3.4 Local Representations

We must assume some connection between the diagrams of different states, or else the

learning problem is completely hopeless. Drawing inspiration from physical environ-

ments, we will assume that the environment can be decomposed as two functions g :

5As the length of a time step tends to 0 we should in fact see at most 1 arrow per time step, assuming we
are doing a pure rigid body simulation.
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S × A → Bipartite(k, k) and function f : Bipartite(k, k) × S × A → S, where g produces

the causal diagram at each time step, and f predicts the next state while taking the causal

diagram into account.

We formalize this as a new notion of representation of an MDP:

Definition 3.4.1 (Local representation of an MDP).

A local representation of an MDP with states in Rk is a pair

(g : S × A→ Bipartite(k, k), f : Bipartite(k, k)× S × A→ D(S))

that satisfies:

T (st, at) = f(g(st, at), st, at)

and vj 6∈ parents(vi) in g(st, at) implies the component function

fi(g(st, at), st, at) := f(g(st, at), st, at)i

is constant in vj .

Essentially, f is a function for predicting the next state which respects the causal rela-

tionships encoded by g.

Remark. A TSCM representation is a local representation where g is constant.

We use this to define a new sense of minimality that more closely captures our in-

tuition that we can do better than treat a box full of bouncing spheres as being fully-

connected at every time step.

Definition 3.4.2 (Covering local representation of an MDP).

Let gt be a graph in the image of g. Let (S ′, A′) be the preimage of gt. A representation is

covering if the function fi(gt,−,−) : (S ′, A′)→ S is non-constant in all vp ∈ parents(vi).

Covering representations are closely related to minimal SCMs. However because we

defined our non-constant functions in terms of the pre-image of a particular graph, this
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will not quite work. For instance if g is constant then the pre-image is the set of all states

and actions, so such a representation is covering as long as f is non-constant in all argu-

ments.

We can fix this problem by selecting minimal covering representations under a sub-

graph ordering:

Definition 3.4.3 (Minimal local representation of an MDP).

Let LC be the set of covering local representations of an MDP M . Define a partial order

on LC by l ≤ l′ iff g(s, a) ⊂ g′(s, a) for all s ∈ S, a ∈ A.

A local representation is minimal if it is minimal with respect to this order.

Definition 3.4.4 (Minimal TSCM Representation).

A TSCM representation C of an MDP M is minimal if it is minimal as a structural causal

model.

Theorem 3.4.1. There exist MDPs where the only minimal TSCM representation is fully con-

nected, but the minimal local representation is not.

Proof. The previously described hard-spheres gas model has a minimal local representa-

tion (the rules of rigid body motion) whose graphs are sparse, and can only be represented

by a fully connected TSCM.

This problem is not limited to the hard-sphere gas model. Most physics based envi-

ronments (e.g. the MuJoCo environments [32]) will have fully-connected or almost-fully

connected TSCM representations. Even very simple environments like Pong suffer from

this problem: a minimal local representation would have an edge between the ball and a

paddle only when they are about to collide, but a TSCM representation would have edges

between them at all time steps.
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3.5 Interventions

The discussion so far has focused entirely on the observational case. We move now to con-

sidering interventions. We will discuss several ways of defining interventions on MDPs,

and most importantly we will show that in the standard setup where the agent’s only in-

teraction with the environment is through its choice of action, there are no interventions.

3.5.1 Choice of Action as Intervention

There is a somewhat natural intuition that actions are interventions on the environment.

The agent or policy is outside the environment, making choices that affect the environ-

ment, so surely it makes sense to call these interventions? This intuition is visualized in

3.5.

st

at

rt

st+1

at+1

rt+1

do(at = π(st)) do(at+1 = π(st+1))

Figure 3.5: Actions as interventions

The problem with this view is that the st argument to π(st) prevents it from being

a proper intervention. An intervention must remove all arrows into the interventional

variables, but in this case we’ve actually added an arrow from st to at (as in 3.1).
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This problem is inescapable: any policy that depends on st will force st to be a parent

of at, and thus choice of action is not an intervention.

It is not even clear how we would use “actions as interventions” if they were. Inter-

ventions are useful for asking “what if” questions (e.g. “what if all patients were treated

in this way”). However under this view, the “what if” question is simply “what if we

took this action instead”. This is just a normal rollout. So we cannot use this definition of

intervention to bring anything new to the planning problem in RL.

3.5.2 Actions and Local Representations

Within the local representation framework, this situation might be salvageable. Interven-

tions are helpful for causal discovery because they modify the causal graph, this modi-

fication is apparent from sample data, and the original graph can be reconstructed as a

result.

While different actions are still not properly interventions in the usual sense when ap-

plied to local representations, they can modify the graph, since g is a function of both state

and action. Depending on the exact nature of g, this shift might be useful for learning a

causal model.

Consider an extremely contrived example: the state is in Rn. It is known that g is fully

connected under the null action, and that under other actions some set of connections

will be broken, but the exact mapping from actions to graphs. fi is simply the sum of

parents(vit), and this is known.

In this case all steps where a particular action is taken form a TSCM (since the action

is the sole determiner of the graph at a time step), and TSCM discovery can be used to

find the map from actions to graphs.

Thus while actions are not strictly speaking interventions, they may still be usable for

the causal model learning problem in a similar way.

Of course in this example we are starting with a great deal of information about g

and f . It is not at all obvious how to apply this to the general case where g and f are
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unknown, but it is at least possible that there are learning algorithms that could take this

information into account.

Lastly, note that while actions bear some similarity to interventions for the purposes

of learning a causal model, they are not helpful for the planning problem. Once g and

f are known (or well-approximated), then asking the effect of an “intervention” is just

performing a normal rollout, as it was under the previous view.

3.5.3 External Interventions

As an alternative, we can simply consider the set of all possible interventions on the SCM

at time step t Ct. Of course practical RL environments do not usually have a mechanism

for performing interventions at all, and we could consider many possible sets of interven-

tions:

• Modifications to the low-level memory of the program (e.g. editing a register)

• Modifications to the memory or the code of the program

• Modifications to the high-level memory of the program (e.g. editing an attribute on

a Python object)

• Modifications to the high-level memory of the program, while enforcing some in-

variants (e.g. disallowing interventions that produce technically possible but in-

valid game states)

We are mainly interested in how to use interventions once defined, and in what circum-

stances it makes sense to define them at all.

In many RL environments the standard for success is comparison to human learning.

Defining a set of interventions on these environments does not make much sense, since

this gives an RL algorithm access to tools human learners do not have and this invalidates

the comparison.
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However there are scenarios where it makes sense. [33] and [25] treat different envi-

ronments as different interventional distributions of the same underlying causal model.

Something similar could certainly be done for the causal model learning case. Con-

sider two MDPs M and M ′ where g and f are known to be drawn from one of several

possible function classes. M also has a much smaller state space thanM ′. Then the classes

could be learned on M , before generalizing to M ′.

As a concrete example: consider the same hard-sphere gas model we have worked

with. M is the environment where there are only five gas particles, and M ′ has 10000. But

the underlying g and f are the same, so in theory they could be learned on M and then

immediately generalized to M ′.

3.6 Counterfactuals

Evaluating a counterfactual requires holding noise terms from a particular sample fixed.

Thus the noise terms must be known. If they are not directly observed, then they must

be inferred. This is certainly possible in theory (e.g. by performing MLE estimation of

the noise variables, given a sample and the predictions of g and f ), but this may be quite

difficult in practice.

[24] demonstrates that given the ability to evaluate counterfactuals, they can be used

to generate more accurate rollouts using the “actions as interventions” view. This is par-

ticularly true in the partially-observable case where noise terms represent unobserved

variables. The shift from a normal rollout to a counterfactual rollout allows a planning

algorithm to consider a rollout conditioned on particular values for the unobserved vari-

ables, producing an unbiased rollout.

Counterfactuals could also be used for the credit-assignment problem6. If we wish to

determine which action was “responsible” for a particular result, then we can consider

a (potentially very large) set of counterfactual actions, and assign credit to any actions

6In many ways counterfactuals were developed for exactly this problem
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at = a such that the result does not occur under counterfactual actions at those time

steps.
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Chapter 4

Implementation and Experiments

In this chapter we cover several variants of algorithms for learning local representations.

The core difficulty we encounter is that we assume the true causal graph is inaccessible

at training time. Thus g must be trained by backpropagating the loss for f

All code is available at vluzko/causal rl.

4.1 Local Representations as Neural Networks

Let (g, f) be a local representation. There are two difficulties: enforcing the constraint that

fi is constant in the non-parents of vi, and making sure g produces a bipartite graph in a

differentiable way,

We can accomplish this by making f a message passing network. A message passing

network [34] is a graph neural network that takes a graph as input, and outputs a value

for each node that depends only on the value of the node’s neighbors1.

Formally, the graph neural network computes the following:

mt+1
ij = φij(v

t
i , v

t
j)

vt+1
i = ψi

(
vti , aj:vtj∈parents(vt+1

i )(m
t+1
ij )
)

1More complex architectures are possible, but for our purposes we will use this definition.
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Here mij is the message from vj to vi. a is an aggregation function, meaning a function

which accepts a list as an argument and which is invariant under permutations of the list.

In practice a is usually the sum or mean of its arguments.

φij and ψi are neural networks. For most of our experiments all φ and ψ networks are

the same, but this is not necessary.

Thus vt+1
i depends only on its parents in g(st, at), assuming there is always an arrow

from vti to vt+1
i .

g is constructed so that for all i 6= j, g produces a value

pt+1
ij = P

(
(vti , v

t+1
j ) ∈ gt+1

)
where gt+1 is the actual graph at time step t+ 1.

This is easy to accomplish by setting the output space of of g to be adjacency matrices

on k variables, with all entries in [0, 1] and the diagonal set to 1.

Treating all pij as independent, we have a distribution over bipartite(k, k), which we

call Dt+1. We can use this distribution as an input to f in two ways.

4.2 Environments

The majority of our experiments are performed on a two-dimensional hard-sphere gas

model (Figure 4.1). In several experiments we use shapes besides spheres. The reason

for this choice is that it is easy to compute the gt in this environment (we simply detect

collisions). All of our experiments use an environment consisting of 15 particles, unless

otherwise stated.
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Figure 4.1: Visualization of a single state of the hard-sphere environment. The lines are

velocity vectors.

The state space for this environment is the positions and velocities of each particle,

making it a vector in Rn×4, where n is the number of particles.

4.3 Architecture

We approximate g with a single fully-connected neural network with two hidden layers

of width 32. g takes the full state vector as input, and outputs a vector in R(n−1)2 . The

output vector is passed through a sigmoid activation to obtain the probabilities of all

edges (vi, vj).

To represent f we implement a simplified version of the system described by 4.1. In-

stead of multiple separate networks ψi,j and φi, there are only two networks ψ and φ.2.

Both are implemented as fully connected networks with one hidden layer of width 16.

2We can make this simplification because all objects in the environment are identical.
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ψ takes pairs of particle states (i.e. vectors in R8), and produces a vector in R4 repre-

senting the message from one particle to another, with the position and velocity compo-

nents being treated as channels.

φ takes a particle state and the aggregate of all messages to that particle, and produces

the predicted next state of the particle.

All networks use leaky ReLU activations and batch normalization between layers, and

were trained with the Adam optimizer with learning rate 0.1.

For all experiments we use the mean-squared error loss for the prediction for time step

t ŝt to train phi and psi:

MSE(ŝt, st) :=
1

n

n∑
i=1

(sti − ŝti)2

We will also write MSEt for the loss at time step t.

We also computed the L2 loss for g:

L2(ĝ
t, gt) :=

[
n∑
i=1

(gt − ĝt)2i

]1/2

At no point is this loss used to train g. We assume that knowledge of the true causal graph

is generally unavailable, and so we cannot use it to compute a loss. This loss is only used

as an after-the-fact assessment of how well g is learning.

To combine g and f , we took two different approaches:

4.3.1 Weighted Architecture

In the weighted architecture, we declare the graph to be complete, and treat Dt+1 as a

weight on each edge. This changes the graph network architecture 4.1 to be:

vt+1
i = ψ

(
vti , aj∈parents(vt+1

i )(D
t+1
ij mt+1

ij )
)

If a is summation, then this modified version produces the expectation of a under Dt+1.
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This makes the composition of g and f differentiable, meaning we can use the state

prediction error to train g as well as f . However this comes at the price of no longer

completely forcing f to ignore certain connections.

4.3.2 Sampling Architecture

As an alternative, we can use the REINFORCE algorithm [35] with a sample from Dt+1,

giving us an actual bipartite graph that can be used directly with 4.1. The actual loss for

g is:

Ltg := ln(pDt+1(gt+1)) ∗ Ltf

where Lf is the loss for f . This has the benefit of giving an explicit causal graph, at the

cost of no longer being able to backpropagate directly.

4.4 Results

As we will see, our architecture can learn f reasonably well, but learning g is very difficult.

This is not surprising, given that g has no access to ground truth. Furthermore, the true

causal graph is generally quite sparse (collisions are rare), so g tends to learn to predict

an empty graph everywhere3.

4.4.1 Core Architecture

First we compare the weighted and sampling architectures (Figure 4.2).

3If we do not regularize g, it tends to predicts a fully connected graph everywhere
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Figure 4.2: Left: state prediction loss and collision loss of the weighted architecture on

the hard sphere gas environment. Right: The same for the sampling architecture.

As should be immediately apparent, the overall model learns to predict the next state

reasonably well (with little difference between architectures), but the gradient of g drops

to 0 fairly quickly (Figure 4.3). This is partially because the underlying graphs are in

fact frequently sparse or empty, but (as we will see in 4.5.1), increasing the proportion of

non-empty graphs does not suffice to solve this problem.

The fact that f still learns at all is mostly a fact about the environment. In the hard-

sphere gas model the position of a particle will change very little across time-steps. The

velocity will not change at all, except after a collision. Since collisions are relatively rare,

simply reproducing the current state can produce reasonably good loss.
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Figure 4.3: Gradient norms at each batch, for each layer of g.

Collisions are also the source of the high variance. The high loss states are mostly

those where a collision occurs that g does not predict. For these states the position of the

particle is mostly correctly predicted but the velocity prediction can be very wrong, to the

extent that the incorrect velocity prediction for the two particles involved dominates the

overall loss.

Plausibly it is the combination of the fact that velocity usually doesn’t change, and

occasionally changes quite drastically, that makes it so difficult for g to learn. If f quickly

learns to simply reproduce the current velocity, then g’s predictions become irrelevant.

As a baseline comparison, Figure 4.4 shows the results of training a fully connected

model as a predictor:
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Figure 4.4: Training comparison between a simple fully connected model and the two

causal models.

The local representation architecture clearly still helps with learning to some extent,

most likely because it does successfully learn that most connections are unnecessary, which

makes the prediction task much simpler.

4.4.2 Training with the True Graph

As a baseline, we train a predictor using the true graph rather than an estimate ĝ. This

gives us an idea of what kind of performance can be expected if g is learned correctly

(Figure 4.5).
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Figure 4.5: Performance of the state predictor when the true graph is given as input

Under these conditions, f achieves better test performance (4.6) and learns faster (4.7).

Model Test Loss
Weighted predictor 643.65
Sampling predictor 645.76

With true graph 397.22

Figure 4.6: Test loss comparison

However, it does not perform significantly better. This is an unfortunate property of

the hard-sphere environment: even without the true causal graph, the next state can be

predicted quite well from the previous state, since most of the particles simply continue

moving along their current trajectory.

4.4.3 Multi-Typed

Very few environments actually consist of totally uniform objects. Here we test perfor-

mance when there are multiple types of object. We modify the hard-sphere gas environ-

ment to include different particle shapes (specifically squares, of different mass and size).

In one environment the type of the object is passed as a one-hot encoded vector, in the

other it is not. Performance improves in the latter environment (Figure 4.8).
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Figure 4.7: Learning rate comparison. Each value is the mean training loss across the last

5 batches.

Number of Particles No Types Test Loss With Types Test Loss
5 8521.40 5953.93

15 4002.44 3541.45
25 1723.79 854.11

Figure 4.8: Test loss comparison

This is a greatly simplified experiment. Most environments have a much richer set of

object types (possibly equal to the number of objects), the types of those objects are not

directly encoded in the observation space, and the number of types is initially unknown.

Nevertheless it gives us some idea of how performance changes as we introduce more

complexity.

4.5 Alternate Training Algorithms

To handle the difficulties in training g, we test several alternative training algorithms.
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4.5.1 Buffered Errors

First we try building a buffer of bad states, defined as any state st where:

MSEt >
2

b/2

b/2∑
i=1

MSEt−i

where b is the batch size. States are then resampled from this buffer with probability p, or

a new state is generated with probability 1 − p. Sampling does not begin until the buffer

has reached a minimum size of 200 states.

Figure 4.9: Performance of the weighted predictor with buffered errors. From left to right

p = 0.25, 0.5, and 0.75.

As should be apparent from 4.9, the loss immediately becomes much worse once the

buffer starts being used, with the drop in accuracy increasing with higher sampling prob-

ability. It may be that given how late the buffer starts being used, the networks are already

close to a local optimum and cannot break out of it.
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Preconstructing the Buffer

As a mitigation, we try instead building the buffer first (using the original unbuffered

algorithm), and then train a second copy that uses the buffer from the start (4.10).

Figure 4.10: Performance of the weighted predictor with buffered errors. From left to

right p = 0.25, 0.5, and 0.75.

With the preconstructed buffer the model does better overall, but it is clearly not suf-

ficient to force g to learn.

4.5.2 Iterated Learning

As an alternative approach, we try switching between training f and g, the idea being to

train g for some number of batches, then f for a different number of batches. In this way

g is given a chance to learn before f learns to approximate well with just the current state.

In this experiment we perform no L1 regularization on g, as otherwise it quickly learns to

predict a nearly empty graph (4.11).
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Figure 4.11: Performance of the weighted predictor with iterated learning. From left

to right the batch sizes are 10 and 5, 15 and 1, and 30 and 1 (g batches and f batches

respectively).

Of course g still suffers from sparse gradients. As a way around this we try combining

the preconstructed buffer and the iterated approach (4.12).
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Figure 4.12: Performance of the weighted predictor with iterated learning. From left

to right the batch sizes are 10 and 5, 15 and 1, and 30 and 1 (g batches and f batches

respectively).

Unfortunately even in this experiment the gradients for g still vanish:

Figure 4.13: Norm of the gradient for each layer. Training signal is fairly rapidly lost.
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This points to the fundamental problem being that the environment is too well pre-

dicted by extrapolating the current trajectories of each particle, and so very little opti-

mization pressure is put on g.

It may be that this problem will disappear in other environments where the current

trajectory is not sufficient to make accurate predictions. Testing this hypothesis would

require environments where the full causal graph is known for each step. There are com-

mon RL environments where this graph can in theory be obtained (e.g. the collision graph

in MuJoCo environments), but (to our knowledge) no environment makes it easily acces-

sible without additional engineering effort, so that step must be performed first.

If it is not simply a problem with this environment, then it could of course be that

the architectures tested here are flawed in some way, or that the problem is simply too

difficult for current techniques.
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Chapter 5

Conclusion and Future Work

We have shown that traditional causal discovery algorithms will not work on many rein-

forcement learning settings, or rather that they will work but will discover a “vacuous”

causal graph which forces everything in the environment to be connected.

This problem is fundamentally caused by the time-variance of the underlying causal

relationships. To solve this problem we introduced local representations, which consist of

separate functions for predicting the causal graph at each time-step and for predicting

the next state given the causal graph and current state. These local representations are in

theory able to capture the dynamics of an MDP with a minimum number of causal rela-

tionships, unlike a more traditional approach using time-series structural causal models.

We developed an algorithm for learning local representations, using only knowledge

of the states and not the true underlying causal graph. We implemented several variants

of this algorithm, and tested them on a simple hard-sphere gas model. We find that while

the overall architecture can learn to make accurate predictions the graph predictor has

significant difficulty learning the causal graphs. This is most likely because the hard-

sphere gas environment can be well-approximated even with an empty causal graph.
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5.1 Future Work

There are several major steps required to bring this paradigm from toy environments to

practical RL environments.

First, the issues with training the graph predictor must be resolved. Since this is plau-

sibly caused by the simplicity of the current environment, more complex environments

must be annotated with their true causal graphs so that the accuracy of the g approxima-

tion can be assessed. For instance, the MuJoCo environments could be annotated with

their collision graphs.

If shifting to a different environment does not resolve the issues training g, then it may

be that a different architecture that more closely couples g and f is required.

Second, to apply this work to environments with pixel-level data (or any state space

that does not cleanly map to “objects” in the environment), some form of state represen-

tation must be learned, since directly predicting causal relationships between all pixels is

probably too complex a problem for any learning to occur. This might be done with object

detection algorithms, or perhaps by using the latent space of an autoencoder.

Lastly, the algorithm needs to be adapted to work in transfer learning settings. Many

environments (e.g. all MuJoCo environments, many Atari environments) share some or

all of their underlying causal dynamics. If the underlying dynamics can be learned on

one environment, it should be possible to transfer to a novel environment with very little

additional learning.
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