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Abstract

This dissertation is concemed with surveillance, which refers to the monitoring and

supervision of populations for specifie purposes. Ofspecial interest are the ways in which

new technologies are augmenting the power of surveillance in the late twentieth century,

and therefore influencing the privacy debate. Three things are noted about this. Ficst,

large-scale surveillance by bureaucratie organizations is a product of modemity, not of

new technologies. This is evident from Part 1of the dissertatio~ which argues that

increased surveillance capacity cornes as a result of specific economic and political

circumstances that favour the use of technological systems of particular kinds, which

invariably feature enhanced capacities. Second, surveillance has two faces; advantages

appear alongside serious disadvantages. This is aIso evident in Part 1of the dissertation

which suggests that much surveillance theory is dystopian and therefore, an incomplete

paradigm. Finally, new technologies facilitate sorne major magnification of surveillance

power~ sorne even argue that tbey change its character qualitatively. As such, privacy

features prominently alongside discussions of electronic surveillance. This is evident in the

final two parts of the dissertation which evaluate privacy as a strategy for limiting

electronic surveillance. In tbis regard, Part II examines technica/ challenges to electronic

surveillance, expressed through privacy law in particular, and Part manalyses

mobilization challenges, which have to do with ~he role played by social movements in

attempting to bring about broader-based change than mere legislation. Throughout the

dissertation, the argument is made that surveillance has become a central feature of

contemporary advanced societies and as such, it should be a major concem ofboth social

analysis and political action. This is why the dissenation is divided into distinct, but

overlapping, parts, with the first part focusing on social and critical theory, and the second

and tbird parts focusing on the public policy arena. By organizing the dissertation in tbis

manner, it is demonstrated that the issues raised by surveillance must no longer be treated

in a marginal, piecemeal fashion; no longer, that is, ifwe wish to avoid a dystopian future.

The analysis offered in tbis dissertation will make a notable contribution to avoiding that

future by defining the social and historical meanings ofeleetronic surveillance 50 that, in

dialogue with it, more room will be made for just, fair, and responsible political praetice.
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Résumé

La thèse porte sur la surveillance, c'est-à-dire le contrôle et la supervision des populations
à des fins spécifiques. Une importance particulière est accordée à la façon dont les
nouvelles technologies accroissent les possibilités de surveillance à la fin du 20e siècle,
influençant de ce fait le débat sur la protection de la vie privée. Trois éléments fondent
notre réflexion. Premièrement, la surveillance à grande échelle par les organisations
bureaucratiques apparaît avec la modernité, donc bien avant l'émergence des nouvelles
technologies. Cet aspect est plus particulièrement abordé dans la première partie, qui pose
l'hypothèse selon laquelle l'augmentation des capacités de surveillance résulte d'une
conjoncture économique et politique favorisant le recours à des systèmes technologiques
particuliers dont les perfonnances sont forcément accrues. Deuxièmement, les effets de la
surveillance sont doubles; les avantages qu'elle procure sont indissociables des sérieux
inconvénients qu'elle comporte. Dans la première panie de la thèse, nous faisons
également la démonstration qu'une part significative des théories de la surveillance s'avère
dystopique, et qu'en conséquence, elle est un paradigme incomplet. Finalement, les
nouvelles technologies favorisent une glorification du pouvoir de surveillance. Certains
affinnent même qu'elles en modifient qualitativement le caractère. La question de la
protection de la vie privée est ainsi au coeur des débats à propos de la surveillance
électronique. Les deux dernières parties de la thèse abordent ainsi la question de la
protection de la vie privée comme stratégie pour limiter la surveillance électronique. Dans
cette perspective, la deuxième partie de la thèse examine le défi technologique de la
surveillance électronique, par l'étude des mesures légales mises en place pour protéger la
vie privée. La troisième partie analyse le défi de la mobilisation, en examinant le rôle que
pourraient jouer les mouvements sociaux pour apporter des améliorations plus globales,
allant au-delà du seul plan législatif L'ensemble de la thèse démontre que la surveillance
est devenue un élément central des sociétés contemporaines développées, et que
conséquemment, elle devrait être appréhendée à la fois comme un objet d'analyse sociale
et d'action politique. Ces deux perspectives sont à l'origine du plan de la thèse, qui se
déploie en deux chapitres distincts mais dont les contenus se superposent partiellement. La
première partie est centrée sur les théories sociales et critiques, alors que la deuxième et la
troisième partie s'attardent plutôt à l'examen des mesures publiques. En structurant le
propos de la sorte, nous démontrons que pour minimiser les conséquences sur l'avenir des
citoyens, les enjeux de la surveillance doivent être envisagés non plus de façon marginale
et isolée. Nous croyons que l'analyse proposée ici contribuera à désamorcer les
conséquences néfastes de la surveillance en définissant plus adéquatement les impücations
socio-historiques du phénomène. En étudiant le phénomène dans ses interrelations, la
surveillance électronique pourra être envisagée dans sa globalité et résulter en des
pratiques plus justes et plus responsables.
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FOCIIS

Great excitement was generated during the 1970s and early 19805 about the arrivai

of new social conditions. Computer and communications technologies had made possible

the ~'Information Society". AlI manner ofbenefits awaited us~ new prosperity, new

democratic and educational opponunities, a "global villagen thanks to new

telecommunications, and a rea1ignment of workplaces and class relations. There is no

denying that advantages do accrue from such technological development, but a little

historical reflection and critica1 imagination makes waming bells ring.

A number ofwriters - including David Lyon (1988), Heather Menzies (1996), and

Frank Webster (1 993) - took it upon themselves to assess just what was going on in the

so-called information revolution. Most of them argued that each situation should be

analysed in ilS own right, that new technologies May weil be implicated in sorne radical

social changes that we do not yet understand fully, but that utopian dreams ofwbolesale

societal megashifts were at best misleading hyperbole and at worst dangerous delusions.

Since then, the debates surrounding new technologies have tended ta become

much more sober, it not sombre. The failure ofcomputer-based service economies ta lift

the world out of recession, the advent of eleetronic war, and the dismayed realization that

computers have a buge capacity ta track the tiny details of our personallives, have all

helped foster more forbidding social forecasts. Even fearing the spectre of~~Big Brother"

scarcely seems to do justice to the new mood. The term "surveillance society" was tirst

coined in 1985 by James Rule~ the waming note is growing in volume.
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Ofall the questions raised by new technologies, the one that strikes me as being

most socially pervasive is the garnering of persona! information ta be stored, matched,

retrieved, processed, marketed, and circulated using powerful computer databases. The

result of my investigation is tbis dissertation, in which 1examine the major dimensions of

what we DOW speak ofas "surveillance~'. Whereas once tbis had a fairly narrow meaning,

to do with policing or espionage, surveillance is used here as a shorthand term to cover

the many, and expanding, range ofcontexts within which personaJ data is colleeted by

employment, commercial, and administrative agencies, as weil as in policing and security.

Throughout the dissertation, 1argue that surveillance has become a central feature

ofcontemporary advanced societies and as suc~ it should be the focus ofboth social

analysis and political action. Ta tbis end, the dissertation is divided into three parts, each

ofwhich has two chapters. Part 1traces the history of surveillance from the modern era

and oudines the major theories of surveillance that contribute to our present day

understanding of the relationship between technology, privacy, and public policy. Part II

describes the background conditions and proximate events that have made the

announcement ofCanadian privacy legislation for the private sector possible. In May

1996, the Minister of lndustry, John Manley, announced a number ofgovernment

decisions about the future character of the uinformation highway". Buried within these

decisions was the conclusion that Uthe right to privacy must be recognized in law,

especiaIly in an electronic world of private databases where it is ail too easy to colleet and

exploit information about individual citizens" (Industry Canada, 1996: 25). Hence:
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As a means of encouraging business and consumer confidence in the Information
Highway~ the Ministers ofindustry and Justice~ after consultation with the
provinces and other stakeholders. -will bring forward proposaIs for a legislative
framework governing the protection ofpersonal data .n the private sector.

At the present time, nobody knows the depth ofthe federal government' s commitment to

tbis issue. Moreover, there has been tiule detailed policy analysis of what a "legislative

framework" might look like and very little public debate (Bennett, 1996). Nevertheless,

the announcement does constitute a sigJiificant triumph for the small "advocacy coalition"

(Sabatier, 1988) ofprivacy and data protection commissioners, academics, public interest

groups, and indi"idual bureaucrats that have been arguing for a more effective and

consistent set of"rules of the road" (Bennett, 1996) for the treatment ofpersonal data in

Canada.

Finally, Part III examines challenges to surveillance in the late twentieth century in

the fonn of"awareness movements". It highlights the ways in which so-called submerged

networks become temporarily visible and mobilize around a key issue, thereby indicating

that countervailing forces against surveillance do exist, though not necessarily in the form

ofconventional pressure groups, lobby groups or political parties. In tbis respect,

resistance to contemporary sulVeillance is different - and less effective - than resistance to

other social problems. For tbis reason, Part III also examines a "successful" public

awareness movement in another field: breast cancer. It is hoped that from such an analysis

privacy advocates and scholars may be able to do sorne "lesson-drawing" (Bennett, 1990)

for their own pursuits in raising public consciousness about surveillance.
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Two questions are at the foreffont of the dissertation. First, why is privacy .

legislation for the private sector in Canada "an idea whose time has come?,,1 And second,

how can public awareness about surveillance be increased? These questions are of the

utmost importance because, as 1noted earlier, ordinary people now find themselves, to an

unprecedented extent, "under surveillance" in the routines ofeveryday life. Surveillance,

as described here, concems the typical, mundane, taken-for-granted world ofgetting

money from a bank machine, making a phone cali, applying for sickness benefits, driving a

car, usiog a credit card, receiving junk mail, pickiog up a book from the library, or

crossing a border on trips abroad. In each case mentioned, computers record our

transactions, check against other known details, ensure that we and not others are billed or

paid, store bits of our biographies, or access our financial, legal, or national standing.

Thus, cornputers and their associated communications systems now Mediate a host of

"ordinary" relationships; as such, to participate in modem society is to be under eleetronic

surveillance.

Part 1: SitualÏlIg and Understandillg Surveillance

Surveillance did oot develop overnight. Part 1argues that ever since modem

governments started ta register births, marriages, and deaths, and ever since modem

businesses began ta monitor work and keep accurate records ofemployees' pay and

1 Speech by Tom Wright, former Information and Privacy Commissioner of
Ontario, to the Information Issues andAccess in Transition: Access and Privacy '97
Conference, Ottawa, Ontario, January 28, 1997. Mr. Wright suggested that legislation for
the private sector in Canada is "an idea whose time has come".
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progress, surveillance has been expanding. In addition, the electronic component of

surveillance is, in one limited sense, nothing new. Wiretapping and other fonns of

message interception have been the common currency ofespionage and intelligence

services for many decades. However, in the late twentieth century, electronic technologjes

have been widelj introduced in order to augment and sustain surveillance activities on an

even broader basis than that known in the era of typed documents, printed regulations, and

index cards. There are suspicions that such surveillance portends a ~4new" situation.

However, such suspicions cannot be confinned or denied without reference to the

long-tenn historical context. Part 1outlines this context by suggesting that surveillance as

we know it today - that is, as an institutionally central and pervasive feature of sociallife 

did not emerge until modem times. While ilS primitive fonns may be seen, for instance, in

the eleventh century with the Domesday Boo~ ilS expansion from the nineteenth century

was dramatic. Systematic surveillance, on a broad scale as understood here, came with

the growth of military organization, industrial towns and cities, govemment

administratio~ and the capitalist business enterprise within European nation-states. It

was, and is, a means ofpower; but not merely in the sense that surveillance enhances the

position of those Uin power."

Paradoxically, as seen in Part l, surveillance expanded with democracy. Indeed it

is associated with the post-Enlightenment udemand for equalitytJ (Dandeker, 1990), and

with populations previously denied access to full political involvement. In this respect,

surveillance may be viewed as the other side of the coin ofdemocracy. As citizens

demanded equal rights and participation in the modem nation-state, they were subject to
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identification~ registration, and documentation in proliferating dossiers. In this vein~

Alexis de Tocqueville astutely observes that modem mass democracies depend upon an

expanded range of bureaucratie administrative tasks. Ironica11y, suggests de Tocqueville~

democracy produces privatized citizens whose paramount concem is personaJ welfare.

This renders such individuals particularly vulnerable to the crushing strength ofcentral

state institutions (1968). As surveillance develops, so individuaJ anxiety about "privacy"

emerges~ stimulated by what are felt as the encroachments ofgovernment administration.

Historically, then, the development of surveillance is complex. This may expIain

the relative lack ofcountervailing organizations committed to investigating~ and if

necessary resisting, its spread. Surveillance originates in a paradoxicaJ fashion - being the

outcome ofthe quest for citizenship, and also ofgreater centralized state control - and is

experienced with ambivalence. Contemporary surveillance systems are meant to ensure

that we are paid correctly or receive appropriate welfare benefits, that terrorism and drug

trafficking are contained, that we are made aware of the latest consumer products, that we

can be wamed about risks to our health, that we can vote in elections, that we can pay for

goods and services with plastic cards rather than with the more cumbersome cash, and 50

on. Most people regard these accomplishrnents as contributing positively to the quality of

life; hence, the lack of resistance to systems whose advantages seem to carry with them a

number ofacceptable risks.

On the other hand, while we are both grateful for the protection or procurement of

rights which surveillance afJ'ords~ we are sim'Jltaneously irritated and defensive when

meddlesome bureaucracy invades what we see as our private space, or angered al the
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threats posed to our autonomy. In the late twentieth century, surveillance is expanding in

subtle ways, often as the result ofprocesses intended to pursue goals such as efficiency

and productivity. Moreover, its subtlety is increased by its present day electronic

character. Most surveillance oceurs literally out of sight, in the realm ofdigital signais.

And it happens, as we have aIready seen, not in clandestine, conspirational fashion, but in

the commonplace transactions of shopping, voting, phoning, driving, and working. This

means that people seldom know that they are subjeets of surveillance, or, ifthey do know,

theyare unaware how comprehensive others' knowledge about them actually is.

What does tbis Mean for our sense of identity, our life chances, our human rights,

our privacy? What are the implications for political power, social control, freedom, and

democracy? The answers to these crucial questions draw us into a number ofimponant

debates, sometimes in disciplinary areas that are conventionally separate. 1 list these

below, but throughout the dissertation 1demonstrate how they must be considered

together if we are to properly grasp the dimensions and implications ofcontemporary

surveillance as weil as address the two questions raised earlier: why is privacy legislation

for the private sector in this country "an idea whose time has come" and how can public

awareness about surveillance be increased?

Part [ suggests that data protection has become a new social science subfield. As

one might imagine, the development ofany new subfield is fraught with controversy. No

settled views on the ongins, character, or likely direction ofeleetronicaIly enabled

surveillance are available. However, at the risk ofoversimplifying, it is possible to

characterize the subtield in terms ofthree main theoretical perspectives. These
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perspectives may be summed up in tenns oftheir leading motifs: capitalis~

rationalizatio~ and power. 5uch perspectives are important in helping us to understand

how modern surveillance has been established in different social and historical contexts:

government administratio~ the capitalist work situation, and the consumer marketplace.

These contexts are discussed at length in Part 1.

(n the capitalist perspective, derived primarily from Marxian ideas, the tbrust and

impetus of surveillance is always conneéted with the capitalist drive for greater profit.

This may be expressed in different ways, from the constant renewal of technologies to

facilitate greater degrees ofefficiency and produetivity, to the exporting ofefforts directed

at managing production, to more recent attempts to manage consumption. Thus, authors

such as Frank Webster and Kevin Robins (1986) speak ofl~cybernetic capitalis~" and

Rob Kling and Jonathon Allen of"information capitaIism" (1996). (n his vast contribution

to surveillance studies, Oscar Gandy sees the uglobal capitalist system" now guided by

what he caUs the "panoptic son", which uses new technologies to assign different

economic values to ditTerent sectors ofa given population (1993).

For Karl Marx, surveillance was located within struggles between labour and

capital in the business enterprise and the capitalist system. Previous means ofco

ordinating workers on a large scale had involved coercion; under capitalis~ labour was

no longer coerced. According to the new doctrine, the worker was, in a formal sense,

free. But the capitalist manager still had to maintain control of workers so that businesses

could be kept competitive by producing as much as possible within a given time at the

lowest cost.
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Hence what we now know as "management" was developed ta monitor workers

and ta ensure their compliance as a disciplined force. The idea ofbringing workers

together under one roof, in faetories and workshops, has often been seen as a way of

maximizing technical efficiency, making full use of machinery, and so on. But it cao

equally weil be argued that the use offactories to ensure labour discipline through the

oversight ofworkers' activities was at least as imponant, ifnot more sa. Marx's

recognition of tbis makes his work vital ta an understanding of modem surveillance.

Understanding surveillance from the capitaJist perspective makes sense. Clear

historical patterns may be traced, and the whole process May be seen as having an

economic logic. It a1so makes possible a critical stance in wbich systematic inequaIities

are exposed and a critique is made of the major organizations and ideologies that

perpetuate the system. However, in its less sophisticated versions, its shoncomings aIso

relate ta these factors. It is ail tao easy ta use capitalism as a catchaIl explanation,

without, for instance, Doting ways in which bureaucratie and technicallogic themselves

may play a relatively independent raIe. And the critical stance May sometimes lack

nuance. Surveillance is not an unmitigated evil, but rather a two-faced social phenomenon

with which many cheerfully collude for the sake ofadvantages that accrue ta them.

People are willing to sacrifice a little privacy for the sake ofpoliticaJ panicipation or

consumer convenience. For these reasons, Many communications scholars seeking a

framework within which to explain surveillance draw upon a range ofperspectives, each

ofwhich May contribute sorne signiticant insight.
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A more Weberian perspective focuses on the processes of rationalization that

characterize the development of modem organizations. Max Weber acknowledged the

raie of surveillance in capitalist enterprises but resisted the restriction of surveillance to the

context of class relations. For~ surveillance is bound up with bureaucracy, ofwhich

capitalist business enterprises are but one type. Modern organizations are charaeterized

above aIl by their rationa/ity, a feature that both gives them coherence and distinguishes

them iTom previous forms oforganization.

In the capitalist workplace, for instance, tbis rationality entails accounting by

means of double entry book-keeping. Everything is geared towards making possible

carefully ca1culated decisions. AlI administration is based on written documents,

processed by a hierarchy of salaried officiais, and impersonal mies based on up-to-date

technical knowledge. Efticiency is allegedly maximized thrcugh tbis system; but sa is

social control. Members come to accept the NIes as rational, fair, and impartial. The

director ofa bureaucracy can prediet with cenainty that orders will be implemented in a

rational manner. As Christopher Dandeker says, for Weber, "rational administration is a

fusion of knowledge and discipline" (1990: 217).

The Weberian perspective is sometimes - erroneously - associated with a

gratuitous emphasis on technical change. Technological developments, expressing the

rationalizing motif, are sometimes taken ta be central to an understanding of surveillance.

Organizational computer power somehow spells "Big Brother". Although a Weberian

approach would indeed accent the unique contribution made by specifie new technologies,

it is a mistake to equate this with a form oftechnologicaJ determinism. Communications
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scholars tend to repudiate such a positio~ but it is not uncommo~ especially in many

popular accounts, to find new technologies branded as the "cause" of new surveillance

practices.

Jumping to the late twentieth century, the work ofMichel Foucault points beyond

bureaucracy. He places surveillance in the broader context ofdiscipline in society-at

large, not just organizations. lndeed, only since Foucault has surveillance been accorded a

central position in social analysis. For Foucault, modem society is itself a "disciplinary

society", in which techniques and strategies of power are always present. Though these

may originally develop within specifie institutions such as armies, prisons, and factories,

their influence seeps into the very texture of sociallife. Power, in this view, is not a

possession but a strategy. Power makes for constant tension and struggle as those

subjected to it resist it with their own tactics. In modem societies, people are increasingly

watched, and their activities documented and classified with a view to creating populations

that confonn to social norms. The knowledge ofwhat happens is thus intrinsically bound

up with power.

Foucault's work has been used in various ways in surveillance studies. First, he

notes the apparent similarity in surveillance praetices within diverse social spheres, such as

the faetory, school, and prison. This has raised critical questions about the extent of such

commonality, questions on which Weberians have been particularly insistent (Lyon, 1992).

Second, Foucault's surveillance theory points up the ways in which surveillance extends

into the micropraetices oforganizations, the "capillary" level, cIassifying as weil as

observing subordinates. Third, although Foucault's studies refer primari1y to modemity,
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sorne take the phenomenon ofelectronic surveillance to presage a postmodem condition in

which virtuaI "selves" circulate within networked databases, independent of their Cartesian

counterparts who use credit cards and are identified by their social insurance numbers

(Clarke, 1994). For exarnple, Mark Poster, whose work best exemplifies the Foucauldian

approach, suggests that databases have become the new text in Foucault's sense of

discourse (1989 and 1990).

The Foucauldian perspective has advantages and drawbacks. In the modem world,

access to information does seem to be increasingly connected with power - especially

today, with the availability ofcheap and efficient modes ofdata processing. On the ot.her

hand, Foucault's perspective seems to revolve around the concept of power in a way that

almost exc1udes other considerations; power, expressed as domination or violence, is all

there is. Little space remains for examining how people actually interact with each other

in surveillance situations, stilliess for approaching these questions tram a different

standpoint.

My own perspective on surveillance takes account of what Marx, Weber, and

Foucault have to say but is not exclusively aligned with any one of them. Instead, 1have

found help in organizing my explanatory tools from Anthony Giddens. Giddens, as a

sympathetic eritie of ail three theoretical traditions, has attempted ta produce an intelligent

synthesis of the best of each. His emphasis on surveillance as a modem institution and,

trom structuration theory, bis Cocus on its enabling as well as constraining features, draw

the attention back ta human beings as "knowledgeable agents" within surveillance

situations. ln short, his work provides a useful springboard into surveillance studies,
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particularly into concepts ofparticipation, personhood, and purposes which 1develop in

Chapter Three. These concepts have a crucial relation to social processes of

communication.

Thus, 1argue that the perspectives outlined by Marx, Weber, and Foucault are less

important ta the question ofwhich of the three theorists is correct as they are ta their

overall contribution to contemporary surveillance theory. ln tbis regard, the three

traditions have taught us that whether if is an aspect of class relations, or rationality, or a

pervasive dimension ofsociety itself, surveillance must be seen as a central feature of

modemity. From the earliest days ofmodernity, administrators collected and recorded

personal details ofgiven populations, and capitalist business organizations monitored and

supervised employees in order to enhance their efficiency. Increasingly, heavy dependence

was placed on the raie of knowledge in generating and maintaining power. As such, it is

incorrect to think of surveillance as a twentieth-century phenomenon made possible solely

by new information technology and the computerization ofthe so-called post-industrial

society. To view surveillance in tbis light is to elevate technology above its place. We

must get away from the zero-sum game of"more technology = less freedom".

Tc tbis end, Part l also explores !wo popular models ofsurveillance, both of which

are rooted in panicular technological designs. The tirst, George Orwell's Nineleen

Eighty-Four, focuses on electronic media as a chieftool for manipulating the masses

through unremitting propaganda. It features Big Brother, who appears on the telescreens

of public and private buildings, and claims to monitor everything. Rence UBig Brother is
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watching you", which is now one of the most readily recognized catch-phrases in the

English language.

The second, which has gained much ground in the analysis of surveillance, is

Bentham's Panopticon. Much of the impetus for this cornes from the fashionable flurry of

Foucault studies that began in the 19805, but now 5ufficient empirical work has been done

to demonstrate the relevance of at least sorne aspects of the Panopticon ta eleetronic

surveillance. The remainder ofPart 1is thus taken up with the question of how far Big

Brother and the Panopticon provide a useful model for understanding electronic

surveillance. In this regard, 1argue that while no single model is adequate to the task of

summing up what is central to contemporary surveillance, important clues are available in

both Nineleen Eighty-Four and the Panopticon.

For example, Orwell's nightmare, though technologically rather dated now,

correctly spotlights the role of information and technique in orchestrating social control.

Its focus on human dignity and on the social divisions of surveillance also remain

instructive. But the shift from violent to non-violent methods of social control has come a

long way since Orwell, and is given much greater scope by the advent of information

technology for surveillance. Moreover, OrweU's vision was dominated by the central

state. He never guessed just how significant a decentralized consumerism might become

for social control.

The Panopticon, on the other hand, offers scope for social analytic interpretation in

precisely such contexts. Studies referred to in Part 1ilIustrate the broad sweep ofthe

Panopticon's potential relevance in diverse areas, from government administration to the
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consumer marketplace. The Panopticon points to the role of subordination via

uncertainty, and to ways in which power pervades social relations. As suc~ it does seem

to hold promise for the age ofsubtle, computer-based surveillance. Yet its use is also

fraught with difticulties. For instance, while the adoption ofcomputers does blur the

distinctions between surveillance spheres, and thus poses questions for surveillance theory,

this does not Mean they are dissolved altogether. The Panopticon offers no neat "total"

explanation of surveillance. In addition, the Panopticon as a means ofexclusion May weIl

he in eclipse, leaving the advanced societies under the superior sway ofconsumerism, with

only a minor role left for the harsher panoptic regimes. Thus, while it is undeniably

illuminating, analysis based on the Panoptieon image also retains sorne serious

disadvantages.

Finally, it is worth noting that Orwell's "Big Brother" and Foucault's

understanding of the Panopticon should in no sense he thought of as the only, let alone the

best, images for yielding clues about surveillance and information technologies. Powerful

metaphors lie relatively unexamined in various films as weil as in novels sueh as Franz

Kafka's The Castle or Margaret Atwood's The Handmaid's Tale. In the latter, the

gendered dimension ofcategorization, and its implications for a stunted citizenship for

women, is vividly portrayed. At present, however, most surveillance studies are informed

by either Orwellian or Foucauldian ideas, which is why it is to these writers that Part 1

contains most reference.

Thus, the first halfof Part 1situates electronic surveillance in its historical context

with the idea that particular and specifie events, such as Minister Manley's announcement
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on future privacy legislation for the Canadian private sector, can ooly be understood when

placed against the backdrop ofa broader, long-term picture. FoUowing from this, the

second halfofPart 1suggests that the context within which surveillance needs to he

rethought is not ooly the historical - which yields certain clues about why new

technologies and policies are shaped in a particular way - but also the theoretical and

critical. In this regard, 1argue that surveillance theory has benefitted tremendously from

social anaJysis, but in terms of producing a nonnative theory, difficulties still remain.

Regrettably, sorne of the mast telling insights come from theory that emphasizes the

negative and that ultimately offers no buffer against paranoia. As an alternative to this, 1

propose that the social analysis of surveillance be harnessed to a consideration ofelements

of the "good society" as opposed to those of the "bad", as seen in Orwell's Nineleen

Eighty-Four and Foucault's Panoptic world. ln doing 50, we can achieve a c1earer

understanding ofcontemporary surveillance as weil as seek alternative models of

understanding and action.

Part Il: Surveillance and Public Policy

Part 1describes the larger social and historical background within which Minister

ManIey' s announcement on future privacy legislation is situated. Such a background

provides sorne important answers, mostly in tenns ofsocial understanding and long-term

historieal trends, to the question ofwhy his announcement represents an "idea whose time

has come". However, to unearth other answers, which have to do with more specifie

short-term conditions and events, we must look to Part II of the dissenation. In this
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regard, Part II notes that policy analysts often find it useful to distinguish between the

background conditions that make policy change possible, and the more immediate events

that motivate political decisions (Simeon, 1976).

Part II examines four necessary, but not sufficient, conditions without which

Minister Manley probably would not have made bis announcement on future privacy

legislation: (a) the market implications ofinconsistent privacy standards; (h) the economic

implications of international standards; (c) public opinion on privacy; and (d) the shifting

line between the "public" and "private" sectors. In additio~ Part fi outlines three

proximate events that contributed to the government's announcement: (a) the work of the

Canadian Standards Association (CSA) in negotiating a Model Code for the Protection of

PersonaJ Information; (b) the work ofthe Information Highway Advisory Counci)

(mAC), which recommended a legislative framework for privacy protection in its 1995

report (IHAC, 1995); and (c) the work of the Uniform Law Conference ofCanada, which

created recommendations for a Uniform Personal Information Protection Act. By

examining these background conditions and proximate events, it is possible not only to

understand why privacy legislation for the private sector is n an idea whose time has come"

in Canada, but aJso how the form ofsuch legislation may be shaped.

The Background Conditions for Reform

/. The market implications ofinconsistent privacy standards

With the enactment in 1993 ofQuebec's Bill 68, An Act Respecting the Prolection

ofPersona/ Information in The Privale Sec/or, Quebec became the onJy jurisdiction in

North America to produce comprehensive data protection mies for the private sector. Bill
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68 applies fair information principles to aIl pieces ofpersonal information coUected, held,

used or distributed by another person, confined mainly to enterprises engaged in an

"organized economic activity". Personal data shall be colleeted from and with the consent

of the person concemed, and shall not be communicated, sold, leased or traded without

the consent of that same person. The Access to Information Commission in Quebec

(CAl), the body established under the 1982 public sector access and privacy law, is

responsible for hearing complaints and fendering decisions.

Bill 68 has created three inter-related concems for enterprises both in Quebec and

in other provinces. First, Section 17 of the law states that "every person carrying on an

enterprise in Quebec who communications, outside Quebec, information relating to

persons residing in Quebec . . . must take reasonable steps to ensure that the information

will not be used for purposes not relevant to the object of the file or communicated to

third persans without the consent of the persans concemed". This provision has yet to be

enforced, but Bill 68 does give the CAl sufficient powers to prevent an outward

transborder data flow if"reasonable steps" have not been taken.

Second, whether or not transborder data Dow restrictions are enforced,

inconsistent standards are an inconvenience for Canadian business. For businesses that

operate in ditTerent provinces, the transaction costs ofhaving to deal with ditTerent privacy

laws and regulations can create uncertainty and confusion. This is a panicularly acute

problem for provincially regulated industries like insurance and retail. 5uch enterprises are

obliged to grant rights to Quebec consumers that citizens in the rest ofthe country do not
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enjoy. Sorne businesses have thus harmonized their rules and declared that their practices

in the rest ofCanada conform to the Quebec standard.

Third, the patchwork can have more direct economic consequences through the

unintended creation ofan "unJevel playjng field" that May put sorne businesses at a

competitive disadvantage. Quebec's Bill 68 onIy formally covers provincially regulated

entities and excludes the financial, telecommunications, and transportation seetors. At the

same time, entities in those federally regulated sectors have clients and competitors (such

as the insurance industry) that are covered by Bill 68 in Quebec but which are subject to

few data protection rules in other provinces.

This is one reason why the extension ofthe federal Privacy Act to the federally

regulated private sector would not produce a comprehensive set ofmIes for the entire

marketplace. Although tbis option has been advocated in the past (Standing Committee

on Justice and Solicitor General, 1987), it would create disadvantages for sorne seetors

over others, and even for sorne businesses within seetors, 5uch as telecommunications.

Federallegislation would not extend to aIl possible service providers on the information

highway, and would create a l'patchwork privacy environment in which Many market

participants would be under no obligation to protect the privacy oftheir customers"

(Stentor, 1994).

The complexity ofCanada's patchwork is not ooly daunting to the privacy analyst,

it also creates a significant and increasing set of transaction costs for businesses that

operate in different jurisdietions. It is principally for these reasons that the privacy

protection issue has risen to the poütical agenda, and that the rhetoric about "marketplace



•

•

20

rules ofthe road" and "level playing fields" on the information highway has overshadowed

the traditional discourse about human risbts and civilliberties within which privacy

protection originated. It is also the reason why the lead department in policy fonnulation

is DOW Industry Canada, rather than Justice Canada.

2. The economic implications ofinternational standards

Foreign jurisdictions acting to harmonize their privacy legislation have also forced

Canada to produce a more comprehensive and coherent set ofmies. The international

agreements of the 1980s, cbiefly the Council of Europe Convention and the OECO

Guidelines (Council ofEurope, 1981; OECD, 1981), have had a negligible impact on

personal data practices in Canada. But the recent Directive from the European Union

(EU) on the "Protection of Individuals in relation to the Processing of Personal Data"

could prove an entirely different prospect for Canadian business (EU, 1995).

The central purpose of tbis Directive is to hannonize ail European data protection

legislation to offer common and high levels of protection throughout the EU in order to

facilitate trade (Raab and Bennett, 1994). Of particular concern to third countries such as

Canada are the concomitant restrictions on transborder data flows outside the Community.

The Directive states that the transfer of persona! data to a third country is, in principle,

allowed onJy if the third country concemed offers an "adequate" level of protection. In

accessing the adequacy ofprotection, panicular account will be taken of the nature of the

data, the purpose and duration of the proposed processing operation, general and sectoral

data protection legislation, and any professional rules (such as privacy codes of practice)

that are "complied with" in the receiving jurisdiction. It is probable that Quebec's Bill 68
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will meet the EU standards sinee the bill was drafted with the EU language in mind.

However, the hodge-podge ofprivacy codes and principles in the rest ofCanada will not

(Bennett, 1996).

3. Canadian public opinion

It is probable that the government would not have acted had recent public opinion

polis failed to demonstrate significant public concem about privacy and support for

stronger public policies to proteet il. For instance, the 1992 national Canadian public

opinion survey Privacy Revea/ed showed that 52 percent ofCanadians were extremely

coneerned about privacy, with 92 percent at least moderately concemed. The report

concluded that "There is a pervasive sense that personal privacy is under siege from a

range of technological, commercial, and social threats" (Ekos, 1993).

ln the Ekos survey, questions were asked about the range of possible poliey

responses: 80 percent agreed that "when 1subscribe to a magazine 1feel that they should

not sell my name and address to another company"; 83 percent strongJy believed that they

should be asked for their permission before an organization can pass on information about

them to another organization; 71 percent totally agreed that privacy rules should apply to

both governrnent and business; and 66 percent believed that government should be

working with business to come up with guidelines on privacy protection for the private

sector.

When asked to list those institutions about which they are most concemed, the

following rank ordering was discovered: (1) companies that sell to people at home; (2)

survey companies; (3) telephone companies; (4) retail stores; (5) credit bureaus; (6) cable
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comparues; (7) insurance companies; (8) banks; (9) govemment; (10) police; (11)

Statistics Canada; (12) employer; and (13) doetors and hospitals. This survey reveals that

Canada has so far only regulated the personal information praetices of the institutions that

are mast trusted by individual citizens.

4. The shifting Une between the ·'public .. and the "private"

FinaIly, and of particular concem to Canada's small network ofprivacy and

information commissioners, has been the graduaI erosion ofthe boundaries between the

upublicn and the "private" sectors. This distinction is being eroded by efforts ta privatize

or hive..otTgovernment functions (OPC, 1995). Commissioners thus worry that the

protection offered by legislation like the federaI Privacy Act are circumvented when

"private" organizations perform "public" funetions, and require the use of persona! data

held in public agencies to fulfill those obligations.

Illustrations include: the use of smart cards and automatic teller machines for the

dispensing ofgovernment benefits; the matching ofdata on welfare recipients with bank or

financial records to ascertain eligibility; the trading ofgovernment persona! information ta

enhance revenue; the use of profiling techniques developed by the direct marketing

industry to target segments of the population; the use ofcredit reports for security checks;

and 50 on.

The pervasivenes5 and flexibility of new information technologies make it

increasingly difficult to determine which organizations in which places uhold" persona!

data. The decentralization, tlexibility, and interaetivity of the "information highway" is

aIso a constant theme, which leads, therefore, to calls from the Federal Privacy
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Commissioner, among others, for sorne clear and common "mies of the road" (OPC,

1994: 8·10).

The Proximate Causes ofPolicy Reform

1. The Canat/ian Standards Association Model Code for the Protection ofPersonal

Information

The confusion over the privacy patchwor~ the growing concern about the EU

Directive, as well as the desire to avoid -regulation, has led stakeholders ta seek a more

innovative solution to the problem of information privacy under the auspices of the

Canadian Standards Association (CSA). Since 1992 a CSA Technical Committee,

representing governrnent, industry, and consumer groups, has been updating and revising

the OECD Guidelines with reference to the Quebec legislation and the emerging EU

Directive. The Model Code for the Protection ofPersona! Information was passed

without anY dissenting vote on September 20, 1995, subsequently approved by the

Standards Council ofCanada, and published in March 1996 as a "National Standard of

Canada". The idea originally was for the code to be adopted volunlarily by different

sectors, adapted to their specifie circumstances, and used as a way to promote "privacy

friendly" practices. The CSA Model Code is potentially, therefore, a ditferent type of

regulatory instrument from the privacy codes passed by Many industries (Bennett, 1995).

It can provide a greater consistency of policy, more consumer awareness of privacy rights,

a better yardstick for the measurement of the adoption ofdata protection, and a greater

level of responsibility for the collection, storage, and disclosure of personal data.
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However, the role that the CSA might play in certifying or registering industry

codes and practices has not yet been determined. All along, the standards approach has

been appealing to privacy advocates because of the potentiaJ to register data users (in both

the public and private sectors) to the standard and thus to oblige them to implement fair

information practices. The scrutiny ofoperational manuals and/or on-site auditing could

be a prerequisite of maintaining a registration (Bennett, 1995).

The major value ofthe CSA Model Code is that it has been openly negotiated by

industry, consumer representatives, and governments. It represents a national consensus

on the standards for privacy protection expressed within ten clearly articulated principles:

accountability; identifying purposes; consent; Iimiting collection; limiting use; disclosure

and retention; accuracy; safeguards; openness; and individual access and challenging

compliance. The substance ofa privacy protection policy has thus been brokered. The

CSA negotiation constitutes a crucial stage in the development of a national public policy.

Future privacy legislation for the Canadian private sector wiIllikely be based upon tbis

standard.

2. The Information Highway Advisory Counci/

It has been the responsibility of the Information Highway Advisory Council

(ŒAC) ta advise Industry Canada about the multitude ofpolicy issues associated with

open access to the information highway. In tbis regard, a prominent goal from the outset

has been ta ensure privacy and security. In September 1995, IRAe issued its final report

which included a set of recommendations ta "ensure privacy protection on the Information
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Highway". In addition to encouraging adoption ofvoluntary standards based on the CSA

Madel Code, the Advisory Council recommended that the federal government:

. . . create a level playing field for the protection of personal information on the
Information Highway by developing and implementing a flexible legislative
framework for both public and private sectors. Legislation would require settors
or organizations to meet the standard of the CSA Model Code, while a1lowing the
flexibility to detennine how they will retine their own codes.

The establishment ofa federa1lprovinciaVterritorial working group was a1so recommended

to implement the CSA principles in aIl jurisdictions.

The significance of IHAC's recommendation lies in the broad support trom the

private secter participants on the council, even though most industriaJ associations were

still publicly supporting self-regulation (Akay, 1995). Subsequently, however, the

Canadian Direct Marketing Association becarne the first industriaJ group to endorse a

legislative approach in its October 1995 calI for nationaIlegislation based on the CSA

standard (COMA, 1995). It probably did so because it was confident that its members

could abide by the CSA standard, and because direct marketers who were non-members

would then be forced to play by the same ndes. In 50 doing, the COMA broke ranks with

other private sector associations. This move couId prove profoundly important. Any

business interest that wishes to oppose legjslation must not ooly argue against privacy

commissioners and advocates, it must aJso now oppose the COMA.

3. The Uniform Law Conference ofCanada

In 1995, the Uniform Law Conference ofCanada (ULCC) decided that it could

play a vitaJ role in the development offuture privacy legislation for the Canadian private

sector by ensuring a consistency between federaI and provincial approaches. It decided ta
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create a task force to come up with recommendations for a "Uniform Personal

Information Protection Aetn
. This consultation took place with private seetor, consumer,

and government representatives as weU as with other data protection experts throughout

1996. A report was published later in that year with the foUowing recommendations: that

the ULCC should support the drafting ofa uniform statute that could serve as a model for

federaI and provinciallegislation; that such a law should apply to everyone in the private

sector regardless of size~ that the principles within the CSA Model Code represent a good

base upon which to build a uniform statute; and that existing data protection agencies be

given mandates for public education, powers to receive complaints, and conduct

investigations, mediation, and adjudication. There is thus agreement in the ULCC about

basic data protection issues, although it is likely that further analysis and negotiation will

be required when the EU Directive cornes into effect in October 1998.

The Elements ofa Canadian Privacy Po/icyfor the Private Sector

Through an examination ofbackground causes and proximate events, Part n

analyses the process by which Canada has moved to the brink ofprivacy legislation for the

private sector. An examination of this process provides sorne important answers to the

question of why such legislation is an "idea whose time has comen
. T0 this question, Part

n unearths answers which are short-term in nature; that is, they focus on legislation, self

regulatory codes, policy documents, and a social, political, and economic climate that has

been shaped by talk of the "information highway" and an "information society"_ This is in

contrast to Part 1of the dissertation where surveillance is placed against the backdrop of
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modernity in an attempt to outline the broader historical and social context within which

privacy legislation has developed.

However, both contexts are important to Minister ManIey's announcement. The

long term context is important because it highlights a wider comparative picture within

which particular events must be situated ifwe are to fully appreciate their significance.

And the short term context is important insofar as Minister Manley would not have made

bis announcement if prior work on privacy protection had not been done. As we have

seen, this work took place in three separate arenas: the Technical Committee of the

Canadian Standards Association (CSA), the industry..dominated Information Highway

Advisory Council (mAC), and the Uniform Law Conference ofCanada (ULCC). In turn,

the work done in these arenas was shaped by four necessary, but not sufficient,

background conditions: (a) the potential market consequences ofinconsistent privacy

standards; (b) the economic implications of international standards; (c) Canadian public

opinion; and (d) the shifting line between the public and private sectors.

Finally, as a coda ta this cursory glance at short and long term eontexts, it is

important to ask not only why privacy legislation for the private sector is "an idea whose

time has come". but aIso what jorm this legislation will take. In this vein, Part n suggests

that the lateness ofCanada's response to the privacy issue may be an advantage in that

poliey makers have had the opponunîty ta learn trom other countries and to fashion a

palicy response that is perhaps more sensitive to the dynamics and complexities of the

information highway. If the govemment aets on its intentions, then the essential nature of

the poliey will probably be as follows.
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First, Canadian governments will probably be urged to apply the full range of

available policy instruments to the problem: self...regulatory codes, legislation, and privacy...

protecting technologies, especially public key encryption (Industry Canada, 1994). These

are the "policy instruments" within the "tool kit" (Hood, 1986). Second, there have been

a greater number of self-regulatory initiatives in Canada than in any other country. Any

personal data protection policy will inevitably rely on a significant measure of self

regulation, and will reject onerous licensing and registration regimes. Canada has been

creating a data protection regime from the "bottom-up". AIl commentators recognize that

tbis experience lays an important foundation. This then raises intriguing regulatory

questions about the role of privacy codes of practice within a legislated system (Bennett,

1995). Third, and finally, the existence ofthe CSA standard potentially offers a

compliance mechanism that is present nowhere else. When the CSA decides to offer

registration or certification to this code, a crucial auditing mechanism will be established

that will oblige businesses to develop codes of practice, demonstrate how these codes are

implemented, and force regular and independent auditing through an accredited registrar

such as the Quality Management lnstitute (QMI). Registration ta the standard would

occur under pressure from consumers, clients, and domestic and foreign governments. It

may even promote a more effective system ofprivacy auditing than currently occurs

anywhere in the world. Thus, a comprehensive legislative solution to privacy protection in

Canada would integrate the existing mechanisms of industry and company codes, the CSA

standard, and the Offices of the federaI and provincial privacy commissioners. As such, it

would constitute a "mosaic of solutions" (Cavoukian and Tapscott, 1995).
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Part Ill: Challenging Surveillance

There is~ however, an important ingredient missing trom tbis mosaic: public

awareness and involvement~ an idea wbich finds frequent mention in privacy scholarship

(Gandy~ 1993 and Bennett~ 1996). In tbis vei~ Part m suggests that two kinds of

responses to surveillance have emerged over the past few decades. These MaY he divided

into technica/ responses, those that seek legal or technological means or the restriction or

addition of security features to surveillance systems~ and mobilization responses~ which

seek ta organize opinion or opposition to surveillance. Examples of the former would

include the passing oflaws regarding data protection and privacy, while examples of the

latter would be the activities ofcivil rights or consumer groups that attempt by legal,

lobbying or other activities ta protest or limit the spread ofsurveillance. It is important to

note that the activities and ambitions of these two responses to surveillance overlap. For

example, the mobilization of opinion may lead to changes in the law. As suc~ technica1

and mobilization challenges ta surveillance should he viewed as two ends ofa continuu~

with resigned acceptance at one end~ and fundamental opposition at the other.

In addition, Pan m suggests that modem societies are alrnost by definition

preoccupied with problem-solving. That is to say, it is a condition of modemity that

societies become increasingly aware of themselves through the processes ofmanagernent~

planning, and so on. The logic of technological and bureaucratie development frequently

proceeds on the assumption that problems created by them are in principle solvable by

them. Surveillance is no exception. For instance, Part m observes that iftechnologica1

advancement produces perceived problems, then it is often believed that sorne
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technological fix - such as encryption or enhanced security - or legal remedy - such as data

protection or privacy law - can be applied to overcome it. This kind of solution basically

accepts the status quo while acknowledging that irnprovements are always desirable.

Another kind of approach is much more doubtful about the status quo, and is visible

through an analysis of social movements.

Part li notes that an understanding of the dynamics of social institutions in the

modem world - capitalism, industrialism, the nation-state, and militarism • has led sorne

theorists to expect to see social movements generated in opposition to those institutions.

Indeed, aver the past two decades theorists have argued strongly that the more

conventional politics of modem societies is being challenged by soeial movements, whose

concems transcend traditional debates resting on class, natio~ and so on (Melucci, (989).

But while the opposition ofGreen rnovements to industrialism or peaee movernents to

militarism May appear to echo the more venerable and historically longer term labour

movements' resistance to eapitalism, it is far from elear that surveillance has generated

much by way of systematic opposition in terms of identifiable social movements, though

there are signs that this May be changing. Pan mexamines the status and achievements

of such groups and movements (Giddens, 1985; Melucci, 1989), and also otfers possible

reasons for their relative absence or weakness.

Finally, because of the sparse information on awareness movements in the privacy

lîterature, Part III examines the growth ofa successful awareness movement in another

field: breast cancer. In tbis vein, it suggests that there are sorne interesting cross-sector

parallels between the objectives of the breast cancer awareness movement and those of the
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privacy awareness movement. For instance, both movements are concerned with the

problem of increasing public awareness and involvement without relapsing into the

paranoid. In addition, the two movements have struggled to overcome "minority"

perceptions; in the case ofbreast cancer, that it is a "woman's" disease and, in the case of

surveillance, that individuals c1aiming privacy invasions from new information technologies

represent the exception rather than the norm (Reg~ 1995). Finally, both movements

have developed an extensive and growing presence on the Internet as a means ofattaining

their respective objectives. Part li comments on these parallels as weil as examines

important differences between these movements with respect to three social processes:

definitional reconstruction of issues; pressure group organization; and media use. It is

hoped that from tbis cross-sector analysis privacy advocates and scholars may be able to

do sorne "Iesson-drawing" (Bennett, 1990) for their own pursuits in raising public

consciousness about surveillance.

Methods ofAnalysis and Data

Typically, there are two routes ~liinto" surveillance studies. The first is from the

social analysis of surveillance, wor~ and the state, and the second is from the political

analysis of or direct engagement with surveillance and public policy, particularly as it is

expressed in the discourse on uprivacy". Both ofthese routes have their own methods of

analysis and data, which win be visible in different parts of the dissertation. In Part l, my

discussion of surveillance resembles the tirst route inta surveillance studies. Generally,

tbis route is concemed with developing theoretical and critica1 models through which
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surveillance can be understood. As 5uCh, Part 1outlines my perspective on surveillance,

taking into account what the three major traditions in surveillance studies have to say - the

Marxian, Weberian, and Foucauldian. However, 1do not exclusively align myselfwith any

one ofthese traditions and in5tead argue that the long term solution ta the problems of

surveillance lies in the areas ofparticipation, personhood, and purposes. From

Uparticipation" derive sorne alternatives to the exclusionary power of surveillance, from

upersonhood" sorne criteria by which ta judge the data-image, and from "purposes" an

antidote to the self-augmenting development of surveillance technologies. These three

categories are offered in the dissertation as a contribution to finding direction for hope in a

social field dominated by dystopic images such as Big Brother or Foucault's fatalistic

Panopticon.

In addition, the former route iota surveillance studies is concemed with rethinking

the historical context within which surveillance has developed. In tbis regard, Part 1

examines surveillance as a central dimension ofmodemity, an institution in its own right,

not reducible ta capitalism, the nation-state or even bureaucracy. As 5uch, Part 1shows

that surveillance has more than one face: it simultaneously represents both a means of

social control and a means ofensuring that citizens' rights are proteeted. This historical

understanding of the two faces of surveillance yields important clues as to why public

policies are shaped in a particular way. For example, we may be tracked byour Social

Insurance Number but the same computerized system aIso ensures that we receive

unemployment benefits; any future privacy legislation for the private seetor in Canada will

probably retlect this duality. In other words, it will probably attempt to balance threats ta
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individual privacy against increasing consumer demand for the provision ofgoods and

services via the information highway and other eleetronic channels. As suc~ it will reflect

the historical development ofsurveillance as both a constraining and enabling force.

Finally, the data used in Pan 1also resemble the data used by Many social

theorists. 1draw on illustrative material trom a variety ofsources rather than attempt to

paint an exhaustive empirical picture. As such, 1use cases to demonstrate imponant

points. These are drawn from the areas ·of: govemment administration; the capitalist work

situation; and the consumer marketplace. Wherever possible, 1make c1ear where further

empirical details may be discovered, but my aim in tbis section is ta place current debates

about surveillance in the contexts of social theory and historical developments, not ta

conduct a systematic empirical study on information technologies and social control.

Thus, most of the evidence in this section is based upon selected secondary research

materials.

The "other route" into surveillance studies, apart from social analysis, is from the

political analysis of, or direct engagement with, public policy, above all as it is expressed

in the discourse on "privacy". Rather than situating surveillance in various contexts 

historical, theoretical, critical - tbis route examines actuaJ trends taking place in society

today. In particular, it focuses on concems for what is termed in Nonh America privacy

and in Europe data protection. These concems have grown steadily since the 1970s, and

are manifest in laws, commissions, and conventions in nearly ail the advanced

industrialized states. Such legal provisions attempt - largely unsuccessfully - to keep pace
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with technologicaJ advances in data processing and with the symbiotic growth of

surveillance practices in govemment and commercial settings.

Parts fi and m of the dissertation use this route into surveillance studies to

document the specifie ways in which privacy serves as a mobilizing concept ta express real

social anxieties and fears. In Part fi, current privacy laws and privacy codes ofpractices

are examined as well as the background conditions and proximate events that are making

policy reform in the private sector possible by the turn of the century. In Part III, concem

with the direct politicaJ implications of increasing levels of surveillance are examined in the

fonn of awareness movements. Evidence for these two sections is drawn from data

commonly used by policy analysts: legislation, govemment reports and discussion papers,

national public opinion surveys, policy documents from privacy stakeholders including

industry and consumer groups, and telephone interviews with policy makers and aetivists.

Unlike the data used in Part 1, the evidence for Parts II and mis based upon both primary

and secondary research materials.

1have chosen to use both routes "into" surveillance studies in my dissertation

because surveillance has become a central feature ofcontemporary advanced societies. As

5uch, contributions are required from both those engaged in social analysis and those

struggling direetly with surveillance realities in the political arena. The social scientists

need the jolt of real-world situations and oftechnologjcal advances to hone their theories

such that they connect with what is aetually happening, and poücy makers and legal

experts need the broader, long-term pieture in order to make sense ofthe particular and

specifie. This is why the dissertation is divided ioto distinct, but overlapping, sections. It
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is hoped that ftom these contrasting, but complementary positions, the social, historical,

and political meanings of surveillance cao be analysed thereby leading us ta more just, fair,

and responsible models ofunderstanding and action for the future.



•

•

PARTI

Chapter Two: SitualÏng Surveillance Histor;cally
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Sitllating Surveillance: Surveillance and Modernity

Surveillance -litera11y, sorne people "watching over" others - is not new. Sïnce

time immemorial, people have watched over others to check what they are up to, ta

monitor their progress, to organize them or ta care for them. For example, the rulers of

ancient civilizations, such as Egypt, kept population records for purposes such as taxation,

military service, and immigration. And the Book ofNumbers records how even the

nomadic people of Israel undertook a census to record population details as far back as

the tifteenth century BC. However, in the late twentieth century, surveillance has adopted

a ne\\' medium - electronic technologies. Suddenly, the talk is ofa "new surveillance",

qualitatively different from that which existed before.

For instance, organizations using information technology for surveillance purposes

are now able to obtain a detailed pieture of the ongoing, everyday lives of individual

people with relative ease. Data referring to matters such as financial standing, heaith

records, consumer preferences, telephone transactions, welfare eligibility, residence,

nationality and ethic background, educational experience, and crimina1 activities are

readily available in ways that go far beyond what was possible using manual systems of

surveillance. Thus, surveillance capacity is augmented by the use of new technologies.

However, it remains to he seen whether or not the introduction of electronic

technologies actually portends a "new" surveillance situation. Perhaps surveillance, rather

than being a novel phenomenon, bas simply undergone a change in character. For

example, there are clear parallels between the modem census and the Israelite Census

mentioned above, which recorded people's names, ages, and clans, thereby allowing
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leaders to calculate how Many were suitable for fighting and what land would be required

where. This chapter examines these kinds ofhistorical parallels. In particular, it analyses

the different contexts within which modern surveillance has been established - government

administration, the capitalist work situation, and the consumer marketplace - and it argues

that by examining the various trends that have characterized the growth of surveillance in

these contexts, it is possible ta discover which ofthose trends is magnified and wbich

diminished by virtue ofadopting information technologies. In other words, the historical

backdrop to the l'dossier society" (Laudon, 1986) is outlined and investigated in tbis

chapter. In doing 50, 1suggest that we are in a much better position to assess just how far

information technology makes a difference to the practices and experiences of surveillance

within different organizationaJ settings.

In addition to assessing how enhanced technicaJ power contributes to the

intensification of surveillance in various spheres, the historical perspective is important for

another reason. By examining the different contexts within which modern surveillance has

been established, it is possible to see that today's surveillance systems are historicaJly

constituted and are thus the outcome ofchoices, struggles, beliefs, and aspirations ofthe

pasto As such, recent high-tech pronouncements, wrapped in the language of"computers

controlling you", simply will not do. While electronic technologies undoubtedly facilitate

a massive augmentation of surveillance capacity, there is not sorne kind oftechnologicaJ

determinism at work. It is easy but misleading LÜ êA4~~:rate the social consequences of

computers. New technology does have an impact, but it is an impact mediated by broader

economic, political, and cultural processes already existing in each modem society. Thus,
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rethinking surveillance from a historical perspective reminds us that new public policies,

8uch as Minister ManJey's announcement on future privacy legislation for the private

seetor, are intended cot ooly to respond to recent privacy fears over electronic technology,

but also to larger political and economic conditions such as global recession, political

realignments following the end ofthe Cold War, and the growth ofhigh technology

industries in countries of the Pacifie rim. This is retlected in Industry Canada's

announcement that pending privacy legislation is part ofa "larger action plan that is

intended ta ensure that the enonnous enabling power ofCanada's Information Highway

can be harnessed ta create jobs and open up new rea/ms ofeconomic possibi/ity and

competilivenessfor Canadianfirms, smail and large, in every sector of the Canadian

economy" (Industry Canad~ 1996: 2; my italics).

The Natioll-State and Modern Slirveillance

During the nineteenth century, burgeoning nation-states undertook a series of

administrative tasks which were increasingly organized on a bureaucratie basis. For

Weber, the growth ofthese administrative tasks was made possible by the development of

a money economy, which provided the means ofpaying for salaried officiais. The kinds of

administrative tasks that mushroomed in the nineteenth century include the coUection of

taxes and other dues, the registration ofpropeny, and, later, vital statistical details of

births, marriages, and deaths, aU ofwhich had to be gathered in a unifonn and consistent

manner. As the franchise was extended, Weber argues that the range ofadrninistrative

tasks increased. For example, eligible voters had to be listed for election purposes,
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conscripts or volunteers had to be called up when war was declared, and so on. lndeed,

the development ofone task led to another in order to complete "the jigsaw of

bureaucratie advantage" (Lyon, 1988: 30). Bureaucracy appeared to have a life ofits

own.

Consider, for example, life in Kingston, Ontario in the 18405. For a brief period of

three years, Kingston was the capital of Eastern and Western Canada, but this was a

decisive time for the establishment of the modern nation-state. Alexander Galt, Canadian

Minister ofFinance, pointed out that (Hodgett, 1956: 5):

Our population, annually increased by immigration, compels more extended
arrangements for the administration ofjustice and the wants of civil government.
Our infant enterprises need to be fostered by the aid of public funds and our great
public resources nurtured and expanded by the erection of public buildings.

Among the administrative tasks facing a young Canada - not yet a full nation-state

- were recording propeny transactions, caring for the native population, regulating fishing,

licencing and collecting dues for lumbering, passing immigrants up the waterYIays ta the

interior, as weil as providing government services for transpon and communication, roads,

bridges, canals, ports, taxation, and customs and excise.

From 1841, under the supervision ofLord Sydenham, the various administrative

services were rationa1ized iota distinct departments, each with its own head.

Administration, finance, defence, education and welfare, natura! resources and

development; each found its place within the overall scheme. In short, the seeds of

modem bureaucracy in Canada were sown al this time. The main oudines of modem

administration, stilliargely recognisable today, took shape.
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These, then, are the kinds ofadministrative tasks undertaken by the burgeoning

nation-state during the nineteenth century. It is possible to observe how such tasks were

bureaucratically organized as weil as how they contributed to the rise of surveillance

insofar as most ofthem involved personal documentation. But it is also noteworthy that

the nascent "surveillance society" described here has more than one face. It May he

viewed from the perspective of social control or from that of social participation. The

administrative macbinery construeted during the nineteenth century can be understood

both as a negative phenomenon - Weber's "iron cage" ofbureaucratic rationality or

Foucault's "disciplinary society" - or, more positively, as a means of ensuring that equal

treatment is meted out to ail citizens. It is a mistake to focus exclusively on one face of

surveillance.

Finally, the burgeoning nation-state differed from earlier, more traditional ones in

at least one crucial respect; means other than direct violence were increasingly sought to

contain disorder. As agricultural land was enclosed for larger scale use, and newly

landless labourers sought emploYment in the cities and relief in the parish, constant fears

were expressed about the potential for unrest. But the means used to ensure order

involved progressively more use of the separation - or "sequestering" as Foucault has it 

of populations who deviated from the desired norms of"society". In Britain and

elsewhere, the workhouse, the hospital, and the prison served as places where the

disobedient or the deviant could be "put away" or "reformed" ioto constructive citizens.

In tbis way, institutions like prisons could become not only places of punishment but also
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places where ideals were upheld and realized. The vision oforder over and against

potential chaos could be maintained and even exemplified in prisons.

Something similar may be said for the city, although sorne doubt exists as to how

far the apparently rational schemes of the urban planner really did contribute to the public

good. Stanley Cohen's account ofLewis Mumford on the city is instructive here (Cohe~

1985: 210):

The dark shadow of the good city is the collective human machine: the
dehumanized routine and suppression of autonomy, tirst imposed by the despotic
monarch and the army, is now the 'invisible machine' of the modern technocratic
state ... Mumford described how the utopian ideal of total control from above and
absolute obedience below had never passed out ofexistence, but was reassembled
in a different form after kingship by divine right was defeated.

From the nineteenth century onwards, city planners began to take note of the

internai social control function that cities could display. Policing took place in city streets,

the location of possible criminality and unrest. Law and order were pursued at once

architecturally and through rational planning, strategically. Embryonic forms ofstreet

surveillance within the '~urban fortress" began life weil before the era ofwall..mounted

surveillance cameras.

The other face of surveillance has to do with social participation or "citizenship".

Just after the Second World War .. the experience ofwhich stimulated much transition

from the "warfare" to the "welfare" state .. T.H. Marshall published a small classic on

Citizenship and Social C/ass (1950). He argued that modern welfare systems "abate" the

worst effects ofcapitalist inequalities and are an outcome ofcitizenship. Earlier

citizenship gains are the foundation on which welfare states are built. According to
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Marshall, civil rights emerged tirst, having to do with individual liberty and equality before

the law. Subsequently, political rights developed in the form ofwidening franchise and the

right to seek political office. The third, "social rights", are somewhat vaguely defined, but

comprise, for Marshall, "a modicum ofeconomic welfare and security" and the "the right

to share in the full heritage and life of a civilized being according ta the standards

prevailing in society" (1950: Il).

From tbis point of view, the sUrgeillance systems ofadvanced bureaucratic nation

states are not so much the repressive machines that pessimists imply, but the outcome of

aspiration and strivings for citizenship. Ifgovernment departments are to treat people

equally, which is the starting point for the tirst ofMarshall's rights, and from which other

rights foIlow, then those people must be individually identified. For example, ta exercise

the right ta vote, one's name must appear on the eleetoraJ roll; to daim welfare benefits,

persona! details must be documented, and so on. Thus, as Nicholas Abercrombie and

others insist, the individuation that treats people in their own right, rather than merely as

members of families or communities, means freedom from specific constraints but aIso

greater opportunities for surveillance and control on the part of a centralized state (1986).

The Marshall account of citizenship rights has been criticized on several counts,

one of which is that the process ofestablishing "rights" took place in different ways in

different countries and thus cannat be extended beyond Marshall's England. In the United

States, for example, democratic participation extended ooly slowly beyond the confines of

a white, male, landowning elite. Blacks in sorne southem states continued ta be excluded

by means of poli-taxes and literacy requirements up until the civil rights movement and
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subsequent court action in the 1960s. However, the essential point ofdiscussing Marshall

stands~ modem surveillance is simultaneously a means of social control and of

guaranteeing rights of social participation. Surveillance has two faces.

The rise of the "surveillance society", then, is inextricably bound up with the

growth ofthe modern nation-state. As the range ofnecessary administrative tasks

expanded, bureaucratie organization evolved as a means ofco-ordinating aetivities.

People's daily lives were thus increasingly subjeet to documentation within all

encompassing files of the bureaucratie state. AlI tbis may be seen from two perspectives:

as an attempt to impose new fonns ofarder, to control situations that threatened ta

breakdown into chaos as the now-familiar urban-industrial world came into being, and as

the result ofthe quest for full citizensbip and democratic participation in the new arder,

which required for fair treatment that individuais be identified, registered, and documented

in proliferating dossiers.

Today, it must be asked whether the late twentieth century use ofinfonnation

technology portends further a1terations in state power. Certainly, we have seen trom the

historical rise ofthe modem nation-state that surveillance concems the control of

information, which is why computer power is significant. But the question, ofcourse, is in

what ways is it significant? New electronic technologies have made possible a massive

expansion of information storage capacity and processing potential. Applied to the

business of personal information, this enhanced capacity has major implications for

surveillance. For example, integrated profiles of individual citizens have become

increasingly available. In addition, records cao now be retrieved and compared with
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astonishing ease. This is true not only within the organization that originally collected the

data, but between organizations that are bath geographically and functionally remote.

In the United States, for instance, a bizarre case concems Farrell's Ice Cream

Parlour, which saId the name-list of those claiming free sundaes on their birthdays to a

marketing firm. Saon after, the ice cream eaters were surprised ta find draft registration

wamings in their mail. The marketing company had sold their details to Selective Service

System, who had in tum sold them ta the Department ofDefence. Thus, the practice of

integrating computer networks may facilitate a certain functionaJ convergence between

govemment administration on the one hand and capitaJist operations on the other.

But the introduction ofcomputers aJone does not account for the creation ofa

surveillance society. For example, Michael Rubin suggests that the "forces ofchange"

behind the recent massive expansion of administrative surveillance in the United States

boils down to one factor: "money" (1988). Though tbis is not hyperbole, it May be

misleading. It might he more accurate ta use the term "profit", which indicates how

social relations are implicated. Undeniably though, fiscal preoccupations characterize the

modem state. This means that, with an acceleration in the pace and size of financiaI

transactions, limitations on the risks involved are increasingly sought.

During the 1980s, for example, the politicaJ preference for monetarist policies and

their baJanced budgets contributed to the search for better methods ofcontrol. The

impact of trus was felt earliest and most keenly within the United States internai Revenue

Service, where new methods ofcomputer matching were utilized ta try ta contain tax

evasion. The direct results were not impressive, although in the longer term the etrect was
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to contribute to the institutionalizing ofsuch methods. Their matches compared tax

retums with reported incarne files, an aetivity which aroused considerable ire on the part

of taxpayers. Indeed, Rubin observes that the "computer dragnet of the two-thirds

population that had taxable income under $20,000 would be very hard-pressed to detect

enough tax cheating to reduce the federaI budget byas much as one per cent" (1988: 38).

Parallel with tbis development is the renewed attention paid to the verification of

"transfer payments", that is, of the redistributive systems that provide welfare payments

and social security to those unable to maintain their position in the consumer marketplaee.

In the United States, social security expenditure rose from one-half of one per cent of the

1946 federaI budget to over twenty per cent in 1996. Medicare, Supplementary Security

Incarne, and Food Stamps have displayed a similar growth curve. With the economic

recession of the 1980s and 1990s, and its associated job losses, welfare systems at both

national and locallevels have been financially stretched, so that any means of rooting out

fraud or checking expenditure levels have been welcomed by those charged with operating

such systems. Indeed, it seems that greater energy has been expended here than in

attempting to establish a fairer system. Surveillance efforts have been redoubled as the

priee of state welfare.

Alongside the drive for fiscal control, another tendency is discernible; the search

for quality control within organizations, not least those involved in govemment

administration. Quality control depends on traceability and is best known from the

productive context. Ta take a trivial example, when 1complained to the makers ofa

muffin mix that my breakfast had been rather flat, they could immediately tell ftom the
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barcoded serial that the offending mix had Iain on the shelves for too long. Applied ta any

kind of personal services, traceability is still crucial to quality control. So-ca1led relational

databases are used to link bits ofdata back ta a specific individual, much as the tiny serial

found in the wreckage ofthe plane that crashed over Lockerbie, Scotland located its

bombers. Unique identifiers for individuals are being 50Ugbt more and more in the quest

for better quality control, which in tum spells more surveillance.

AlI these examples show that information technology is implicated in the rise of the

contemporary nation-state, for example, in the establishment ofcomputer matching

programs and the drive for quality control within organizations. The question of whether

such technology actuaJly portends a "new" surveillance situatio~ however, still remains.

In this regard, Gary Marx lists ten charaeteristics of the new surveillance that set it apart

from traditional forms of social control. It transcends distance, darkness, and physical

barriers. It transcends time, and this cao be seen especially in the storage and retrieval

capacity ofcomputers; personal information can be "freeze-dried", ta use Goodwin and

Humphrey's term (1982). It is oflow visibility or invisible; data-subjects are decreasingly

aware of it. It is frequently involuntary with prevention being a major concem; think, for

example, ofbar-coded Iibrary books or shopping mail surveillance cameras which are there

to prevent loss, not to teach the immorality of theft. It is capital rather than labour

intensive, which makes il more and more economically attractive. It involves

decentralized self-policing, thereby triggering a shift from identifying specific suspects to

categorical suspicion. And finally, it is bath more intensive and extensive, or, to use

Stanley Cohen's metaphor, the net is more pliable and wider (1985).
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Marx's arguments lcad me to conclude that new technology - specifically

information technology - does indeed make a difference. Simply put~ information

technology enables many other processes to wor~ and tasks to be performed. However,

understanding tbis ditTerence involves sorne careful thinking, and tbis is where Marx's

view ofcomputer power and surveillance has much to commend il. It does not suggest

that technology on its own is capable of some mysterious "effects", nor does it aIlow us ta

imagine that aIl can be explained by reference to the kinds oforganizations the

technologies serve. Marx resists the stance that we are merely the bapless vietims of

technologicaJ determinis~ but bis work also implies that we are not hapless victims of

social forces either.

This thinking supports the argument that technology should be viewed as an

activity that bas sociaI, politicaJ, economic, and cultural dimensions. Seen in tbis way, as

something that is done, technology may be understood bath in the technical dimension of

what tasks can he done using tbis or that artefact or syste~ and in the dimension of social

origins and consequences. This is important for MilÙster Manley's announcement on

future privacy legislation for the private seetor because it is possible to see how state

decisions about new information technology relate to larger, fiscal (corporate) concerns

over eleetronic commerce. For instance, Industry Canada has stated that "failure to seize

the opportunity ofusing Canada's Information Highway will result in reduced

competitiveness and the loss ofhigh-growth knowledge industries and high-quality jobs"

(1996: 3). Henee, the ~~time bas come" for the state to launeh "major poliey initiatives and
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regulatory overhauls to encourage the construction ofthe Information Highway" (1996:

3), as weil as the necessary legislation to protect privacy on that Highway.

CapitaJism alld Moderll Surveillallce

A familiar starting point for the analysis of surveillance within the capitalist

workplace is the work ofKarl Marx. He realised that locating workers under one roof

was a key means of keeping control. He aIso anticipated that new technologies would be

developed to maintain that control, quoting Andrew Ure ta make bis point: the self-acting

mule was Ua creation destined ta restore order among the industrious classes . . . when

capital enlists science into her service, the refraetory hand of labour will always be taught

docilitytJ (1976: 436). In the later twentieth century, Harry Bravennan revived Marx's

aceount and attempted ta bring it up ta date with reference to new technology, arguing

that capital constantly subordinates labour through a division between "conception" and

Uexecution" of labour. In other words, capitalism encourages control by those "in the

know'~ over those who merely carry out predetermined tasks. According ta Bravenna~

the laner thus become a de-skilled and increasingly homogeneous group (1974).

For Max Weber, on the other hand, the process ofbureaucratie surveillance in the

workplace had as much ta do with the socially distinct impetus ta rationalize production

as with control by a eapitalist c1ass. If bureaucratie social organization proved itself

teehnieally superior to other means of discipline, it was Iikely to be adopted in situations of

growing competition. Organizational imperatives were at worlc, according to Weber, that

pointed logjcally to the "visible hand" of management supervision as the most efficient
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way of shaping economic life (1978). A hierarchical bureaucracy allows managers to

predict, from a knowledge of files, that their wishes will be carried out. Knowledge and

discipline are thus fused (Dandeker, 1990).

Going beyond bureaucracy, Michel Foucault argued that surveillance in the

capitalist workplace is just one instance of the rise of the kind ofdisciplinary society that

characterizes the modem world. The timing and spacing ofhuman activity is a prime

means of regulating social life. Power and knowledge are chronically wrapped together.

The Panopticon, which was elaborated by Bentham as prison architecture, not onJy

derived but, for Foucault, reappeared in the capitalist faetory. The very architecture of the

workshop made workers highly visible and thus amenable to attempts at complete control

by their supervisors. ln this perspective, however, ifUtechniques of power are invented to

meet the demands of production" then such uproduction can include the production of

destruction, as with the army" (Foucault, 1980: 161).

Elements of the Marxian, Weberian, and Focauldian accounts of surveillance in

early capitalism help ilIuminate what occurred as the discipline ofmanagement came into

being. The capitalist system introduced new ways ofdisciplining workers who, in

traditionaJ societies, had often enjoyed a far greater degree of control over their labour.

Where workers had previously been under the sway of a landowner or other employer,

physicaJ forms ofcoercion were available to deal with recaJcitrance. Feudalism did

involve force. But when it was accepted that workers had a right to dispose oftheir

labour...power as they chose, however circumscribed that choice may tum out ta be, other

means had to be found ofkeeping people at work. One, of course, was sheer necessity;
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the need to survive with no other visible means of support but what an employer might

give in a pay packet. The other was surveillance, through the timing, placing, and

cheeking of work. seen above ail in the factory.

The contrast between working life in traditional societies and in modem capitalist

industrial societies is aIso illuminated by considering time and daily routines. Whereas in

settings that are primarily agrarian daily routines are constrained by season, daylight, and

tide, modem work routines are geared to the dock. As E.P. Thompson says in a now

classic article, milking cows, shearing sheep, ploughing fields, fishing, spinning, and

weaving are activities govemed largely by "natural" forces. These aider rhythms of labour

are replaced by the ~~clock-work" routines of the factory and workshop within industrial

capitalism (1967). For Thompson, the accent is on time as a commodity; this gives it its

specially capitalist flavour.

The new clock-bound routines and reliance on management rather than force were

major contributions of industrial capitalism to modernity. Control persisted, ofcourse, but

it was a control mediated more psychologically than physica11y. This ~4demilitarization" of

production i5 one component of the more general process of"internai pacification" taking

place within early modem societies. It connects capitalist practice with the use of prisons

rather than brutal and public punishments, with policing rather than the use ofthe militia

for the maintenance oflaw and arder, and with the generaJ growth of the administrative

state. In each case, moreover, surveillance aetivities become a more significant aspect of

power relations, but not merely in the sense tbat the power ofcapital is enhanced. Closer
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surveillance cauld aIsa ensure that warkers were protected fram unfair accusation and

rewarded for appropriate work.

What rernains unclear in tbis account is just how far the asymmetricaJ class

relations between capital and labour actuaHy define surveillance. A Marx-Weber tension

remains at this point (Dandeker, 1990). This tension is not unimportant because, as

subsequent discussions show, the character of surveillance has rather ditferent

connotations in the hands of Marxists or Weberians. The question boils down to whether

surveillance power operates along the axis of c1ass relations, or in relation to bureaucratie

divisions, including those relating to occupation and employment. Another possibility,

introduced by Foucault, is that power is ubiquitous, operating bath at the two leveIs just

mentioned and at every other micro- and macro-level of society.

Undoubtedly modem capitalist surveillance induced a crisis of control. As Marx

rightly concluded, struggle is built into the capitalist labour contract. Workers resist the

imposition of new disciplines and regimes that remove their autonomy and responsibility

within the workplace. However, their stru.ggle to regain some control is expressed within

the labour movement and trade unions, which have succeeded in securing Many rights

during the twentieth century.

At this point we should recall Marshall's tbree-stage schema ofcitizenship rights.

Giddens would modify tbis by saying that Marshall underplayed the role of"economic

rights" in his discussion ofhow "citizenship" has "abated class stnagg!e" in modem times

(1985: 201). Giddens claims that the economic element ofcitizenship, seen in labour

unions and in legislation supporting workers' rights, is udouble-edged". Il may be seen
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bath in relation to surveillar1te and the control ofsubordinate classes, and as a lever of

struggle ta counter that control. Surveillance, in other words, is again shawn to he more

complex than a purely ManQst ... class power· reading might expect.

While Giddens' COtm11ents are in sorne ways a timely corrective, it is also worth

pointing out that social right5, so important to Marshall, seem to have been absorbed into

Giddens' economic rights. '(et they too exhibit the ~'double·edged" character of

surveillance systems. Welfare benefits, for example, may he claimed to aIleviate poverty,

but at the priee of"prying" social workers. Perhaps the problem lies in too narrow a

definition of these spheres ofsurveillance and ofcitizenship rights.

Ali tbis is important background to more recent discussions of surveillance. The

theoretical position one takes is ciosely connected with political possibilities for change.

For example, whereas Marx was fairly sanguine about the chances ofa revolutionary

transformation that would rfstore autonomy and dignity to workers, Weber was anything

but. He warned that "the di~atorship ofthe official is on the advance", and that this

would be true even where tlte reins of state control might be taken over in the name of

socialism. As for Foucault, l argue in Chapter Three that it is even harder in his work to

diseem anything but negativ~ conclusions about surveillance and control. For him, any

dreams ofa democratic future sean foreclosed by ubiquitous power.

Putting pessimism on Orle side for a moment, it is a crucial message of this

dissertation that things have c~ged. In lms chapter 1look al the growth ofsurveillance

as an inescapable dimension ofmodemity. But in the closing years ofthe twentieth

century it is abundantly clear that the character ofcapitalism is altering, as is its relation
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with the nation-state. Marx' s original insights applied to the liberaJ era of Victorian

capitalism. Since then, capitalism has become increasingJy organized, and its activities

articulated with those of the nation-state.

The liberal state facilitated capitalism with laws of property and contract and by

providing checks on currency and monopoly (Habermas, 1976). But in the middle of this

century, capitalism maintained a closer relation wïth the state, which for a while

diminished market forces through the intervention ofbureaucratie administration. This

galvanized the growth of surveillance praetices, especially within large-scale business

enterprises. By the 1980s, however, it became evident that another change was in train,

variously conceived as "restrueturing" or "disorganized capitaJism". Scan Lash and John

Urry, for example, trace what they daim is a reversai ofbureaucratic and centralizing

tendencies; hence "disorganized capitalism" (1987). Christopher Dandeker, on the other

hand, for whom bureaucracy and surveillance seem inescapably linked, prefers the term

"reorganized capitalism" (1990). What does tbis mean for surveillance?

It is doubtful whether the reorganization or disorganization ofcapitalism spelJs the

end of surveillance. What we can say is that new styles of management are progressively

more bound up with the use of new technologies and that employees are subjected ta

intensified fomu ofsurveillance. For instance, workers typically find themselves more

watehed, not just by managers but by workmates and, in a sense, by themselve5.

However, tbis docs not necessarily entail greater control of workers by management, or

mean that new technologies render panicular groups less powerful, stililess that

information technology is deployed in order ta subordinate the workforce or that il bas a
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determining effect on social relations. But it does seem to help maintain the position of

capital within the workpIace, keeping the basicaJly unequa! relations between it and labour

in place when aIder methods of management have started to fail. But to see it in this light

is to miss its broader significance.

New technology does not itselfproduce new social relations nor does it simply

reflect or reproduce old ones. This is the error of an easy equation between surveillance

by computers and a sort of neo-Taylorism. [n many post-Fordist contexts, surveillance

transcends traditional Taylorism. For example, Toyota car production does not assume

that management has or should have a monopoly of information needed for constant

iMovation. Toyota dispenses with de-skiUing because producing quality goods depends

on multi-skilled manual workers. On the other hand, this may mean that fewer workers

are required for a given productive process, so that other problems - unemployment - are

obscured. So while computers are cenainly used for control, this oiten means control of

processes rather than people.

Moreover, in bath administrative and ec:onomic spheres surveillance is increasingly

gJobalized. This process, facilitated by the rapid deployment ofelectronic information and

communication technologies, has fascinating and significant ramifications. Administrative

surveillance, which once occurred predominantly within the borders ofthe nation-state,

now spills over old territorial boundaries, MOst obviously in the form of international

intelligence networks. Commercial surveillance, similarly, forgets ftontiers when data on

consumers is sought in the global marketplace. At the same time, the emergence of

countervailing forces is simuJtaneousJy g1obalized. Data protection in one country
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becomes the model for (or in certain circumstances is imposed upon) another country,!

while social groups concemed with privacy also mount more intemational operations.

ln a post-Fordist context, surveillance touches not onJy traditional sites of

productive activity, but offices and informal situations like restaurants and taxi-cab

companies. No occupation, it seems, is immune from surveillance when computer

technology is al work, and the significance of this should not be understated. The space

binding capacity ofelectronic technologies even diminishes the significance of the location

where the work occurs. On the other hand, the danger ofaccounts that begin with new

technology and proceed to detail its supposed impacts is that social analysis is etfectively

abandoned in favour ofhigh-tech joumalism. This spawns a lopsided emphasis on the

novelty and capacity of new gizmos and gadgets, which may then jump straight ta

questions either of how you tao may take advantage of this advanced computer-power, or

of legal or other limits to technology, depending on the perspective taken.

In order to understand social relations, old and new, in the capitalist workplace we

must stan by recalling the centrality of surveillance to capitalist techniques; how indeed

capitalist surveillance fonns one of two dominant threads in the tapestry ofmodem

surveillance systems. At the same time, it is clear tram the empirical evidence that

surveillance involving new technology cannot be reduced simpüstically ta operations of

capital. While in sorne ways, it may express capitalist relations, the surveillance

consequences of new technology are often unintended. FinallyJ we must ask what kinds of

challenge, in tenns of surveillance and social control, are thrown up by post-Fordist times.

2 See Chapter Five.
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Economie restructuring, and the use of new technologies in panicular. make it less and

less plausible to think of surveillance sirnply as a reflex ofcapitalism. Instead, it seems

that the challenge of surveillance appears in its own right. Thus, surveillance is a mode of

power mediation which, while displaying some traits arnenable to analysis in terrns of

Marx's c1ass-conflict society or Foucault's 'ldisciplinary society", may not be reduced to

either one of them.

Tite COIISIlmer Marketplace alld Modern SIlneillallce

Commercial, or consumer, surveillance is clearly part of the strategy of capitalist

enterprises. But, to date, little social analysis of commercial surveillance exists. What

there is commonly starts by seeing it as an extension ofother kinds ofcapitalist

surveillance, conventionally assoc:iated with the workplace. This putative eX1ension is

referred to under various headings, one ofwhich is the tenn l'social management".

Vincent Mosco, among others, uses this idea and he makes two important suggestions;

one, that surveillance stretches more broadly and more deeply by means ofelectronic

information services and transactions in the commercial sphere; and two, that the

consequences of lhis go far beyond what cao he grasped in lenns ofa l'threat ta privacy"

(1989). For MOKa, suc:h commercial surveillance is intrinsic:a1ly bound up with social

control. 1agree. But what exae:tly are its mechanisms? Is consumer surveillance an

extension ofmodem management techniques, or is it part ofa ditferent social arder, tbat

in which c:onsumerism is central? Beyond this, is surveillance only about social control?
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Mosco's is not a straightforwardly Marxist account of the ways that the

management motif has spilled out of the factory and into the home. Mosco hints that

more than Marxism is needed here. He appeals to Foucault's stress on surveillance

occurring at the ~'capil1ary level" of the social organism (1980). Thus, no fundamental

social transformation takes place. Rather, by a process ofaccretion, "powerful electronic

systems that measure and monitor transactions for marketing, managing, and controlling

groups of people ... build . . . on processes of surveillance, marketin& and, control bound

oruy by rapidly shrinking technologicallimits" (1989: 38). He sees in this a subtle process

that atomizes individuals, thus eroding the "'social community" and violating a

"fundarnental right of self·determination" (1989: 38).

In severa! extended discussions of the same issues, Kevin Robins and Frank

Webster also start by seeing commercial surveillance as an outgrowth trom workplace

management, and trace the connections through a consideration ofTaylorism. Karl Marx,

they observe, expressed the classic insight that capitalist work organization deliberately

separates mental from manuaJ labour in order to increase produetivity and ensure control.

Brainwor~ in the scientific management schemes ofFrederick Taylor, is concentrated in

the "planning department". But ifhuman skills can be expressed in machinery, then the

process ofsubordinating labour May he streamlined further; the culmination of this is

Henry Ford's assembly lïne.

Robins and Webster take this much further, observing that the capitalist-generated

gathering of knowledge, skill, and information now takes place weU beyond the Fordist

factory. In sho~ "Social Taylorism" appears in the consumer society. The connection
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between workplace and household surveillance, they argue, may be found in the marketing

practices ofGeneral Motors' Alfred Sioan. Back in the 1920s, Sioan pioneered the use of

scientific management principles in commodity markets and consumer behaviour. He

colleeted data on buying habits in order to build profiles ofcustomers (1989). Market

researc~ involving the collation ofdemographic and socio-economic dat~ placed great

stress on the information·control component of such uSloanism". InternationaJ Business

Machines (IBM) was in the 19305 one of the earliest companies ta provide data services

to corporations wishing to take advantage of such commercial surveillance.

Today, millions ofconsumers are subject to effons aimed at directing their buying

behaviour and educating them in consumer skiUs. New relations of power are exercised,

insist Robins and Webster, within the emerging cornputerized Social Taylorist situation.

lndeed, state power should also be seen as part of this equation~ it displays Social

Taylorist aspects that complement consumerism. The same authors discem Many centres

of power· perhaps better described by Manuel Castells as "power flows" (1989) or by

Lash and Vrry as an aspect ofUdisorganized capitalism" (1987) - within the commerciaJ

context. The ghost ofFoucault lurks not far behind this account.

Nonetheless, Robins and Webster are not exchanging Foucault for Marx. They

add that "in each ofthe [the power relations] social knowledge and resources are

appropriated and transformed into power and capital" (1989: 70). The link with

Taylorism does indeed sugest a fairly direct and coercive connection between "capital"

and "consumer," and this raises sorne difficulties. Chietly. just what kind ofpower is

present here? My own view is tbat while commercial surveillance undoubtedly links the
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power ofcapital with consumer control, it does sa in only indirect and uncoercive ways.

That is, coercive means of maintaining social arder within capitalist nation-states have

shrunk to the point that they are only of marginal imponance. The margin is necessary,

however, because it leaves in place a group of people, an underclass, ifyou will, whose

non-consuming fate is worth avoiding at ail costs. For the majority, though, consumption

has become the alI-absorbing, morally-guiding, and socially-integrating feature of

contemporary life in the atlluent societies. Social arder - and thus a soft form of social

control - is maintained through stimulating and chanelling consumption, which is where

consumer surveillance cornes in. But this is achieved in the name of individuality,

wideness ofchoice, and consumer freedom.

ln what follows, 1argue that careful appraisal must be made ofthe diverse

contexts within which commercial surveillance occurs. Moreover, 1suggest that it is by

no means clear what kind of power relations are displayed in the sphere ofconsumption.

For example, how far is consumption enabled, and how far constrained, by new modes of

surveillance? In short, analyses derived trom bath Marx and Foucault require careful

attention. Two s~ific tasks, appropriate to 5uch attention, are to examine: <a> the '~new

frontier" ofthe household as a site ofsurveillance and; (b) the course of technological

innovation in consumer surveillance. By 100kinS al bath ofthese in tum, and then

considering their contribution to surveillance capacity. it is possible to obtain a better

picture ofthe contemporary power ofconsumer surveillance and its role in relation to

proposed legislation.
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(a) The Domestic Threshold

The precise targeting ofhouseholds using complex computer power represents a

vital tool for marketing in a very lucrative sphere; the commercial data industry is wonh

fifty billion dollars a year in the United States. The reason for its great success is that the

method works for the companies actually selling products and services ta the generaJ

market. In Britain, for instance, research by Direct Mail Information Services indicates

that response ta direct mail campaigns rernains in proportion to what was sent (Moore).

Seven hundred and tifty million pounds worth ofdirect mail production and postage cao

generate seven billion pounds of business for companies availing themselves ofdata

entrepreneurial services.

Campanies such as Direct Mail Information Services "know where we live" by

combining socio-economic with geo-demographic data. In other wards, the contents of

various apparently unrelated databases are raided to pull together persona! information

regarding names, addresses, telepbone numbers, incarnes, and consumer preferences,

alon8 with the exact pinpointing and clustering ofconsumers in difFerent areu but with

similar tastes and purchasing powers. This classification includes differentiation by

ethnicity and gender. A black lawyer in Dallas, for instance, may he pressed to contribute

to Jewish causes because his name is Cohe~ and women may receive coupons and sample

produets just before their periods, or just before and after their babies are born.

A crude bebavioural sociology, the~ clusters consumers according to their

computer-generated "type". Two imponant things should be noted bere, however. The

tint is that Ibis profiling ofconsumers uses the micro-analysis ofcensus data prepared by
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governrnent agencies. Information that we must yield by law is eagerly devoured by

commercial agencies for profit. At tbis point it is still aggregate data, but nonetheless,

given the ease with which information technology facilitates the combination of tbis with

identifiable persona! data, new questions do arise. Surveillance using new technology

overrides, and thus blurs, conventional distinctions between social spheres once held to be

separate. ft raises questions about how far governments shouJd permit data gathered for

one purpose - which may relate to equity or justice - to be used for quite a different end,

namely commercial profit, without the knowledge or consent of the data subjects

concemed.

The second note regarding tbis behavioural consumer sociology is that it depends

not ooly upon technological hardware and software, but upon statistica1 analysis. Hence it

is not merely powerful databases, but also the statistical digesting of facts thus gleaned

that produces the desired profile ofconsumers. Such statisticaJ digesting tells stories

about spec:ific demographic groups; that they are trom a panicular incarne bracket, tend to

have a similar lifestyle and educational experience, or even are fram the same ethnic

background. Thus, not new technologies aJone, but computer power harnessed to

statistical techniques, produces these effects.

In addition, telephone numben are very useful to the new marketers; ind~ the

telephone may become more significant than mail u a means ofmarketing. So-calIed

'lsmart" telephone networks are DOW used to identify caliers who use tollfi'ee numbers to

place orden or to make customer enquiries. The receiver of the caIl often bas immediate

acc:ess to the caller's purchasing power and preferences with the details appearins on a
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screen even as the caller waits to be answered. What is new here is that the screening

process oceurs instantly and without the calIer's knowledge. But, once agai~ larger scale

public policy is involved, in that such "smart" telephone capabilities depend upon the

establishment of Integrated Services Digital Networks (lSDNs) that have been extremely

dereguIated in several countries in recent years.

In Oakbroo~ Dlinois, for example, Telesphere Communications offers a service to

"900" subscribers allowing the company ta peg the location of incomi.,g calls using an

area code and the number's three digit prefix on an ISDN system. PRIZM, a Virginia

database company, supplies the demographic data to Telesphere. PRIZM classifies

different neighbourhoods according ta charaeteristics useful ta the marketer. Here are the

results oftheir behavioural sociological analyses: "Furs and Station Wagons" are people

who are "big spenders with new money". Less desirable to the companies in question are

clusters mee "Emergent Minorities" who are "almost 80 percent black with the remainder

largely composed of Hispanics and other foreign-barn minorities ... below·average levels

ofeducation and below-averlge levels ofwhite employment. The strugle for emergence

from poverty is still evident in these neighbourhoods" (Stix, 1991: 152). Without their

knowing il, tha, customers' residence, income, and background are revealed to

salespeople through their telephone number. These salespeople then choose their selling

strategy on the buis ofthat information.

In the above-mentioned examples, the household threshold is crossed by means of

the letter-box and the telephone line. Since the 19805, however, the advent of"home

networking" in some countries bas brought a novel dimension to electronic surveillance:
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two-way interactive systems linking extemal services direcdy with the household. Dressed

as the potential realization ofolder versions hitherto ooly partially fulfilled, home

networking .. where it exists .. represents a further major e'dension ofthe practices

involved in electronically collecting, storing, processing, and retrieving personaJ data. In

short, home networking means that the act of purchasing or making other financiaJ

transactions can now take place beyond conventional stores, banks, and shopping malis.

In Nonh America, home networking has emerged haItingly, and where it has done

SO, it has rightly attracted the attention ofsocial analysts. In two Canadian studies, for

example, David Flaherty (1985) and Kevin Wilson (1988) discuss the implications for

surveillance and privacy oftwo-way interactive services. f:1aherty acknowledges

consumer benefits of such systems but wams about the upotentially darker .. surveillance 

side". He emphasizes privacy concems and how the cable companies runniDg them may

be subject to self-regulation with regard to "privacy". Beyolld self-regulation, Flaheny

argues that individuals should have clear rights to use the courts when third-pany aceess

to personal data bas been granted without consent.

Wilson, on the other band, is eritical ofany ubalance-sheet" approach to the

soeiety/tecbnology relationsbip, and is instead concemed that interactive systems are

subject to "economic pressures designecl to transfonn human activities into marketable

commodities" (1988: 9). While not uneoncemed about the ~'privacy" aspects ofhome

networking, he also invokes the notion ofsocial management ta analyse its further

potential etfects. Wtlson suggests that the use ofanonymoui data, sJeaned fiom two-way

services by market researchers and forecasten, also curies danIen ofsocial control. As
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he says, "surveillance in itself does not ensure compliance, but an awareness of its

presence clearly does 50 by subtly encouraging the individual to intemalize the roles"

(1988: 97).

In Wilson's view, social responses to corporate initiatives are engineered by

creating and manipulating needs that have never been subject to public debate. Social

management, for Wilson, thus tbreatens democratic polity by exacerbating inequities of

knowledge, and making consumers more and more vulnerable to corporate power. Ifwe

add to this an issue raised above, that consumer surveillance makes extensive use of

official data, it becomes clear that ethical and political questions ofsome magnitude attend

this crossing ofthe domestic threshold.

(b) New Technologies for Surveillance

The example ofcommercial surveillance by two-way cable raises the important

question ofhow far we should examine emerging, as opPOsed to already existing,

surveillance practices. Perhaps comments should be held back until the reaJ impacts of

such new technologies are known. After aU, technological potential is never social

destiny. New artefacts and technological processes are shaped in different ways by

varying social, political, and cultural processes, and unanticipated factors enter ioto their

economic or technica1 suceess. Two-way services based on cable television simply are not

at the fareftont ofsurveillance concems in the late 19905.

The major problem with lhis approach, bowever, is that once new systems are

firm1y estabüsh~ they become very difficult to alter, iftbat strategy seems ta be called

for. Moreover, their use may generate relate<! technological innovations which quickly
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multiply the social consequences, as in the case of Automated Bank Machines (ABMs).

Also, the pace of technological advance is often very rapid, and the argument is frequentJy

made that social safeguards should he huilt into new technologies.

ABMs, to take up the example, rapidly have become a feature of late twentieth

century life. The hanks which use them clearly benefit; the costs entailed are less than half

ofthose for a human teller. The chief consumer benefit is probably convenience; ABMs

permit the 24·hour customer, seeking one-stop tinancial services. But once again, from a

surveillance perspective, ABMs enable banks to pinpoint personal preferences and even

physical movements and to add these to the profile built from transaction patterns. Now

cardholders can obtain services trom banks other than their own, especially where one

bank·holding company such as Citicorp own many smaller ABM nets.

Another example of a new surveillance technology that promises ta contribute to

the ever...growing traffic in personal data is sman cards. Smart cards have embedded

within them tiny chips of integrated circuitry, enabling the storage ofdata in the cardo

Numerous uses have already been found for these, especiaJJy in Europe, where phonecards

are commonplace; in additio~ they have been used by banks and heaJth services as weil by

private campanies for internaI 5eCUrity purposes.

In Canada and the United States, vlrious smart card experiments have also been

tried or are underway, on bath large and smaU scales. A Vancouver restaurant owner, for

instance, uses a smart card that is not traceable back to the individual cardholder. On a

much larger scale, are pilot schema that store detailed data in relation to a number of

different agencies. The Quebec government, for example, is currendy considering
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proposais for the development ofa muIti..purpose smart cardo The card under

consideration would be used for all program delivery, including such trongs as hunting and

fishing licences. A sinùlar proposai in British Columbia using laser photo smart cards

would merge drivers' licences, welfare cards, and heaJth cards. In his annual report, the

federaI Privacy Commissioner ofCanada argued that smart cards are quickJy becoming a

"plastic panacea" as bureaucrats and private settor administrators attempt to deliver

programs more efficiently (Ope, 1996: 6).

[t is thus criticaJ - as weil as entirely appropriate • fCi novel uses of information

technology to be monitored by social analysts. New services, based on extensions of

existing technology, appear constantly. Consumer capitalism continuaUy innovates in the

quest for new markets and maintained profit shares. Funhermore, the examples chosen

here suggest that the tendency is for the asymmetricaJ relationship between corporate

organization and individual consumer to be exaggerated by every new gadget and service.

Claims regarding consumer benefit • sorne of which may be perfectly legitimate • hardly

have time to he tested before the next innovation appears. And issues ofsocial division,

retlected accurately in the consumer surveillance described in tbis section, and human

dignity are seldom even considered. As such, it is imperative that such trends he subjected

to responsible social analysis, even if they continue to la8 behind the perpetuai renewal of

technology.

Consumer surveillance in the late twentieth century entaits a massive intensification

ofsurveillance throughout society, and technological innovation is constantly enhancing its

capacity. Subject transparency is especially augmented. Connections with the nation-state
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and with the capitalist workplace - Social Taylorism - should be pursued~ but consumer

surveillance must also he viewed as pan of an emerging set of social arrangements~

articulated with consumptio~ that is also a depanure from what we aJready know about

surveillance. Here comments made about rapidly changing technologies must be borne in

mind; the need for fresh thinking and flexible policy-making is paramount. The Canadian

govemment recognizes tbis insofar as it acknowledges that umodem infonnation

technology has made it infinitely more feasible for businesses and other private institutions

to amass and exchange data ... advances in computer and network technology have

multiplied and magnified the challenges to privacy".J The cOMections between these

challenges and a theory of the social order of consumption, however, have yet ta be made.

Indeed~ the systematic monitoring and intervention in per!onal tastes~ fasbions, and

symbols by means of the kinds of processes indicated in tbis section caU for a general

recalibration of social theories of surveillance. In tbis regard, whiJe Zygmunt Bauman's

work on consumerism u a central feature of postmodemity is singularly important, even

he bas little ta say about how sophistieated surveillance ofconsumers is articulated with it.

Nonetheless, in our quest for a criticaJ perspective, bis comments on the duplicity of

consumerism are wonh heeding. One face ofthis is the (Calse) promise ofuniversal

happiness foliowinS from freedom ofchoice, whiJe the other is that the problem of

freedom (supposedly) is resolved once consumer &eedom is offered (1992). These hidden

] Speech by Allan Rock to the Eighteenth International Confe,ence on p,iwJcy
and Data P,otection, Ottawa, Ontario, September 18, 1996.
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assumptions on which the social order ofconsumerism operates cannat be ignored within

any responsible theory ofconsumer surveillance.

Surveillance theory must take into account, therefore, both how data-subjects are

constituted as consumers and how their patterns ofconsumption are channelled through

commercial surveillance. With regard to the former, vital questions of human identity and

dignity are raised, aJongside issues offreedom. And touching the latter, questions of

social division, bath between consumers and non-consumers and a10ng the fault lines of

gender and ethnicity, provoke critical analysis in terms ofjustice and social participation.

Though we cannot prediet the long-term consequences of strueturing social

participation around consumption, or of limiting personal or collective responsibility by

means of the disciplines ofconsumer surveillance, it seems clear that they add up to sorne

social circumstances not entirely precedented in previous modem experience. However

much consumer surveillance praetices may resonate with Taylonst methods, it must be

recognized that the leading principle of the consumer order is pleasure, not pain or

coercion. What remains to be sociaUy anaJysed and politicaUy chaUenged is the peculiar

threat ofconsumer surveillance ta exacerbate social division and undennine human

dignity.

Sitlllltilil S"lWiIltUfc~:SIIrwilltUlc~,MDÜr"ity, tUUI BqolUl ,

The modem state is bat thought ofas an advanced fonn oforganizatioD whose

administrative bureaucracies are concemed above ail wim surveillance and maintaining

social arder on the one band, and economic management on the other. These tasks
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embrace a wide spectrum fram registering births, marnages, and deaths, through

collecting and redistributing taxes, to maintaining armed forces to defend territory and

interests. Nation-states thus play a major role in manipulating the settings in which human

activities accur and contralling their timing and spacing.

However, we have seen historically that tms was not aJways the case. For

example, the Israelite Census, mentioned at the beginning of the chapter, was originally a

means of regrouping after the tlight fram slavery in Egypt and ofensuring some semblance

of military order among people who had shonly before been a rothlessly exploited

minority underclass. It was ooly later that the census came ta serve as a way of

apponioning land as wanderers settled in Palestine. Why did the Israelite Census acquire

new designs and functions? What happened between the Israelite Census of the fifteenth

century BC and the interlocking networks ofgovemment and administrative databanks of

the twentieth? Why do we inhabit such extensively administered societies today? The

briefanswer, explored in detail in this chapter, lies in the binh ofmodem society, with its

constitutive components of the nation-state and industrial capitalism.

Stated simply, this chapter has argued that modemity established surveillance as a

central social institution. The rodimentary pradices oftraditional and feudal societies

were vast1y intensified and made more systematic in the modem era. And the surveillance

capacities oforganizations were constantly enhanced, while the routines ofeveryday life

became transparent as Dever before. Certain conclusions may be drawn trom this which

may yield clues for the funher analysis ofsurveillance today.
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First, there is the question of power. We have seen how surveillance progressively

replaces physical coercion as a means of maintaining arder and co-ordinating the activities

of large populations in the contexts ofcapita!ism and the nation-state. Surveillance also

connects closely with knowledge, expressed variously in the specialized tasks of the

bureaucratie official or the business manager, bath of whom are increasingly separated

from those whom they oversee. Seing Hin the know" c1early has consequences for

discipline and power.

Hùwever, these consequences must be analysed in relation ta the tact that

modernity inc1udes severa! overlapping dimensions. For example. the bureaucratie

organization is found in settings as diverse as the capitalist enterprise. the army, and the

government depanment. Similarly, Marshall's aecount of the widening of citizenship

rights takes us through different social spheres, each ofwhich carries with it implications

for the monitoring and documenting of individuals. Thus, modernity May not be reduced

ta any one of its dimensions. By the same token, we should also beware of seeing

surveillance power as exclusively related to any one aspect.

Second, there is the experience of surveillance. Pan of the answer ta the question

of power is that surveillance power is patentJy not absolute. Surveillance originates in a

paradoxical fashion - being the outcome of the quest for citizenship, and also of greater

centralized state control - and is experienced with ambivalence. For example, we are bath

grateful for the services or convenience that contemporary surveillance systems atTord,

and irritated or offended when, say, inaccurate records are used to make dec:isions about

our opponunities and life-cbances. Perhaps Foucault is right ta say that power is a
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strategy~ certainly scope exists for "answering back" in at least sorne surveillance

situations. Surveillance seems ta enable as weil as constrain.

Third, and finally, there is the political question. Does control of information

become the key issue in contemporary '~surveillance societies"? We have seen how

surveillance capacity has grown systematically in modern societies. James Rule suggests

that this has ta do with four things: the size of files, their degree ofcentralization, the

speed of information flow, and the number of contacts between administrative systems and

subject populations (1973). Ifwe contrast the persona! and indirect control involved in,

say, the Israelite Census of the fifteenth century Be with the direct control that we have

with multiple organizations today, we can begin to appreciate how surveillance capacities

have grown. [t is not difficult to see why questions of information control are highly

significant and are increasingly politically important.

This is retlected, for example, in Industry Canada's announcement that "The tirst

challenge facing Canadians is to facilitate Canada's transition into the knowledge society"

(1996: 3). Similarly, Allan Rock, the former Minister ofJustice, suggests that uCanada

has been evolving rapidly ftom a resource-based economy to one based on infonnation

and knowledge ... in ttUs environment, more and more private institutions are coUecting,

using, and exchanging information about our consumption habits and services".3 This

explains the decision to "brinS forward proposais for a legislative framework goveming

the protection of persona! data in the private sector" (Industry Canada, 1996: 25). Thus,

] Speech by Allan Rock to the Eighteenlh International Conference on Privacy
and Data Protection, Ottawa, Ontario, September 18, 1996.
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legislatio~ an anti-surveillance measure, is an "idea whose time has come" insofar as

surveillance has developed as a part ofeveryday life with the historical rise ofmodernity.
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Underslanding Surveillance: From Big Brother 10 the Electl'onic Panopticon

We have seen in Chapter Two how, in the twentieth century, the medium of

surveillance shifted decisively from paper files and direct observation to computer files

that filter data through a grid ofelectronic language. In addition, we have seen that the

sites of surveillance were enlarged ta include the new and vast terrain ofconsumerism,

which simultaneously May be viewed as a source of social order in itself Theories

attempting to explain contemporary surveillance must be aware of these trends. This can

be accomplished ooly by locating surveillance in its broader structural and historical

context. In tbis way, it is possible ta distinguish between the short-term aberration from

sorne norm and the long term break with existing conditions, between the socially

significant and the trivial or the transient. Chapter Two placed electronic surveillance in

just such a context. By showing where surveillance came from, what is new about it, and

what are its future prospects and wider implications, the chapter demonstrated that

electronic technologies have been introduced in arder to augment and sustain surveillance

activities on an even larger scale than that known in the era of the Vietorian clerk.

By exploring the ways that surveillance technologies are used historica11y - that is,

how tbey help to augment, supersede or diminish the importance ofaIready existing

praetices - it is also possible to place current debates over computer power and social

control in the context ofother angJes: social theory, the politics ofpolicy making, and

social movements. It is to the tirst angle that the dissertation now turns. [n tbis chapter, 1

suggest that the concepts ofBig Brother and an electronic Panopticon have made frequent

appearances within analyses ofelectronic surveillance. This chapter traces briefly the
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history of these concepts~ with particular emphasis on the Panopticon. lt argues that while

these images have considerable iIluminative power~ their ability to serve as 4'total"

explanatory tools is limited. This is because both models are dystopic, conceming - in

critical treatments - fearful futures where surveillance equals control, constraint, the

probing eye, and an absence offreedom. As suc~ 1suggest that the prominent models of

Big Brother and the Panopticon fail to theorize the two faces of surveillance explored in

the last chapter. Surveillance, as 1have argued, spells both control and care, proscription

and protection; it is paradoxicaJ and ambiguous, exhibiting more than one face.

The inability of Big Brother and the Panopticon to explain the two faces of

surveillance translates into a misleading, one-dimensionaI understanding of surveillance

and, worse, an inability to resist the insidious sway of paranoia and pessimism which

obviously grips these models. As an alternative, 1propose that the social analysis of

surveillance be hamessed to a consideration of elements of the "good society" as opposed

to those of the 4'bad" as seen in the dystopian models deriving from Orwell and Foucault.

To this end, 1draw on the practices of opeMess, accountability, and co-operation derived

from Geoffiey Brown (1990) in order to sketch a vision of the future that catches sorne

elements ofhope. The chapter concludes by arguing that imaginative social analysis,

informed by construetively critical theory based on the above practices, would not only go

a long way towards relieving us of the paranoia and fatalism bequeathed to us by the

dominant models, but would also create space for alternative models of understanding

and action.
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Orwell's D}'stopia

When 1tell people that 1am studying surveillance, and in particular investigating

the ways that our persona! details are stored in computer databases, the most comman

reaction is to invoke George Orwell; "This must be the study of Big Brother". A perfectly

understandable response given that Nineteen Eighty-FoUT is aften taken to be about the

power of technology and social control and about the loss of privacy resulting from living

in such a transparent society. For example, in Nineteen Eighty-Four, Winston Smit~ who

attempts to think for himsel( is eventually crushed into confarmity by the surveillance

state which depends on a huge bureaucratie apparatus, "thought police", and the figure of

"Big Brother" ta maintain constant vigilance over the intimate lives and relationships of

each citizen. Thus, total control in Orwell's Oceania is made possible by centralization.

Taday, govemmental and commercial "centres" retain access to computerized files on

major populations, 50 it is not surprising that Nineleen Eighty-FouT has been readily

translatable into the language of microelectronics and information technology, with their

supposed threats.

Orwell was astoundingly prescient, which is ofcourse the reason why his work has

not ooly survived but maintained its interest. In short, Orwell observed the growing

centrality of information in the operations ofthe nation·state. In Oceania, there was even

a "Ministry ofTruth" ta deal with such matters as the creation and destruction of

information. Today, c~mputer technology facilitates the construction ofnew categories of

data, a process that is encouraged by the penchant for statisticaJ anaJysis within

organizations. Moreover, the same technologies make possible the electronic erasure of
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dat~ either without the trace, or traceable only by experts. Both processes are significant

ta the "surveillance society".

For one thing, the malleability of data may render the Weberian confidence in the

reliability of the record somewhat naive. The electronic trail may be eradicated without a

trace, which leads to larger questions ofhow far data may be trusted. For another, sauce

for the goose is sauce for the gander, and the malleability ofdata May aIso be seen in the

phenomenon of fraudulent IDs. With the twentieth century rise ofcredentialism and the

constant demand for identification, the temptation ta invent or enhance personal

documentary details has for sorne been too difficult to resist. Obtaining goods, services,

benefits or employment may aU be facilitated by a variety ofways ofdistorting identity or

biographical details. Technology is not simply a tool ofdominant social groups.

The focus on novel techniques for handling information aIso rings true in the

context ofcomputing and administration. As 1have shown in the previous chapter, it is

information technology that is especially significant for surveillance. The national

databank, for instance, is exaetly what one would expect to find in an Orwellian

surveillance society. Recognizing this, American officiais denied during the 19705 that

5uch a databank would be created. Yet aU employees of the United States federaI

govemment are now Iisted in a single database that is used for matching purposes.

Another significant feature ofOrwell's "Big Brother" surveillance is that il was

imperceptible. Those under surveillance were unsure whether there was any time they

could relax. Like the Panopticon - and in other Iiterary treatments of the surveillance

theme, such as Franz Kafka's The Casl/e and Margaret Atwood's The Handmaid"s Tale-
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this model ofundetected surveillance keeps those watched subordinate by means of

uncertainty. One simply complies because one never knows when "they" might be

watching. Information technology enables surveillance to be carried out in ways even less

visible than those available in Orwell's, let alone Kaflca's, day.]

Finally, two further points, to do with dignity and division, may be made that

underscore Orwell's relevance for contemporary surveillance. Nineteen Eighty-Four has

been used ta connect transparency ofbehaviour with the theme of privacy. Yet there is a

sense in which Orwell's focus was less narrow than that. For him, privacy was an aspect

of human dignity. Winston Smith, for instance, finally caves in, betraying bis girlfriend

Julia and declaring his love for Big Brother, not when rus privacy is invaded but when

deprived ofhis dignity in a confrontation with rats. From that moment, Winston's dignity

is merged with Big Brother's. His very personhood is impugned. The challenge of

eleetronic surveillance is missed if it is reduced to a concem merely with privacy.

As for division, Orwell c1early shows how power is maintained at a broader level

through the diverse character ofsurveillance. ln bis Visions ofSocial Control, Stanley

Cohen stresses tbis fact ofOrwell's work (1985). The middle class and Pany members

needed careful thought-control and surveillance. Inclusionary controls reign here. But the

proies, who formed 85% of the population, could safely be left in their ghettoes,

"working, breeding, and dying" (Orwell, 1954: 60). Their lot is exclusion. The important

l Gary Marx makes much of tbis connedion between computer surveillance and
deteetability. See uThe Iron Fist in the Velvet Glove: Totalitarian Potentials within
Democratie Structures," in J.F. Shon (ed)., The Social Fabric, Beverly HilIs, CA: Sage
Publications, 1986 and Undercover: Police Surveillance in America, Berkeley: University
ofCalifornia Press, 1988.
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point here is the role of surveillance in different modes of social control, rather than the

details of Orwell's analysis.

Things have changed since Orwell' s time, and consumption~ for the masses, has

emerged as the new inclusionary reality. Consuming is paraded as a matter ofpersonal

choice. Freedom to select between alternatives is touted as the acme of the unconstrained

life. Only when the customer ruos ioto debt or when inaccurate records are used, does the

weight of much more coercive action descend. Those who do not deviate from desirable

levels ofconsumption regard most forms ofcommercial surveillance as aspects of

convenience and comfort in the consumer society. Temporary scares over privacy May

surface from time to time, but these are mere blips in a smoothJy running megamachine

that constantly gathers, stores, matches, processes, and sells personal data.

Anyone wishing ta grasp the nature of contemporary surveillance must reckon

with this reality. Whereas the major threat, for Orwell, came from the state, today

consumer surveillance poses a series of novel questions which have yet to find adequate

analytical and political answers. A perfectly plausible view is that in contemporary

conditions, consumerism aets in its own right as a significant means of maintaining social

order, leaving older forms ofsurveillance and control ta cope with the non-consuming

residue.

Having said that, however, sorne funher qualification is in order. While

consumerism may correct1y be viewed as a means of social contro~ it differs from other

types ofsuch control. Those targeted for direct mail and other forms ofpersonalized

advertising are objects ofan attempted channeUing ofbehaviour. Campanies wish to
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include rather than exclude them. The important distinction between exclusionary and

perhaps punitive forms ofcontrol, which may be coercive, and more subtle ones, which

rely on creating desired behavioural conduits, should be borne in mind as the dissertation

proceeds.

This in tum aIso ties in with a more general theme in the history of social control;

the progressive uncoupling ofviolent and non·violent methods of social control. Orwell

tended to retain the links. Both jackboots and Big Brother have their place in Oceania.

This is not surprising given that OtWell's own experiences were of the Spanish Civil War,

Stalin's Soviet Union, and Mussolini's Italy. Many have irnagined that Orwell had ooly

these obviously totalitarian regimes in mind in writing Nineleen Eighty-Four. However, it

is more than likely that he intended its application to be broader. As a democratic and

libertarian socialist, Orwell was quite aware ofcertain authoritarian tendencies within

capitalist societies. What he may not have foreseen was that new technologies might

eventually permit surveillance tending towards totalitarianism with democralic processes

still neat/y in place. As Gary Marx observes, the velvet glove may bide the iron fist

(1986).

Social analysis of surveillance that begins with Big Brother produces sorne useful

insights. The faet that eleetronic technologies have been augmented considerably since

OrweU's day does rnean that bis account needs sorne updating, but it does not render it

irrelevant. Much ofwhat Orwell wrote still stands, and deserves attentio~ but the specific

ways in which we must go beyond Orwell also need ta he explored. At this point, then, 1
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tum to the Panopticon and examine whether as a model it can compensate for the

shortcomings ofOrwell' s dystopia.

The Panopticonl,am Bentham to Foucault

Every now and then a concept catches the critical imagination because it seems to

capture neatly some feature ofcontemporary society. "Anomie", L'network", ulabelling",

"mass societf', and many others qualify as examples. The Panopticon holds promise as

just 5uch a concept. Originating as Jeremy Bentharn's eighteenth century architectural

plan for a prison, the Panopticon became the centrepiece of Michel Foucault's theory of

surveillance. Although Foucault made no allusion to computers, the Panopticon now

makes frequent appearances in discussions of electronic surveillance.

Foucault illuminates the connections between the Panopticon and modemity by

showing that it forros the watershed between punitive and reforming disciplinary praetices.

Enlightenment reason, concemed with empirical observation and classification, and related

to the rational reproducing of social order, is neatly expressed here. The therne of

exploiting uncertainty as a means ofcontrolling subordinates appears in the Panopticon as

well, having obvious resonance with the unobtrusive monitoring of which new electronic

technologies are capable. However, tbis in tum propels us ioto the debate over

postmodernity. A hallmark ofmodem thought is the way that individuals are placed

centre-stage in history. But postmodem discourse pushes such aetors iota the wings, and

this seems to echo what happens with electronic surveillance. Ifthe supposedly
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"personal" details of intimate, everyday life circulate beyond our control within remote

databases, where now is the human "centered" self?

Benth~ a British philosopher and social reformer, published bis plan for the

Panopticon penitentiary in 1791. Essentially, it was for a building on a semi-circular

pattern with an "inspection lodge" at the centre and eeUs around the perimeter. Prisoners,

who in the original plan would be in individual cells, were open to the gaze of the guards,

or "inspectors," but the same was not true of the view the other way. By a carefully

contrived system of lighting and the use of wooden blinds, officiais would be invisible ta

the inmates. Control was ta he maintained by the constant sense that prisoners were

watched by unseen eyes. There was nowhere to bide, nowhere to be private. Not

knowing whether or not they were being watched, but obliged to assume that they were,

obedience was the prisoner's only rational option. Hence Bentham's Greek-based

neologism; the Panopticon, or "'all-seeing place" (Bentham, 1843).

The Panopticon was to be a model priso~ a new departure, a watershed in the

control ofdeviance and a novel means of social discipline. Bentham invested more time

and energy in tbis than any other project - and "moumed its failure more passionately"

(Himmelfarb, 1968: 32). He saw in it "a great and new invented instrument of

government" and believed the panoptic principle held promise of"the only effective

instrument of reformative management" (Bentham, 1843: 39). In a closing eulogy, that he

later repeated in the preface, he made the famous cl~ "Marals reformed - health

preserved - industry invigorated • instruction diffused • public burdens lightened -
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Economy seated~ as it were, upon a rock· the Gordian knot of the Poor Laws not eut, but

untied - aIl by a simple idea in Architecture!" (1843: 39).
.

Bentham's apparently utopian enthusiasm for the Panopticon had personal,

pelitical, and cultural engins. PersonaJly, he hoped ta reap financial benefit from an

entrepreneunal stake in the project, and to raise his status profile from being its first

director. Politically, the Panopticon promised a local, non-religious reform over and

against the Evangelica1 and transportation-to-Australia alternatives that were currently on

offer at the time. And culturally, the Panopticon epitomized the kind of"social physics"

so popular withphi/osophes ofhis day. It neatly translated La Mettrie's L'Homme

Machine ioto an architectural reality.

IronicaJly, while it appears that no prison was ever built exactly aJong the lines

Bentham had in mind, and he cenainly failed to persuade the British government ta invest

in it, the principles embodied in the Panopticon were ta have a widespread influence. For

exarnple, the key principle was inspection., though inspection ofa specifie kind.

Bentham's Panopticon represented a secular parody ofdivine omniscience and the

observer was also, like God, invisible. Thus, "the more constantly the persons to be

inspected are under the eyes of the persans who should inspect them, the more perfectly

will the purpose of the establishment be attained" (Bentham, 1843: 40). And ifsuch

constant supervision proves impossible, prisoners should be given the impression that the

gaze is unwavering.

Bentham's innovation, then, was not just to inspea, or even to ensure that the

gaze is asymmetrical, but to use uncertainty as a means of subordination. The
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asyrnrnetrical gaze created uncertainty which in tum produced surrender. Asymmetrical

surveillance joined the whole modem project ofdestroying the certainties ofalternative

powers~ wherever they stilliurked (Bauman, 1991). This is why the Panopticon princip/es

were so significant.

The inspection principle suited purposes other than prisons, according to Bentham.

[ndeed~ Bentham got the original idea of the Panopticon from his brother' s workshop in

Russia. And he advertised the virtues of the Panopticon as being appropriate for any

conteX! in which supervision was required~ for U . • • punishing the incorrigible, guarding

the insane, reforming the vicious, confining the suspected, employing the idle, maintaining

the helpless, curing the sick, instructing the willing in any branch of industry, or training

the rising race in the path ofeducation" (1843: 40). Foucault argues that panoptic control

has diffused through many of these spheres.

Two other principles attached ta the Panoptieon in the specifie context of the

penitentiary. One was the "solitude" or isolation of the inmates, the other was to allow

the prison to be run as a private enterprise by outside contractors. Solitude would extend

even to having private toilets for prisoners, and to holding chapel services from a centra!

position above the inspection lodge, without prisoners moving from their cells. [nmates

were to be atomized, secluded. As for running the prison by contraet, tbis would enable

profit to be made and prison governors to be held in unaceustomed esteem.

Bentham readily defended bis Panoptieon trom any misplaeed liberal attaek. Might

it be though "despotic", or might the result of"this high-wrought contrivance ... be

constructing a set ofmachines under the similitude ofmen?" (Bentham, 1843: 64). Let



•

•

86

people think so ifthey wish. Such criticisms miss the point, namely, "would happiness be

most likely ta be increased or decreased by tbis discipline?" (Bentham, 1843: 64). Here is

control, and clean control at that. Much better, Bentham commented, than something like

Addison's bizarre sounding proposaI ta Utry virginity with lions" (Bentham, 1843: 64).

There one saw blood and uncertainty; "here one sees certainty without blood" (Bentham,

1843: 64). Ofcourse uncertainty still exists for those subjected to the Panoptic regime.

Indeed, the "machine" depends on it. Certainty resides in the system, and, one might add,

with the inspector, the one "in the know".

Tbis kind ofcertainty, sougbt by Bentham in the Panopticon, epitomizes for

Foucault the social disciplines of modemity. Whereas in earlier times the failure of social

control would result in punîshment that was public and brutal, modernity introduced clean

and rational forros of social control and punîshment. The unruly crowd is rendered

manageable; no plots ofescape trom prison, no danger ofcontagion if they are patients,

no mutual violence ifthey are mad, no chaner ifschoolchildren, and no disorder or

coalitions ifworkers. The crowd is replaced by a "collection of separated individualities"

(Foucault, 1977: 201). As Foucault says, Bentham made "visibility a trap".

In the following important quotation, Foucault summarizes his understanding of

the major etfect of the Panopticon (1977: 201):

to induce in the inmate a state ofconsc:ious and permanent visibility that assures
the automatic functioning of power. So to arrange things that the surveillance is
permanent in its effects, even if it is discontinuous in its action; that the perfection
of power should tend to render its actual exercise uMeceSsary; that tbis
architectural apparatus should be a machine for creating and sustaining a power
relation independent ofthe person who exercises il; in shon, that the inmates
should he caught up in a power situation ofwhich they themselves are the bearers.
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In the Panopticon, discipline crossed what Foucault caUs a "disciplinary threshold"

in which the '~fonnation ofknowledge and the increase of power regularly reinforce each

other in a circular process" (1979: 204). Older, more costly and violent forms of power

feU into disuse and were superseded by "a subtle, calculated technology of subjection"

(Foucault, 1977: 221).

Social theory is indebted to Foucault for his theory of surveillancee, touching as it

does on both aspects of its power; the accumulation of infonnation and the direct

supervision of subordinates. The former is found in the detailed files heId on each

Panopticon inmate, the latter in the architectural potentiaJ of the building itself.

Acknowledging Foucault's contributio~ Giddens observes that in modem times

Hdisciplinary power" is characterized by "new modes of regu1arizing activities in time...

space" (1985: 183). Observation is central to these modes, and thus the Panopticon

epitomizes such disciplinary power.

However, Foucault also insists that such power is typically present throughout the

institutions of modernity, in ail kinds of administrative contexts. "Is it surprising~" asks

Foucault rhetorically, '~that the cellular prison, with ilS regular chronologies, forced labour,

its authorities of surveillance and registration, its experts in normality . . . should have

become the modem instrument ofpenality?" (1977: 228). But not only that; he goes o~

"Is it surprising that prisons resemble fadories, schools, barracks, hospitals~ which aU

resemble prisons?" (1977: 228). What for Bentham was an aspiration is for Foucault a

social reality ... the panoptic principle diffusing through different institutions. This
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assumptio~ often questioned within the context ofadministrative power, must be re-

addressed in the context ofelectronic surveillance."

The perverse irony is that Foucault himself seems ta have made no comments

about the relevance of panoptic discipline to the ways that administrative power has been

enlarged and enhanced by computers, especially since the 1960s. Yet surely we see

nothing less than the near-perfection of the principle of discipline by invisible inspection

via information gathering. Or do we? Today, no shortage exists of social analysts

prepared to complete Foucault by making the connections explicit. Thus, 1tum next to

explore the extent of that link; can electronic surveillance be thought ofas panoptic

power? ln other words, does panoptic power match the empirica1 realities of social order

in today' s contemporary advanced societies?

Is Electron;c Surveillance Panoplic Power?

ln arder to obtain sorne analytical purchase on the question of electronic

panopticism, this section makes use ofGiddens' distinction between two major axes of

surveillance. He proposes that social theory consider two levels: tirst, surveillance is the

accumulation ofcoded information, seen in what he calls the "internai pacification" of

nation-states. This is bound up with the growth ofbureaucratie administration, defence,

and policing. Second, surveillance refers to the direct monitoring of subordinates within

• The Panopticon may a1so be seen in relation to other kinds oftechnique,
particularly that using biotechnology. But the surveillance power ofbiotëchnology
depends, nonetheless, upon (micro)electronics.
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the capitalistic workplace that has become the key to management in the twentieth century

( 1985).

Giddens adroits that the two senses of surveillance belong quite closely together.

Indeed, only when thought of together can the twin processes of surveillance ilIuminate

the historicaI association of the capitalistic labour contract with the state monopoly of

violence. Still, he maintains that they should be analytically distinct. 1begin by following

this distincticn, and respecting it, looking tirst at the treatment of criminality and deviance

as a central aspect of"state" surveillance. Next, 1examine the putative Panopticon of

capitalism, starting with the workplace. However, this may oblige us to rethink the

Giddens distinction, for two reasons: one, capitalism in the late twentieth century focuses

at teast as much "management" attention on the marketplace as the workplace. And two,

the application of information technologies may be encouraging a convergence between

different surveillance activities.

The persistence of panoptic principles in contemporary society has been noted by

those studying general trends in social control, such as Stanley Cohe~ and by others

examining specifie praetices involving new technology in policing. Cohe~ for instance,

investigates the later twentieth centul)' shift towards crime control "in the community"

that includes rather than excludes offenders. He notes the ways that panoptie ideas are

present in methods of"technological incapacitation" (1985: 222). Radio telemetry, or

electronic tagging, allow relatively minor otrenders to live "freely" at home, or even ta go

ta work while wearing a computerized device on the ankIe. This tag involuntarily obliges

the otrender to remain in touch with sorne central control. Cohen relates this to the
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Panopticon in that the wearer is constantly supervised and participates in the process, but

cannat verify it.

Gary Marx's ana1ysis of American undercover police work takes this much further,

ooting numerous ways in which electronic technologies portend the "new surveillance".

Particularly relevant here are these characteristics, as described in Chapter Two: they are

invisible (or of low visibility), involuntary, capital rather than labour intensive, involve

decentralized self-policing, introduce suspicion ofwhole categories of persons rather than

targeting specifie individuals, and are both more intensive and more extensive. He sees

the statets traditional monopoly over the means ofviolence as giving way to new controls:

manipulation not coercion, computer chips not prison bars, remote and invisible tethers,

not handcutrs or straitjaekets. Marx cautions that these panoptic shifts may be ~'diffusing

into the society at large" (1988: 207).

In another American study, Diana Gordon subjects the National Crime Information

Center (NCIC) to analysis as a panoptie "machinery ofpower" (1986). Her central

concem is simply expressed; ~'With the national eomputerized system, the entire function

of crime-control, not just the prison, becomes a 'panoptie schema', with the record a

surrogate for the inmate and all oflaw enforcement as warden" (1986: 487). Gordon is at

pains to argue that the presence of panoplie tendencies spells dangers often unperceived

by thase working closest to the NCIC. Cenain structural social changes may be

occurring, shp, suggests, and therefore it is mistaken to see the issue as merely one of

infringing civilliberties. For instance, in many states at least a third ofcriminal record

requests are for non-criminal purposes, mainly employment and driving licences. Like
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Gary Marx, Gordon believes that the effects are societal; "and then we are all enclosed in

an electronic Panopticon" (1986: 487).

The distinctions between criminal record databases and more general computerized

systems for government administration have become increasingly blurred over the past few

decades, especially as computer materong has become a more widespread practice. This

refers to the linking of records from different databases to track otTenders or to limit

abuse, such as tax evasion or welfare fraud. Employment records may be checked, for

example, to prevent welfare claims being made by people receiving salaries (Reichman,

1987).

Oscar Gandy, who makes extensive use of the Panopticon model in his work on

modem surveillance systems, suggests other ways that new technologies extend their

reach within a government context. For example, in addition to the massive databases of

the Department of Defence and the Central Intelligence Agency, the United States Internai

Revenue Service is a major collector of personaI data, used to identify non-reporters and

under-reporters. Political panies also seek to strengthen their position by using

computerized surveillance methods to affect public opinion (Meadow, 1985; Weiss,

1988).

Tuming DOW to the second area, we find that the Panopticon has also been

rediscovered in capitalism. In the preceding chapter, we saw that the debate over whether

or not the adoption ofnew technologies represents intensified workplace control within

capitalism is complex and inconclusive. Shoshana Zuboft"s ethnography, ln lhe Age ofthe

Smart Machine, for instance, takes the view that computers in the workplace have a
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tremendous transformative capacity. Para1Jelling authority as the ~"spiritual basis of

power," she examines technique as the '''material basis of power" (1 988). The key to

contemporary management technique, she argues, is panopticis~ enabled by the use of

new technologies.

The extremely precise computer systems of today' s organizations permit minute

monitoring of events and performances within the workplace. At one of the workplaces

investigated by ZubotI: a highly automated pulp mill, a smalt explosion occurred in the

early hours of the morning. By scrutinizing the "Overview System", a bird's-eye view of

the whole operation which was constantly recorded at five-second intervals, management

could determine the exact cause of the accident - for example, equipment faiJure, poor

decision-making, or a sleepy operator? (1988: 315-17). Workers at such sites are thus

highly transparent to management even in the apparently small details of day-to-day

routine. This heightened visibility - also noted by researchers looking at computerization

in much smaller contexts such as ordering in restaurants and taxi-calling systems (Rule and

Attewell, 1989) - Zubotfconnects with the Panopticon.

Other aspects of panoptic power are clearly visible in Zuboff's account of the

computerized workplace. In particuJar, she discusses the allure of panopticism for

management, which • neatly echoing Bentham - is "the promise of certain knowledge".

For example, increased reliance upon the "faets" produced by the computer systems

generates new management styles in her account. Employee performance appears as

"objective" data, which aften correlates with another panoptic feature, the certainty of
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punishment. Apparently, the fleing process tends to be shortened from around one year

from the start of the dispute to something much more immediate. (1988).

Operators within the ubiquitous digital "gaze" of such computer systems, and

without the more familiar face-to-face relationships with superiors, May seek modes of

resistance, but compliance appears more common. Infonnation systems H can transmit the

presence of the omniscient observer and so induce compliance without the messy conflict

prone exertions of reciprocal relations (Zuboff, 1988: 323). Zuboff comments that in

workplaces where workers as weU as management had access ta the persona! data

collected on the systems, "anticipatory confonnity" was exhibited, showing that the

standards of management had been intemalized by workers. This gain seems to be a case

ofFoucault's "normalizing discipline" of the Panopticon.

[nterestingly enough, though, Zuboff does not try to generalize her findings to a

societallevel. She sees no need to; for her, the transformations within the workplace are

striking enough. Her modesty May be wise. Others, however, have argued that sorne of

the kinds of management strategies made possible by the new use of information

technology are now being applied in the marketplace as weil as in the workplace. In tbis

way, it is suggested, the panoptic power of surveillance spills over into society al large,

but now the vehicle is commercial organizatio~ not government administration.

This link is made directly by Frank Webster and Kevin Robins, for instance, who

argue that information technologies facilitate the massive extension ofTaylorist principles

of scientitic management from the realm ofproduction into the realm ofconsumption. As

they say, "teleshopping", global and targeted advenisÎng, and electronic market research
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surveillance all combine to establish a more "efficient network marketplace" (1989). In

this case, surveillance is accomplished by means ofgathering transactionaI information

such as itemized telephone bills, credit card exchanges, and bank withdrawaIs. The whole

process of using transactionaI information to try to influence consumer behaviour is

sometimes called ~'social management" (Mosco, 1989). Oscar Gandy takes up the same

themes, focusing particularly on the ways that persona! consumer data has become a vital

Hinfonnation commodity" within contemporary capitalism (1993).

This pict'..!re is very similar to one painted, in richer Foucauldian terms, by Mark

Poster. For him, the world of consumer surveillance amounts to a "Superpanopticon"

because the panopticon now has no technicallimitations (1989). The Panopticon was

invented for a new industrial capitalist society. Today "the population participates in its

own self-constitution as subjects in the normalizing gaze of the Superpanopticon" (poster,

1990: 97). Poster's analysis occurs in the context of a study ofthe "mode of information"

which, he explains, "designates social relations mediated by electronic communications

systems which constitute new patterns of language" (1989: 123).

The technology of power in Poster's Superpanopticon does two things. First, it

imposes a nonn, disciplining its subjects to participate, say, by filling in forms, giving

social insurance numbers, or using credit cards. Second, it helps to constitute

complementary selves for those subjects, the sum, as it were, of their transactions. New

individuaIs are created who bear the same names but who are digitaIly shom oftheir

human ambiguities and whose personalities are built artificially from matched data.

Artificial these May be, but these computer "selves" have a pan to play in determining the
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life-chances of their human namesakes. Thus are subjects constituted and deviants defined

within the Superpanopticon.

Eva/uating Electronic Palfopticism

The Panopticon offers a powerful and compelling metaphor for understanding

electronic surveillance. The prison..like society, where invisible observers track our digital

footprints, does indeed seem panoptie. Bentham would surely smile wryly if he saw us

complying with institutional norms as we use barcoded Iibrary books or note telephone

caJlers' ID before accepting a caJl. The familiar distinctions between public and private life

dissolve as both government and corporation ignore old thresholds and gamer personaJ

data of the most mundane and intimate kinds.

Beyond the metaphor, a model of power aJso lies in the concept of the Panopticon.

The normalizing discipline, the exaggerated visibility of the subject, the unverifiability of

observation, the subjeet as bearer of surveillance, the quest for factuaJ certainty .. ail are

important aspects of the Panopticon as a model ofpower. The question is, to what extent

are al1 these necessarily present in each electronic context? Would the claim be

sociologically warranted that electronic surveillance is panoplic power?

To answer this question satisfactorily, three others must be addressed. First, can

the Panopticon he generalizedacross different social spheres? From the above

discussio~ it is evident that social analysts using the panoptic image think ofelectronic

surveillance as a process that spills over conventional social boundaries. For example, we

have seen how Zuboff's celebrated ethnography ofcomputer..based technologies in the
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workplaee draws on the panoptie metaphor to show how managers maintain control.

New teehnology renders workers' aetivities transparent to management, inducing

conformity to a degree undreamed oftwo centuries ago, or even two decades ago (1988).

Similarly, Gary Marx's analysis ofAmerican undercover police practices documents the

emergence of a "'new surveillance" based primarily on computer technology that is subtle,

decentralized, and increasingly permeates society at large. Its lineage may be traced from

the Panoptico~ through the maximum security prison to the "maximum security society"

(1988).

In a Canadian context, Vincent Mosco sees the Panopticon operating through the

eomputerization of marketing techniques, a process that he and others refer to as "social

management" (Moseo, 1989). What Foucault caUs the "capillary lever' of the social

organism, that is, the minutiae of everyday life routines, is penetrated by the new

surveillance. In parallel WÎth commercial developments, ofcourse, is the massive

electronic enhancement ofgovemment data-collection practices. Rob Kling, for example,

asks, "Have computerized information systems effectively transforrned Bentham's

panoptic principle from a strategy which is only feasible in village-scale settings to a

routine means of mass surveillance by modem states?" (1986: 3).

As these examples demonstrate, the Panopticon bas been appüed to diverse social

spheres, not ail ofwhich would normally he associated with each other. For Foucault, the

Panopticon epitomizes the discipünary network of social relations seen not ooly in prisons

but in the capitalist enterprise, military organization, and in a multitude ofstate-run

institutions. It does not wail for offenders to aet, but classifies and situates before any
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"event", produeing not ~~good citizens" but a "docile~ deviant population" (Dandeker,

1990: 27). Despite Foucault's opposition ta what he calls "totalizing", he frequently gives

the impression that the panoptie prison has been made redundant through the development

ofa disciplinary network on a soeietallevel: the Panoptieon-at-large. Analysts of

electronie surveillance May be forgiven for picking up a relatively undifferentiated view of

power from Foucault.

This view has not been without eritics, among them Anthony Giddens. The nub of

Giddens' criticism is that, one, we must ditferentiate between the means ofeconomic

production and the political means ofadministration and two, that prisons are qualitatively

different from other social organizations. With respect ta the tirst, the fact that, during the

nineteenth century, locales were established in which regular observation of activity could

take place with the purpose of control makes the workplaee and the state similar, but not

the same. Aecording to Giddens, workplace subordination rests on a hidden exploitative

relatio~ uolike the nation-state, which ultimately depends for its power on a monopoly of

the "means of violence".

Regarding the nature of prisons, Giddens points out that inmates have to spend ail

their time there; they are what Goffinan calls "total institutions". Contrast schools,

business tirms or other civil organizations, where ooly a part of the day is spent, and where

disciplinary power is far more diffuse. Thus for Giddens: "Foucault is mistaken insofar as

he regards ~maximize4J discipünary power ofthis sort [i.e. panoptie] as expressing the

general nature ofadministrative power within the modem state" (1985: 185).
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Giddens' critique is well taken, at least insofar as it touches on pre-electronic

features of modem social institutions. Foucault, and his followers, do exaggerate the

centrality ofthe Panopticon within the disciplinary apparatus of modernity. But perhaps

just as Foucault was making a rhetorical point over and against those who would stress

the humanitarian motives in founding early prisons, so today those who would

characterize electronic surveillance as panoptic perhaps do so in a salutary fashion, over

and against others who regard it as benign, or who believe that privacy laws offer

adequate social safeguards for it or persona! protection trom it. Electronic technologies

do seem to diffuse surveillance throughout society in new ways.

As 1have shawn, Giddens' neat theoretical distinctions do begin ta bIur when

confronted with the realities ofcontemporary electronic surveillance. IncreasingJy,

disciplinary networks do connect empIoyment with civil status or consumption with

policing. Moreover, the very processes of time-space distanciation sa aptly analysed by

Giddens May weil be undergoing funher alteration. Once, tbis characteristicaJly modem

geographical and temporal Ustretching" of social relations was facilitated by changes in

transport and communications (Innis, 1951). Now, the advent of information technologies

enables novel configurations. The worker couId once leave the capitalistic enterprise

behind at the factory gates. Now it follows mm or her home as a consumer. The same

home was once regarded as a private haven. The computerized uking" May now enter the

"Englishman's home" al will. lndeed, the householder carries him in, disguised as a social

insurance number. The distinctions discussed by Giddens still retain their salience for

much of society today, one suspects. It is an empirica1 question how long they will
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continue ta do 50 in the same ways as surveillance is progressively augmented by

information technology.

Even if new technology does facilitate a novel penetration of the mundane routines

of everyday life, however, it is not clear that this in itselfaugments a generaJ societal

panopticism. For Bentham and the other bearers ofmodernity have in a sense done their

work. Citizens of the contemporary advanced societies are already expert-dependent in a

radical sense. We cannat help but rely upon those "in the know," the experts (Bauman,

1991 ~ Giddens, 1990). Equally, electronic panopticism may tum out to be a vestigial

residue ofmodernity's - Benthamite - utopian hunger for certitude. The ghost of the

unseen inspector may continue to haunt specifie milieux, such as Zuboff's pulp miU,

courtesy ofcomputer-power. It May even contribute to new fonns ofcategorizing

subjeets across different spheres and thus serve ta sustain social control, but this still does

not add up ta the more apocaJyptic vision ofa societal Panopticon. Nonetheless, even

such "panoptic residues" raise sorne significant social queries.

This discussion of historical changes and ofconsumerism in particular brings me to

my second question; does the Panoplicon do justice 10 the realilies ofsocial order in

capitalist societies? Numerous plausible answers have been given ta the c1assic

sociologica1 query of how social order is maintained. Ta be worth anything, the answer

must connect directly with contemporary realities.

Today consumerism contributes heavily to the maintenance of social order; the

Panopticon deaJs with those left out of the market. Zygmunt Bauman points to a duality

between what he refers to as the useduced" and the "repressed". People become socially
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integrated - seduced - by means ofmarket dependency. Though Bauman makes litde

reference to the fact, this is powered in part by commercial surveillance. But its strength

does not lie in a panoptic "imposing of norms". Surveillance supplies a structure to

channel behaviour, but one within which reaJ choices are made.

Rather, social skills and economic capacity entitle the seduced majority to

consume. Sorne panoptic methods may weil underlie the surveillance techniques used to

seduce. But the minority, the new poor or the underclass, is subjected to tight normative

regulation, where the excluding capacities of the Panopticon come iota their own. This

would explain why Moden. life is experienced by the majority as pleasure and not - as the

"social Panopticon" theorists see it - as a prison sentence. In fact, according to Clifford

Shearing and Philip Stenning, a similar distinction is already present in the work of

Foucault. They say he worked with both a generic concept ofdiscipline and a more (fully

worked out) "historically specifie examination of it in the context ofcarceral punishment"

(1985: 336).

Foucault's "physics or anatomy of power" represents the generic mode of

discipline, ofwhich the Panopticon is merely a type. Discipline is dispersed throughout

the microrelations that constitute society. It is not, for Foucault, "from above'" like

monarchical power. This embeddedness of power, say Shearing and Stenning, is what

makes the Panopticon the exemplar ofdiscipline. They go on to contrast the moral

discipline ofcarceral punishment - for example in the Panopticon - with the merely

instrumental discipline manifest in other locations such as factories~ hospitals or

workshops. Their own investigation of private security and control companies in Canada
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reveal a discipline that is strictly instrumental, not moral in basis. As they say, '~Within

private control the instrumental language of profit and loss replaces the moraJ language of

criminal justice" (1985: 339-40).

The distinction between the moral "soul-training" ofcarceral discipline and the

instrumental discipline of private security systems is a useful one, though how far it

reflects what Foucault wanted to argue is debatable. Rather Iike 8auman, Shearing and

Stenning see "the dominant force in social control" as consumption, visible in microcosm

in Disneyv.orld. Less like Orwell's nightmare, much more like Huxley' s Brave New

World, here is consensually-based control in which "people are seduced into confonnity by

the pleasures otfered by the drug 4 soma' rather than coerced into compliance by the threat

of8ig Brother, just as people are today seduced to confonn by the pleasures of

consuming the goods that corporate power has to oiTer" (1985: 347).

Here then is a plausible answer to the question about the reproduction of social

arder in the capitalist societies of the late twentieth century. Paradoxically, the

Panopticon MaY not be an appropriate image on account of ilS capacity to make "society

like a prison" 50 much as because of the embedded nature of ilS discipline.' However, tbis

does not mean that we cao safely forgel the Panopticon. Carceral discipline, perhaps

relatins to residual moral categories, may still weil be experienced by Bauman'5

~'repressed". But, as 1have stressed above, tbis is a residuaJ not a general, let alone an

expanding category. It is here that we find most signs of the Panopticon as it appears in

, As weU as embeddedness, other features noted by Shearing and Stenning remain
significant for the anaIysis of consumer surveillance: it is preventative, cooperative. noo
coercive, consensual, non-carceral, instrumental, and effective.



•

•

102

Foucault's Discipline and Punish. But as the repressed are frequently, as Bauman puts it,

44t1awed consumers", a question arises as to how far even the normative discipline meted

out to them is actually moral and not merely instrumental. The norms from which they

deviate are essentially rooted in consumer skills. lt is primarily panicipation in society as

consumers tram which they are excluded, through lack ofcredit·worthiness, welfare

dependence, and 50 on.

As it could be argued that the application of information technology encourages

the extension of instrumental discipline, the question ofwhether this constitutes a

dominant trend becomes even more pressing. The Lyotardian lament for the loss of the

(moral) 44metanarratives" ofmodemity and their replacement with the (instrumental)

categories ofcomputerized control (Lyotard, 1984) rnay become an increasingly important

site for social investigation. Ifhe is correct, perhaps Max Weber's worries about a

completely 4'rationalized" world will tum out ta have bœn justified.

The idea ofa dual system of control raises further questions about politicaJ power,

democratic institutions, and citizenship. This brings me to the third and final question 1

wish to address regarding the panoptic qualities ofelectronic surveillance. Does the

Panopticon yie/da complete picture ofthe origins and nature ofsurveillance? Ofcourse

this question bas already received a partial- and negative - answer, but now 1want to

focus on the ambiguities or paradoxes of surveillance, and on what Giddens caUs the

udialectic ofcontrol" (1985). This also involves looking not ooly at where Foucault

obtained bis conception ofthe Panoptic:on, but where Bentham got it in the tint place.
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We may grant that Foucault theorized a more general view ofdisciplinary power

than that embodied in the Panopticon. But he certainJy gave the impression that citizens

of modem nation-states find themselves increasingly to be the subjects ofcentraJized

carceral discipline. And, for someone who spent precious little time considering how the

warm "bodies" of which he wrote might respond to 5uch discipline, he made a cunous

c10sing comment in Discipline and Punish; "In this central and centralized humanity, the

effect and instrument ofcomplex power relations, bodies, and forces subjected by multiple

forces of' incarceration', abjects for discourses that are themselves elements for tbis

5trategy, we must hear the distant roar ofbattle (1979: 308).

It is not clear that the roar ofbattie was as laud as Foucault predicted, or 50

distant. If the "battle" is one of revoit against discipline, then this assumes, further, that

discipline is viewed by subjects in an entirely negative light, and that there would be a

considerable time-Iag between the imposition ofdiscipline and the battle. However, one

could equally argue, on sound historical grounds, that changing processes of social control

always occur in the context of struggfe and that the contest is confused, arnbiguous, and

recursive.

Giddens generalizes this phenomenon in his i4dialectic of control", in which ail

strategies ofcontrol "call fonh counter-strategies on the part ofsubordinates" (1985: Il).

Ofcourse, Giddens banss onto human agency here, a premise abandoned in Foucault's

work. Giddens sees the build-up ofadministrative power as accompanied by expanding

r~iprocal relations between rules and Nied. Equal1y, he regards modem management

praetices as involving reciprocity. Strategies and counter-strategies are in constant tension
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with each other. In tbis account, Foucault's battle is neither distant nor, necessarily

roaring.

However, a further question raised by this chapter - and Pan [ of the dissertation 

remains; does surveillance alter its character as information technology facilitates its

further reach and efficiency? If, as 1have suggested, the answer is yes, then how might

this affect the dialectic of control, the Foucault paradox? Palpable social and persona!

benefits undoubtedly accompany the use of information technology in surveillance

systems. Vell)' Marx, for instance, acknowledges that it is effective in apprehending

criminals, detecting corruption, preventing crime, verifying arms control, and monitoring

health (1988). Similarly, users ofcredit cards find them convenient and reliable; Many are

grateful for the ease with which shopping, banking or travel can be accomplished when

using computer based equipment. As such, whatever the deeper consequences for the

quality of life, none of the above is generally regarded as negative.

This idea COMec:tS with the historical rise of modernity noted in the previous

chapter; the much-prized achievement of welfare citizenship in modem societies couId

only become effective ifaccompanied by th"e growth ofastate bureaucracy capable of

enforcing these rights in praetice (Abercrombie et al, 1986: 179). In other words, the

burgeonïng panopticism ofnineteenth century institutions emerged hand-in-band with

growing commitments to social rights. Recognizing people as unique identities to ensure

that each is treated equa11y simultaneously makes their control that much easier.

Fears and anxieties about electronic surveillance, and critiques ofor resistance ta

il, arise ftom specifie upecls of ilS panoptie charader. Opponents of the new surveillance
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deplore the faet that it depends upon categories, that no knowledge of the individuaJ is

required, that it is inereasingly instrumental, that areas ofpersonallife once thought to be

inviolably private are invaded, and that it etfeetively erodes persona! and demoeratie

freedoms. Foucault offers tinle help at this point, not only because he did not comment on

computer technologies, but more profoundly, because he never examined the basis ofhis

own "moral outrage" against the Panoptieon (Jay, 1989).

Crities ofelectronie surveillance eould do worse than to tum again to Bentham to

define the object of their ire. After aU, as Foucault rightly observed, Bentham's work does

indeed mark a watershed in the understanding of social control. In the Panoptieon, the

issues are sharply etched. What contemporary commentators object to is both prefigured

in the Panoptieon and emphasized by the electronic. Bentham, following the Canesian

logie that regarded human beings as machines whose aetivities could be measured and

controlled, wrote impersonality, abstraet classification, and automatie power into the

Panopticon. Precisely these features reappear, now digitally inscribed and intensified, in

the new, computer-run surveillance.

Bentham's project wu nothing less than a !eCular utopia, a model society-in

miniature, eut loose from any theological moorings that might complieate his claim that

the Panopticon stood as the solution par excellence to the human condition (Crïmmons,

1986; Strub, 1989). In the crucial prineiple of inspection, he expücitly parodiee! the

doctrine ofdivine omniscience, taking it to he an unsurpassed means of moral control.

Wbat he conveniently ignored, thougb, was the persona! character ofknowledge present

in the biblical quotations with which he ironically epigraphed his text. It is hardly
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surprising, then, that the Panopticon excludes the personaI~ and slips aImost imperceptibly

from moral to instrumental categories. ft is equaJly unremarkable, given this backdrop,

that today's actors in the surveillance drarna have started to focus their criticisms on these

aspects ofelectronic panopticism ~ perceived control by inspection and categorization.

Towards ail Alter1ltltive

The paradigms deriving from Orwell and Foucault are dystopian, containing notes

of warning, doom-Iaden predictions, and conscious allusions such as those to Big Brother,

watching. As suc~ they have the virtue of directing our attention to the negative,

constraining, and unjust aspects of surveillance, and ofhelping us to identify trends that

are especially dangerous tram this point ofview. But their disadvantage is that they may

exaggerate the negative by seeing oruy one side of surveillance, promote pessimism about

whether such negative traits can be countered, and fail to offer any indication as to what

the content of an aJtemative might be. Herein lies the challenge for surveillance theory; ta

search for agency and the possibility ofhope.

Bath Big Brother and the Panopticon are used successfully as a means of

highlighting what is negalive about surveillance, but they leave unanswered the question of

what sort of society is desirable, as far as surveillance is concemed. In tbis section, 1try

and c1ear sorne space for an alternative, or at least a complementary, approach by

examining the categories ofopenness, accountability, and co-operation as discussed by

Geoffi'ey Brown (1990). By sketching the contouR ofa new approach ta surveillance, 1

suggest that common obstacles ta appropriate poütica1 action might he removed. In other



•

•

107

words, attitudes and action wouId both be better informed if we had a c1earer idea ofwhat

a desirable future might look like.

Geoffrey Brown proposes that controlling the circulation of personal information

is a question of the appropriateness ofdisclosure within differing contexts (1990). Thus,

"access to particular information is systematically related in the appropriate way to the

network of social relationships in which that person stands to others by virtue of their

place in the role structure" (1990: 77). [n this view, breaches of privacy are attacks on the

integrity of social identity. The sense of selfhood is diminished and freedom is

constrained.

Ofcourse, this approach raises numerous questions, for example, what if1don't

accept sorne role assigned to me? But its advantage lies first, in the emphasis on modem

surveillance itsel( and not just the consequences, say, of inaccurate data being a potential

threat, or at least something less desirable. Second, this kind ofapproach has much to

offer those engaged in the law and policy making process. The question of personhood

and social identity relates ta the issue of how identity is negotiated, which in tum connects

with the processes ofhuman communication.

To understand surveillance in relation ta social processes ofcommunication opens

new doors. Ta say tbat wè form and maintain self-identity by means ofnegotiation

reminds us ofsome important factors. For example, before the advent of modem

surveillance systems, communicating the kind of personal data now required by such

systems depended on panicular sets of relationships. What rnight be reported to a doctor,

confessed to a priest or admitted to a close fiiend depended on the nature and quality ofa
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given relationship. One might say certain things in one context but not in another. Given

the commitments of certain professionals and lcin ta confidentiality, what was spoken ta

one would not be passed on ta anather. Sa persona! data, in a world charaeterized by

face-ta-face relations, tends to be limited to voluntary disclosure to chosen confidants

within relations of trust.

Ofcourse, tbis could be seen as idealizing traditional situations and disregarding

tendencies to gassip, slander, and engage in malicious whisper. But even to aeknowledge

these things !s to note that such practiees are considered undesirable. The social

expectation., and indeed the very possibility of social intercourse, depends on the ongoing

exercise of trust and tact. Although Goffinan's work may be read as depicting the cynical

manipulation ofevents and people by "actors" occupyjng temporary and maybe strategie

raies, even tbere an underlyjng sense of mutual commitments and sociaJ collaboration is

evident (Giddens, 1987). Today, in the world ofabstraet systems dependent on the

manipulation ofdigjtal symbols, the idea that communicating personal information could

be in the nature ofvoluntary disclosure of select items to specifie persans tied to us by

trust seems simply unfeasible.

But takins such a view ofpersonhood seriously is oot eotirely anachronism. For

example, the British Data Protection Act is based on the prineiples that "personal data

shall be obtained and processed fairly and lawfuUy, held only for those purposes, and only

be disclosed to [cenain] people" (1984: 10). It provides for "individuals to have access to

data held on themselves and, where necessary, have the data corrected or deleted" (1984:

10). Sa people cao, in princ:iple at least, know about data held about them and, ifthey
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have the motivatio~ ensure that they are correct, up-to-date, and appropriate. Thus,

Brown rightly concludes that the long term solution to the problems of surveillance E~s in

such areas as "openness, accountability, and co-operation" (1990: 142-44).

From such practices as openness, accountability, and co-operation could come

sorne real alternatives to today's surveillance difficulties. Equally, the problem may be

couched, perhaps more sociologically, in terms ofparticipation, personhood, and

purposes. From "participation" derive sorne alternatives to the exclusionary power of

much surveillance, trom "personhood" sorne criteria by which to judge the data-image,

and trom "purposes" an antidote to the self-augmenting development of surveillance

technologies.

Participation

We saw in Chapter Two how the growth of surveillance may be traced in part to

the expansion ofcitizenship. That is to say, increasingly full social participation became

avaiJable to members ofnation-states on the basis of established civil, politica1, economic,

and social rights. The administration of such rights entailed the use ofdocumentary

identification and the construction of persona! dossiers. Whatever constraints this imposes

has ta be understood in üght of the enablement otTered.

Howevert the language ofnew technologies, superimposed upon lbat of

bureaucratie organi18tÎon and the extension of surveillance into the consumer sphere, now

threatens sorne of those rights, 50 that the equation ofconstraint and enablement is less

easy. The revival ofinterest in "citizensbip" as a central concept for both social anaIysts

and political pradice is to be welcomed in tbis respect. It both extends and updates
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pursuits of the just society, with which surveillance is symbiotically intertwined~ at the

same time it connects to the contemporary quest for full social participation for

marginalized and excluded groups.

Surveillance practices seem more and more ta reinforce the social order of

consumeris~ through credit cards. ISDN telephone services, and so o~ while

simultaneously maintaining existing social divisions, especially those between consumers

and non-consumers or those within the occupational structure and those cut off trom il.

To seek a "balance of interests" between ~~individua1s" and corporations or the "state" thus

seems hopelessly inadequate when the staning point is such an asymmetry of power. ln

light ofthis, David Lyon proposes that as far as public and corporate policy is concemed,

the goal ofmaximum social participation could be sought by means such as regarding

computer networks as common carriers (1992). Ofcourse tbis tlies in the face ofcurrent

deregulatio~ but it is not necessarily unrealistica11y utopian to consider this option.6 Its

virtue would be ta reduce the power of"social management" by tinding a place for both

consumer and non-consumer voices to be heard. For example, rather than focus on "the

right of individuals to access personaJ information about themselves" (privacy Act, sec. 1),

privacy could he rethought in terms of the right ofa society to require institutions using

personal information to do 50 in a matter that respects the shared interests in that

information. Similarly, David Lyon and Elia Zureik suSSest that "within what will no

doubt continue ta he calIed privacy laws, the emphasis should be shifted away from mere

6 It is proposed, for instance, by Kevin Wilson. See Technologies ofControl: The
New Interactive Mediafo, the Home, Madison, WI: Univenity ofWisconsin Press, 1988,
p.IS7.
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self-protection and towards placing a greater onus on data-gatherers to ensure that data is

obtained fairly, in the demonstrably best interests of data-subjects, and used only for those

purposes and with as much subject access as possible" (Lyon and Zureik, 1996: 13). At

present, this may seem to have a ring of unreality to it, but this is onJy because privacy and

data protection law is so notoriously subject-unfiiendly, an issue which will be discussed in

detail in Chapter Four.

Personhood

This is the corollary of participation and is closely articulated with il. The specific

question that prompts concem here, and that is 50 central ta aU contemporary surveillance,

tS the data-image. The data-image crucially affects life-chances and alse renders fragile

one's very reputation (Gandy, 1993). 80th a 4'good lire" and a "good name" may be put

in jeopardy by il. The data-image objectifies, is based almost entirely on a one-way

transmission of information, and is redolent ofstereotypica1 masculine traits, while its

categories are c1ustered around observable behaviour aJone. Funhermore, it may tum out

to be a means ofdomination in ways as yet only dimly perceived.

What 1mean by this is that our humanness itselt: rather than just our life chances

or good name, is increasingly detined in terms of the data-image. Who we are to the

ubiquitous machine, the ubiquitous connection, is more significant than who we are to

ourselves or to each other. Sa far trom there heing a distinetiveness to being human,

whether rooted in Habermas' language or in the imago œi, humanness may he redefined

by surveillance based powers, ta which we are accountable.
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These features retlect the quest for efficiency, productivity, accuracy, and

predictability that are the hallmarks ofcontemporary surveillance. But no technical

reasons exist why other features should not be present as well or instead. Carïng and

protective motifs, for instance, would be one area to be explored. And the data-image

could aJso he construeted in such a way as ta include intentionality, as weIl as more

mechanical behaviour, and forgiveness, in that records wauld he erased when no longer

needed. Ta achieve tbis, groups of professionals, trom systems designers to quality

controllers, would have to be involved (Smit~ 1994).

Purposes

Underlying both previous principles - participation and personhood - is the

assumption that the purposes of surveillance systems should be the constant subject of

analytical scrutiny and politica1 concem. This is 50 because of the ease with which such

purposes may he subverted, obscured or replaced. The story of surveillance in modem

societies is studded with references to bureaucratie augmentation and technocratie

enlargement, each ofwhieh exhibits strong tendeneies towards autonomy. That is to say,

instrumentality .. mastery .. predominates.

The alternative here wauld he ta identify, not sorne fixed and static ~'purpases" for

appropriate surveillance, but rather sorne dynamic criteria for gauging their

appropriateness. Given the overweening ambition that appears to have attended most

surveillance schemes since the Panopticon, a concentration on /imits would be apt here.

Limits to knowledge, the seeking of specific:ity rather than omniscience, constitute the

most obvious ofthese to me. But another limit, highly peninent to an era in which the use
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of new technologies is serving to blur the boundaries between previously discrete domains,

would be a sphere-by-sphere check on surveillance operations. What may be ethicaJly or

politica11y unassailable in one socia1 field is often inadmissible in another (Regan, 1995).

This raises questions, again. for the data-image, and aIso about the extent ta which data-

subjects may control personaJ information about them.

Understandillg Surve;lIa"c~: Bqolld Orwell, &ntlttUfl, and Foucault

The three categories of participation, personhood, and purposes are otrered here as

a contribution ta finding direction for hope in an analyticaJ field dominated by dystopic

models and metaphors. They are intended as a means by which the normative content of

surveillance theory May be weighed, and by which new theory may be devised. Beyond

theory, such categories could find a role within political praetice al both the policy and the

movementlmobilization levels discussed in Part m. For example, with regards ta the

former, university and college accreditation in the United States now requires inclusion of

"social and ethica1 issues ofcomputing.,,1 In Britain, the Open University's Ulntroduetion

to Infonnation Technology" includes simiIar questions.

With regards to the latter, public awareness of surveillance issues could be raised

througb professional sroups and organizations, especially those directIy concemed with

computing, information management, and 50 on. For instance, the Computer

1 See, for instance, materials from the Research Center on Computing and Sœiety
at Southem Connecticut State University as weU as the undergraduate textbook by Sara
Baase, A Gift ofFire: Social. Legal. and EthicaJ Issues in Computing, Upper Saddle
River, N.l.: Prentice-Hall Ioc., 1997.
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Professionals for Social Responsibility (CPSR) group had drarnatic success in blocking the

development of the lotus uHousehold Marketplace" software in 1991. The software,

which was to have been sold on CD-ROM disks, was capable ofrevealing the names,

addresses, martial status, and estimated incorne of sorne eighty million Americans at the

push ofa button. Through computer networks, CPSR argued that limits should be placed

on the expansion ofconsumer surveillance. Such actions fit in exactly with the criteria of

panicipatio~personhood, and purposes discussed above. Resisting the growth of

electronic surveillance per se is a futile gesture. However, attempting to channel it in

ethically and politica11y appropriate directions is socially much more a propos.

Thus, informed mobilization responses, coupled with legaJ and educative policy

initiatives, should be welcomed. Our worst fears of surveillance will be realized much

more easily in contexts where such complacent assumptions reign as that computerized

efficiency equals progress or that privacy laws adequately protect citizens. Which brings

me back to a central argument advanced in the dissertation. Surveillance is a central

institutional area ofcontemporary societies, and as such calIs for bath responsible social

analysis and poütical action. We will see in the remaining sections ofthe dissertation that,

without doubt, legal, technical, and even educationaJ remedies to the problems raised by

surveillance are often inadequate. However, 1have sussated in this sedion that

analytical approaches lied to dystopic paradigms are equaUy problernatic. Contemporary

surveillance must he understood in light of changed circumstances, especiaUy the growing

centrality ofconsumption and the widespread adoption of infonnation technologies. In

lhis vern, 1have argued that imaginative analysis, infonned by constNetively critical theory
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based on notions of participation, personhood, and purposes, would not onJy go a long

way in removing comman obstacles ta political actio~ but would also help ta eschew

Foucauldian fatalism and Orwellian paranoia. As such, it may be possible te face the

future with realism and hope.
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Surveillallce alld Calladiall Public Polie}: C,,"ellt COllditions

It was argued in Part l that privacy scholars must be farniliar with bath the history

and sociology of the advanced industrialized state. In addition. understanding is required

in the areas of: the bewildering variety of privacy invasive and privacy enhancing

technologies; the vagaries of public opinion~ the structure and behaviour of modem

organization; the economics ofinfonnation; and public policy. It is to the latter area that

the dissertation now tums. By focusing on public policy, thoug1\ 1am not suggesting that

privacy scholars need just look at the content and effects ofpolicies, or at the powers and

activities of the agencies that implement those policies. It is a fundamental premise of the

dissertation that in order to understand contemporary surveillance, we must engage with

several different kinds ofdebate, and communicate across severaJ different disciplinary

areas. Persona! information is pervasive. Privacy invasion is pervasive. Public palicy is

just one of many social forces that affects the conditions for privacy in the 1990s.

But it is a tremendously important force insofar as it helps ta institutianalize the

idea that surveillance should not be permitted to grow unimpeded. Ofcourse, creating

laws and poticies equal to the realities of today's surveillance is another matter; mast

privacy laws are sieve-like and subject-unfriendly and many ofthe privacy codes in the

Canadian private sector are purely voluntary, which is ta say that there is no panicular

compulsion ta comply with a code once it is adopted, other than ethical obligation.

Nevertheless, weak laws and policies are better than none al ail. Precedents for some

protection are set that way, and the foundation for improvements laid.
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In additio~ public policy is important insofar as social~ political, and cultural

challenges to surveillance often strive for particular policy initiatives. For example~

privacy scholars and activists have repeatedly ca1led for data protection legislation in the

private secter. This daim has been echoed by various groups such as Computer

PrefessionaJs for Social Responsibility~ the Electronic Frontier Foundatio~ the Internet

Society, and Privacy Rights Clearinghouse. Finally, there are instances ofumobilization

responses" which stimulate policy action. For example~ public outrage over the release of

Judge Robert Bork's video rentallist to a major newspaper in 1988 led to the passage of

the Video Privacy Protection Act, commonly referred to as the Bork Bill.

ln light of the signiticance of public policy, then, tbis chapter describes existing

legislative and voluntary provisions for personaJ data protection in Canada. The first

section provides a briefoverview of the regulatory provisions currendy in force that affect

the collection, st0 rage, processing, and disclosure ofpersona! information. Canada is one

of the few advanced industrialized states that has not passed comprehensive legislation

goveming the coUection.. use, and disclosure ofpersona! infonnation by a/l organizations.

The public sector is relatively well regulated through the 1982 Privacy Act and

corresponding provincial statutes. But, with the exception ofAn Act Respecting the

Protection ofPersona/Information in The Private Sector (Bill 68) in Quebec, privacy

protection in the private sector in the rest ofCanada bas emerged in an incremental and

piecemeal fasmon.

Most provinces have statutes protecting the coUectio~ use, and disclosure of

credit-reporting information. The new Telecommunications Act (Bill 62) empowers the
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Canadian Radio-Television and Telecommunications Commission (CRTC) to regulate te

protect privacy interests. [n additio~ there exists a number ofconfidentiality provisions

for personaJ information within other federal and provincial laws. However, the overaU

legislative profile for Canadian persona! data protection has been likened to a

"patchwork". This incoherence is confusing to the consumer, potentially damaging ta

business, and inadequate to meet emerging international standards for personal data

transfer.

The principal response in mast sectors has been to develop '·voluntary" privacy

codes of praetice. However, the term "privacy code" describes a diversity of mechanisIDS.

In the second section orthe chapter, five types are identified: IndilliduaJ Company CodeS;

Sec/oral Codes; Func/ionaJ Codes; Techn%gical Coœs; and ProfessionaJ Codes. These

codes vary according to their scope of application and their extent ofcompulsion. Most

operate within a complicated and tluetuating range of regulatory, technologica1, cultural,

and business incentives. The terrn "voluntary" needs to be usee! with considerable caution.

An analysis of the major privacy codes in the third and final section bears out these

difFerences. For example, the "Sectora! Codes" of the Canadian Bankers Association., the

Canadian Lite and Health Insurance Association., the Insurance Bureau ofCanada, and

Stentor are models designed by these trade associations for the membership to implement

at the company level. On the other hand, the UFunetional Code" of the Canadian Direct

Marketing Association giva the association a greater raie in mediatÎng complaints and

promoting consumer awueness, wim a threat ofexpulsion ofa member company for non

compliance. FinaUy, the privacy policy of the cable television industry operates according



•

•

120

ta afoundation modeJ, under which the Canadian Cable Television Standards Council

administers cable television service cantraets, including privacy, under the oversight of the

CRTC.

The three sections outlined above are intended to provide sorne context for the

discussion of the background conditions and shon tenn events that are making policy

change possible at the level of the federal govemment. These conditions and events,

which are examined in Chapter Five, provide a short term answer to the first question

proposed in the dissertation: why is privacy legislation for the private sector ~~an idea

whose time has come" in tbis country?

[n addition, the three sections are intended to provide sorne context for the anaJysis

of mobilization movements. In this regard, 1suggest that despite the necessity for privacy

laws, what can be achieved by these measures is chronically ümited, not only in the sense

that such measures May be "tao linle, too late" but also in the sense that the law itself is

inadequate ta the task of regulating electronic surveillance. Social, politica1, and cultural

approaches, though less tangible, May be more appropriate. These approaches, to be

examined in Part m, provide sorne answers to the second question proposed in the

dissenation: how can public awareness about surveillance he increased?

Fina1Iy, the research methodology for tbis chapter bas involved the foUoWÎng

aetivities. First, a substantial amount ofdocumentary evidence bas been collected and

analysed. This inc:ludes regulations, codes ofpradice, guidance notes, promotional

materials, training manuals, and 50 on. Second, non-struc:tured interviews have been

condueted with represenwives trom a range ofpublic and private organÎZations in
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Canada, including trade associations~ the offices of Information and Privacy

Commissioners~ offices ofother federal agencies~ consumer associations and public

interest groups~ and experts in auditing, management information systems~ and computer

security. A list of the agencies and organizations contacted is included in the Appendix.

Lastly, l have drawn upon the secondary literature on privacy and data protection in North

America and Europe. In this regard, it is important to note that while there is a large
\

number ofbooks and articles on privacyand data protection laws, there is, curiously, very

litde on codes of practice. 1am hopeful, therefore, that this research will help to fill a

longstanding gap in the literature on privacy and data protection.

TIte Reg"latory Ellviro",.",for Perso"tJI Data Protectio" i" Ca"tUIa

/. Public Sector Practices

The second world war had a major impact on the landscape ofhuman rights, and in

panicular, the right to privacy. Three important international human rights documents

were promulgated after the war, and ail include guarantees of the right to privacy. The

Universal Declaration ofHuman Righls was created in 1948, Article 12 of which contains

the provision that '~o one shall be subjected to arbitrary or un1awful interference with his

privac:y, family, home or correspondence, nor to unlawful attacks on his honour or

reputation". The same provision was included as Anicle 17 ofthe International Covenant

on Civil andPolitical Rights in 1966, to which Canada acœded in 1976. In 1950, the

European Convention for the Protection ofHuman Rights and Fundamental Freedoms
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was created~ Article 8 ofwhich states that "Everyone has the right to respect for rus

private and family life, bis home~ and bis correspondence".

The development of the computer in the 1960s and 1970s led to concem in Europe

that the privaey provision in the European Convention was no longer adequate. In 1980,

the Council of Europe thereby enacted the Convention for the Protection oflndividuals

with Regard to Automatic Processing ofPersona/ Data. This Convention contains the

original framework for most modem data protection laws: personaJ data should be

obtained and proeessed fairly and lawfully; data should he stored for specifie and

legitimate purposes, and not used for any other purposes; data should be relevant,

adequate, and not excessive for the purposes al hand; data should be aecurate, and up to

date; and data should be kept for no longer than is required for the original purpose. The

Convention sets out rights of aeeess and correction, and required member states to enaet

laws providing for appropriate sanctions and remedies for violation of these prineiples.

At the same time, the Organization for Economie Cooperation and Development

(OECO) became coneemed that the development ofdomestic privacy and data protection

laws would interfere with the free tlow of information essential to internationaJ trade and

economic development. The OECO therefore published Guide/ines on the Protection of

Privacy and Transborder F/ows ofPersona/ Data a few days following the promulgation

ofthe Council ofEurope's Convention in 1980. The objective ofthe Guidelines is

primarily ta prevent barriers to the free t10w of information between member eountries as

a result ofdata protection etfons, while aJso ensurios observance by member states of

appropriate data protection principles. The Counal ofthe OECD recommended that
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member countries take the Guidelines into accaunt in drafting domestic legislation. At the

heart of the Guidelines are eight "Basic Principles ofNational Application":

1. Collection Limitation Principle

Limited to the collection of persona! dat~ data should be obtained by lawful and fair

means and, where appropriate, with the knowledge or consent of the data subjeet.

2. Data Quality Principle

Persona! data should be relevant ta the purposes for which it is to be used, and, to the

extent necessary for those purposes, be accurate, complete, and kept up to date.

3. Purpose Specification Principle

The purposes for which personaJ data are collected should he specified not later than at

the time of data collection, and the subsequent use limited to the fulfilment of those

purposes or such others as are not incompatible with those purposes and as are specified

on each occasion ofchange of purpose.

4. Use Limitation Principle

Persona! data shouJd not be di~losed, made available, or otherwise used for purposes

other than those specified except: (a) with the consent of the data subject or (b) by the

authority ofthe law.

5. Security s.e••rds Principle

Personal data should be protected by reasonable security safeguards against such risks as

1055 ofunauthorized access, destruction, use, modification or disc:losure ofdata.

6. OpenDas PriDciple
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There should be a general poliey of opeMess about developments, practiees, and polieies

with respect to persona! data. Means should be readily available ofestablishing the

existence and nature of personaJ data, and the main purpose of their use, as weil as the

identity and usuai residence of the data controller.

7. Individual Participation Principle

An individual should have the right:

(a) to obtain trom a data controller, or otherwise, confirmation ofwhether or not

the data eontroUer has data relating to him

(b) to have communicated to him, data relating to him: within a reasonable time; at

a charge, ifany, that is not excessive; in a reasonable manner; and in a fonn that is readily

intelligible to him

(c) to be given reasons if a request under subparagraphs (a) and (b) is denied, and

to be able to challenge a denial; and

(d) to challenge data relating to him and, if the challenge is successful, to have data

erase~ rectified, completed or amended.

8. Accountability Principle

A data controUer should be accountable for complying with measures which give etfect to

the principles stated above.

At first glanc:e, these princ:iples seem like common sense. However, the methods

chosen to implement them and the scope oftheir application vary widely among the

member countries. For eumple, lames Rule has demonstrated how U.S. legislation,

ostensibly designed to cunail abusive information prae:tic:es, bas instead tended to
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legitimate them. Regarding the Fair Credit Reporting Act, he states: ~~It is the genius of

Arnerican liberalism that, when faced with a panicularly unconscionable practice by some

powerful interest, it regulates that interest in such a way as both to mitigate the sting of

the abuse and at the same time to consolidate the position orthe perpetrators" (1970:

214). SimiJarly, the Privacy Protection Study Commissio~ evaluating the U.S. Privacy

Act of 1974, concluded that it was more admirable for its apparent "spirit" - which had

been universally ignored by the federal bureaueracy - than for any contribution it had made

ta the restriction of information practices (1977: 499, 532).

Writing in a more criticaJ vei~ Kevin Wilson has argued that the impact of privacy

legislation in Canada has not been to curtail the collection, use or exchange ofpersona!

data. Rather, legislation seeks to regularize the surveillance practices ofbureaucracies by

sanctioning "routine" collection, use, and disclosure (Wilson, 1988: 78). For example,

Wilson notes that the principal function ofaceess provisions is not to redress or affect the

balance of power between individuaJ and institution in any real sense. Instead, these

clauses are designed to ensure that decision making based on personaJ files is founded on

64accurate" information and also to reassure the client about the faimess of institutional

processing ofhis or her file. According ta the Canadian Privacy Act (12 (1»:

Subject to this Act, every individual who is a Canadian citizen or a permanent
resident within the meaning of the Immigration Act, 1976t bas a right to and shall,
on request, he given access to: <a> any personal information about the individual
contained in a personal information bank; and (b) any other personal information
about the individual under the control ofa govemment institution with resped to
which the individual is able to provide sufticiently specifie information on the
location ofthe information u to render it retrievable by the government institution.
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Thus, the Act establishes procedures for the processing ofaccess requests by

clients and creates Nies for institutionaJ response (13(1), (2); 14). As suc~ individuaJs get

sorne measure of control over their personaJ data. However, on a societaJ level, privacy

legislation in North America fails to jeopardize a fundamentaJ category ofcorporate

control administered through forms of public surveillance.

II. Privale Sec/or Pract;ces

One of the chief criticisms ofNorth American privaey legislation is that it fails to

cover both the public and private sectors. In the United States, this has been a matter of

quite conscious policy. For instance, the United States Privacy Protection Committee that

reported in 1977 explicitly rejected an omnibus private sector data protection law on the

European model in favour ofa combination of legislation and non-statutory codes that

would be sector-specifie and, arguably, more sensitive to the ditTerent information

handling practices and needs ofdifferent industries. In Canada, there has never been an

authoritative anaJysis of private sector data protection issues. Contrais have, therefore,

emerged in an incremental manner as pressures from developments in information

technology, from international organizations, and aJso from public opinion have forced

some sectors of the Canadian economy to grapple with the issue.

What foUows in the remainder of this section is a brief inventory ofthe most recent

statutory data protection provisions that are relevant to the collection, storage, and

dissernination ofpersonaJ data by the private sector in Canada. It is important to note,

however, that where the "public" sector ends and the "private" sector begins is beaJming

increasingly difficult to detennine. The British Columbia privacy legislation. for example,
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pushes the boundaries of the public sector further than anywhere else in Canada, by

including the Hself-governing" professions and hospitals within its scope.· In addition, it

was noted in Part 1that there is an increasing tendency for the sharing, matching, and

trading ofgovemment information as new service-delivery options are contracted out to

private organizations.

The analysis also excludes from consideration common law restrictions on

invasions ofprivacy, which have implications for practices like video surveillance and

wiretapping. Suffice it to say that there is limited protection in common law for the

infiingement ofone's privacy, mainJy because Canadian courts have occasionally been able

to find Iiability under associated torts such as trespass, nuisance, defamation or breach of

confidence.9 The analysis also excludes the emerging, though limited, privacy rights that

the courts have found within sections 1 and 8 of the Charter. 10 However, that stillleaves a

range of relevant provisions to consider: Quebec's Bill 68, the provincial credit legislation,

and recent enactments within the field oftelecommunications.

(1) Quehec's Bill 68

1 British Columbia, Freedom ofInformation andProtection ofPrivacy Act of
1992, S.B.C. 1992, c. 61. These institutions are covered under the "second tier"
amendments that came into etrect in November 1994.

9 In onJy one case bas a court found a right ofrecovery on the buis ofa general
right to privacy. In Saccone v. arr the plaintiifsuccessfully sued the defendant for taping
and broadcasting a telephone conversation without consent [(1981), 34 O.R. (2nd) 317
(Co.Ct)].

10 The Federal Privacy Commissioner, Bruce Philips, bas pressed for an
entrenched Chaner right to personal privacy. See Privacy Commissioner ofCanada,
Entrenching a ConstitulionaJ RighI to P,ivacyfo, Canadians: A Background Pape"
Ottawa: Office ofPrivacy Commissioner, 1992.
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By far the most significant development in the area of information privacy in the

private sector has been the enactment, in 1993, ofQuebec's Bill 68, An Act Respecling the

Protection ofPersonaJ Information in The Pr;vale Sector. Bill 68 actually establishes no

new rights, but it gives etfect to the information privacy rights incorporated in Sections

34..41 of the new Civil Code. The law came mto effect in January 1994. Quebec has thus

enacted the first comprehensive regulation of private sector personal data praetices

anywhere in North America.

Bill 68 incorporates the fair information principles in the DECO Guidelines,

supplemented by certain key provisions trom the latest draft of the EU Directive. As such,

it places restrictions on the collection ofpersonal information and obliges organizations to

protect the contidentiality of those data. AdditionaJly, Bill 68 requîres that communication

to third parties beyond that mentioned at the time ofcollection may only be made if the

individual has given "manifest, free, and enlightened" consent, although a number of

exemptions are also provided to this provision. Upon request, individuaJs are entitled to

receive confirmation of the existence of a file about them, as weil as rights ofaceess and

rectification.

Bill 68 applies to al1 pietes ofpersona! information coUected, held, used or

distributed by another persan, confined mainly to enterprises engaged in an uorganized

economic ae:tivity". Thus, it excludes information collected for persona! or family reasons

- for example, an address or phone list. The bill singles out "personal information agents",

chiefly credit bureaus, as a special type ofenterprise. These are expected to register with
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the Access to Information Commission (CAI), the body established under the 1982 public

secter access and privacy law.

The CAl is aIso responsible for hearing camplaints and can render binding

decisions, ranging trom a mandamus to an arder that an activity be ceased. It may

investigate any matter brought to its attention by a complaint, and it has wide powers to

enter premises and examine information. The Quebec Commissioner aIso has powers ta

prevent the flow of personal data to parties outside Quebec. if that information will be

used for purposcs not relevant to the object of the file or communicated ta third persons

without the consent of the persans concemed.

The implications ofBill 68 are far-reaching. At the moment, Canada is the onJy

country in which the scope of privacy protection in one of its jurisdictions exceeds that of

the federal government. Within the province, there is initial evidence that the Bill has

promoted a greater desire on the part ofbusinesses to be seen to be promoting privacy

friendly praetices. In the rest ofCanada, it has prompted some enterprises within the

federaUy regulated private sector - for example, the hanks and the airlines - to declare their

willingness to abide by the legislation, even ihough the wider jurisdietional issues rernain

unresolved. Thus, Bill 68 hu funher highJighted the "patchwork" nature ofCanadian

privacy protection as weU as the diversity and incoherence of privacy standards in this

country.

(2) Consumer Credit Legislation

The industry that bu bad the longest experience of having to comply with data

protection rules in Canada is the consumer credit industry - includins ail those
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organizations that collect and provide credit information for the benefit of merchants.

Personal information is both the "foundation ofthe credit industry and its principal by-

produet" (Lawson, 1992: ll). Credit reports are compiled principalJy from information

provided by the credit granters themselves. More controversial has been that gJeaned

trom third party sources, such as court and municipal records.

From an early stage in the privacy debate, the potential harm that could arise trom

the use oferroneous information in these files was clearly recognized by both privacy

advocates and the industry. Severa! countries, including the United States and Brit~

enacted national consumer credit legi51ation in the early 19705 as a way to ensure

consumer rights and to proted the integrity of the credit-checking and credit-granting

process. In Canad~ the industry regulated at the provincial level. Ail English-speaking

provinces except Alberta and New Brunswick DOW have legislation aimed at controlling

the collection, use, and disclosure of personal information that is intended to be used by

third parties for the detennination ofcredit-wonhiness. II ln Quebec, the industry is

regulated through Bill 68.

Consumer credit laws attempt to regulate what is reponed, ta whom, and for how

long. They prohibit anyone from acting as a credit reponer unless registered with or

licensed by a body sucb as the Registrar ofConsumer Repor1ing in Ontario. The license

renewal process generally pennits questions ta be asked and audits to he condueted.

11 Ontario, Consumer Reporting Act, R.S.O. 1990, c. C.33; B.C., Credit
ReportingAct, R.S.B.C. 1979, c.78; Manitob, PersonaJ Investigations Act, S.C. 1971.
c.23; Saskatchewan. Credit Reporting Agencies Act, R.S.S. 1978, c. C-44; Nova Scoti,
Consumer Reporting Act, R.S.P.E.!. 1974, c. C-18; Newfoundland, Consumer Reporting
Agencies Act, S.N. 1977, c.18.
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Credit reponers are typically prohibited trom releasing information to anyone except those

intending to extend credit or collect a debt. They are expected to ensure data accuracy

and timeliness through retention schedules, which are normally six years. Sorne laws aIso

prohibit the collection of sensitive information reIating to race, creed, colour, se~

ancestry, ethnie origin or political affiliation. They aIso prohibit the seeking ofa credit

report on a person unIess that person has first been notified in writing, normally at the time

ofapplication for credit, though there is dispute as to whether this constitutes "consent".

Most laws impose criminal sanctions and/or civil remedies for violation of the provisions.

There is an ongoing debate about whether consumer credit laws provide effective

mechanisms for the protection of consumer privacy and whetber tbey have been overtaken

by teehnological progress. Kevin Wilson., for instance, suggests that consumer credit

legislation does not etfectively constrain the collection of personal information by credit

bureaus, let a10ne by credit grantors, employers, or insurers (1988: 75). For instance, the

laws do not question the extent to whieh information gathered in the context of these

relationships may he used for purposes other than those conceming consumer eligibility.

Information collected in conjunetion with credit, insurance, or employment relationships

may be applied to operational or marketing decisions essential to the stability and

adaptability ofan organization; sueh information may have notbing to do with consumer

eligibility, but the consumer is unaware of this. Thus, consumer credit legislation fails to

reduce the collection of personal data to any significant degree (Wilson, 1988: 65). As

such, it fail to address the imponance ofexpanding corporate power and the role played

by persona! documentation in this expansion.
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(3) Telecommunications Privacy

The other major sector in which privacy protection has been legislated is the area

of telecommunications. In December 1992, the then Minister of Communications, Perrin

Beatty, published a set of"Telecommunications Privacy Principles", in response to

growing concem over the invasive nature ofcertain new telecommunications services and

devices such as Caller ID, caJl-waiting, and cellular telephones. 12 Six principles were

enunciated:

1. Canadians value their privacy. Personal privacy considerations must be addressed

explicitly in the provision, use, and regulation oftelecommunications services.

2. Canadians need to know the implications of the use of telecommunications

services for their persona! privacy. AlI praviders oftelecommunications services

and government have a responsibility ta cammunicate tbis information in an

understandable and accessible fonn.

3. When teleconununications services that compromise personaJ privacy are

intraduced, appropriate measures must be taken to maintain the consumer's

privacy at no extra cost, unless there are compeUing reasons for not doing sa.

4. lt is fundamental to privacy that there be limits to the coUectio~ use, and

disclosure ofpersonal information obtained by service providers and generated by

telecommunications networks. Except where clearly in the public interest,

12 CommulÙcations Canada, Telecommunications PriWJey Princip/es, Ottawa:
Minister of Supply and Services Canada, 1992.
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or as authorized by law, such information should be collected, used, and disclosed

only with the express and informed consent of the persans involved.

5. Fundamental to privacy is the right to be left alone. A balance should be struck

between the legitimate use of unsolicited telecommunications and their potential

for intrusion into personal privacy. Ali panies have a responsibility to establish

ground mies and methods of redress so that Canadians are able to proteet

themselves trom unwanted and intrusive telecommunications.

6. Privac~' expectations ofCanadians may change over time. Methods of protecting

telecommunications privacy must be reviewed from time to lime to meet these

changing expeetations and to respond to changing technologies and services.

The promulgation of these principles precipitated an interesting debate about their

most effective implementation, a debate that suggests the various options that might be

considered for the more generaJ implementation of private sector data protection. 13 The

Depanment ofCommunications considered voluntary acceptance, regulation through the

eRTC, enforcement through the Telecommunications Act (BiJl62), new sectoraJ privacy

legislation, and a model ofjoint regulation. They chose the last option and established a

Telecommunications Privacy Protection Agency (TPPA) made up of representatives trom

industry and consumer groups. Funded through an industry foundation, the TPPA was

responsible for enforcÎDg the privacy principles, investigating complaints, and making

cenain binding decisions against businesses that tlagrantly contravened the principles. For

Il Depanment ofCommunications, Privacy Principles Implementation Models,
December 22, 1992.
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a number of politicaJ and practicaJ reasons, however, the TPPA was never made fully

operational. Its activities have been put on hold pending reaetion to the Model Code for

the Protection ofPersonal Information developed by the Canadian Standards Association

(CSA).

To sorne extent, also, the TPPA was overtaken by other legislative developments,

especially the enaetment of the Telecommunications Act (Bill 62), which gave cenain

powers to the CRTe ta "respond ta the economic and social requirements ofusers of

telecommunications services, including the protection of the privacy of individuaJs". 1. The

simultaneous interpretation by Communications Canada was that tbis legislation explicitly

granted the Commission the power to regulate to proteet privacy interests. Thus far, the

CRTC's most significant deeisions in this area concem caU management services1
' and

Announcing Deviees (ADADS).16 ln addition, 1993 legislation to proteet the privacy of

cellular telephone calls responded to mounting concems about the ease of interception

trom commerciaJly avaiJable scanners.

Important progress has been made, then, in the area oftelecommunications

privacy. However, it is important to recognize that there is no overalliegisiation in this

sector that encompasses ail the fair information principles. Current legislation regulates

the introduction and use oftelecommunications technologies and services in order to

1. Bill C-62, Telecommunications Act, s. 7(h).

15 CRTC, Cali Management ~"';ce - BloclcingojCalling Number /œntiftcation,
Telecom Decision CRTC 92.1, May 4, 1992.

16 CRTe, Use o/Telephone Company Facililies/or the Provision ojUnsolicited
Telecommunications, Telecom Decision CRTC 94-10, June 13, 1994.



•

•

135

minimize surveillance. But it does not encompass the full range of responsibilities and

rights that are embedded in new poliey initiatives such as the Model Code for the

Protection ofPersona/ Information tram the CSA. Telecommunications privacy is thus

largely dependent on the willingness and ability of the CRTC to interpret ilS mandate

widely.

Ill. Comprehensive Versus Sectoral Data Protection

No doubt a complex array offederal and provincial statutory provisions other than

the ones surveyed in the preceding section have a bearing on the coUection, storage,

processing, and contidentiality of personal infonnation in Canada's private sector. The

new BanIc Act, for instance, aIlows the Govemor in Council to make regulations

"goveming the use by a bank of any information supplied to the bank by its customers".17

Other powers reguJating the contidentiality of personal finandal information are found in

associated regulations and cenain provincial statutes. li Legal provisions goveming

consumer protection, debt collection, patents, trademarks, and copyrights may also have

limited relevance.19 None ofthese, however, embraces the full range of fair information

principles found under Quebec's Bill 68.

Thus, the overaU regulatory picture in Canada is disparate and inconsistent. The

approacb iD Quebec bas been to follow the European model ofa comprehensive

11 BankAct, S.C. 1991, c.46, S. 459.

II See lan Lawson., Privacy and Free Enterprise: The Lega/ Protection of
Persona/Information in the Private Sector, Ottawa: Public Interest Advocacy Centre,
1992, p. 109.

19 Ibid, pp. 107-14.
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"omnibus" data protection statute. The approach in EngJish Canada is one of incrementaJ

policy making on a sector-by-sector basis. [n Quebec, the policy is more anticipatory of

future data protection issues. [n the rest of the country, the approach has been more

reactive. FinaJly, in Quebec, the responsibility for oversight ofdata protection is almost

totaJly within the remit of the CAI. In the other provinces, a range of regulatory bodies at

provincial and federal levels, in addition to the offices of the Information and Privacy

Commissioners, have potential oversight obligations.

The correct approach to personal data protection in Canada, then., is dependent on

whether one favours comprehensive or sectoraI data protection. Each of these approaches

has particular advantages and drawbacks. One advantage ofcomprehensive regulation is

that it allows for an adaptability ta technological and economic change. However,

privacy scholars from various backgrounds are DOW beginning ta question whether the fair

information principles inherent ta comprehensive legislation are equai to the challenges of

today's "information highway" environment. On the other hand, sector specifie provisions

are, arguably, more sensitive to the information processing needs ofdifferent sectors. A

weakness of the sectoral approach, though, is that it is becoming increasingly ditlicult to

determine where one sec:tor begins and another ends. This problem is exacerbated by, for

exarnple, the convergence ofthe computer and telecommunications industries, the trend

towards cross-ownership, and the globalization ofthe information economy. At present, it

remains to be seen which approach will best meet the needs of the advanced industrialized

states as weil as which approach will be favoured by the federal govemment in its

adoption offtamework legislation for the Canadian private sector.
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Volllnttuy Data Pr-otection ill Canada

/. What Are Privacy Codes?

The argument over the correct approach ta personaJ data protection in Canada is

compounded by the existence of numerous codes of praetice, wruch have become

prevaJent not only in the field of privacy and data proteetio~ but in Many other areas of

business activity as weil. Codes of practice can provide a useful means of publicizing

corporate practiees, of reminding employees of their obligations, and of reassuring

consumers. Within the data protection area, their utility has been recognized from the

outset of the privacy debate in the 19705.20 As the need ta develop seetorally specifie

regulation has gro~ 50 their development and use has spread.

The instruments that have been caJled "privacy codes" are, however, extremely

diverse. A recent report from the OECO concludes that "the term has become 50

entrenehed into the data protection lexicon that it has come to be used to describe any

attempt at self-regulation which appears in written fonn."zl Similarly, a recent Guidance

Note fram the New Zealand Privacy Commissioner remarks: 22

The term 'code ofpraetice' is used by different organizations in Many different
ways and covers varying levels ofpolicy and praetice. Codes of praetice in other

10 One of the early reports in Britain, for example, recommended a general system
ofdata protection founded on the negotiation ofcodes that would subsequently be given
statutory force. Great Britain, Report ofthe Committee on Data Protection, Cmnd. 7341,
The Lindop Cornmittee, London: HMSO, 1978 .

21 DECO, Privacy and Data Protection: Issues and Challenges, Paris: DECD:
Infonnation Computer Communications Policy, 1994, p. 39.

22 New Zea1and Privacy Commissioner, Drajt Guidance Note on Coœs of
Practice under the Privacy Act, Auckland: Privacy Commissioner, April 1993, p. 1.
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contexts can range from internaI guidelines at one extreme to fully enforceable
standards at the other. The term will continue ta mean different things to ditferent
people in different contexts.

Thus, there is no cornmonJy agreed-upon detinition of privacy codes. As such., the

analytical problem in tbis section is te outline the range of voluntary or self-regulatory

instruments that currently exist in Canada and to determine the motivations for developing

them. The motivations for the development ofcodes cao substantially influence their

content. To this end, l categorize the privacy codes according ta two different factors:

their scope of application and the extent ta which they are "voluntary". This provides a

general picture of where the gaps and overlaps exist.

Il. Privacy Codes in Canada: The Scope ofApplication

Most codes ofpraetice apply ta private enterprises. As such, the subsequent

analysis focuses on private sector instruments. In Canada, these cm be categorized under

five headings according to the scope of their application and the extent ta which they are

voluntary: Individual Company Codes, Sec/oral Codes, Functional CodeS; Techn%g;cal

Codes; and Professiona/ COtÜs. It is worth. noting, however, tbat other cauDtries with

general data protection legislation have seen an equally pressing need to develop codes for

cenain public settor practiees. The tirst code negotiated under the New ZeaJand law, for

instance, concemed health privacy.2J The Council ofEurope has aJso issued a number of

URecornmendations" for the specifie application of data protection NIes, some ofwhich

2J New Zealand Privacy Commissioner, Rea/th Privacy Code /994, Auckland:
Privacy Commissioner ofNew Zealand, 1994.
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also apply to public sector practices. In general~ though~ specifie applications in public

sector agencies have been cornrnunicated through internai manuals and guidance notes.

(1) Individual Company Codes

A number ofcodes ofpractice have been developed by individual companies in the

absence of, or in anticipation of, the development of wider sectoral instruments.

Typieally, these codes have been developed by large, high-profile organizations whose

practices have come under scrutiny from the media and privacy advocates, and who may

have received a large volume ofcustomer complaints. Sorne have aJso developed poücÎes

as a result ofconsumer surveys.

The code produced by Arnerican Express is a notable example. The company'!

Director of Intemational Consumer Maies, James E. Tobi~ reported in 1990 that lione of

the greatest, ifnot the greatest eoncem at American Express these days is privacy. What

worries us is that the industry is facing a major crisis ofconsumer confidence". 24 The

latest version of the American Express Company Privacy Code ofCOnduCI was published

as a separate statement ofpalicy in 1991 and applies to both customers and employees.2
'

lt was later supplemented by wider mailings io Arnerie&n Express Cardmembers, which

allowed members to opt-out of receiving further infonnation about promotionaJ offers by

24 James E. Tobin, liPrivacy as a Bottom-Line Business Issue al AmericaR
Express", Address to the Issues Management Association ofCanada Conference, Ottawa,
Ianuary 22, 1990.

Z! American Express, The American Express Consumer Privacy Princip/es,
January 1991.
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returning a postage-paid Mailer or by caJling a 1-800 number. 26 Initiatives by individuaJ

campanies are, however, an exception. In most sectors in Canada privacy codes have

been negotiated on a sectorallevel, recognizing the need for a consistency of policy and

practice, and the raet that most firms do not have the staffor financial resources to devote

to this issue that American Express does.

(2) Sec/oral Codes

Most company policies have, therefore, been developed within the framework of

an aIready negotiated code of praetice within a sectoral or group framework. This

includes the banking, life and propeny insurance, telecommunications, and cable television

industries. The specifie provisions of these codes are discussed in greater detail in the next

section. Sorne general remarks about sectoral codes are in arder at this stage, however.

First, the major defining charaeteristic ofsectoral codes is that there is a broad

consonance ofeconomic interest and funetion. By extension, there is also a broad

similarity in the kinds of personal information that is colleeted and processed. Sectoral

codes thus permit a more refined set of rules tailored more specifically to the problems of

each industry.

Second, each ofthese sectors operates within an already-defined set of regulatory

institutions and IUles. most of which predate the rise ofprivacy to the national and

political agenda. The sec:tors are thus given a cenain pre-defined charader by the

regulatory environment. This in tum has established in each area a relatively cohesive

16 American Express, "An Imponant Message ta our Cardmembers conceming
Privacy," 1993.
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"policy community" that is engaged on an ongoing basis in the negotiation ofnew rules

for the industry and in the implementation ofexisting roles.

Third, and finaIIy, the trade associations that represent industry sectors vary in

their representativeness. Sorne can claim to represent, and thus influence, the vast

majority ofcompanies that engage in that activity; the Canadian Bankers Association and

the Canadian Cable Television Association faii within this category. In others, there are

c1early players that operate outside; the resellers of long distance telephone services, for

instance, are not represented by the Stentor ûrganization.

(3) FunctiollQJ Codes

What 1caU UfunetionaJ" codes are defined less by the economic sector and more by

the praetice in which the organization is engaged. The most obvious example of this is

direct mail and telemarketing, the operations of which have long raised privacy concem

(Gandy, 1993). In Canada, the Canadian Direct Marketing Association (COMA) includes

representatives from almast every economic settor: retail, banking, insurance,

transportation, telecommunications, and 50 on. Direct marketing is a huge industry, as

noted in Chapter Three. The collection, processing, profiling, and matching of

transaetional data in order ta target consumers for panîcular promotional campaigns is the

life-blood orthe industry. Thus, privacy and confidentiality rules are necessuy not only ta

allay consumer suspicions but also ta ensure the continued viability of the companies that

provide listbroker services. The specific implementation mcchanisms that the COMA

code employs are discussed in the next section.
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(4) Technological Codes

Direct marketing is not the only "function" that may be amenable to privacy rules.

A range of other practices, spanning ail sectors, May also be governed through these

means. Ta date, however, the ooly code that falls within this category is that adopted in

1992 by the banks for the govemance ofelectronic funds transfer (EFT). This is a general

code that attempts to regulate the issuance ofdebit cards and Personal Identification

Numbers (PINs), the content of agreements between the issuer of the card and the

cardholder, the nature of transaction records and statements, and security issues. The

code also establishes a recommended dispute resolution process. 27 Thus, the code is

concerned with Many issues that extend beyond privacy and security.

(5) Professiona/ Codes

The final category of privacy codes includes those that have been developed for

use by professionaJ societies. These impose or recommend obligations for employees in

Many different public and private organizations. TypicaUy, these codes apply ta those

engaged directly in information processing activities. A steady development of

professional codes and guidelines that include privacy and security provisions can have an

important effect on the sense ofprofessional responsibility shared by thase in the frontline

of infonnation processing aetivity.

27 Electronic Funds Transfer Working Group, Canadian Code ofPractice for
Consumer Debit Card Services, May l, 1992.
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The best Canadian example of this is the code developed by the Canadian

Information Processing Society (CIPS).21 CIPS, with over five thousand members, is the

largest association in Canada representing information processing professionaJs. The

CIPS code, circulated in 1988, was developed over seven years by a privacy working

group that surveyed much of the literature and thought through several of the problems

associated with organizational and individual responsibilities for personal data protection.

Unfortunately, though, the CIPS code is little known and there has been no subsequent

follow-up to measure compliance.

Ill. Privacy Codes in Canada: The Extent ofCompulsion

The debate about personal privacy protection for the private sector is often

couched as a choice between "voluntary" codes and legislation. This is a false dichotomy.

The possible incentives for compliance fall aloog a complicated continuum. At one end is

the purely voluntary code, in which there is neither internai nor extemal compulsion to

develop, adopt or implement privacy standards. At the other, is the code that exists within

a full set of statutory obligations and Iiabilities. Somewhere in the middle of this

continuum rail most ofthe codes in Canada, where a complicated and tluetuating range of

incentives and sanctions are continuously in play. The codes that fall between these

extrema are often described as examples of"self-regulation". It is more imponant to

make sense ofthis range ofincentives than to argue about the correct labels.

21 Canadian Information Processing Society, The Protection ofPrivacy in
Information Systems, Toronto: CIPS, May 1988.
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At the compulsory end of the continuum are those codes that give etTect to

existing data protection legislation. When a statutory framework exists, codes then tend

to be interpretive instruments designed to apply these mies to specifie industry practices

and to inform employees of their obligations. They therefore tend to be quite detailed. In

Canada.. the ooly industry that falls into this category is the consumer credit industry,

where the mies for aceess and eorrectio~ consent and notificatio~ data security, retention

schedules, and collection limitations are established under provincial consumer credit laws.

Other incentives are provided not by govemment regulation but by the imminence

of regulation. This is often enough to prompt industry associations to engage in efforts at

self-regulation. The circulation and debate ofdraft regulations can have such an impact.

Sa cao reminders to industry of the existence of regulatory powers that have been tittle

used. The Privacy Commissioner ofCanada has also played an active raie in promoting

self-regulatory activity through moral suasion.

The threat ofexpulsion from a trade association for not complying with a stated

industry code of praetice may also provide incentives for compliance. This threat is

proportionate to the percentage of the industry that the trade association tan daim to

represent. The public isolation and exposure ofone recalcitrant member is more Iikely to

provide a plausible sanction the more comprehensive the associationJ s membership.

Expulsion can occur only when the association has the authority to carry out suc:h an

action, and when the recalcitrant member is not a large corporation on whom the

association relies for substantial tinancial contributions. The structure ofthe industry and
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the regulatory context are the principal factors that determine the credibility and likelihood

of this sanction.

More subtle pressures may also come, however, trom what can onJy be described

as an organizational "culture" • that set of informai and unwritten norms that have evolved

over time within industries, companies or professions. This factor is impossible to gauge

definitively. It varies between and within organizations. Standards for data security and

confidentiality, for example, in industries such as banking and insurance have long been

recognized. These obligations are enforced as much through an informai ethos as they are

through the written code of practice. Jeff Smith, in a recent analysis of private sector

privacy protection in the United States, has also made a useful distinction between

organizations that have a "strong culture ofcompliance", which typically choose a more

rigid set ofmechanisms, and those that adopt a "culture ofcommitment" based on "more

flexible assumptions" (1994: 229).

Underlying this whole discussion about the level ofcompulsion for data protection

rules is the elusive influence of market forces. It is now clear, for sorne industries at least,

that the pursuit of"privacy-tiiendly" practices is also good business practice. As Alan

Westin bas noted, '~Updated information privacy and security policies cao increase the

efficiency and etfec:tiveness ofconsumer services, gamer favourable media treatment, win

goodwill trom existing and potential customers, and enhance the company's reputation for

social responsibility" (1991: 34).

Thus, voluntary codes operate with a complicated and tluid set of statutory, non

statutory, sectoral, cultural, and business incentives. These factors are not mutually
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exclusive. Nor can they be arranged and compared in any definitive way across industry

sectors. "Compliance" with data protection rules is dependent on the correspondence of

these forces with wider technologicaJ and economic factors. That compliance will then

vary within sectors and within organizations. It will also vary according to which Hfair

information principle" is being discussed and it will vary across time. For these reasons, it

is impossible to measure in any definitive or general way the extent to which.. and the

respects in whicb,. codes "work".

The FO,nuJtiOll and Implemelltation ofPrivacy Coda ;11 Canada

Even if it is impossible to compare and measure the praclice of personaJ data

protection, one can compare the procedures through which privacy codes are

implemented. The aim of this section is to describe the actions tuen in five key sectors to

inform consumers of their rights and to raise the level of responsibility of employees for

the data that they collect.. process.. and disseminate. This section covers the privacy codes

developed by the Canadian Bankers Association.. the life and propeny insurance industries

(the Insurance Bureau ofCanada and the Canadian Life and Health Insurance

Assoc:iation)~ Stentor, the Canadian Direct Marketing Association, and the Cable

Television Standards Couneil. These are the principaJ codes ofpraetic:e developed under

trade association sponsorship and guidance in Canada. Each code emerge5 trom a distinct

set of privac:y concems in each industry. The comparisons ofprcxedures have~ therefore..

to be understood within the different ec:onomic and technologic:a1 contexts ofdifferent

se<:tors.. and as a response to the privacy issues Inherent within those sedon.
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1. Mode/s ofImplementation

(1) The Canadian Banlœrs Association Model Privacy Code

The Canadian Bankers Association (CBA) was established in 1891 ta provide

"information, research, advocacy, education, and operational support services to its

members, the chartered banks ofCanada". 29 Those banks are the six major chartered

banks that are required by legislation to be members ofthe CBA. JO

(a) The Privacy Issue and the CBA

The confidentiality ofcustomer financial information has always been a key issue

within the banking industry, and is obviously integral to the very business ofprocessing

vast quantities of highly sensitive financial information. In 1986, the CBA formally

adopted the DECO Guidelines and submitted a model code of ~'Privacy Principles"

consistent with the DECO model formally. However, the code was not adopted by the

CBA's membership. Subsequent criticism ofthis model code at a meeting of the DECO

prompted the CBA to convene a Privacy Task Force ta produce a revised code of

praetice, in consultation with the federal Department ofJustice, the Office of the Federal

Privacy Commissioner, Consumer and Corporate Atfaits Canada, and Finance Canada.

Negotiations ensued during 1989 and 1990, and a tinal version was approved by

the CBA's Executive Couneil in Oecember 1990. This version did not, however, meet

with the approval ofeither the Privacy Commissioner or the Consumers' Association of

29 Canadîan Bankers Association, AnnuaJ Review 1996 (Mission Statement).

30 Bank ofMontr~ Bank of Nova Scotia, Toronto DominionB~ National
Bank ofCanada, Canadian Imperial Bank ofCommerce, and Royal Bank ofCanada.
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Canada, both of whom continued to seek revisions. Concem centered on the use of

"opinions" or "judgements". data for loan decisions, the sharing of data within subsidiary

and affiliated comparues, and especially the use of financial data for target marketing and

the related consumer right to "opt-in" or "opt-out". In response, the CBA members

agreed that the member banks should consider these issues and develop provisions based

on the CBA model guidelines.

The six major chartered banks (plus Citibank and the Hongkong Bank ofCanada)

responded subsequent to the approval ofa communication plan by the CBA's Consumer

Affairs Committee in August 1991. Each, however, chose a ditrerent strategy to

communicate its adherenee to the CBA code. In Oetober 1991, the Royal Bank issued a

separate privacy code based very closely on the CBA version. It supplemented this with a

more widely distributed leatlet entitled "Straight Talk about Client Privacy".Jl ln

December 1991, Toronto Dominion followed with "The ID Commitment: Proteeting

your Privaey".32 Citibank followed in January 1992 with its own "Privacy Code for

IndividuaJ Customers".33 The Bank ofNova Seotia then produeed "ScotiaBank and You:

JI RoyalB~ ofCanada, Privacy Ct:JCk for IndividuaJ Customers and Straight
Talk about Client Privac:y, October 1991.

J1 Toronto Dominion Bank, 11Ie ID Comminnenl: Protecting You, Privacy,
December 1991 .

JJ Citibank, Privacy Coœ for lndividual Customersy January 1992.
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A Question ofPrivacy",3. cme produced a briefleaflet in March 1992,3! The Bank of

Montreal issued "Vour Privaey: How the Bank ofMontreal Proteets it",36 The National

Bank public1y declared its commitment a month tater. J7 Finally, the Hongkong Bank of

Canada responded in October 1993.JI

(b) Mechanisms for Consumer Redress and Participation

The CBA code provides customers the following rights ofaccess and correction:

the "right to obtain confirmation from their banks as ta whether their hank has personal

information on them" ~ the "right ta have access ta persona! information about them held

by theb~ except for opinions and judgements"~ the "right to challenge persona!

information about them in bank records" ~ the right to have those corrections conveyed to

"third parties"; and the right to have a "record ofdisclosure" to third parties included in

the personal file. The specifie procedures for the exercise of these rights are established

by the individual banks rather than mandated within the CBA code. No bank has

designated a specifie "Privacy Otlieer" or "Data Controller".

(c) Mechanisms for IntemaJ Accountabi/ity

lot Bank ofNova Scoti~ ScoliaBanlc and You: A Question ofPrivacy, February
1992.

lS Canadian Imperial Bank ofCommerce, Straight Answers: The CIBC
Commitmenl to Privacy ofCustomer Information, Mareh 1992.

J6 Bank ofMontreal, four Privacy: How lhe Bank ofMontreal Prolecls it, May
1992.

11 National Bank ofCanada, Strict/y Between fou and Us: Confiœntiality of
Persona/Information, June 1992.

31 Hongkong Bank ofeanada, Respecting Your Privacy, October 1993,
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There are severa! mechanisms designed generally to raise the level of responsibility

ofbank employees for the personal information they process. Most of these include

promises to maintain the strict confidentiality of the information to which employees might

have access in the course of their employment. Sorne of these undertakings are signed

orny at the time of tirst employrnent; others are more regularly communicated. In

additio~ audits are used to ensure accountability. Under the Bank Act, each bank must

have two internai compliance audits each year. It is not clear, however, the extent to

which personal information praetices are under scrutiny in the audits, although information

management in general is a matter for oversight. Audit reports must be submitted to a

committee ofthe bank's Board of Directors.

(2) Life and Property lnsurance

The response of the life and property insurance industries to the privacy issue has

been largely similar to the banks. Two trade associations have responsibility here, the

Canadian Life and Hea1th [nsurance Association (CLHIA) and the Insurance Bureau of

Canada (ISe). The fonner was established in 1980, when the separate associations for

life and hea1th insurance were merged. The IBC dates trom 1964. The ISe represents the

propeny/casualty insurance industry (the insurance ofgoads) and the CLHIA dea1s with

the insurance ofpersans. They are in Many respects "sister" organizations. The

mechanisms through which they have sought to advance the privacy issue are largely

similar. They CID therefore be considered jointly, even though there are some differences

in the kinds of privacy issues with which each bas to grapple.



•

•

151

(a) Privacy and the Canadian lnsurance lndustry

Like the banks, the insurance industry has always been concerned with the

confidentiality of customer information. Both the CLHIA and the mc have developed

model privacy codes. The tirst guidelines trom the CLHIA date from 1980. They were

adopted by a committee of the industry. under consensus procedures. Companies were

then supposed to either adhere to them or to produce their own codes that would

reinforce them. Interestingly, they were also tabled in the Ontario legislature by the then

Minister ofConsumer and Commercial Relations, who stated that companies involved in

life, accident, and sickness insurance must conform to them as a condition ofdoing

business in Ontario. This policy was never implemented by the government, but it did

serve to highlight the importance of the issue and further action by the CLillA.

Other factors aIso contributed to a general desire to address the privacy issue. The

development of consumer credit legislation, for instance, had certain ramifications for

insurance. In addition, the mid-1980s witnessed enormous publicity over the use of

information about AIDS, during which time the industry began to realize the detrimental

effeets the virus could have on life expectancy and began to consider the circumstances

under which mv blood tests should be used in the underwriting process. The CLmA

adopted guidelines for the fair use of HIV data in 1987.39 Finally, the impending Quebec

39 Canadian Life and Hea1th Insurance Association, Guide/ines with Respect to
A/DS. for the Sale and Underwriting ofLife and Bea/th /nsurance, November 1987.
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legislation motivated the CLI-fiA to establish a cammittee ta review and update the 1980

guidelines. These were adapted in March 1993.-&0

The me's invalvement in privacy is somewhat more recent. The deregulation of

the finance industry in the mid~ 1980s was an important motivating factor. However, the

more proximate causes of the mc's desire to develop an industry code were Bill 68 and

the data protection regulations proposed by the Senate Banking Committee. A model

privacy code was therefore approved in November 1992, after a process ofconsultation

and negotiation by a representative privacy committee. The code adopts the OECO

Guidelines ta the issues relevant within the property and casualty industry. The code

states that ~4member insurance companies of the mc shall agree to adhere to the model

privacy codes and individual insurers May adopt additional measures for the protection of

privacy ofpersonal information"."· At present, the (BC's members are considering the

most appropriate ways ta promote the guidelines at the company level.

(b) Mechanisms for Consumer Redress and Participation

The general model for implementing the codes within the insurance industry is

similar, if not identical, ta that of the banks. Primary responsibility rests with the

individual companies ta resolve comptaints as and when they arise. Under the CLRIA

code, each company is supposed to: "designate an officer to receive complaints and

40 CLInA, RighI to Privacy Guidelines, March 1993.

41 IBe, Modellnsurance Code for the Individua/lnsurance Customer, November
30, 1992.
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establish procedures for receiving and resolving complaints".42 The me code stipulates

that "property and casualty insurance companies shall inform their customers of their

privacy and complaint handling procedures"..&3 Access and correction rights are provided

in both codes in much the same way, consistent with the OECD framework. With certain

exemptions, principally for "opinions and judgements", there are rights ta know what is

held, to access personally related files, and to request corrections and/or erasures.

(c) Mechanismsfor Internai Accountabi/ity

Like the banks, most member companies of the CLlnA and the mc require the

regular signing of statements ofcompliance by employees. That ofLondon Life, for

instance, includes a fairly lengthy statement about the importance of the privacy of

information in the company's relations with customers. The company's code requires that

the "signatures ofevery employee at or above the manager level will be required annuaJly

on the Statement ofCompliance form to confirm the employee's compliance with the

Code of Business Conduct".+t The principle ofaccountability in the me code is aIso

promoted by the provision that "each insurer shalJ identify and make known the officer

responsible for the protection of personal information".·~ These devices can provide

useful ways to improve the culture of privacy within an organization.

.&2 CLI-UA, RighI 10 Privacy Guidelines, March 1993, Section 8.

o ISe, Madel Privacy Code, November 1992, Section 10.

U London Life, Code ofBusiness ConduCI, p. 13.

..~ IBe, Madel Privacy Code, Section 9.
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(3) The Stentor Model Privacy Code

The Stentor alliance46 was created in the late 1980s to meet the challenges of

deregulation in telecommunications. It serves as an integrated strategic alliance to manage

the network, to reach collective decisions on policy questions, and to respond to threats

trom competition in the long-distance and local market. Policies for the member

companies ofthe Stentor AJliance are coordinated through Stentor Telecom Policy [nc.

(STPI).

(a) Privacy and Stentor

There were a number ofextemal motivating factors which led to the publication of

Stentor's "Code of Fair Information Practices" in 1992.•' On the politicallevel, there was

the publication by Perrin Beatty, then Minister of Communications, of the

telecommunications privacy principles, and the later abortive attempt to establish a

Telecommunications Privacy Protection Agency (TPPA) to implement them. In addition.

there was the development of legislation to protect the privacy ofcellular telephone caUs.

The experience with the initial introduction ofcalI management services also convinced

Stentor that the assessment ofprivacy risk had to be built into the early stages ofproduet

and service development.4'

46 Be Tel., AGT Limited, the Manitoba Telephone System, Bell Canada, Quebec
Telephone, New Brunswick Telephone Co., Island Telephone Company, Maritime
Telephone and Telegraph Co., Newfoundland telephone Co., AGT Cellular, BC Cellular,
BCE Mobile Communications Inc., MT&T Mobile Inc., NorthwestTel., and Ed Tel.

~1 Stentor Telecom Policy Inc., Mode! Code ofFaiT Information Practices, 1993.

•• Stentor Telecom Policy Ine., Guidelines/or Assessing the Privacy Implications
(continued...)
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Finally, wider economic changes had a key influence. The advent of competition

between long-distance services raised a number of issues about the collection of personal

informatio~ particularly customer lists and directory databases. The telephone companies

faced a new situation in which they were monopoly suppliers for sorne services and

competitive suppliers for others. This raised the possibility of using the privacy of

customer lists as a justification for preventing competition. It also raised the need for

greater security and data protection measures within the telephone comparues.

(b) Mechanismsfor Consumer Redress and Participation

A number of vehicles are used to inform consumers of their rights with respect ta

privacy. The "'Terms of Service" included in the "White Pages" provide a standardized

statement about the "'Confidentiality ofCustomer Records". Sorne directories also

provide an additional commitment to the observation of privacy rights. These outlets are

supplemented by billing inserts that offer similar guidance. Finally, sorne companies have

published separate consumer privacy guidance books.

At the present time, the practices ofmember comparues vary considerably. Most

are still in the process ofdeciding on the specifie mechanisms through which the privacy

code should be implemented, and sorne member companies have been more proactive than

others. In addition, no separate complaints resolution process for privacy concems has

been estabüshed. The typical process in ail Stentor companies is for the customer service

representatives to deal with any complaints tirst of ail. Ifunresolved, a complaint would

~'(...continued)
ofNew Producls and Services, 1993.
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then be referred to senior management. Qnlyat Bell Canada has a "Privacy Ombudsman"

been established to deal with privacy concems al a 'company level.

(c) Mechanisms for Internai Accountability

The confidentiality of customer information has long been a matter ofcorporate

poliey. as retlected by earlier codes ofbusiness standards. Privacy poliey more widely

detined, however, has required a rethinking of training processes and, in sorne cases, a

redrafting ofoperating manuais. For example, a two-phase implementation framework is

currently being developed at AGT Limited of Alberta in consultation with employees,

customers, and various departments within the company. Other member companies are in

the throes of developing their corporate strategies for the communication and

implementation of fair information principles throughout their organizations.

(4) The Canadian Direct Marketing Association

The Canadian Direct Marketing Association (COMA) was founded in 1967. It

currently represents 460 national corporate members, 300 individuaJs members, and 350

regionaJ members who do business in Canada. Revenue from different forms ofdirect

marketing was claimed to he at least $9. 1billion in 1995. Over two hundred thousand

full-time jobs are dependent on the provision ofdirect marketing services. These include:

the marketing ofconsumer goods and services; business-to-business and catalogue saJes;

solicitations for charitable donations; and broadcasting. The CDMA claims to represent

companies responsible for over eighty percent ofdirect marketing sales in Canada.
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(a) Privacy and Canadian Direct Marketing

Consumer concem about direct marketing has historically been high. A 1992

Gallup polI, for instance, found that sixty-three percent of respondents considered

unsolicited telephone calIs an invasion of privacy. Seventy-nine percent believed that the

practice of sharing lists ofpotential customers required Uregulation by authoritiestl
• 49

However, the CDMA's efforts to address such concems aetually began in the late 1970s.

At this time, "Operation Integrity" was launched, in cooperation with the Department of

Consumer and Corporate Mairs. This established a self-regulatory mechanism for the

handling of consumer complaints. Later, the issue grew in significance when a mailing

preference service and telephone preference service were established in the early 1980s.

These services allowed consumers ta reduce the overall amount ofdirect mail and

telemarketing calls. ln 1991, a Privacy Task Force was established to develop a Privacy

Code for all COMA members. This group met throughout 1992, concurrent with a

lobbying effort in Quebec. A set ofOraft Principles was developed in consultation with

the membership and the Federal Privacy Commissioner. This was later translated into a
.

Privacy Code that was issued~ with a great deaJ ofpublicity, in January 1993. Most

recently, the COMA has ca1led on the federal govemment ta enact a set ofprivacy

principles in legislation that would require each industry ta develop a specifie privacy

code.~

49 "Few Happy to Hear tram Telemarketers," Marketing. August 17, 1992.

~ This calI was made by CDMA President and C.E.O., John Gustavso~ in
Oetober 1995.
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(b) Mechanisms for Consumer Redress and Participation

The COMA Privacy Code has been carefully developed to address the issues that

confront direct marketing; it does not simply translate the existing DECD Guidelines.

Consequently, its principles are worded in less legalistic and probably more user-friendly

language. Like the banking and insurance codes, however, its implementation rests chiefly

on consumer actions and complaints.

Principle one of the code attempts to give "consumers control of how information

about them is used". This represents the most significant change in policy. As ofJanuary

1994, ail new customers must he given a "meaningful opportunity to remove their narne or

other information for any further marketing purposes by a third party". H Ail existing

customers must have been offered the same opportunity by January 1, 1995. Furthermore,

this opportunity must be provided before any information is transferred and it must be

repeated once every three years.

The second principle provides rights of access and correction to customer files and

the right to question and correct erroneous information. The consumer also has the right

to "know the source of bis or her name used in any direct marketing program." Marketers

must make "ail reasonable efforts" to help customers in this regard, bearing in mind the

technica1 constraints in the file transfer and merging process. 52

Principle three enables consumers to reduce the amount ofmail they rec:eive. The

consumer must write to theCD~ al which point his or her name, address, and

51 COMA, Privacy Code, January 1993, p. 1.

S2 COMA, Pr;vacy Code: Guide/ines for Implementation, p. 2.
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telephone number are then registered on a "delete file" and distributed to association

members four times a year. This information is maintained in delete files for three years,

after which consumers have to request further registration. Subscribers to tms service

may continue to receivemail from non-association members, such as local merchants,

professional associations, and poiitical candidates. There are currently 220,000 people

using this service, representing 165,000 Canadian households.

(c) Mechanisms for Corporate and Employee Accountahi/ity

The last four principles of the code place obligations on the data user. Principle

four states that ~'all those involved in the transfer, rental, sale or exchange of mailing lists

must establish and agree upon the exact nature of the list's intended usage prior to

permission being given to use the Iist or transfer the information". Normally, companies

consider tbis proprietary information, and conditions for transfer are contractuaJ

documents between list renter and list user. It is possible that this could become standard

practice across Canada. Principles of security and confidentiality (principles five and six)

may be implemented through similar contraetual mechanisms, or industry-specific codes.

The code concludes by discussing enforcement md is quite specifie about the

mechanisms available. A four-pronged approach is outlined: (1) designated privacy

managers; (2) moral suasion by members towards non-members, including "strong

encouragement to choose to do business only with companies who comply with the code" ~

(3) publicized expulsion ofmembers for willful violation ofthe code after "due process"~
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and (4) a consumer awareness prograrn that encourages them ta '"look for the COMA

logo". S3

Given the sensitivity of most of the direct marketing industry to privacy questions~

market pressures are clearly strong. The threat ofexpulsio~with the attendant negative

publicity~ has at least on one occasion brought a recalcitrant member into line. Thus,

unlike the codes of practice promulgated by the banking, insurance, and

telecommunications industries, which are 44models" for members to follow~ the COMA

code is compulsory. Each member must sign an agreement ta comply with the Code each

year~ upon their annual renewal in the Association. This is an important distinction as

member companies may not 44adaptJ7 the CDMA principles ta their own needs and still

remain a member of the Association. However, there is no auditing or investigative

function for the COMA. Like other trade associations, its enforcement role is chiefly a

reactive one.

(5) The Cable Television Standards Code

Standards and policy for the Canadian cable television industry are established

under a model of self-regulation that is inherently different from that for banking,

insurance, direct marketing, and telecommunications. This model has been described

earlier as a "foundation model". ft formed the basis of the recommendation that the

privacy principles for the telecommunications industry as a whole should be self-regulated

through the TPPA, funded through a Canadian Telecommunications Privacy Foundation.

It is also similar to the model under which the Canadian Broadcasting Couneil receives

53 CDMA, Privacy Code: Guide/inesfor Implementation, p. 4.
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complaints and administers standards on broadcasting content. The operation of the

foundation model in the context of the Canadian cable television industry therefore

requires careful consideration.

The Canadian Cable Television Association (CeTA) began about forty years ago,

and operated as a typical industry association. From 1968 cable television operations

were govemed by the CRTC, though it was found that eRTC decision making was

unacceptably slow for an industry in which new technologies and services were developing

at a rapid pace, and which was becoming increasingly competitive. A consistent set of

industry standards was not likely to be forthcoming trom the reaetive process ofCRTe

review. Pressure mounted for a self-regulatory system in the 1980s.

The current decision making structure was finally established in 1988, with the

encouragement and support of the CRTC, although it took three or four years for the

entire process ta be fully operational. Three separate entities now constitute the cable

industry's self-reguJatory system. The eeTA is the industry's lobbyjng ann and the body

that develops codes, standards, and guidelines under the licencing and oversight authority

of the CRTC.

CoUectively, the member companies pay dues to a Cable Television Standards

Foundation, a separate corporation open for membership to aU licensed cable television

companies. The foundation represents around ninety different cable campanies, which

together operate 1,279 licensed cable television systems, serving more than seven million

Canadian households. The propeny and business of the Foundation is managed by a

Board offive Directors, elected annuaUy by the members who represent different regions
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and large, small, and medium sized campanies alike. A fee of S.Sc per cable subscriber is

paid each year to fund the Foundation's operations. The lion's share offunding is

provided by the ten largest multi-systems operations.

The principal purpose for the establishment of the Foundation is to support a

three-member Cable Television Standards Council (CrSC), which administers standards,

codes, and guidelines as weil as mediates disputes between lieensees and subscribers. This

is intended to establish a c1ear structural separation between the functions of industry

lobbyjng and those of administration, oversight, and complaints resolution.

Membership in the Foundation is voluntary. Once a licensee has become a

member, however, complianee with industry standards is compulsory. Member companies

consent to the referral of questions arising with respect to the interpretation or

implementation of the CCrA's codes, standards, and guidelines to the Cable Television

Standards Council and, agree to be "hound by the mandate, authority, praetiees, and

procedures of the CouReil". '4 Use of the crse'5 logo symbolizes adherence to these

standards.
.

(a) Privacy and Canadian Cable Television

The self-regulatory model was established to respond to a wide range ofpressures

in order to forestall govemmental intervention and regulation in a number ofareas.

Privacy issues were perhaps a marginal consideration in tbis process. Nevertheless, the

issue has been ofeonc~m to the cable industry tram the outset, given the value and

sensitivity ofthe information concerning viewing habits that cable operators collect. The

!4 Cable Television Standards Couneil, Facl Sheet, May 18, 1994.
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CCTA developed sorne privacy principles in June 1984 in consultation with the Privacy

Commissioner at that time, John Grace.55

The principles established by the 1984 code were later scrapped, however, when

the Cable Television Standards Foundation was set up. There is now no separate and

identifiable ~'Privacy Code". Privacy standards are incorporated ioto the general set of

Cable Television Customer Standards, which cover all aspects of service and operation.

Within these standards, though, is a prominent commitment to "Contidentiality and

Security". ln a departure from practice in other industries, the cable industry did not try

to reinvent the wheel by negotiating a separate set of principles. ln an innovative move

that obviously saved much time and effort. they simply stated that the industry complies

with the principles of the federai Privacy Act of 1982. Each member company will:

1. pursuant to the Privacy Act, maintain as confidential all persona! data requited by the

company in order to provide services,

2. allow a customer ta inspect bis or her service record matenal on file with the cable

company upon reasonable notice and during DOnnai office hours,

3. upon request by a customer, remove bis or her Dame t'Tom listings for mail and

telephone solicitation,

4. ensure that ail cable company employees provide identification, including a

photograph, when requesting entrance to customers' premises."

5S Canadian Cable Television Association, Cable Subscriber Privacy Policy, June
13, 1984.

56 Cable Television Standards CouReiL Cable Television Customer Service
(continued...)
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(b) Mechanisms for Individual Redress and Participation

The implementation of privacy standards within the cable industry cannot he

distinguished from the generaJ effort to self-regulate on a range of service and operation

standards. [n order to redirect potentiaJ comptaints trom the CRTC to the CTSC~ there

has been a concerted effort to publicize the existence and role of the CTSC. For example,

sometirnes information about the complaints procedure is included in TV Guide. As a

result~ there has been a notable reduction in the number ofcomplaints to the CRTC about

cable service. The crsc sees itself as a kind of"better business bureau" for the cable

industry.

The complaints process is outlined in sorne detail in the Service Standards, and

was initially approved by the CRTC. It is explicitly referred to as an "adjudication

process". Complaints not initially resolved are referred to the Council. Ifconciliation is

ineffective, a decision by the Council is rendered that is "not subject to approvaJ or review

by the cable television industry or any of its organizations". 57 The standards also allow

customer access to "service record material", but they do not explicitly mention a right to

correct or delete erroneous personal infonnation. The standards allow an apt-out from

the receipt ofmail and telephone solicitations by writing to the company. They do not as

yel provide "opt-out boxes" on billing insens and the Iike, though tbis is currently under

consideration by the CCTA's Privacy Task force.

56(...continued)
Standards, June 1991, Section U.

!7 Cable Television Standards Council, Cable Television Customer Service
Standards, June 1991, Section vm.
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(c) Mechanismsjor Corporate and Employee Responsibility

The training of staff is the sole responsibility of individual cable operators. Sorne,

like Videotro~ have training programs that include a component on privacy, though there

is no complete information on the extent ta which this is done across the country. Each

cable operator has a designated complaints officer. but none has a specifie "Privacy

Officer" or "Data Controller".

Unlike the other industries discussed in this section, the foundatioli model does

permit an auditing function. Two audits are performed annually in each region by the

CTSC's Executive Director. Again, the functional separation between standards-setting

and implementation inherent in the foundation model pennits an investigative role that

cannot be preformed by the more traditional industry association. The ultimate sanction is

expulsion trom the Foundation, though this has never occurred.

II. Summary ofModels ofImplementation

The privacy codes of practice of the five industries analysed above have a number

of interesting similarities, but they also reflect three different models of implementation.

Those of the CB~ the insurance industry, and Stentor are of the typical Sectoral Model

Pr;vacy Code. This has the foUowing characteristics:

1. An adaptation ofthe OECO Guidelines in consultation with member companies and

outside institutions (most notably the Office of the Privacy Commissioner ofCanada).

2. Responsibility for complaints resolution rests with the individual member company.

3. Responsibility for consumer awareness rests chiefly with the individual member

company.



•

•

166

4. Responsibility for employee training and awareness rests chiefly with the individual

member company.

5. Compliance is dependent mainJy on moral suasion., as weil as a general but variable

commitment to corporate social responsibility.

The CDMA code exhibits sorne slight ditrerences. The functional, rather than

sectoral, scope of the code has prompted the COMA to play a more forceful raie in its

development and implementation. The COMA code may be characterized as an lndustry

Association Model. This approaeh tends to have the following charaeteristics:

1. Poliey development consists ofa more radical assessment of personal information

praetiees that produces a complete refonnulation of the OECO framework.

2. Responsibility for complaints resolution rests principally with the member company,

but with an explieit and formal proeess for complaints Mediation by the association.

3. Responsibility for consumer awareness rests chiefly with the association.

4. Responsibility for employee awareness and responsibility is shared between the member

company and the association.

S. Compliance is dependent on moral suasion., designated privacy managers, and threats

ofexpulsion for non-compliance.

Fina1ly, the policy of the cable television industry is implemented through a

Foundation Model, of which the chiefcharacteristics are:

1. Privacy policy is incorporated ioto a wider set of industry standards, the development

and implementation ofwhich take place under the oversight regime of the eRTe.
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2. Responsibility for complaints resolution rests chiefly with the individual member

company, but with a public Mediation and adjudication role for the CTSC, funded through

the Cable Television Standards Foundation.

J. Responsibility for consumer awareness rests chiefly with the crse.

4. Responsibility for employee awareness rests with the individual fi~ but with regular

auditing from the crsc.

5. Compliance is dependent on moral suasion, a commitment to corporate social

responsibility, the threat ofexpulsion, and the imminence ofCRTC intervention.

Surveillance and Canadiall Public Policy: Future Challenges

1t was argued in Part 1that much discussion of surveillance quickly relapses into

the paranoid, where surveillance is viewed overwhelmingJy and monolithicaJly as a threat.

This is especially true of those fonns ofanaJysis whose starting point is the omnipresent

power ofthe Panopticon, but it aJso echoes in the idea of"Big Brother". Good reasons

exist for resisting the paranoid, however. For one thing, surveillance systems emerged

historically in a sYmbiotic relation with democratic government and the extension of

citizenship rights. For another, fears about "Big Brother", concems about democracy, and

worries about personal dignity have given rise to resistance. Such resistance has been

expressed in a number ofways during the past few decades of electronic surveillance

expansion. In this chapter, 1have examined two particular fonns: legallimits on modes of

data collection, starage, and use, and voluntary privacy codes of praetice.
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The operation of the latter, however, needs to be understood within the confusing

patchwork of the former. Persona! data protection policy in Canada's private sector is

implemented under the foUowing conditions: under the comprehensive data protection

legislation ofBill 68 in Quebec; under sectoraI provincial Iegislation; under partial federal

regulation for sorne privacy...related issues; under a partial combination of provincial and

federal regulation for sorne privacy-related issues; under potential intervention by federaI

oversight authorities; and under voluntary codes of practice. Thus, there is great

variability in the current conditions for the protection of personal information in Canada's

private sector.

The aim of tbis chapter has been to outline these conditions. In doing so, 1have

provided a context for the discussion of the background conditions and shen term events

that are making new policy initiatives possible at the level of the federaI govemment. This

discussion can be found in Chapter Five. In addition, 1have provided a context for the

discussion of mobilization movements, which tend to go beyoDd traditional regulatory

forms of resistance to more radical opposition. This discussion can be found in Chapter

Six.

1also have filIed a longstanding gap in the literature on privacy and data

protection. Today, privacy codes are more popular in many couDtnes, including Canad,

than they were in the pasto However, there is very tittle on codes of praetice in the

literature on privacy and data protection. As such, 1have described the evolution of

privacy codes in Canada and presented a typology ofthe diverse range of instruments that

have that label. In addition, 1have discussed in detail the major codes of praetice from the
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Canadian Bankers Associatio~ the insurance industry, Stentor, the Canadian Direct

Marketing Associatio~ and the Cable Television Standards Foundation. These codes

have been compared according to the way they perform cenain essential functions of

consumer education, complaints resolutio~ employee training, and oversight.

Finally. by comparing the major codes ofpractice in these ways~ 1want to make

clear that it has not been my intention to evaluate their adequacy. Data protection mIes

encompass an intricate blend of organizational obligations and consumer/citizen rights.

There is not" then, one overaJl standard of workability. Instead, this chapter has

commented on the overall policy picture for personal data protection in Canada. In doing

50, 1have contributed to the future containment of surveillance. Surveillance is a central

institutional area ofcontemporary societies, and as such calls for forms of social analysis

and political action that are responsible and caring. Part 1of the dissenation focused on

the former area~ this chapter has outlined the context within which future initiatives in the

latter area will develop. In the following chapter, we see that the challenge for these

initiatives is to find the right balance between general standards and specifie applications.

That balance needs to be compatible with institutional arrangements, acceptable to

business, adaptable to evolving technologies, and consistent with the legitimate privacy

expectations of the general public. Let us now examine how a particular policy initiative

from Industry Canada· framework legislation for the private sector • might achieve this

balance.
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RelISons Behind the Proposed Pril'acy Legislation for the Caltadiall Pril'ate Sector

Part 1noted that contemporary surveillance exists in an expanding range of

settings, within each of which surveillance capacities are augmented and ta which new

technologies increasingly contribute. Far-reaching consequences follow. First, new

categories of social relationships emerge, structured by the data-image. This data-image

reconstitutes ·'selves" by piecing together bits ofdata drawn from diverse sources. These

days, instead of surveillance being contained within discrete spheres, new technologies

permit a blurring ofboundaries. Computer networks transgress traditional conduits of

personal information, creating myriads of new channels that defy definition. Computer

matching in particular makes visible this etfect, which, in conjunction with statistical

analysis, isolates groups and identifies deviants with ease.

Second, surveillance carefully sifts consumers, clustering them into crude

categories to be taught specifie skills and educated according to their economic station.

This is hardly a coercive form ofsurveillance, though~ as noted in Part 1, the evidence

from marketing companies suggests that Many people cheerfully comply with the

consumerist arder. On the other hand, such surveillance classifies together those whose

market position disqualifies them from participation in the consumerist comucopia. This

same group is much more likely ta experience surveillance ofa carceral kind, not orny

from corporations, but also from welfare and policing departments. Thus, while the soft

social control ofsurveillance may be scarcely perceptible, and for many is relatively

innocuous, it also serves ta perpetuate social division, particularly those on the axis of

consumption.
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The stock response to issues of surveillance has historically been couched in the

language of privacy. Indeed, the relevant legislation in North America is normally termed

"The Privacy Acts". However, it was argued in the Chapter Four that North American

data protection laws tend to cover ooly government databanks, leaving huge swathes of

commercial surveillance relatively untouched. Thus, when in 1991 Lotus advertised new

business software on CD-ROM disks that revealed at the push ofa button the names,

addresses, marital status, and estimated incorne of eighty million American householders,

no law stood in ilS way.

But soon this May be changing, at least in Canada. In September 1996 former

Justice Minister Allan Rock announced that ~~The Govemment of Canada takes the

position that the protection of personal information can no longer depend on whether that

data is held by a public or private institution" (1996: 8). As such, Mr. Rock stated that

~'By the year 2000, we aim to have federallegislation on the books that will provide

effective, enforceable protection ofprivacy rights in the private sector" (1996: 7).

The depth of the federal government's commitment to these statements remains to

he seen. In the meantime, though, it is important to note that Mr. Rock's comments are

oot oew; they echo earlier statements in a report by Industry Canada issued last spring. In

tbis report, was the conclusion that "the right to privacy must be recognized in law,

especially in an electronic world of private databases where it is ail too easy to colleet and

exploit information about individual citizens" (Industry Canada, 1996: 25). Henee:

As a means ofencouraging business and consumer confidence in the Information
Highway, the Ministers of Industry and Justice, after consultation with the
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provinces and other stakeholders, will bring forward proposais for a legislative
framework governing the protection of persona! data in the private sector.

One ofthe aims ofthe dissertation is to examine the background to tbis

announcement. To tbis end, Part 1examined the bistory of surveillance and modernity.

Such an examination provides a broad, long term pieture against which particular and

specific events in public policy cao be compared. To make comparisons, thou~ policy

ana!ysts often tind it useful to distinguish between the background conditions that make

policy change possible, and the more immediate or proximate events that motivate

political decisions (Simeo~ 1976). As suc~ tbis chapter identifies four background

conditions and three proximate events for policy reform.

There are four necessary, but not sufficient, background conditions without which

Minister Manley would not have made his announcement. First, is the potential market

consequences of inconsistent privacy standards within Canada, as discussed in the

Introduction to the dissertation. A second and related factor is the effect ofemerging data

protection roles within the international arena. Third, there is evidence of stron8 and

growing privacy concems trom the Canadian public. Finally, the fourth condition is the

erosion ofthe boundaries between the public and private sectors as a result of shifting

organizational funetions in response to new technologies; Ibis has serious implications for

the effeetiveness ofexisting public settor privacy legislation.

ln additio~ Minister ManIey would not have made his announcement ifprior work

on privacy protection had not been done. This took place in three separate, but

overlappin& policy arenas: (1) the Canadian Standards Association, the principal
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standards-setting and certification organization in Canada; (2) the Information Highway

Advisory Council, established in 1994 to advise the Department of Industry on the range

of policy issues raised by the convergence ofcomputers and telecommunications

technologies; (3) and the Uniform Law Conference of Canada, an advisory body organized

under the auspices of the Federal Departrnent of Justice.

By describing the four background conditions and three proximate events Iisted

above, 1give sorne guidance to the future framework for privacy protection policy in

Canada. That is, 1suggest key features of the emerging "Canadian model" for personaJ

data protection. Such a model is necessary insofar as it may otfer sorne basic protections

against rapid technologicaJ change and the spread of surveillance over vast tracts of social

life untouched by law, such as the sphere ofconsumption. FinaIly, such a model may

prompt or assist other forms of resistance to contemporary computer surveillance. These

forms, which usuaJly attempt more radical questioning and opposition to the perceived

negative consequences of surveillance, are discussed in Part III.

The Backgroulld COllditiOIUfor Polie, Reform

(1) The Market Implications oflnconsistent Privacy Standards

With the enaetment in 1993 ofQuebec's Bill 68, An Act Respecting the Protection

ofPersona/ lnformatio" in The Private Sector, Quebec became the only jurisdietion in

North America to produce comprehensive data protection NIes for the private sector. Bill

68 applies the fair information principles to all pieces ofpersona! information collected,

held, used or distributed by another person, confined mainly to enterprises engaged in an
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"organized economic activity". Personal data shaH be coUected from and with the consent

of the persan concemed, and shaH not he communicated, sold, leased or traded without

the consent of that same person. The Access to Information Commission in Quebec

(CAl), the body established under the 1982 public sector access and privacy law, is

responsible for hearing complaints and rendering decisions.

Bill 68 has created three inter-related concems for enterprises both in Quebec and

in other provinces. First, Section 17 ofthe law states that '~every persan carrying on an

enterprise in Quebec who communications, outside Quebec, information relating ta

persans residing in Quebec . . . must take reasonable steps to ensure that the information

will not be used for purposes not relevant to the abject ofthe file or communicated to

third persans without the consent of the persons concemed". This provision has yet to be

enforced, but Bill 68 does give the CAl sufficient powers to prevent an outward

transborder data flow if"reasonable steps" have not been taken.

Second, whether or not transborder data flow restrictions are enforced,

inconsistent standards are an inconvenience for Canadian business. For businesses that

operate in different provinces, the transaction costs of having to deal with different privacy

laws and regulations cao create uncenainty and confusion. This is a panicularly acute

problem for provincially regulated industries like insurance and retail. Such enterprises are

obliged to grant rights to Quebec consumers that citizens in the rest of the country do not

enjoy. Sorne businesses have thus hannonized their rules and declared that their practices

in the rest ofCanada confonn to the Quebec standard.
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Third, the patchwork can have more direct economic consequences through the

unintended creation of an "unlevel playing field" that may put some businesses at a

competitive disadvantage. Quebec's Bill 68 ooly formally covers provincially regulated

entities and excludes the financial, telecommunications, and transportation sectors. At the

sarne time, entities in those federally regulated sectors have clients and competitors (such

as the insurance industry) that are covered by Bill 68 in Quebec but which are subject ta

few data protection mIes in other provinces.

This is one reason why the extension of the federaI Privacy Act to the federally

regulated private sector would not produce a comprehensive set of rules for the entire

marketplace. Although this option has been advocated in the past (Standing Conunittee

on Justice and Solicitor General, 1987). it would create disadvantages for sorne seetars

over others, and even for sorne businesses within sectors, such as telecommunications.

Federal legislation would not extend to all possible service providers on the information

highway, and would create a "patchwork privacy environment in which many market

participants would be under no obligation ta protect the privacy of their customers"

(Stentor, 1994).

The complexity ofCanada's patchwork is not only daunting to the privacy analyst,

it aIso creates a significant and increasing set of transaction costs for businesses that

operate in different jurisdictions. It is principally for these reasons that the privacy

protection issue has risen to the political agenda and that the rhetoric about "marketplace

mies ofthe road" and "Ievel playing fields" on the information highway has overshadowed

the traditional discourse about human rights and civillibenies within which privacy
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protection originated. It is also the reason why the lead department in policy formulation

is now Industry Canad~ rather than Justice Canada.

(2) The Economie Implications ofInternational Standards

In July 1995, the Council of Ministers and European Parliament of the European

Union (EU) formally and finally adopted a "Directive on the Protection of Personal Data

with Regard to the Processing ofPersonai Data and on the Free Movement of Such

Data". This approval was the culmination of live years ofdrafting and redrafting as the

document passed through the complicated and lengthy EU decision making process. The

aim of the Data Protection Directive is to "ensure a high level of protection for the

privacy of individuals in ail member states - and also ta help ensure the free flow in

information society services in the Single Market by fostering consumer confidence and

minimizing differences between the Member States' rules". This retleets the underlYing

assumption that harmonized privacy protection legislation and the free flow ofdata are

complementary rather than conflicting values, and that the single European market relies

not only on the free flow ofcapital, goods and labour, but also information.

For countries such as Canad~ the adoption ofthis directive is most important in

the area of transborder personal data tlows. Article 25 of the Data Protection Directive

stipulates that uMember States shall provide that the transfer to a third party country of

personal data which are undergoing processing or are intended for processing after

transfer may take place only if ... the third country in question ensures an adequate level

ofprotection". The 4'adequacy" of protection shall he assessed "in the light ofail the

circumstances surrounding a data transfer operation or set ofdata transfer operations".
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Particular consideration is to be given to the nature and purpose of the data and the "'mIes

of law, both general and seetoral" and "professionaJ mies and security measures which are

complied with". This suggests that something less than a comprehensive data protection

statute might be considered "adequate" and that an overall country assessment is not

necessary. However, these mies and measures must be complied with, meaning that

symbolic value statements are insufficient.

Where the Commission decides that a third country does not ensure adequate

protection, member states are expected to "take the measures necessarj to prevent any

transfer ofdata of the same type to the third country in question" (Art. 25 [4]). Then the

Commission "shall enter into negotiations with a view to remedying the situation" (Art. 25

[5]). It should be emphasized that if the Commission finds an inadequate level of

protection, member states are mandated, rather than simply permitted, to prohibit the

transfer through a "data embargo order". This represents a stronger approach than that

embodied either within the OECD Guidelines or the Council of Europe Convention of

1981. Even though both these earlier instruments contain a principle of~~equivalence"

(stronger than "adequate"), neither agreement requires their signatories to block data to

couDtries that cannot ensure an equivalent level ofprotection. So, whereas the EU Data

Protection Directive adopts a weaker standard, it embodies a stronger method of

enforcement.

The implementation ofArticle 25 poses five major problems for international

businesses that rely on the transborder Oows ofpersonal data. First, commentators are

generally argeed that the Europeans are not going to tolerate the existence of"data
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havens" .. jurisdictions in which data processing may take place because of the absence of

data protection safeguards. The EU Data Protection Directive would be doomed ta

failure if multinationals could instantaneously transmit their processing offshore in order to

avoid the transaction costs ofhaving ta abide by the stronger measures in force in Europe.

European companies will he justifiably aggrieved if they have to abide by strong data

protection roles in Europe, whilst overseas competitors can act with impunity. European

citizens, and the public interest and consumer groups that represent the~ will a1so not

look kindly on the continuai flouting of their privacy rights by overseas interests.

Second~ the initial determination of"adequacy" will rernain with the national data

protection agencies who will still be implernenting national laws that may diverge in sorne

sorne important respects from the EU Directive. Thusy different standards for ~'adequacy"

could still exist within the commmunity, creating confusion and unpredictability for

multinationaJs and the need constantly to be aware ofthe varying regulatory systems and

political interests of the different European states.

Third, there is a danger that once privacy issues enter the Commission they are

likely ta be influenced by wider political and economic interests. The directive does

provide for the Commission to set a Europe-wide standard for acceptance of transfers to

specifie third countries. However, there is a danger that judgements about adequacy will

be susceptible to the vagaries of the European policy process and are Iikely ta he confused

with the resolution oftrade.related issues that have nothing to do with information

privacy. Logrolling may therefore override the more predietable and rational pursuit ofa

data protection standard.
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Fourt~ will "adequacy" just be measured against the principles of the directive or

also against the methods ofenforcement and oversight? If the former, then perhaps the

"'voluntary" codes ofpractice developed by North American businesses might suffice. But

perhaps the latter is a more realistic view. Adequate protection may not necessarily Mean

superivison by a data protection authority, but it probably means, at the very (east,

oversight and complaints resolution by an independent sectoral regulator.

Finally, the fifth concem with the regulation of transborder persona! data flows is

that neither the supervisory authority nor the data controller has the power to scrutinize

the processing of personal data in another jurisdiction, nor cao they be fully satistied that

data subjects can exercise their privacy rights. The directive establishes a more centralized

and institutionalized process to make judgements about "adequacy". Yet these provisions

will probably continue to be made on the assumption that the wordings ofcontracts, laws,

and professional codes are reflected in practice. The directive does not get around the

central dilemma inherent in the former attemtps to regulate international data transmission

by the Council ofEurope Convention, or through "model contraets". In the absence of an

audit mechanism to ensure that persona! data are processed fairly and legally in a third

country, judgements about adequacy will probably continue to be made in an uncritica!

way, and according to the "black letter of the law" or other formai indicators.

Thus, the implementation ofAnicle 2S has major implications for Canadian

businesses, in particular for credit-granting and financial institutions, for hotel and airline

reservations systems, for the direct marketing sector, and for life and property insurance

(Bennett, 1997). In addition, an imponant implication of Anic1e 25 is not econornic but
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psychological. An embarrassing aspect of the EU Data Protection Directive is that sorne

countries (such as Spain and Greece) that in recent memory were governed by

dictatorships now have, or will get, better privacy standards than Canada. Even sorne of

the fonner Eastern European states (such as Poland, the Czech Republic, and Siovakia)

have, or are in the process of passing, legislation. There are, therefore, only a handful of

democratic countries that have not developed a comprehensive privacy protection policy,

and Canada is one ofthose. As such, the impact of the EU Data Protection Directive has

been a constant underlying theme within the recent policy debates on future privacy

legislation for the Canadian private sector.

(3) Conat/ian Public Opinion

Empirical data about how Canadians assess specifie types of personal information

transactions have been sorely lacking. In 1985, however, a joint task force on privacy and

computers delineated three components ofprivacy: privacy with regard to territory and

space; privacy of the person; and privacy as a correlate of human dignity and integrity in

the face ofmassive information collected and stored about individuals (Rankin, 1985:

325). It is on the last sense that the debate on future privacy legislation for the Canadian

private sector centres.

ln late 1992, a joint government and private sector survey of three thousand

Canadians was conducted to explore the various dimensions of privacy (Ekos Research

Associates, 1993). The results revealed that more than 90 percent ofthose sampled were

generally concemed about privacy issues, with about one-halfexpressing "extreme"

concem. Four out oftive of the surveyed Canadians believed that computers endangered
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their sense of privacy; 54 percent expressed extreme concem over the computer's ability

ta link persona! data stored on severa! computers; and 60 percent believed that there is

now less privacy than there was a decade aga. These concerns are not necessarily based

on personal experience, given that ooly 18 percent of those surveyed said that they had

experienced a serious privacy invasion. The report speculates that "for most Canadians

concern is apparently driven by other factors such as attitudes, ethics, the experience of

others, or concern about how these issues might affect them or their families in the future"

(1993: p. 1).

When asked to give examples of L'serious invasions" of privacy, only 3 percent

ventured to do so. The category that captured tirst place was that of crime, followed by

disturbance, psychological harassment, information abuse, credit and tinancial data

problems, and tinally workplace surveillance. In commenting on these findings, the report

notes that the inability to name examples ofprivacy abuse may be due in large measure to

the invisible nature of privacy problems.

The study did find, in descending arder of importance, that (a) knowledgeable
.

people, as weU as those who are least informed, tend to manifest the highest levels of

concem; (b) the more transparent the mies are, the less concemed individuals are that

their privacy will be violated; (c) having a sense ofconsent and control over the process of

information storage and its release makes people feel comfortable that their privacy will

not be violated; (d) those who accept the rationales given for privacy protectio~ and who

see a benetit in il, tend to be less concemed with privacy issues; and (e) perceptions of the
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legitimacy of institutions that hold information about citizens are correlated with lower

levels ofconcem that these institutions might violate one's privacy.

Among those surveyed, women, minorities, the elderly, and the poor appeared to

the most concemed about privacy. Compared with Anglophone Canadians,

Francophones, who enjoy privacy protection legislation in Quebec, were more concemed

about privacy violation and tended to know more about it. A sIightly larger propanion of

Francophones, compared with Anglophones, knew where to tum in addressing their

privacy grievances (22 percent versus 17 percent).

In descending order of frequency, Canadians defined privacy to mean (a) not being

watched or listened to (75 percent), (b) being in control ofwho has access to information

(70 percent), (c) controlling what information is collected (63 percent), (d) not being

disturbed at home by marketers (42 percent), and (e) not being monitored at work (36

percent).

For Canadianst government legislation was ranked as the main source of privacy

protection (72 percent), foUowed by the application of privacy rules governing both

government and business (71 percent). Sorne 60 percent believed that it is up to business

and government to work jointly to come up with necessary guidelines, and 45 percent

believed that private citizens are to be entrusted most with protecting themselves against

privacy violations. Finally, one-quarter ofthose sampled said that they would put their

trust in the business community to proteet them.

A more recent survey sponsored by the Public Interest Advocacy Centre (PIAC,

1995) reveaJs that Canadians are panicularly concemed about persona! information swaps
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between organizations. Seventy percent (70%) ofthose surveyed said they would be at

least moderately concemed about such information sharing between governrnent bodies;

and the greater the individual's dependence on government bureaucracies, the greater the

respondents' concems. This was especially true for women, the less educated, and

respondents tram lower income households. When it cornes to information sharing among

private firms, the level ofconcem soared to 90 percent in the case of information sharing

between government and private firms. The survey notes that higher incarne households

were particularly concerned about information exchanges among private firms, perhaps

because they are more likely to be targeted by marketers or charity fund raisers.

Throughout the survey results, the issue ofcontrol emerged as central. [n 1992,

Ekos tested the statement UI don't mind companies using information about me as long as

1know about it and can stop it". The same statement was met with stronger agreement in

the PIAC survey - 79 percent compared to 71 percent· with strong agreement increasing

trom 62 percent to 67 percent. Canadians clearly demand knowledge about and control

over the uses ta which their persona! information might be put. Ninety-five percent (950/0)

of Canadians sampled wanted to be informed about coUection processes and about how

their personaJ infonnation May be used.

Finally, the PIAC survey also found that 73 percent of respondents were unaware

of any law or govemment program ta proteet their personaJ information, and ooly 17

percent of those sampled could actuaJly cite an exarnple. Only 14 percent of respondents

knew of private business initiatives protecting persona! information and fewer than one in

twenty could aetually cite an example. Thus, despite rising levels ofconcem over privacy,
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Canadians display low levels ofawareness about where they can go to seek recourse when

their personal information is abused.

(-1) The Shifting Line hetween the "Public" and "Pr;vate"

Finally, and ofpanicular concem to Canada's small network ofprivacy and

information commissioners, has been the graduai erosion of the boundaries between the

"public" and the "'private" sectors. This distinction is being eroded as the networking of

postindustrial society cuts across organizational and functional categories within and

between both public and private sectors. Spiros Simitis is a perceptive and prescient

commentator on tbis matter: "The boundaries between the public and private sectors are

blurred. Personal data, once stored, tend to become a flexible, common base of

information" (1996). Commissioners thus worry "private" organizations performing

"public" functions are able to circumvent protections otrered by legislation like the federal

Privacy Act.

For example, the current reality is that most private organizations, unlike their

public counterparts, face no legal obligation to colleet ooly relevant information, nor to

disseminate that information only to those organizations that have a legitimate need to

know. In addition, few private organizations are obliged to ask citizens' consent before

disclosing infonnation to third parties and few are mandated to grant citizens rights to

access and correct their own files. Finally, few are mandated ta maintain appropriate

security safeguards.

This is particularly prablematic in situations where "private" organizations require

the use of persona! data held in "public" agencies. rnustratians include: the use of smart
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cards and automatic teller machines for the dispensing ofgovernment benefits; the

rnatching of data on welfare recipients with bank or financial records ta ascertain

eligibility; the trading ofgovernrnent personal information to enhance revenue; the use of

profiling techniques developed by the direct marketing industry to target segments of the

population; and the use of credit reports for security checks.

ln the future, the pervasiveness and flexibility of new technologies will ooly make

it increasingly difficuh to determine which organizations in which places Iegitimately

4'hold" personal data. The decentralizatio~ tlexibility, and interactivity of the 4'information

highway" is also a constant theme, which leads to caUs trom the Federal Privacy

Commissioner, among others, for sorne clear and common "'mIes of the road".

rhe Proximale Causes ofPolicy Reform

(1) The Canadian Standards Association 's }V/ode/ Code for the Protection ofPersona/

Information

Any discussion ofrecent developments in Canadian privacy protection should

properly be8Ïn with the initiative that has attracted the MOst international attention to date,

the successful negotiation ofa certitiable standard for persona! data protection (Q830)

through the Canadian Standards Association (CSA). Since 1992, a committee

representing govemment, business, and consumer interests has been negotiating a Madel

Code for the Protection of Personal Information. The starting point was the 1981 OECO

Guidelines (OECD, 1981), revised and adapted to the Canadian context with reference to

the Quebec legislation, and the EU Directive. This was approved without dissent in
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September 1995, subsequently approved by the Standards Council ofCanad~ and

published as a "National Standard of Canada" in March 1996.

Brokered among the major stakeholders, the code is designed to add sorne

uniformity to data protection policy and practice within the Canadian private sector. It

represents a very important consensus, and it has doubtless been a vaJuable opportunity

for panicipants in the process to think about the problems of privacy protection and to

grapple with these complex issues from scratch.

The CSA Code is based upon ten interrelated principles:

1. Ac::c::ountability. An organization is responsible for personaJ information under its

control and shaH designate an individuaJ or individuaJs who are accountable for the

organization's compüance with the following principles.

2. Identifying Purposes. The purposes for which personaJ infonnation is collected shall

be identified by the organization at or before the time the infonnation is coUected.

3. Consent. The knowledge and consent of the individuaJ are required for the use or

disclosure of personaJ information, except where appropriate.

4. Limiting Collection. The collection of personaJ information shaJl be limited to that

which is necessary for the purposes identified by the organization. Information shaH be

collected by fair and lawful means.

5. Limitiul use, diselosun, and retentions PersonaJ information shaJl not be used or

disclosed for purposes other than those for which it was coUect~ except with the consent

of the individuaJ or as required by law. PersonaJ information shall be retained ooly as long

as necessary for the fulfilment of those purposes.
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6. Accuracy. Personal information shaH be accurate, complete, and up-to-date as is

necessary for the purposes for which it is to be used.

7. Safeguards. Persona! information shall be proteeted by security safeguards

appropriate ta the sensitivity of the information.

8. Openness. An organization shaH make readily available to individuals specifie

infonnation about its policies and practices relating to the management of persona!

infonnation.

9. Individual Access. Upon request, an individual shall he informed of the existence,

use, and disclosure ofhis or her personal information and shaJl be given access to that

information. An individual shaH be able to challenge the accuracy and completeness of the

information and have it amended as appropriate.

10. Challenging Compliance. An individual shall be able to address a challenge

concerning compliance with the above principles to the designated individual or

individuals accountable for the organizationt s compliance.

To each is attached a commentaryt designed to explain how each principle should be

interpreted and applied. The CSA Code is also accompanied by a workbook, which

provides in greater detail practical advice about how organizations might implement the

principles (CSA, 1996).

It is crucial to appreciate the distinction between this instrument and the traditional

company or sectoraJ "codes ofpraetice" discussed in Chapter Four. Unlike codes of

practice, the CSA Code is a standard that might he subjected to the same kind of

cenification and registration procedures used for other standards, despite the faet that it is
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not the kind of"hard" standard typically used within the manufacturing industry.

Nevertheless, it does have certain parallels to the range of"quality management standards"

within the ISO 9000 series that have been rapidly permeating the Canadian and American

private sectors, as weU as with the environmental standards in the ISO 14000 series.

Thus, in the same way that a company might be forced ta register to ISO 9000 in order ta

convince its customers that it has adopted a level of"quaJity management", a similar

system ofaccreditation could be developed ta the privacy standard, where effective data

protection is demanded within the Canadian or international marketplace. The price of

maintaining a registration to the standard would be the development and implementation

of an appropriate privacy policy and subscription ta independent and regular privacy

audits.

Ofcourse, not ail businesses would be expected to go to the kind oftrouble and

expense of registering to [Sa 9000. The registration scheme for privacy would also

require procedures applicable to the smaller business. The scheme requires an appropriate

balance between the encouragement of registration on the one hand, and the prevention of

sYmbolic daims about policies and praetices on the other. [t also requires an appropriate

publicity vehicle, so that any consumer can find out who has registered to the standard and

who has not. A "Privacy Good Book" in the form ofa Privacy Register would have ta

accompany the registration scheme (Bennett, 1995).

The standard might spread through a number ofdifferent incentives: by moral

suasion; by the desire ta avoid adverse publicity; by the desire to gain a competitive

advantage; by reference to the standard in private contraets; by registration to the privacy
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standard in conjunction with registration to ISO 9000; by reference to the standard when

government "contracts out" data processing services; by pressure from research funding

agencies; by the regulation of inter-provincial data flows in Quebec's Bill 68; and by the

use of the 4'adequacy" provisions in the EU Directive by European data protection

authorities. Canadian and foreign regulatory bodies can even now insist that the receipt of

persona! data within Canada he accompanied by registration to the CSA Code.

As outlined, registration to the CSA Code would provide a more consistent

yardstick by which to observe and evaluate company persona! information practices.

However, the major value of the Code is that it has been openJy negotiated by industry,

consumer representatives, and government. It represents a national consensus on the

standards for privacy protection expressed within the ten clearly articulated principles

listed above. The substance of a privacy protection policy has thus been brokered. SI The

CSA negotiation constitutes a cruciaI stage in the development of a national public policy.

Any federaI legislation will undouhtedly be based upon this standard.

(2) The Information Highway Advisory Counci/

Like many governments elsewhere, the Canadian federal government decided in

1994 to establish a high-protile commission to examine ail aspects of the Canadian

4'information highway", including issues ofprivacy and security. In ilS 1995 report, the

~. In September 1996, the Quality Management Institute (Ql\1I) of the CSA
announced its "Recognition Program" based on a three-tier process ofdeclaration,
certification, and registratio~ each with progressively more onerous and regular auditing
requirements.
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Information Highway Advisory Council (lllAC), which comprised a majority ofbusiness

representatives, advised the federaI government to:

create a level playing field for the protection of personal information on the
Information Highway by developing and implementing a flexible legislative
framework for both public and private sectors. Legislation would require sectors
or organizations to meet the standard of the CSA Model Code, while allowing the
flexibility to determine how they will retine their own codes.

The report goes on to reeommend that the federaI governrnent, "in cooperation with the

CSA Working Group on Privaey and other interested panies, study the development of

effective oversight and enforcement mechanisms"{llIAC, 1995: 141).

In May 1996, federaI Industry Minister John ManIey released the government's

response to the IHAC report, in which it was concluded that "the right to privacy must be

recognized in law, espeeially in an electronic world ofprivate databases where it is all tao

easy to colleet and exploit information about individual citizens" (Industry Canada, 1996:

25). Hence:

As a means ofeneouraging business and consumer confidence in the Information
Highway, the Ministers of Industry and Iustice, after consultation with the
provinces and other stakeholders, will bring forward proposais for a legislative
framework governing the protection of personal data in the private sector.

This option immediately raises the question ofwhether indeed the federal

govemment has the constitutional authority ta legislate in this area. Legal opinions differ,

a1though it is by no means certain that the provinces would regard such legislation as an

undue encroachment into provincial jurisdiction. However, credible constitutional

arguments can be advanced that as the "infonnation highway" spans provincial borders, an
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apprepriate and commen set of mIes is in the interests of"trade and commerce" or of

"peace, order and good government" (Lawso~ 1995).

The significance of ŒfAC's recommendation lies in the broad support from the

privale sector participants on the council, even though most industrial associations were

still publicly supporting self-regulation (Akay, 1995). Subsequently, however, the

Canadian Direct Marketing Association became the tirst industrial group to endorse a

legislative approach in its October 1995 calI for nationallegislation based on the CSA

standard (CD~ 1995). Il probably did 50 because it was confident that its members

could abide by the CSA standard, and because direct marketers who were non-members

would then be forced to play by the sarne mies. In doing so, the CDMA broke ranks with

other private seetor associations. This move could prove to be profoundly important.

Any business interest that wishes to oppose privacy legislation for the Canadian private

sector must not only argue against Privacy Conunissioners and advocates, it must aJso

now oppose the COMA.

(3) The Uniform Law Conference ofCanada

Canada is one ofthe most decentralized federations in the world. Few policy areas

are solely the responsibility of the federal government and privacy protection is no

exception. Any constitutional justification for a federal responsibility in tbis area

immediately conftonts a division ofpowers that grants ~~property and civil rights" to the

provincial governments. Moreover, constitutionally, the federal govemment is ooly

responsible for regulating the tinancial, telecommunications, and transportation sectors.

Ali else, including retail, consumer credit, insurance, and 50 on, is strietly under provincial



•

•

193

competence. Therefore, any legislative approach to data protection not based on a

uniform policy would only exacerbate the "patchwork" problem, and may even create

marketplace distortions and "un-Ievel playing fields" (Bennett, 1996).

In light ofthis, the Uniform Law Conference ofCanada (ULCC) was called on in

1995 by the Information Highway Advisory Council. It was felt that the ULCC could play

a vital role in the development ofdata protection legislation by ensuring a consistency

between federal and provincial approaches. As suc~ a task force was created to come up

with recommendations for a "Vnifonn PersonaJ Information Protection Act". This

consultation took place with private sector, consumer, and govemment representatives as

weIl as with data protection experts throughout 1996. A draft Act was released to

members of the task force in March 1997.

The draft Act, known as the Private Sector Protection ofPersona/Information

Act, is most c10sely based on Quebec's Bill 68, the tirst privacy Act in North America to

extend to the private sector. As written, the Act applies ta the federal government, but its

concepts are meant ta be applicable in all jurisdietions. The three aspects of the Act that

are the most noteworthy are: (1) the deviations from the Canadian Standards

Association's (CSA) principles; (2) the oversight powers of the Privacy Commission; and

(3) the balance drawn between personal information protection and legitimate information

use by organizations.

(a) Deviationsfrom the CSA Princip/es

Sections of the draft Act paraUel most of the provisions ofthe CSA Code. There

are deviations, however, ranging from the Aet's more detailed listing ofpersonal
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information to include fingerprints and blood type (although, curiously, no mention of

DNA or blood testing); to a specifie "carving out" for persona! information used by the

media; and a requirement that poticies and practices relating to security measures be

eonveyed to the public. This last point extends beyond the requirement of the CSA Code

that information "he protected by security safeguards appropriate to the sensitivity of the

information". Ironically, providing the public with details on seeurity policies and

practices can actually diminish security etfectiveness (Peladeau, 1996).

[n additio~ persona! information may be used for study, research or statistical

purposes upon approval by the Privacy Commission. This provision May go a long way

toward resolving eoneems fram the medical community about access to personal data, but

raises corresponding questions about the Commission' s discretionary powers. There is no

opportunity built into the Act for individuals to challenge Commission decisions in this

area.

FinaJIy, the Act also requires that ail requests to have access or corrections made

to files must be in writing. It further stipulates a precise time frame ofthirty days in which

organizations must respond to such requests, with failure to respond within the specified

period being deemed under the Act a refusai to respond. The CSA Code does not impose

any such requirements, although it ealls for response within a "reasonable time frame".

These examples ofdeviations from the CSA Code are signifiant because they

illustrale a point that was made by one member of the ULCC working group who

suggested that "Iegislation should not impose stricter obligations than those found in the
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CSA Code, thus leaving room for organizations to voluntarily choose areas which they

May wish to enhance, depending on their business" (Long, 1997).

(b) Powers ofthe Privacy Commission

To trigger action on the part of the Commission, a written request must be

submitted, either by an individual or a group of individuals with a complaint or

unresolvable disagreement within an organization. Under the draft Act, the Commission

has ~'a11 the powers necessary for the exercise of its jurisdietion and May make any arder it

considers appropriate . . . and May rule on any issue of fact or law". The Act specifies

that a decision on a question of fact is final and May not be appealed, while decision5

based on a question of law or jurisdiction May be appeaJed. This parallels the approach in

most judicial proceedings - that the faets, once established, are immutable. However,

Many of the cases to be dealt with by the Commission willlikely revolve around differing

interpretations offacts. For example, in the case oforganizations providing information to

third parties with consent, an agreed-upon interpretation ofa phrase 5uch as Urelated

organization77 may be difficult to arrive al. Thus, any interpretation uniJateralJy determined

ta be a "faet" by the Commission should aise probably be subject to appea1.

(c) The Information-Use Balance

Finally, the Privale Sector Protection ofPersonal Information Act was drafted by

a committee representing business, govemment, and consumers who argued that the

privacy probJem is essentiaUy one ofestablishing an appropriate balance between the

demands of individuals for personal autonomy and the demands oforganizations for

information about them. However, in the draft Act there are a number of sections that
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overtly tip the balance in favour ofindividuaJs. For example, the Act specifies that "where

there is a question of whether the persona! information is necessary or not, the information

will he deemed not necessary". Who does the "deeming" in this case and on what basis is

unclear. In contrast, the CSA Code calls for organizations to clearly define and explain

information gathering requirements. which must he clearly linked to a purpose. The

individuaJ can then chaJlenge the purpose. Thus, the collection of certain information is

never deemed unnecessary be/ore a chaJlenge and subsequent review process have taken

place. Under the proposed Act, there are no such safeguards for organizations who often

argue that individual demands for "personaJized" products and services push them ioto

collecting more and more persona! data.

The Elements ofa Cllnadian Data Protectioll Po/icy for tire Private Sector

By tracing the four background conditions and three proximate events described

above, 1am able ta conclude that a distinctively Canadian privacy protection policy is

taking shape. The essential nature of tbis policy has the following features.

(a) Legislation 10 the Standard

It is probable that any federal and/or provinciallegislation will be based on the

CSA Code. Former Justice Minister Allan Rock described tbis agreement as a "milestone"

on the road to legislation for the year 2000 because it provides a national "consensus

document". Even before nationallegislation is drafted, the CSA standard can be

referenced in law, as have been approximately one..third ofCSA's published standards.

Most ofthese standards relate ta minimum technical specifications for produets procured
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by government. Increasing1y, however, performance standards, such as those for quality

management or environmental protection, are being used in arder to implement statute,

regulation and court order. There is nothing to stop federaI and/or provincial authorities

trom using Q830 in a similar way.

The federaI governrnent, however, envisages a more comprehensive "framework"

or "shell" legislation at the federallevel~ a general statement of principles and obligations,

leaving the functions of complaints resolution., investigation., auditing, and 50 on as a

matter for further analysis. Individual business seetors would still have the freedom to

develop their own specifie codes of praetice in conformity with the general standard.

Thus, as lan Lawson points out, the "higher purpose of the Model Code is for it to be

adopted-by-reference as a legislative standard to which the private sector must comply as

a condition ofusing personaJ information on the information highway" (1995: 43).

Registration to the CSA Code contributes a crucial mechanism for enforcement

within any potential regulatory system. Registration to the privacy standard cao

complement almost any current or future, contraetual or regulatory, provinciaJ or federal,

sectoral or comprehensive provisions for persona! data protection. It cao be used to

reward good practice and to bring the recalcitrants ioto line. It is aJso becoming apparent

that standards certification is entirely consistent with the personal data praetices on the

Internet. For instance, recent pilot projects, such as that of the Center for Democracy and

Technology (www.cdi.org). have tried to classitY Web pages according to their uprivacy

friendliness" .
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Finally, sorne have also suggested that regulators be given the power to arder

registration to the standard. Thus, if a pattern ofcornplaints arose about a particular

business, privacy commissioners or the courts could require registration to the standard,

triggering the code development and audit process and passing the costs to the data user.

A process of Tegistration to the standard adds a compliance instrument that is not present

within any other data protection regime. The potential to requiTe (by law or regulation) a

registration to the standard can relieve privacy commissioners ofexpensive and time

consuming compliance monitoring functions. Registration to the standard is aIse

potentially a more effective sanction than a fine. The loss of the CSA "mark" can have

rea1 consequences for business. 1quote Jason Meyers, chief economist at the Canadian

Manufacturers Association: "The prospect ofa 550,000 government fine for breaching the

law pales in comparison to losing your entire customer base because the firm fails to meet

its ISO-9000 requirements" (McInnes, 1996: 34).

(b) The Privacy "Too/kit" Approach

There are a range oftools within the repertoire ofpossible policy instruments.

Four are outlined within [ndustry Canada's publication Privacy and the Canadian

Information Highway (1994): legisJation and regulation; voJuntary codes and standards;

technologica1 solutions; and consumer education. The recognition of the complementarity

of these privacy solutions is perhaps stronger in Canada than in most other societies.

Fonner Justice Minister Allan Rock speaks about policy development taking place along

four tracks (Rock, 1996):
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One track runs through the Iegislatures of the land. In this case, the task includes
the updating ofexisting statutes and the writing ofnew ones that respond to the
needs ofthe time. Another track runs through the research and development labs
of the information technology industry ... New information technology not ooly
generates new pressures on effective privacy rights, but new methods for
containing them . . . The third track runs through every business enterprise and
private sector institution in Canada. Total privacy protection will never be
achieved simply by legislation. T0 be effective, the system must engage the
wholehearted support and cooperation of the private sector in general . . . The
fourth track runs right down Main Street. In any system designed to proteet
human rights - and privacy is exactly that - an informed public is an essential
component.

Eaeh of these four "tracks" contributes to a "mosaie of solutions" (Cavoukian and

Tapseott, 1995). Recognition for this mosaic is explained by the coincidental arrivai of

private sector privacy protection policy on the federal agenda with the advent of

innovative technical solutions. For example, the development of new privaey enhancing

technologies in the past ten years has allowed federal policy makers to consider these

solutions on a par with more traditional regulatory and self-regulatory approaches

(Ontario Information and Privacy Commissioner, 1995).

(c) A Central Raie for Self·Regulation

Colin Bennett has argued that "almost by default, Canada has become the ooly

country in the advanced industriaJized world that has begun seriously the process of

promoting privacy protection trom the bottom up" (1995: 119-20). For example, there

are probably more privacy codes in Canada than in any other society, especially from

seetoral trade associations (e.g., CTSC, 1991; Stentor, 1992; COMA, 1993;CL~

1993; and CBA, 1996). Codes ofpraetice are, and will continue to be, a feature of

privacy protection policy in Canada.
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There is, however, a key distinction between voluntarism and self-regulation. The

fonner implies that public policy should remain indifferent to the policies and practices

pursued. It implies that govemment should simply trust business to pursue privacy

friendly practices but has 00 interest in setting an overall standard. This has been the

position of the Canadian and American federal govemmeots ta date. A self-regulatory

regime, on the other hand, establishes in law the standard and grants business the authority

ta regulate its own practices. The key difference is that a legislated standard is set, and

that both individual and organization know that when self-regulation breaks down, the

policy instruments established under the law can intervene.

Interventio~ however, can be a leogthy and complicated matter. For instance, if

codes are oot formally endorsed by a data protection authority, then they May contain

language that conflicts with the wording of the law, and confusion about applicability and

enforcement may ensue. On the other hand, if a more formal ratification process is laid

out (as in New ZeaJand and the Netherlands), this can lead to the bureaucratization of a

process that, in theory, is supposed to allow for the flexibility of self-regulation. Thus,

Canadian policy makers may have difficulty in determining the role that codes of practice

should play in a data protection regime. In this regard, overseas experienee suggests that

codes of practiee that enjoy any foon of legaJ status cao be diffieult and time-eonsuming ta

negotiate (Bennett, 1996).

(d) "Light" Oversight and En/o,cement

Canada will undoubtedly avoid the bureaucratie licensing and registration schemes

that have been established in sorne European states. As sueh, the central oversight
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agencies will probably continue to he the federal and provincial information and privacy

commissioners. as these offices have established an independence. credibility and expertise

in data protection. ln addition, they are uniquely located within the regulatory landscape

to oversee private sector legislation and resolve issues that span the public-private divide.

However, these agencies ooly exist at the moment in Ottawa, Quebec, British Columbia,

Ontario, and AJbena. The allocation of oversight responsibilities in the other provinces

will need sorne very careful consideration in light of the constitutional division of powers

and widespread poticies of fiscal restraint.

Beyolld Proposed Privaq Legislation for tlle CanadilUl Prïvtlle Sector

This chapter has argued that slow and incremental progress is being made in

Canada towards a data protection policy that displays sorne distinctive and perhaps

iMovative qualities. This approach emphasizes the use ofail instruments within the

"toolkit" ofprivacy protection. It recognizes that voluntary action from the "bottom up"

is just as necessary as regulatory action from the "top down". And il comprises an

innovative combioation of the traditional ombudsman approach with the use of new

privacy enhancing technologies and with instruments trom the world ofstandards-setting

and cenification. Ifour Cederai and provincial institutions can strike the appropriate

balances, Canada just might end up with a data protedÎon policy that is not only

'~adequate" to meet European expectations, but far miN' sensitive than European

approaches to the myriad privacy issues raised by the distributed and networked

computing environment ofthe "information highway".
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That having been said, the late twentieth century is witness to widespread,

massive, unpreeedented change. Economie restrueturing, based on new technologies and

global operations, political realignments following the end of the Cold War and the

reassertion of nationalisms, and social..cultural shifts relating to consumerism, mass media,

and ethnic, gender, income, and status conflicts have produced a world quite different

trom that of the mid..century.

A main feature of this restructuring is the ability of new information technology to

handle, through the use of powerful computers, unprecedented amounts of information by

both public and private organizations. SurveiIJance, in the broad sense of the collection

and processing of personal data, is a significant aspect of this. As such, it is a central

argument of the dissertation that if surveillance is to he channelled into ethically and

politically appropriate directions, contemporary debates about surveillance and privacy

must he explored from a variety of angles. To this end, Pan 1of the dissertation focused

on the social and historical analysis of surveillance, concluding with the argument that

constructively critical theory based on notions ofparticipation, personhood, and purposes

would not only go a long way in relieving us of the pessimism and paranoia bequeathed to

us by the dominant Orwellian and Foucauldian models, but would also create space for

genuine alternatives. Thus, ( have suggested that ifwe are to transform our present

situations into something ditferent and desirable, the tirst agency would be responsible

social analysis.

Responsible social analysis helps us to better understand the relation between

consumption, social order, and surveillance, thereby removing commaR obstacles to
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appropriate legal and political action. Such actions are the respective subjects ofParts Il

and III of the dissertation. ln Part II, 1outlined the current conditions for the protection

of personal information in Canada's private sector, focusing in particular on legallimits on

modes ofdata collection, storage, and use, and on voluntary privacy codes of practice.

Part II concluded with a detailed description of the key features of the emerging

"Canadian mode!" for personal data protection in the private sector, and with an analysis

of how four background conditions and three proximate events have made the

development of such a model possible. By describing these conditions and events, 1have

answered the first of two questions outlined in the dissertation: why is privacy legislation

for the private sector in Canada "an idea whose lime has come"?

Finally, continuing the argument that we need to be concemed with both the social

analysis of surveillance and with its praetical, legal, and organizational consequences, Pan

III discusses mobilization responses to surveillance and their larger relation to social

movements. By analysing mobilization responses, [ answer the second and final question

posed in the dissertation: how can public awareness about surveillance he increased? This

question is of the utmost importance because the range ofsurveillance capacities has

increased dramatically in contemporary advanced societies, and surveillance capacities

have expanded in each dimension. New categories ofsocial relationships are now

emerging in relation to the data image, and social divisions, especially those articulated

with consumption, are being reinforced. Ifwe are to respond to the current situation, then

we must ask what challenges have been posed to surveillance itself What sorts of

resistance have been placed in the path ofthe machine, for what reasons, and with what
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effects? For answers to these questions, 1 tum now to the third and final part of the

dissertation, which examines the status and achievements of various "counter-surveillance"

groups.
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PART III

Chapter Six: Counter-Surveillance Responses
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The Challenges to Surveillance: Techlfical and Mobiliz.ation Responses

It was argued in Part 1that much surveillance theory is dystopian. For example,

stark contrasts, helpless fear, and doom-ladden predictions are depicted in Nineteen

Eighty-Four and the Panopticon via chosen concepts - surveillance capacities, for instance

- or conscious allusions such as those to Big Brother, watching. However, l have aIso

tried to show in Part 1how the unmitigated negativism of the dystopian misleads. For

instance, 1have demonstrated that surveillance systems emerged historically in a symbiotic

relation with democratic government and with the extension ofcitizenship rights.

Additionally, though, 1argue throughout the dissertation that surveillance never appears

as an unambiguous or unmitigated evil. Rather, a more or less obvious social benefit

accompanies ilS spread in virtually very case. Thus, surveillance does seem invariably to

exhibit two faces. Under these circumstances, it is difficult to insist that surveillance is

necessarily or inevitably negative in its consequences for human social life.

Nevertheless, a question raised persistently within the dissertation is, how far does

new technology make a ditTerence? Are novel features appearing on the surveillance

landscape that might alter the perception ofchange from challenge to threat? If we review

the various factors analysed earlier, we are reminded that electronic technologies facilitate

the expansion of indirect, impersonal control, of more knowledgeable organizations on

which modem populations are increasingly dependent. Electronic technologies have thus

augmented and amplified surveillance capacities in several significant ways, 50 that

whatever else is said about it, surveillance is clearly intensified in contemporary advanced
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societies. In what ways does the quality or magnitude ofthis intensification present new

challenges for human personhood or democratic polity today?

Two kinds of answers to this question may be otTered. We may consider the

actual responses to intensified surveillance that have emerged over the past few decades or

so. These in turn may be divided iota technicaJ responses, those that seek legaJ or

technological means of restricting or adding security features to surveillance systems.

Examples of such responses would include technologicaJ fixes such as encryption or

enhanced security, and legal remedies such as privacy or data protection law. This type of

response, as weil as its background conditions and proximate events, was discussed in Part

II of the dissertation. The other type of response to surveillance lies in the form of

mobilization movements, which seek to organize opinion or opposition to surveillance.

Examples would be the activities of civil rights or consumer groups that attempt by legal,

lobbying or other means to protest or limit the spread of surveillance. This type of

response, which has a larger connection to social movements, is discussed in this chapter.

In tbis regard, 1suggest that an understanding of the dynamics of social institutions

in the modem world - capitalism, industrialism, the nation-state, and militarism - has led

sorne theorists ta expect to see social movements generated in opposition to those

institutions. Indeed, over the past two decades theorists have argued strongly that the

more conventional potities of modem societies is being challenged by social movements,

whose coneems transcend traditional debates resting on class, nation, and so on (Melucci,

1989). But while the opposition ofGreen movements to industrialism or peaee

movements to militarism May appear to echo the more venerable and historieally longer
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term labour movements' resistance to capitalism, it is far from clear that surveillance has

generated much by way of systematic opposition in terms of identifiable social movements,

though there are signs that this May be changing. This chapter examines the status and

achievements of such groups and movements, and aIso suggests possible reasons for their

relative absence or weakness.

Theoridllg Mobi/izatioll Responses 10 Sunei//tJllce

In 1987, when the Australian government proposed ta establish a national

electronic identity card scheme, a number ofgroups and individuals, encouraged by public

opinion~ successfully blocked the plan (Lyon, 1991). Computer scientists attacked the

idea in its technical detail (Clarke, 1987), and the New South Wales Privacy Committee

questioned its efficacy in reducing tax and welfare fraud (Graham, 1987). The matter was

debated fiercely in the national newspapers and eventually quashed in parliament when

civillibertarian Ewart Smith showed Senator John Stone a legalloophole which gave the

opposition its chance to prevent the bill from becoming law.

This might be called a "mobilization response" to the challenge ofsurveillance, and

it links the rise of surveillance society to the growth ofsocial movements. Another

perhaps more telling example would be what Langdon Winner cal1s the "computer

populism" that rose in protest against the "Household Marketplace" software advertised

by Lotus in 1993 (Winner, 1993). ln tbis case, the organizations known as the Electronic

Privacy Information Center (EPIe) and Computer Professionals for Social Responsibility

(CPSR) galvanized action through national and international networking. These groups
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were concerned about the lack of protection for personal identities otTered by this

marketing tool and about the fact that Social Security numbers were being used as

universal id~ntifiers. Although Equifax - the credit union that supplied the data to Lotus 

assured the public that their product had been "misunderstood", it seems that in fact it was

understood aIl tao weIl.

One approach ta the emergence of so-called "new social movements" is to connect

them to the institutional dimensions of modemity, after the style of Giddens, for example.

This would stimulate a search for identifiable organizations and groups whose activities

run counter to central institutions of modernity. However, while this provides a usefui

springboard, it also raises several difficulties. One such is the problem of identifying the

institutional spheres - where, for instance, does patriarchy feature in this scherne?

Contemporary feminism cIearly finds expression in "movements" today.

Another difficulty we encounter directly in relation to our theme is that while

someone like Giddens writes illuminatingly on surveillance, the only movements he offers

in relation to it are the rather vaguely defined "ftee speech", udemocratic", and ~'human

rights" movements (1985: 314 and 1991: 207). However, tbis apparently disappointing

vagueness May tum out to be a vïrtue. Perhaps we should not expect there to be social

movements of sunilar kinds, generated by specifie institutional dimensions ofmodernity.

Now, in saying this 1do not wish to imply that social movements have somehow

been ironed out, tlattened by the pressure ofdominant politica1 and cultural forces. Far

from il. Indeed, as Alain Touraine notes, it is precisely this kind ofdismissal of social

rnovements that one hears from the disciples ofFoucault (1989: 763). Granted, 1have
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tried to indicate how the mechanisms of social and political control are being reinforced

steadily by electronic technologies. But such a conclusion manifestly does not exclude the

possibility of countervailing forces gaining a significant voice (Bauman, 1988: 95).

Indeed, the theorem of the dialectic ofcontrol would lead one to expect just such

possibilities to emerge.

Another way to analyse social movements is through the work of Alberto Melucci

(1989), who concerns himself with the need to rethink fundamentally the conventional

social science interpretation of social movements. Melucci not ooly rejects the early

nineteenth-century metaphysical image of social movements as heroes or villains acting

out a script on the stage of human history. He also questions the assumptions of thase

twentieth-century approaches, influenced by Marxism, the Freudian tradition and theories

of deprivation, which emphasize either the objective causes of collective action - the

structural contradictions and crises of the social system - or ilS subjective dimensions, that

is, the psychological motivations and preferences of individuals which lead them to band

together as a social movement. Melucci argues that each ofthese nineteenth- and

twentieth-century perspectives was founded upon the questionable assumptions that

movements are a personage, and that collective action is a unified empirical entity whose

deeper significance can be unravelled by its observers.

Traditional assumptions of this kind continue to grip present day discussions about

social movements. Many observers are still inclined to speak about movements as if they

had a personality of their own, while considerations of their origins continue to emphasize

either the institutional processes and "interests" generated by "the system" or the
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psychological preferences of their participants. Melucci argues that these traditional

assumptions are no longer plausible, in part because the conflicts, actors, and forms of

action in complex societies have become highly mobile and differentiated.

Additionally, though, Melucci argues that social movements must be considered as

fragile and heterogeneous social construclions. According to Melucci, collective action is

a1ways "built" by social actors, and thus what needs to be explained in concrete terms is

how movements form, that is, how they manage to mobilize individuals and groups within

the framework of possibilities and constraints presented ta them by the institutions of our

complex societies. For Melucci, collective action must be understood in tenns of the

processes through which individuals communicate, negotiate, produce meanings, and

make decisions within a particular social field or environment. Collective actors never act

in a void. They establish relations with other actors within an already structured context,

and through these interactions they produce meanings, express their needs, and constantly

transform their relationships. By means of these multiple and diverse processes - which

are weil illustrated by Melucci's own empirical research on movement networks in the

Milan area - aetors canstruet what Melucci calls a collective identity: a movable definitian

of themselves and their social world, a more or less shared and dynamic understanding of

the goals of their action as weil as the social field ofpossibilities and limits within which

their actions take place.

Melucci's emphasis upon the self-production of social movements is perceptive

and important, and it provides a framework for understanding why, during the past few

decades, new forms ofaction have emerged in areas previously untouched by social
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conflicts. According to Melucci, conflicts develop in those areas of complex systems

where there is greatest pressure on citizens ta conform to institutions which produce and

circulate information and sYmbolic codes. Complex societies, in contrast to their Iate

nineteenth-century industrial capitalist predecessors, are systems in which the production

of material goods depends increasingly upon the production of signs and social relations.

The factory and the state executive are no longer the exclusive loci of power. Relations of

power become more heterogeneous and less ·~naked". They become hsaturated" with

deliberately produced symbolic codes. And society's capacity to organize life and to

produce meanings for its members expands from the factory and govemment office ta

those areas which formerly escaped contraIs fram above. EmotionaJ relationships,

sexuality, health, and even birth and death are subjected to new fonns ofadministrative

regulation. These trends, Melucci argues, stimulate the growth of social movements, and

they help explain why complex societies are not ~~iron cages ofunfteedom" (Weber), and

also why contemporary confliets concentrate more and more on questions concerning

individual identity, democracy, and the relationship between society and its natural

environment.

These themes evidently bear upon recent theoretical debates concerning what is

'~new" about present day social movements. Do present day movements signal the

permanent decline ofthe workers' movement? Are they indicators ofmajor

transformations of power in countries such as Canada, the United States, Britain, and

Germany? Are today's movements acwally new and, ifso, in what sense? While Melucci

is uncomfortable with the tenn "new social movements", he parts company with most
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other contemporary commentators by specifying al (east four unique features oftoday's

movements.

First, unlike their nineteenth..century counterparts, contemporary social movements

are not preoccupied with struggles over the production and distribution of material goods

and resources. They challenge the administrative logic of complex systems primarily on

symbolic grounds. Today's movements are more concemed with the ways in which

complex societies generate information and communicate meanings to their members.

This emphasis on the central role of information extends from demands for the right of

citizens' access to "factuaJ information", 5uch as missile testing plans and the extent of the

ecologicaJ damage caused by industrial spills, to debates over symbolic resources, such as

the challenge of the wornen's movernent to sexist advenising.

Second, the constituent organizations of today's rnovements consider themselves

more than instrumentaJ for attaining political and social goals. Actors' participation within

movements is no longer a means to an end. Drawing upon Marshall McLuhan, Melucci

argues that the very forms of the rnovements - their patterns of interpersonaJ relationships

and decision making mechanisms .. operate as a "sign" or "message" for the rest of society.

The organizations of the women' s movement, for instance, not ooly raise important

questions about equality and rights. They also, at the same time, deliberately signal to the

rest of society the importance of recognizing differences within complex societies.

Participation within movements is considered a goal in itselfbecause, paradoxically, aetors

self-consciously practise in the present the future social changes they seek. They are no

longer driven by an alI-ernbracing vision of sorne future order. They focus on the present,
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and consequently their goals are temporary and replaceable, and their organizational

means are valued as ends in themselves.

Third, present day social movements also rely on a new relationship between the

latent and visible dimensions of their collective action. Social movements normally consist

- here Melucci's work is at its most original - of"invisible" networks ofsmall groups

submerged in everyday life. These "submerged" networks, noted for their stress on

individual needs, collective identity, and part-time membership, constitute the laboratories

in which new experiences are invented. Within these invisible laboratories, movements

question and challenge the dominant codes ofeveryday life. These laboratories are places

in which the elements ofeveryday life are mixed, developed, and tested, a site in which

reality is given new names and citizens can develop alternative experiences of time, space,

and interpersonal relations. For Melucci, there is a complementarity between these

"private" submerged networks and their publicly visible dimension. Movements appear

relatively infrequently as publicly visible phenomena - for instance, during public

demonstrations in favour ofabortion or against nuclear power - and yet their involvement

in observable political action is ooly temporary. Movements are onJy part-time

participants in the public domai~ precisely because they practise new forms of everyday

life.

Fourt~ and tinally, contemporary movements are acutely aware of the planetary

dimension of life in complex societies. Their emphasis upon the interdependence ofthe

world system helps stimulate a new consciousness ofourselves as members ofa human

species which is situated in a natural environment. Melucci places considerable emphasis
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on the peace and ecological movements, precisely because they are testaments to the

fragile and potentially self-destructive connections between humanity and the wider

unïverse. These movements publicize the fact that local events have global ramifications 

that nuclear war, for exarnple, would bring with it the end ofcivilization, and that every

Chernobyl and chemical spill ultimately affects aH individuals and their environment.

In summary, Melucci's analysis of social movements argues that the symbolic

challenge they present is of the utmost importance. He comments on what he caUs peace

~'mobilizationsn - even they do not qualify as "movements" ... as displayjng no analytical

unity. Rather, he suggests that they be understood as expressing the conflicts of complex

societies, not just as responses to the threat ofnuclear annihilation. Which begs the

question; what, then, are these "confliets"? His answer, interestinglyenough, focuses

precisely upon the issues that are the burden of tbis dissertation.

Contemporary societies are increasingly "infonnational", Melucci says, and as such

constantlyexpand the realm of the artificial, the (electronica1ly) "built" environment. Time

and space are redefined in important ways so that, for instance, Httle room is left for

"'unifYing the fragments ofpersonal identity" (Melucci, 1989: 805). Moreover, with

operationallogic, infonnation is not a shared and widely available resource, but rather is

controlled by the few. Access to knowledge and information becomes a field ofpower

and conflict. That Melucci sees nuclear war as an ultirnate social intervention in an

artificial world, important though it is, need not concem us here. The point is that the

"social" realm becomes one ofpower, rislc, and responsibility.
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Melucci concludes that the analysis of social movements amounts to an analysis of

ways that power- is made "'visible" under the conditions of"'informational" societies. He

warns against seeing such movements in overly-institutional terms. Rather, they are likely

to work through temporary organizations, public campaigns, and "submerged networks"

(Melucci, 1989: 813-14). He proposes that a key task for postindustrial democracy i5 ta

expand the arena of"'public space", not for movements to become parties, but for their

messages to be heard and translated into political decision making, without loss of

autonomy.

This analysis provides a plausible framework for understanding the H Australia

Card" example with which 1started this section. And other cases, such as the Lotus

'~Household Marketplace" software, make sense within the same framework. This

highlights the ways in which so-called submerged networks become temporarily visible

and mobilize around a key issue, indicating that indeed countervailing forces against

surveillance do exist, though not necessarily or aJways in the form ofconventional

pressure groups, lobby groups or political parties.

Sorne such relatively formal organizations do exist, of course, and play a crucial

role, especially in providing background research when "significant events" occur.

Prominent examples are the American Civil Libenies Union or the British group Liberty

(formally the National Council for Civic Libenies). Other organizations, such as the

Green Party in Germany, have made vaJuable contributions ta surveillance and civil

liberties debates, even though their main mandate lies elsewhere. (It should be noted that

the German coalition groups against electronic identity cards failed to prevent their
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adoption in 1987). In Britain and elsewhere, consumer groups have aIso joined forces

with thase questioning the assumed benefits ofelectronic surveillance, notably in relation

to debt blacldisting and direct mail.

Another illustration of the dialectic ofcontrol, 1 think, is the proliferation of

movements which themselves are computer networks to share their concems. These

include "Computer ProfessionaIs for Social Responsibility", the "Electronic Frontier

Foundation", the "Electronic Privacy Information Center", and '~Privacy International",

which draws together data on electronic surveillance trom widely scattered countries

across the world. Such networking is likely to become increasingly important as a means

ofmobilizing appropriate assessments ofsurveillance by electronic media.

Lastly, the role of the mass media in providing analysis of surveillance is aIso

significant. For example, throughout the debates surrounding Bill 68, severaJ weil·

infonned "specialists" within the Quebec media devoted themselves to the privacy cause

(Boyer, 1996: 8). And in the rest ofCanada and the United States, viewers have been

exposed to detailed documentaries such as the "We Know Where You Live" programme

on direct mail. Similarly, in Britain, a highly controversial series called "Secret Society"

was screened by the BBC in 1987, including an episode on the "Zircon" spy satellite that

was impounded by MIS trom the BBC's Glasgow studios. Thus, in the conteX! of

"infonnational societies", where social cleavage occurs along non-traditionallines,

journalism can become a source ofalternative viewpoints.
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Reasons for the Relative Lack ofPublic Resistance to COlltemporary Surveillance

Melucci•s arguments - summarized only briefly in the preceding section - provide a

new framework for analysing social movements in contemporary western societies.

However, they are deliberately open-ended and therefore leave many questions

unanswered. For instance, Melucci recognizes the need to specify coneretely the

institutionaJ proeesses of"eomplex" societies, and yet he fails to provide a convincing

model of the kind of society we are living in. Moreover, rus argument for new public

spaces poses many difficult strategie questions: can the new cultural codes of movements 

supported by organizations such as wornen's presses, alternative theatres, and smaIl

manufacturers ofenvironmentally safe produets - survive in a market dominated by large

scale economic and cultural enterprises? Doesn't the need for movements to seek political

recognition and legal guarantees compel them to participate in politicaJ parties and state

institutions. which at the same time threaten their very autonorny and survivaI? And

finally, Melucci's framewor~ while informative and refreshing, makes no attempt at

explaining why sorne modem institutions - and not others - seem to have provoked the

forming of social movements that call them in question.

Capitalistic organization, for example, has been accompanied by the rise of labour

movements, industrial expansion by Green movements, and so on. With regard

specifically to surveillance, though, there is a relative lack ofcountervailing organizations

committed to investigating, and if necessary, resisting its spread. 1have already suggested

one reason why this is the case. That is, many ofthe achievements ofsurveillance are

viewed - rightly - as positive social benefits. Why resist systems whose advantages seem
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to carry with them a number ofacceptable risks? However, there are other important

reasons for the relative lack of public resistance to surveillance, which 1discuss in tbis

section.

Resisting electronic surveillance, or at least attempting to channel it into etbically

and politically appropriate directions, is imponant insofar as the chronic quest for persona!

data-collection that typifies modem life demands specifie and urgent critical attention.

Questions ofjustice and fairness must be raised when people's everyday activities are

monitored and their habits, commitments, and preferences classified by the would-be

omniscient organization. Such classification is both an outcome not ooly of social

differences but of advantages and disadvantages, and often serves to reinforce inequalities

oflife-chances. And while it undoubtedly enables us to participate in society in numerous

important ways, it aIso constrains us and encourages us to comply with the social order.

The more marginal or nonconforming we are, the stronger the web of constraint-by

surveillance becomes.

Surveillance is thus a morally and politica11y loaded activity. As such, 1have

argued throughout the dissertation that if it is to be amenable to critique and to challenge,

contributions are required from both those engaged in social analysis and those stroggling

directly with surveillance reaJities in the public policy arena. In terms of the former, it is

important ta understand that issues ofsocial inequality and social control are cOMected

with issues of trust and personal integrity. Particular forms ofcommunication are a vital

aspect ofwhat it means to be human. What we disc:lose to whom, and under what

conditions, is highly significant. What once we might have reveaJed, consciously, about
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ourselves to someone we trust - a friend, doctor, priest or therapist - may now be

involuntarily disclosed by electronic means to organizations or machines that we cannot

know, let alone trust, in the same way. Thus, our identity is understood by others - and by

inanimate machines - more from our data image than from our persona! communication.

In other words, living in modem ··surveillance societies" may throw up challenges

ofa fundamental - ontological - kind. Not surveillance as such, but the specific

surveillance trends of the late twentieth century seem to raise questions for which as yet

we have far from adequate answers. While it would he foolish to imagine that this

dissertation provides such "answers", 1hope that at least the questions are being made

clearer. My own stance, which guides my choice between theoretical and practical

alternatives, is nurtured by traditions of femimst, Christian thought. These caU for care

about all situations in which human dignity and justice are threatened. At present, the

large "'metaphysical" questions are al1 too frequently ignored (Fonner, 1986: 1S1-72),

rather than engaged by a critical analysis based on specifie views ofjustice and human

personhood, as discussed in Part 1of the dissertation.

Lastly, in terms of the public policy areDa, groups or coalitions which argue for

limits to electronic surveillance expansion are criticaJ. Such organizations provide social

scientists with the jolt of reaJ-world situations and technological advances in a way that

allow social theories to connect with what is aetually happening in today's advanced,

industrialized societies. As such, tbis section examines the bistory ofwhat may he termed

"counter-surveillance" movements, as weil as comments on their present day status and

achievements. In this regard, though, it is important to note that fundamental changes
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which have taken place in society's approach to traditional privacy issues have hindered

both the growth and effectiveness ofcounter·surveillance movements in recent years.

Four factors that are central to these changes are aJso examined in tbis sectio~ with

panicular emphasis on how these factors have retarded political activism over even the

mast blatant privacy invasions since the 19805. The section concludes noting that these

four trends are fundamentally changing the nature, scope, and relevance of privacy:

/. from privacy protection 10 data protection Formai mies in the form of data

protection principles appear to have satisfied sorne of the concems of information users

and the public, but have failed to stem the growth of surveillance.

2. the creation ofpartnerships AlI stakeholders, whether proponents of surveillance

or traditional opponents, have been transmogrified iota a Upartnership" with common

goals and desires.

3. the illusion ofvoluntariness Many surveillance schemes now involve a

•

'4voluntary" component that has the etTect of neutralizing public concem.

-/. privacy rights as commodities Many traditional rights have been put on a

commercial footing, thus convening privacy rights into consumer issues (as in the case of

Caller ID blocking).

The Quantum Shift in Privacy Activism

In the early 1970s, with the advent ofnew information gathering techniques, a

strong anti-census movement evolved throughout Europe. The protest in the Netherlands,

for example, was 50 widespread that it achieved a critica1 mass that finally made the census

unworkable. A substantial number ofDutch citizens simply refused to supply information
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to the census authority (Flaherty, 1985). At that point in Dutch history, privacy achieved

a notable place on the political agenda. In the wake of the census protest, a new

organization called Stichting Waak:aamheid Persoonsregistratiie (meaning Privacy Alert)

was formed. For the next twenty years, it provided a powerful and effective focus for

privacy issues in the Netherlands.

However, in 1993 the fortunes ofStichting Waakzaamheid Persoonsregistratiie

went into decline, and in 1994, the organization was dissolved. Although the decision by

the Board of Directors to close down the organization involved financial matters, it also

reflected changes in social attitudes towards privacy. It seems that the board was simply

not committed enough to support the group through hard times, despite clear evidence

that Holland was facing severe and widespread privacy problems. Indeed, the end of

Stichting Waalczaamheid Persoonsregistratiie came at a time when the country was

establishing new police and administrative powers motivated by the Netherlands

partnership in the Schengen Agreement59
• issues far more fundamental than the census.

Stichting Waakzaamheid Persoonsregistratiie was easily the world's most

successful non-government privacy organization, yet it failed to survive the most crucial

period of its history. Other organizations elsewhere have sufFered the same fate, although

alternative approaches to privacy protection have evolved in their place. For instance, the

Canadian Privacy Council, despite a promising inauguration in 1991, has failed to

59 The Schengen Agreement on police cooperation, which currently involve3 about
half the countries in Europe, was designed ta ensure that the dismantling ofborder
controls did not happen al the expense of public and national security. The result was a
stren8titening ofthe powers ofnational poüce and authoritiesy and the development of the
Schengen Information System to share data among countries.
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materialize. However, in 1996 the Canadian Standards Association released a

groundbreaking formai privacy standard, described in detail in Chapter Five. Similarly,

the New Zealand Privacy Foundation, born in the heat of the campaign against the Kiwi

Card, now exists ooly in name,60 although the existence of the foundation motivated the

government to enact a relatively strong and broad privacy law. In addition, the Australian

Privacy Foundation, which organized a massive 1987 campaign against a national ID card,

now serves only as a response mechanism, with few members and no budget. In its place

is the Australia.'1 Privacy Charter, which - not unlike the Canadian situation - provides a

more quantifiable approach to privacy issues (Davies, 1996: 154-55).

The loss ofSlichling Waalczaamheid Persoonsregistraliie is an important symbol

of changing times. With the sole exception of the Washington-based Electronic Privacy

Information Center (EPIe),61 privacy lobbies around the world are becoming less

effective. Shifts in public attitudes have created new and complex challenges that privacy

groups have yet to absorb. For example, since the mid 1980s, opinion polis have revealed

a high level of concem about computers, but this has rarely translated into politicaJ action.

Instead, most of the population has nunured a symbiosis with information technology.

Many consumers are prepared to surrender their persona! data to information systems in

retum for the promise ofa safer, cheaper, more efficient life. AdditionaJly, the

transmogrification ofprivacy rights into legaJ and consumer rights means that the slack is

60 An inaugural meeting was heId in Auckland on September 13, 1991.

61 EPIe was formed in 1993 as a non-government watchdog over threats arising
from electronic surveillance and censorship, and to champion a range ofconsumer,
freedom of information, and privacy issues.
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being taken up by institutional bodies, such as courts, industry watchdogs, and trading-

standards bodies.

AlI this is not to say that many individuals and community groups are unconcerned

about privacy issues. The Internet and related technologies, for instance, ref1ect a fertile

ground for new forms ofprivacy activism. Among these are EPIC's electronic petition

against the US government's Clipper Chip proposai, the use of web sites as a means of

e,,<posing the private lives ofpublic figures who have opposed privacy protection,62 and the

use ofelectronic mail in "wildcat" strikes against privacy invading organizations.

Nevertheless, traditional privacy activism at a macro politicaJlevel has waned. From the

perspective ofprivacy refortn, this is a matter of deep concern insofar as the upsurge in

surveillance by private and government bodies around the world shows no signs ofabating

in the near future.

Assessing the Four Fundamenta/ Transitions in Privacy

It is tempting to assume that the demise ofprivacy activism is merely a sign of a

natural shift in values. However, it is more Iikely that there are numerous causative

factors which have been engaged by private and government interest groups, legal and

intergovernmentaJ organizations, and by the media.

62 In July 1996 an anonYm0us website was established to convey "real-time"
images from a camera placed outside the home of Defence Secretary Michael PortiUo.
The taetic, and the controversy which followed, succeeded in highlighting a contradiction
in the frequently expressed govemment view that no right of privacy exists in public
spaces.
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J. From Privacy Protection to Data Protection

As European governments and international organizations such as the DECO, the

European Commission, and the Council of Europe struggled from the early 1970s on to

resolve growing fears about computers, a group of principles slowly evolved ta form a

basis for law. Data, according ta these principles, should be collected, processed, and

distributed fairly, accurately, on time, and with a measure ofconsent. [n theory, the

privacy ofpersona! information was to be protected through these principles. In reality,

however, such principles, as weil as the regulators who enforce them, have had a limited

impact on key aspects of surveillance.

There are two panicularly serious problems associated with the core data

protection principles. The tirst and most obvious is that they tend ta allow a great many

privacy violations ta occur through exemptions for law enforcement and taxation. The

second, and perhaps the graver problem, is that data protection law does almost nothing

to prevent or limit the collection of information. Many acts merely stipulate that

information has to be collected by lawful means and for a purpose direetly related to a

function or activity of the collector. Thus, a virtually unlimited number of information

systems can be established without any breach oflaw.

As suc~ it would be a mistake to assume that data protection principles can

address the most pressing privacy problems. In tbis vein, the Dutch privacy expert lan

Holvast recently explained that privacy legjslation "corrects mistakes and misuses but it

does not attack the way in which technology is used. On the contrary, experiences with

data protection law in several couDtries show that these laws are legalizing existing
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practices instead of protecting privacy" (1991). Similarly, Privacy International observed

in its 1991 report: "Protections in law, where they exist, are sometirnes inetfective and

even counter-productive. Extensive information holdings by governrnent are invariably

allowed under exemptions and protections in law. The existence of statutory bodies,

rather than impeding trends, sometimes legitirnates intrusive information practices" (1991:

iv).

In addition, data protection acts are seldom privacy laws. They are information

laws, protecting data before people. Instead ofbeing concemed with the full range of

privacy and surveillance issues, they deaJ onJy with the way personal information is

collected, stored., used, and accessed. In Britain and AustraJia., for exarnple, these laws are

generally not concemed with vlSUaJ surveillance, drug testing, use of satellites, or

denouncement carnpaigns (e.g., hodines for reporting tax dodgers). Finally, many data

protection acts do not coyer publicly available information such as land titles and electoral

rolls that are available for general public inspection.

Thus, data protection aets generally have serious limitations. Nevertheless., 1

would insist that they are tremendously important. Without relaxing my indietment of

them for being cynicaJ, 5ieve-like, and subjeet-unfriendly, it may still be said that 5uch laws

are a necessary minimum. Weak law is better than none at ail. Precedents for sorne

protection are set that way, and the foundation for improvements laid. In addition, in a

situation where surveillance becomes increasingly global, it is interesting ta note that legal

limits start to have international implications. The European Data Protection Directive,

for instance, will have beneficial effects on citizens beyond Europe, as weil as within it.
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As Europe requires trading partners to comply with the directive, Canada (and hopefully

the United States) will be obliged to extend legislation to the currently untouched field of

consumer surveillance.

2. Subjects in Surveillance Are Becoming Partners in Surveillance

The new generation ofclosed-circuit television (CCTV) surveillance equipment

currently in use in Britain cornes closer to the traditional perception of Big Brother than

any other modern surveillance technology. There are now linked systems ofcameras with

full pan, tilt, zoom, and infrared capacities. Amang the more sophisticated technologicaJ

features of these systems are night vision, computer-assisted operation, and motion

detectors that place the system on red alert when anything moves in view of the cameras.

The clarity of the pictures produced by these systems is often excellent ... many are able to

recognize a cigarette pack at 100 metres. AdditionaJly, the camera systems increasingly

employ bullet-proof casings and automated self-defence mechanisms. They can be

legitimately described as military-style systems transplanted to an urban environment.63 If

any technology was to provoke the ire afa community, tbis should be the one. In Britai~

however, the reverse is true.

Britain' s CCTV schemes have embraced an important promotional element,

resulting in 200,000 cameras covering public spaces and a grawth rate of20 to 30 per

cent annually for the surveillance industry. To give the CCTV systems added weight and

appeal, they are invariably promoted as partnerships, with ail stakeholders recast as

63 These systems were pioneered in the 1970s at Scottish defence estabüshments,
such as the Faslane submarine base.
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investors or shareholders. These new partners usually include police, local businesses, the

town couneil, community groups, the medi~ the insurance industry, and "the citizens".

This strategy parallels other schemes, such as ~'partners against crime" and "community

partnerships" in Canada and the United States. Thus, the flavour of mueh modem anti·

crime advertising in Europe and North America is one of togethemess: ··Crime ...

together we can crack it" and "Working together for a crime free America" are typical

slogans. Partnerships are aIso a COOUT'on element in "neighbourhood watch" schemes,

which require a certain level of participation.

The "partnership" or "shareholder" model brings together parties who traditionally

would have been in opposition. In this regard, it may help different parties ta work

towards a common goal. For example, in the Uinvestor" or "partner" process, parties are

part of an inclusive formula that embraces ail the major elernents ofa project. Inherent in

the model is the implication that aIl stakeholders are integral to planning, are equal

partners in the outcome, and are overall winners in the scherne of things.

However, the ~'partnership" or "shareholder" model has two serious disadvantages

trom a privacy reform point ofview. First, there is the impücation that contributions from

non·stakeholders are invalid. For instance, proponents orthe CCTV schemes in Britain

routinely portray eritics as enemies of the public interest who are more concerned with

personal privacy than with controlling crime or reducing urban dysfunction. Second, there

is the problem of"funetion creep", which occurs as more partners participate in

surveillance projects, thereby raising the stakes. For example, although originally installed

to deter burglary, assault, and car theft, most CCTV camera systems have been used ta
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combat <'anti-social" behaviour, including minor otTences such as littering, drunkenness,

urinating in public, traffic violations, fighting, obstruction, and evading meters in town

parking lots. They have also been widely used to intervene in underage smoking and a

variety of public-order transgressions. According to a Home Office promotional bookJet

entitled "'Looking Our For You", CCTV technofogy can be a solution for vandalism. drug

use, drunkenness, racial harassment, sexual harassment, Ioitering, and disorderly behaviour

(Home Office, 1994: 12).

Thus, innovative uses are constantly being discovered for CCTV technology. As

such, CCTV camera systems are now an integral part of crime control policy, social

control theory, and "community consciousnessn in Britain, despite the fact that their

effectiveness in preventing crimes is uncertain. As more and more partners have a stake in

the face of crime prevention and social control, CCTV camera systems are an increasingly

attractive investment. In fact, many central business districts in Britain are now covered

by them. Their use on private property is also becoming popular. And tbis fonn of

surveillance May even extend to the home. For instance, Andrew May, Assistant Chief

Constable of South Wales, bas urged victims ofdomestic violence to conceaJ video

cameras in their homes to collect evidence (Hencke, 1997). Finally, the technology is

already being used in bospitals to support covert surveillance of parents suspected of

abusing their children.

3. The Illusion of Vo/unlar;ness

Many surveillance schemes now involve a "voluntary" component which has the

etfect of neutralizing public concem about surveiUance. For example t when the Cardiff
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police in Britain were searching for the murderer of a young girl in 1995, they asked the

entire male population ofa local housing estate to Uvolunteer" DNA for testing .. "just so

we can eliminate you from our enquiries", each was assured. The reality was that anyone

who did not "'volunteer" was considered a suspect and was therefore subject to special

scrutiny.64 In the same year, tbis tactic was used by the London police after the rape ofa

girl on Great Portland Street. In that case, police had written ta local residents with

certain physical characteristics, again arguing that volunteering for the DNA test would

"'eliminate" them from further enquiries. Also in 1995, the drivers ofail Mercedes trucks

of a certain colour throughout England were subject to the same Urequest".

In sorne regions ofsurveillance, governments seem less inclined ta make privacy

invasion mandatory, choosing instead ta say that participation is a matter of free choice in

an open market of services. Shortly before the British government was ta issue a Green

paper on a national ID card, for instance, cabinet papers were leaked revealing that the

dominant view arnong planners was that police and civil rights concems could be resolved

if the ID card was made "voluntary". In May 1995, the Home Office released its Green

Paper on the ID cardo The document otfered numerous models for a card scheme,

including voluntary cards, multi-purpose cards, and compulsory cards, in several formats.

No particular format was recommended, though the document appeared to give special

weight ta a multi-purpose system compulsory ooly for benetit claimants and drivers (e.g.,

90 percent of the population). For the remainder, the card would be "voluntary".

64 Daily Te/egraph, London, April 4, 1995.
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The British government appears ta have taken a lead from the Australian

experience with ID cards. In Australi~ the architeets ofa national ID card used the

expression "pseudo-voluntary". AIthough it was not technically compulsory for a persan

to obtain a card, it would have been extremely difficult to live in society without one.

There is sorne anecdotal evidence that this pseudo-voluntary approach may have the effect

of neutralizing privacy concems (Davies, 1992). It might be widely viewed that those

who do not "volunteer" bring problems upon themselves.

This prospect could be exemplified by an international biometric handprint

registration system for passport holders. If such a system were to be imposed by force, it

would most likely result in a political scandai. Instead, it has been introduced with great

success as a voluntary system. The project, called INPASS (Immigration and

Naturalization Passenger Accelerated Service System), has been operating since 1993 as a

vo[untary system for frequent travellers. More than 65,000 travellers have so far enrolled

in the system, a figure that increases by aImost 1000 a week. Governments in 26 countries

are coordinating with the project.

If the INPASS trial is successful, the technology may ultimately make conventionaJ

ID cards and passports redundant. In exchange for faster processing, passengers will have

ta accept a system that has the potential to generate vast international traffic in their

personal data. Ultimately, a universal immigration control system may be linked to a

Iimitless spectrum of information, including the data in police and tax systems.

It is ironie, in view ofeven a notional element ofprivacy, that people tend not to

support more privacy friendly technologicaJ options that are less likely to collect damaging
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persona! data. According to severa! sources, the signs are not good. Customers using

smart cards, for example, tend ta prefer a full accounting of the goods and services they

purchase. And similarly, when smart cards are used to calculate road tolls, people are

often anxious to make sure they have not been shortchanged (Schuster, 1994). In this

regard, one US assessment of public responses ta roarl toll technology observed

(Schuster, 1994):

Concems that motorists would feel their privacy was compromised under an
ETTM [Electronic Toll and Traftic Management] system which recorded vehicle
movements prove to be unfounded. Toll agencies that record this information do
not make it available to outside parties. In fact, existing ETTM experience reveals
that a large majority of motonsts choose payment options (often via credit card)
which do not provide anonymous transactions.

-/. Privacy Rights Are Becoming Commodities

Today, people may rightly be disturbed at the discovery that personal data about

them circulates weil beyond their reach within sorne govemment department or consumer

corporation; rightly, if it is agreed that personhood and self-identity are violated by

involuntary disclosure, and that relations of trust are made more fragile thereby. But an

increasingly common response is to claim not just certain rights to oversee or control the

circulation ofpersonai data, but aetually to own them. In societies that have rapidly

commodified information as a means ofperpetuating social control through consumerism,

it cornes as no surprise that people believe that they possess their data image.

For example, in the United States, a group ofhouseholders, feeling themselves

beleaguered by junk maiL have formed an organization called "Citizens Incorporatedu
.

They tum the tables on the telemarketers by attempting to bill companies for the use of
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their domestic telephone, time, and personaJ details. 6s Similarly, others have proposed that

property rights be established over the commercial use of personal data. Brokering firms

would handle such rights on behalfof their clients, operating the enterprise on similar

computer networks as those used by the direct marketers. The quantity of unsolicited mail

would diminish while its quality would rise (Rule, 1990: AS).

This kind of approach is also advocated by weil known privacy advocate Alan

Westin. In testimony given before an Arnerican House of Representatives Subcommittee

on Govemment Information, he interpreted results of the 1990 Equifax Survey on Privacy.

Between what Westin calls "privacy fundarnentalists" and "greatly concemed", is a group

of~~unconcemed" people whose views could swing either way, depending on a number of

factors. Because he cannot decide why individuals might trade privacy for consumer

benefits, Westin proposed that the market should decide. For instance, corporations could

make special offers to those willing to cede control over personal information, thus

making so-called privacy fundamentalists pay higher priees. For Westin, tbis constitutes

~'a highly responsive and democratic way ofinstitutionaJizing consumer ehoice" (Gandy,

1991).

This debate will no doubt continue and intensify as the value of persona!

information rises along with public awareness about what is happening. However, it is my

opinion that attaching an economie value to privacy forces this interest to eompete and

defend itself in the market place. This etfectively shifts the grounds of the privacy debate

liS As depicted in the production "We Know Where You Live", CoronetINova
Films, 1991.
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from a discussion of social values and priorities ta a crass consideration (calculation) of

individual economic interest. Furthermore, the completely free market alternative seems

ta me ta invite abuse, analogous ta the case of the poorest selling their blood in countnes

where this is permitted. True, we already inhabit societies where personal data are

commodities, and where sorne people - but not, it is noteworthy data subjeets - are

profiting from their sale. But can this unfairness be redressed, and sorne measure of

control aver personal data be regained by data subjects, ooly by instituting a system of

"royalties"? [n my view, such a quest would simply disadvantage the less weil-off

Thus, the process ofconunodification is inimical to privacy. Every element of

privacy protection is interpreted and promoted as a direct cost to the consumer.

Additionally, though, privacy's joumey from the politicaJ ta the consumer realm reflects a

more disturbing trend in privacy activism: rather than exploring the deeper meaning of

privacy in relation to communication. self-identity, and thus human dignity, privacy is

located in the economic sphere. The upshot of this is that privacy is understood as a

matter of self-protection. Those who are aware that data protection and privacy laws

exist, and who have the resources and motivation to take advantage of thern, May do 50.

Furthennore, those with entrepreneurial initiative may take up arms against commercial

surveillance by declaring property rights over "their" personal data. However, it seems to

me that this simply extends the early modem focus on self-protecting individualism. So

although privacy was in the early modem period a privilege ofthe ruling classes, only later

becoming identified with the non-public realm, one could justly argue that we have come
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full circle: privacy is a privilege once more, with litde attention being paid to its human

dignity and self-identity aspects.

The Chaliengt!S 10 Surveillance: Technical and Mobili:,atÎolI Responses Revîsited

The concept of privacy has shifted in the space of a generation trom a civil and

political rights issue motivated by polemic ideology to a consumer rights issue

underpinned by the principles of data protection and by the law of trading standards. In

other words, privacy has metamorphosed trom an issue of societal power relationships to

one of strictly defined Iegal rights. Several mechanisms have played important roles in tms

shift. First, opposing players have been recast as Upartners" in surveillance. In additio~

privacy invasion has often been accompanied by the illusion ofvoluntariness. And finally,

private rights and public interests have been subtly but substantia11y redefined. This

chapter has discussed these shifts in detail as weil as commented on how they have created

new and complex challenges that privacy groups have yet to absorb.

On the latter note, tbis chapter has argued that in Many countries • panicularly

throughout Europe - traditional privacy activism has declined. This is vastly ditferent

trom the situation in the 1960s and 1970s, where the privacy movement was fuelled by a

strong spirit for the protection ofdemocratic rights. In the present day context, though,

privacy is divorced trom its roots in issues of sovereignty, technophobia, power, and

autonomy. Instead, privacy protection is widely perceived as constituting a set of

technical mies goveming the handling ofdata. Consequently, privacy advocacy has been

recast as a legal and a consumer rights issue. The upshot ofthis is that while there are
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now more codes, conventions, and laws in place than ever before, more data on more

people is being collected by more powerful systems and for more purposes than at any

other time in history - with minimal public discussion or resistance.

Thus, increased public awareness of surveillance issues is criticaJ. As sucb; 1have

looked at recent challenges ta surveillance, in the form of legallimits and mobilization

responses. As noted in Part II, the former contains sorne vital principles, and serves ta

provide sorne butfer against abuses. However, most privacy and data protection laws also

tend to he minimalisl, ambiguous, and geared to permining citizens ta protect themselves.

Mobilization responses, on the other hand, differ from technical responses in that they

attempt more radical questioning and opposition ta the perceived negative consequences

of surveillance practices. They relate ta social movements (Melucci), and are often

spurred by technological developments 5uch as Caller ID, smart cards, and national

identification systems.

Unfortunately, though, we have seen that mobilization responses in the last ten to

fifteen year5 have rarely translated into more permanent and powerful manifestations of

resistance. Which brings us to the question of what cise can he done? [n tbis regard, 1

suggest that there are four possible alternatives for increasing public awareness of

surveillance issues.

First, educative initiatives should be welcomed. In the United States, for example,

university and college computer science accreditation requires the inclusion of"social and
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ethical implications ofcomputing".66 Second., public awareness of surveillance issues

could be raised through professional groups and organizations, especially those directIy

concemed with computing, information management, and so on. For instance, recall the

dramatic results of the Electronic Privacy Information Center and Computer Professionals

for Social Responsibility in biocking the reiease of the Lotus uHousehold Marketplace"

software in 1993. Their attempts ta argue for limits ta consumer surveillance expansion

fit in exactly with my criteria ofparticipation, personhood., and purposes outlined in Part 1

of the dissertation. Resisting the growth of electronic surveillance peT se would be a futile

gesture. Attempting to channel it iota ethically and politica11y appropriate directions is

much more a propos.

Third., and more broadly, other kinds of movements May also contribute ta the

containmeot of surveillance. If we are ta think of"surveillance as a site of struggle in its

own right" (Giddens, 1990), theo there is every reason to expect various kinds ofgroups

and movements to contest this territory, no doubt in the narne of privacy. Consumer

groups and organizations represent one important sector which has already flexed its

muscles. Similarly, in Britain banking practices and consumer blacklisting have come

under criticism., and in the United States more ad hoc groups have mobilized to resist

unwanted direct marketing.

Needless ta say, the political problem involves oot ooly identifying agencies that

might spur transformative activity, but also searching for appropriate ways ofdoing 50. It

66 See, for instance, materials from the Research Center on Computing and
Society at Southern Connecticut State University.
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is c1ear, for instance, that sorne kinds of regulation of surveillance practices could wind up

with as rnuch invasive bureaucratie machinery as the practices they intend to reduce. It is

aIso equally clear that if surveillance is not to be viewed in a paranoid fashio~ then space

must be made not orny for viewing it as a "necessary evil" but as a "greater good". Caller

ID telephone services is a case in point. Technical means are available for maintaining

such services for wornen or minority groups in danger while denying them to direct

marketers. The question ofwhich purposes would be better served is critical here.

Which brings us back to one of the main arguments advanced in the dissertation, as

weil as my fourth alternative for increasing public awareness of surveillance issues.

Surveillance should be a major concern ofboth social analysis and political action because

it has become a central feature ofcontemporary advanced societies. In terms of the

former, 1have offered the three categories ofparticipation, personhood, and purposes,

described in Part 1of the dissertation, as a means by which the normative content of

surveillance theory may be weighed, and by which new theory may be devised. In terms

of the latter, such categories could find a role within political practice at the

movementlmobilization level discussed in tbis chapter. For example, consumers and

citizens show that they are far more knowledgeable than certain deterministic theories

allow. However, 1am also going ta suggest that these categories have already found a

role within an entirely different field .. breast cancer - and that by studying tbis field,

privacy advocates and scholars May he able ta do some "Iesson-drawingn (Bennett, 1990)

for their own pursuits in raising public consciousness about surveillance.
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1have chosen to focus on the field of breast cancer because much cao be learned

about the politics of privacy from the aoalysis ofother political fields. And breast cancer

is a highly charged political field, particularly since 1990. In that year, geneticist Mary

Claire King narrowed the search for a gene for heritable breast cancer to a stretch of a

single chromosome, fairly guaranteeing that someone would locate it in the next few

years. In 1991, Dr. Susan Love, a frustrated surgeon~ Susan Hester, whose companion

had died of the disease; and Amy Langer, Executive Director of the National Alliance of

Breast Cancer Organizations, cofounded the National Breast Cancer Coalition, a lobbying

group bent on obtaining increased funds for breast cancer research. [n 1992, Congress

appropriated an unprecedented $210 million for a new research program, ta be

administered by the army. And in 1993 the Clinton Administration embarked on a

National Action Plan on Breast Cancer, to define for the first time in the United States a

national strategy for research and hea1th care. Finally, in 1994, BCRA-l, the gene for

heritable breast cancer that King had spent her life looking for, was found. Thus, a new

science, a new advocacy movement, and a new political commitment were born.

By studying these ubirths" - or what may be termed the political rise ofbreast

cancer - 1 demonstrate in the next chapter that the field ofbreast cancer activism is rich in

lessons about raising public awareness, not only ofhealth issues but ofothers as weil.

Thus, [ situate privacy as a comparative political issue. By examining privacy in this way,

it is possible to examine wider propositions about the formation ofpublic policy, the

choice ofpolicy instruments, and the implementation and evaluation of policy decisions,

not oniy with regard ta privacy but more widely as weil.
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Lesson Drawingtrom the B,east Cance, Awareness Movement

In the last seven years, funding for breast cancer research and treatment in the

United States has increased dramatically - from $90 million ta $500 million annually

(Stabiner, 1997). There is also a National Action Plan on Breast Cancer, designed ta

establish a national health care strategy and identify research priorities, that has been in

effect since 1993. In addition, heightened awareness about breast cancer has been

achieved through three national signature campaigns, which collected 600,000 signatures

in 1991, 2.6 million signatures in 1993, and another 2.6 million signatures in 1997

(Altman, 1996). In short, breast cancer has become the focus of national attention and

policy in the United States, reaching even the level of the Presidency.67

In Canada, breast cancer is also a public issue, commanding both increased funds

and attention tram the media. For example, the Canadian Breast Cancer Research

Initiative has funnelled $3 1 million into research projects on breast cancer since it was

founded in 1993 (Nichais, 1998). And a recent Maclean 's cover story on woments health

opened with an article on breast cancer treatment and attitudes, and included a separate

section on funding for breast cancer research in Canada (1998: 52-63).

The recent rise in breast cancer awareness, in bath the United States and Canada,

is rooted in two factors. First, there is the collision oft~chnologyand the population

curve. lmproved mammography equipment and advanced biomedical technologies have

enabled doetors to deteet more cancers. At the same time, the baby boomers are aging,

67 The Clinton administration held a meeting in December 1993 to establish a
National Action Plan on Breast Cancer. The president's own mother died trom breast
cancer in 1994.
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and as they do, their risk ofbreast cancer increases. As more women from tbis generation

have gotten sick - and died - trom breast cancer, the media have taken notice.

Second, increased public awareness about breast cancer can be attributed to the

work of activists in this area, particularly in the United States, where the breast cancer

awareness movement was founded. In the 19705 and early 1980s, the standard treatment

for breast cancer was a mastectomy followed by radiation and chemotherapy; the "slas~

bum, and poison" regimen as it was commonly known - and criticized - by breast cancer

activists (Love, 1990). In addition, the ooly formai support program available for women

with breast cancer in 1970 was the American Cancer Society's ~4Reach to Recovery

Program", in which a visit from one of the program's volunteers had ta be requested by a

woman's doctor, not the woman herself And in 1981, the National Cancer Institute's

budget for breast cancer research was $33.9 million, aImost ten times smaller than its 1995

budget of$323.7 million (Altman, 1996: 27-28).

SÎnce the 1970s and early 1980s, however, breast cancer has been redefined as a

national public issue, Ua social maJady that has eaten al the integrity of the American

family, and has done sa for far too long" (Stabiner, 1997: 17). Breast cancer has even

been declared a national epidemic - 182,000 women get breast cancer every year in the

United States and 46,000 die. Between 1990 and the year 2000, it is estirnated that nearly

half a million women will have died from the disease. Finally, the economic implications

of breast cancer have been recognized by President Clinton, who stated in a speech to

breast cancer aetivists and the media that there was "no excuse for why we would spend
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50 much money picking up the pieces ofbroken lives~ when we could spend a little bit of

money trying to save them" (Stabiner, 1997: 17).

In October 1993, the President set forth his plan. The Secretary ofHealth and

Human Services, Donna ShaJala, would hold a meeting ta establish a National Action Plan

on Breast Cancer in December 1993. The plan would establish a national health care

5trategy, research priorities~ and political policy to outlast the Clinton Administration's

commitment to breast cancer awareness. The plan also promised a new emphasis on

prevention and improved methods ofearly detection. Ooctors around the country would

offer discount mammograms in observance ofNational Mammography Day. And the plan

would include payments for screening mammograms for women over fifty, as weil as any

woman under fifty whose doctor specifically recommended a mammogram. In the space

of a generation, then, breast cancer had been redefined~ the disease was no longer a secret

shame, ta be endured without complaint, but a national public issue commanding

widespread media attention and increased funds for research and treatment.

This chapter examines this re-definition proce5s. In 50 doing, it argues that activist

groups are capable of taking detinitional capabilities upon themselves and changing the

domains within which these definitions are discussed. In the case ofbreast cancer,

activists have changed the detinition ofbreast cancer ftom a private women' s health issue,

ta a national public issue with significant social and economic costs (Altman, 1996). That

is, they have demonstrated that definitions can be shifted from the privale to the public

domain. This is important in that power is al issue here, and in quite complex ways

(Kress, 1986). To assign an event to the sphere orthe private is at once to declare it void
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of power, and to assign responsibility to individuals. It is to affer an aceount of that event

which says that there is no account other than individual action and expression. Ta assign

an event to the sphere of the public, on the other hand, is to assert that it is beyond

individual responsibility and within the domain of social control. The public is then the

damain of the action of social, politica1, and economic forces, and of persans acting not as

individuals, but as social agents in social raies.

In the 1970s and early 1980s, breast cancer was defined in the private realm. The

disease was shrouded in silence because losing a breast was viewed as losing a defining

portion ofone's femininity, which was seen as a private matter. For example, Mary Jo

Kahn, an activist from the Virginia Breast Cancer Foundation, states (Altman, 1996: 299):

In my mother' s time, breast cancer was an embarrassment because the disease was
clearly tied up in sexuality. When my mother got breast cancer, she felt Iike she
was no longer a woman. She was kidded by her friends. Il was America's
difficulty in dealing with sexuality on all issues that prevented us [breast cancer
activists] from getting concemed twenty years aga.

The link between breast cancer and sexuality is important in that it relegates the disease to

the private realm where, to borrow tram Kress (1986), it is outside the social and inside

the domain of individual expression. In the 1990s, however, breast cancer no longer

centered on a woman's sexuality, but was associated with gender inequality in health care

and with severe social and economic costs (Altman, 1996). This relegated breast cancer

to the public realrn, which meant that it was beyond individual responsibility and within the

domain of social control. As a result, today breast cancer is no longer viewed as a private,

woman' s hea1th issue.
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The shifting of issues from the private ta the public damain, where they can be

subject ta social responsibility and control, is important for those concerned with

increasing public awareness about surveillance. In current policy debates about privacy, it

has generally been assumed, if not explicitly argued, that threats to privacy invade an

individual (private) interest and that privacy protections are individual (private) rights

(Regan, 1995). When privacy is defined in this manner, policy formulation entails a

balancing of the individual right to privacy against a competing interest or right. [n

general, the competing interest or right is recognized as social (public). As a result,

privacy has been put on the defensive, with those alleging a privacy invasion bearing the

burden ofproving that a certain activity does indeed invade privacy and that the "socialu

benefit to be gained from the privacy invasion is less important than the individual harm

incurred. If the tenns of the policy debate are to be shifted, privacy thus needs to be

reconceptualized in a way that sustains wider interest and support; that is, it needs to be

redefined in the public domain. Breast cancer aetivism provides a case study as to how

tbis can he achieved.

However, breast cancer activism is not only instructive in the shifting ofdefinitions

from the private ta the public domain. Throughout the dissertation, largue that

surveillance bas become a major feature ofcontemporary, advanced societies and as such,

it should be the focus ofboth social analysis and political action. This chapter focuses on

the latter by demonstrating how those struggling directly with surveillance realities in the

social and political arenas might benefit from the experiences ofbreast cancer aetivists. In

this regard, breast cancer activists have been successful in two other social processes:
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pressure group organization and media use. This chapter examines these other processes,

following from the work of Alberto Melucci (1989), as discussed in Chapter Si~ and

Gunther Kress (1986).

In terms of the former theorist, 1argue that in a society increasingly shaped by

information and signs, social movements play an important raIe as messages or syrnbols

that express oppositiona! tendencies and modalities. This is most evident in the peer

group organization that breast cancer activists have formed with diverse groups. In terms

of the latter theorist, 1examine how the media constantly assert the existence of the public

and private domains, and how they assign events to one domain or another. This means

that the media have control of aceess to the domains of public and private. 1examine tbis

control and ilS relation to activist discourses. Thus, tbis chapter analyses the success of

breast caneer aetivists in three social processes: the definitional reconstruction of issues;

pressure group organization; and media use.

Lesson Number Onefrom Breal Callcer Activists: Defillitiolla/ RecolIStrIlctiOll of

Issues

Breast cancer activism is fundamentally concerned with criticizing existing social

and Medical definitions ofbreast cancer. But, unlike the privacy awareness movement,

breast cancer aetivists have successfuUy challenged the status quo. That is, they have

organized systematic opposition to standard treatments, research budgets, and public

attitudes towards breast cancer; whereas opposition to electronic surveillance expansion

has been ofa far more limited and muted kind. In order to determine why lms is the case,
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it is necessary to examine how breast cancer has been redefined in the 1990s as a national

public issue, primarily by breast cancer activists. Breast cancer, 1have already suggested,

is no longer a private, woman's health issue associated with the loss offemininity, but is

now seen as a health equality issue. Because health equality is a public issue associated

with ideas about money and power, the disease has been redefined in the public demain.

As such, it is DOW beyond individuaJ responsibility and is subject to social control.

This definitional shifting from the domains of the private to the public is the basis

for any successful public awareness movement, and provides an important lesson for

privacyactivists. In the late twentieth century, the range of surveillance settings has

increased drarnatically, and surveillance capacities are expanding in each dimension. New

categories of social relationships are emerging in relation to the data image, and social

divisions, especially those articulated with consumption, are being reinforced. If tbis

~~surveillance society" is to be challenged, then privacy needs to be reconceptualized in a

way that sustains broad interest and suppon~ that is, it needs to be redefined in the public

domain.

The redefinition ofbreast cancer is rooted in tbree areas, each ofwhich are

examined in this section: (1) changes in medical praetices towards breast cancer treatment~

(2) the rise of local breast cancer support and advocacy groups; and (3) the fise of national

breast cancer awareness organizations. By examining each of these areas, it is possible to

trace the evolution ofbreast cancer from a woman's disease, and a source of private

embarrassment and shame, to a national public issue.
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(a) Changing breast cancer treatment practices

Women have been getting shon shrift in heaIth eare for years. For example. in

1979. a study on the medicaI treatment ofwomen versus men found that doctors treated

men and women who complained of the same symptoms differently (Armitage. 1979).

Doctors were more likely to refer male patients for diagnostic tests and to attribute

women' s complaints to stress or hypochondria. The same study aIso found that female

patients were twice as likely as men to have the abnormal results of an exercise test

blamed on "psychiatrie or other noncardiac causes". Additionally, it was shown that

women were less likely than men to receive kidney transplants, have coronary bypass

surgery. or have their lung cancer diagnosed. The study concluded that "there is evidence

that physicians are more likely to perceive women' s maladies than men's as the result of

emotionality" (1979: 33).

[n addition to ditferent treatment from me~ women's health concems have a

history of being dismissed or just plain ignored. A Louis Harris poil for the

Commonwealth Fund in 1993 found that 25 percent of the women surveyed said they had

been "talked down to" or treated like a child by a deder compared with 12 percent of the

men surveyed (Louis Harris and Associates, 1993: 7). And 17 percent ofwomen

compared with 7 percent of the men questioned were told by a doctor that a condition

they thought they had was "ail in their head'7. Speaking at a breast cancer conference in

May 1994, former National Institutes ofHealth director, Bernadine Hcaly, M.D., stated

that, "women who have chest pains are not treated the same as men unless tests show they

are having a heart attackJ7 (Stevens, 1995: 12).
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Similarly, an article in 1993 on women' s experiences with the silicone breast

implant revealed that "the issue of having wornen' s concems about Medical problems

heard and respected is not new and persists in contemporary society" (Merkatz, 1993: 22).

The study's authors aIso found many similarities between the way the silicone breast

implant and the Dalkon Shield, an IlJD device, were handled. In bath cases, it took

widespread publicity ta finally generate investigations, which resulted in the removal of the

two products from the Canadian and American markets. In both cases tao, many women

who experienced health problems were not taken seriously by their physicians~ and their

symptoms were not acknowledged by the manufacturer. The Dalkon Shield and the

silicone breast implant represent two of the most popular medical devices for women in

modem times. If wornen's complaints had been listened ta and taken seriously early one,

the problems with these devices may have been found years sooner and rnany wornen

would have been spared uMecessary suffering.

Finally, the historical medical treatment ofwornen also features their exclusion

from major medical studies. Rebecca Dresser, a bioethicist at Case Western Reserve

University's medical school~ writes about the lack ofwomen in Medical trials and provides

the following examples (1992):

• The relationship between low-cholesterol diets and heart disease uhas almost

exclusively been studied in men".

• Evidence that aspirin can prevent sorne migraine headaches was produced in

studies on men even though wornen suifer from migraines up to three times more

aften than men.
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Studies of AlOS treatments frequently omit women, despite the fact that women

represent "the fastest growing infected population".

A recent study of the possible relationship between caffeine and heart disease

involved over 45,000 men and no women.

There are severa! reasons why women have been excluded from major medical

studies, despite growing evidence that life threatening illnesses manifest themselves

differently in men and women (Altman, 1996). For years, men dominated the power end

of the medical field - they were the doctors and scientists, so they chose to study other

men. Additionally, many women were excluded from medical studies on the basis of

pregnancy, or possible pregnancy, under the assumption that the developing fetus might be

harmed. (That same risk has also kept women trom getting jobs in sorne businesses and

industries.) And finally, it was believed that women's hormonal changes would

complicate medical studies (Todd, 1993: 96).

The exclusion of women trom major medical studies has put them at a distinct

disadvantage when it cornes ta their health. As suc~ the National Institutes ofHealth

(NlH) released a poliey statement in 1986 urging applicants for research grants to include

women and minorities in clinical trials or to have a gaod reason for exc1uding them. It

was the right direction, but unfortunately not one that was taken by Many researchers.

Later, in 1989, the Congressional Caucus for Women's Issues pointed out that women's

health problems accounted for only 13.5% ofspending by the NUI (Altman, 1996: 19) and

calJed on the General Accounting Office (GAO) to study the exclusion ofwomen in

medical research at the NUi (Monroe, 1993: DIS). In June 1990, the GAO issued its
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repol1, which found Chat Medical research was (still) being done mainly on men, and chat

the Nll-I had been inconsistent in irnplementing its policy, wruch caUed for encouraging the

inclusion ofwomen in clinical trials (GAO. 1990: 1-106).

After the release ofthat report, a revised NUi Guide for Granls and Contracts

was published in August 1993 (NIR 1993: 29). It stipulated, amang other things:

• The number of wornen included in a study would be propoltional to their

prevalence in the condition being studied.

• If the correct number ofwomen were not included, the investigator's ability to

answer the questions posed would be compromised, unless an appropriate justification

were prov;ded.

• There would be peer review ofany justification given for not including wornen; if

it were not considered appropriate, that would be faetored into the final recommendation

of approval or disapproval and the level of relative merit given to the proposai.

• Studies which exclude women would have to have c:ompelling justification to do

50 to be awarded tùnding.

At the same time, the Office ofResearch on Women's Hea1th (ORWH), which wu

created by the N1H in 1990, identified breut cancer u one of ilS top priorities for the

1990s. In addition, 8emadine Healy, M.D., became the tint woman to head the NIH, and

within a week ofher confirmation announced preliminary plans for a SSOO million study of

women' 5 health problems, known as the Women's Health Initiative (WHI). The proposai

supponed ber earlier testimony before a conaressional subcommittee that "one ofthe

compelling reasons why we need a major interdisciplinary study ofwomen's hea1th is
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because of the enormity of the breast cancer problem among American women".61 Not

surprisingly, among the issues in women's health problems to be evaluated were the

genetic, dietary, and other risk factors associated with breast cancer.

Unfortunately, the results of the WHI, and its potential answers about the link

between breast cancer and suspected carcinogens, are at least ten years away. In the

meantime, thoug~ the WIll is significant in that it represents the transformation ofbreast

cancer trom a silent epidemic to a national public issue. In this regard, the historical

medical treatment ofwomen, and the anger breast cancer aetivists have expressed about it,

is paramount. For example, Health and Human Services Secretary, Donna Shalala, has

stated

The truth is that the changes we see in our federal budget for breast cancer
researc~ the changes we see in the national media attention focused on breast
cancer, and the changes tbis administration has made to increase resources for
breast cancer have been motivated in large part by the power and anger ofwomen
all across tbis country.69

Similarly, Amy Langer, the Executive Director of the National Alliance of Breast Cancer

Organizations, talks about a "new" kind ofbreast cancer patient ... 44one who is involved in

charting the course of her care, but also angry, frustrated, and amazed that we have not

made more progress against tbis disease" (Altman, 1996: 3 13).

61 Hearing before the House Committee on Govemment Operations
Subcommittee on Ruman Resources and Intergovernmental Relations, November 12,
1990.

69 Conference ta Establish a National Action Plan on Breast Cancer, December •
16, 1993.
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women into redefining the disease, particularly as the incidence ofbreast cancer has

increased. Since the 1990s, activists have refused to be an afterthought to the mostly male

medical and political establishment. Instead they are fighting to ensure that in the first

decade of the new century, the number ofwomen dying from breast cancer will

dramatically decline.

(h) The rise oflocal hreast cancer support and advocacy groups

In the late 1970s and early 19805, local support and advocacy groups specifically

for women with breast cancer were staned. Before that time, "breast" and 4'cancer" were

two words that one did oot utter in potite company, either singly or together. But as

support and advocacy groups started to grow all over the United States, women with

breast cancer began taJking openly about their ilIness. In these groups, patients compared

the ditferent treatments they were getting and gave each other hints about what to do

about side effects such as nausea and hair loss. They also exchanged information on

different doctors and encouraged each other to switch doctors if necessary. The groups

thus did a great deal to "demystify" breast cancer and empower women. In this regard,

they "played the greatest raie in the development of the breast cancer advocacy

movement" (Altman, 1996: 294).

The accomplishments of local breast cancer advocacy groups are noteworthy. In

May 1979, for example, Massachusetts became the first stale to pass an informed consent

law for women undergoing a surgical biopsy which means, in etTect, that a two-step

surgical procedure is now required. Ifa woman'5 biopsy praves to be positive, she cao •
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then research her treatment options before making a decision regarding a second surgical

procedure. The exception is the wornan who signs a consent form a1lowing her doctor to

perform whatever surgery he or she feels is necessary after getting preliminary results from

a biopsy. lnformed consent cannot be obtained from a woman who is unconscious or on

the operating table.

On May 20, 1992, Massachusetts also became the tirst state to declare breast

cancer an epidemic and to launch a carnpaign to figbt the disease. It announced a three

part plan, following from guidelines released by the Massachusetts Breast Cancer

Coalition: (1) pilot education prograrns to reach poor, uninsured wornen who don't get

regular rnedical checkups; (2) a bill that would require state licensing of mammography

facilities; and (3) irnpraved surveillance, by the state, of the incidence afbreast cancer.

Finally, in Springfield, Massachusetts, activists marched to dernand that breast cancer

reconstruction be included in women's Medical coverage. The state's Blue Cross and

Blue Shield plans had refused to cover the procedure, calling it cosmetic. Activists

countered with the argument that breast reconstruction was urehabilitation" and should be

covered just the way penile and testicular implants in men had a/ways been covered

(Kahane, 1993: 52). The activists won.

In California, an informed consent law was passed in 1981 following the efforts of

breast cancer patientlactivist, Juliet Ristom. Before Ristom was even definitively

diagnosed with breast cancer, her doetor had reserved an operating room for a

masteetomy. When she asked about alternatives, her dodor refused ta give her any other

infonnation. She did her own research and eventually chose a lumpeetomy, keeping her
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breast. [n a letter to members of the Califomia Assembly, she said that she had taken

control ofher treatment, and that all women should have equal opportunity under the law

to do the same.

Ristom and the CaJifomia Breast Organizations (CABeO) were a1so instrumental

in getting a special ··breast cancer check-off' on the state incorne tax for breast cancer

research. Under the check-off, a person can indicate a certain amount of money to be

used for breast cancer research when filing a tax return. A special research fund has been

set up, with patient advocates on its board. In its tirst year, the check-off raised over

$300,000. Another, and potentially far richer, source ofincome in California is the two

cent-a-pack cigarette tax enacted by the California Assembly. The money generated by

this levy will fund breast cancer research, awareness, and education.

In short, then, the gains made by local breast cancer advocacy groups are far

reaching. The foundation for these gains, however, was actuaJly laid in the 1970s, long

before breast cancer had become a national public issue. At that time, feminists began to

urge women ta understand their own physiology and ta take control of Medical decisions

previously reserved for physicians. In 1973, the book, Our Bodies, Ourse/ves, by the

Boston Women'5 Health Collective, was published. It challenged women to take

responsibility for their health care and gave them the information they needed to do 50,

particularly in the area of reproductive health. Later in the 19705, feminist consciousness

raising groups encouraged women to see their particular problems as part of a larger

pattern ofdiscrimination and inequality, an idea which was emphasized in the milestone

book, Breast Cancer: A Persona/ History and lnvestigative Reporty by Rose Kushner.
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Kushner, an ardent feminist and patientlactivist, published the book in 1975 and was H one

of the most persuasive and expressive advocates for women with breast cancer". 70

In addition to the feminist movement, local breast cancer advocacy groups were

aJso inspired by the AIDS awareness movernent, which had successfully demonstrated that

passive acceptance could be changed into words and actions. Amy Langer argues that

"women have traditionaJly played the role of private patient, private caretaker, and

discreet employee hut that we have seen with AIDS that those who are able to speak out

and transfonn the personaJ to the political have had sorne measurable effect". 71 In a

similar vein, Ellen Hobbs of Save Ourselves (SOS) in CaJiforni~ suggests that ~'ifbreast

cancer activists did the same thing as the AlOS activists and got rea! noisy, they'd get the

money toO".72 Finally, Susan Claymon, co-founder of Breast Cancer Action (BCA), notes

that BCA tried to make contact with friends in the AlOS awareness movement: 73

[ believe that we were the originaJ advocacy group ta say, 'Hey, the AIDS
movement has done sorne great stuff It' s changed the way the American medical
system works. They've brought the patient ioto the process.' And patients'
iotimate knowledge of AlOS has become a very valuable commodity in the
research and legislative worlds. These were people who weren' t trained scientists
but who taught themselves weIl and kept educating themselves weil. So we
wanted to [earn trom them and do the sarne kind of thing for breast cancer.

10 "Breast Cancer: Race for the Cure," Hearing before the House Subcommittee
on Health and Long Tenn Care of the Select Committee on Aging, May 16, 1990.

71 Telephone cali with Amy Langer on January 19, 1998.

72 Telephone cali with Ellen Hobbs on January 19, 1998.

73 Electronic message tram Amy Langer received on January 20, 1998.



•

•

257

Although breast cancer and AIDS are both health issues, the fact that activists for

the former could ~4borrow" from activists for the latter indicates that lessons may be drawn

from one public awareness movement and applied to another. [n this regard, [ otfer

suggestions later in the chapter on how the privacy awareness movement might "borrow"

from the breast cancer awareness movement in the area ofdetinition construction in

different realms. In the meantime, though, it is important ta note that breast cancer

activists learned from AIDS activists how to redefine private suffering as public anguish.

That is, they leamed ta emphasize the social and economic ramifications ofbreast cancer

by showing how women with the disease often faced problems with health insurance, job

discriminatio~ and sexual relationships. Thus, like AlOS activists, breast cancer activists

were able to alter minority perceptions oftheir disease, and broaden the terms under

which it was publicly discussed. As such, they were able to lay the groundwork for a

formal national action plan on breast cancer.

(c) The rise ofnational breast cancer awareness organizations

[t is aetually national breast cancer awareness organizations, rather than local

breast cancer support and advocacy groups, who are formally responsible for the Clinton

administration's National Action Plan on Breast Cancer. UntiI 1990, breast cancer

activists focused primarily on the patient's need for information and services. At that

time, the major advocacy group at the national level was the National Alliance ofBreast

Cancer Organizations (NABCO), an umbreUa group run by Amy Langer, a breast cancer

survivor, to serve as a resource for patients around the United States. Women depended

on NABCO for everything tram information on clinicaJ trials to advice on where to buy a
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Wlg. What was lacking, thou~ was a national organization that challenged the

government's research agenda. That required a shift in focus, from the patient community

outward.

That shift came in December 1990 when Langer met with breast surgeon Susan

Love, at that time the director of the Faulkner Breast Centre in Boston, and Susan Hester

of the Mary-Helen Mautner Project for Lesbians with Cancer, in Washington, D.C. They

discussed the possibility of5tarting a coordinated effort to 6ght breast cancer. The idea

was to have breast cancer patients lobbying on their own behalf for tmngs such as

research, legislation, and regulations. The coalition was to be comprised of local breast

cancer advocacy groups trom all over the United States. Langer contacted Diane Blum of

Cancer Care, Sharon Green ofY-ME, and Nancy Brinker and Linda Cadigan of the Susan

G. Komen Foundation, and suggested that they ail meet sometime in late January 1991 as

a "first step in organizing a joint effort". In her December 17, 1990 memo, Langer wrote,

..A1though each of our organizations has been active in sorne aspects of patient advocacy,

1 feel we can accomplish more, faster, ifwe work together".14

Two months later, on February 28, there was an announcement that a national

breast cancer advocacy coalition was being formed. The planning groups were NABCO,

Y-ME, Cancer Care, the Faulkner Breast Centre, the Mautner Project, and the Women's

Community Cancer Project (WCCP). The press release Iisted three major objectives of

the organization, to be called the National Breast Cancer Coalition (NBCC): (1) to

promote research ioto the cause of, cure for, and optimal treatments for breast cancer

,. Memo supplied by Amy Langer.
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through increased funding, reeruitment, and training of scientists and improved

coordination offunds distribution; (2) ta improve access to high quality breast cancer

screening, diagnosis, treatment, and care for all women, particularly the underserved and
(

uninsured, through legislation and beneficiaJ changes in the regulation and delivery of

breast health care; and (3) ta increase the involvement and influence ofthose living with

breast cancer in the areas of legislation, regulatory processes, and ail aspects of c1inical

trial design, including access to trials. The announcement concluded by saying, "'Breast

cancer patients and their supporters will be invited to participate in national and local grass

foots advocacy efforts on behalfof Arnerican women, all ofwhom are at risk for

deveIoping breast cancer". 15

The tirst major undertaking of the NBCC was "Do the Right Thing", a letter

writing carnpaign. hs goal was ta generate 175,000 letters that wouId go to members of

Congress and President Bush, asking them ta show their support ofbreast caneer-related

legislation and regulation. The goal of 175,000 letters represented the number ofnew

breast cancer cases projeeted for 1991. In the end, sorne 600,000 letters were collected.

Fran Viseo, president of the NBCC, says that the 600,000 letters "taId us it would be a

success, that there was a real movement out there waiting to happen" (Altman, 1996:

317). The outpouring ofletters resulted in an appropriation of$132 million for breast

cancer research to the National Cancer Institute for fiscal year 1992 - a gain ofalmost 50

percent over 1991 spending.

15 Telephone cali with Fran Visco on Ianuary 15, 1998.
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Since that time, the NBCC has become the largest and most effective political

organization for breast cancer in the United States. In February 1992, for example, at a

Senate appropriations committee hearing on the Nlli budget, Fran Visco Iistened to one

health activist after another ask for a bigger piece of the budgetary pie. The answer was

a1ways the same: If we give more money to you, then we have to take it away from

someone else. So, when it was Visco's tum to speak, she decided to try a new tactic. She

tald the senators that she did not want a bigger piece of the pie, but a bigger pie: ~~You 'II

just have ta look for more money for health care. You managed ta find the money when it

was time ta bail out ail those white guys in suits from the savings and loan crisis. Are you

saYing now that you can't 6nd money to 6gbt breast cancer?" (Stabiner, 1997: 61).

Her strategy was successful. Despite the strenuous resistance of many senators

who argued that medicaJ research dollars belonged in the NIH and domestic programs,

Senator Tom Harkin introduced a "stealth amendment" ta appropriate $210 million (1

percent) of the Department of Defence budget for breast cancer research for fiscal year

1993. Furthermore, Congress allocated an additional 525 million for fiscal year 1994, and

in Dctober 1994 allocated SIlS million in the army's 1995 budget for breast cancer.

Since the vote on the "stea1th amendment", the NBCC has enjoyed other triumphs

in the 6gbt against breast cancer, mainly by emphasizing the severe social and economic

casts of the disease. For example, during speeches to policy makers, coalition aetivists

have pointed out that the cast to the V.S. economy in 1993 for women diagnosed with

breast cancer was approximately $23.1 billion, with business sharing over S10.2 million of

that cost according to an analysis based on data tram the National Cancer Institute
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(Altman, 1996: 27). Those costs include medical treatment and the 105S of productivity

and eaming because ofpremature death. In additio~ there are indirect costs associated

with breast cancer including a general deterioration ofquality of lire for patients as weil as

for family members, fiiends, and coworkers. Finally, the disease can result in anxiety,

reduced self-esteem, resentment, family conflicts, antisocial behaviour, and even suicide.

By emphasizing these costs, NBCC activists have been able to successfully redefine the

disease as a national public issue worthy of widespread media attention and increased

funds for research and treatment. As such, they have continued to achieve many

important objectives in their tight against breast cancer.16

What Privacy Activists Can Learn

Breast cancer activists are potentially helpful to privacy activists because they have

demonstrated that the reconstruction of issues fram the domains of the private to the

public is the key to the success ofany public awareness movement. For example, the

success of the breast cancer awareness movement is due to the ability ofactivists to

redefine breast cancer as a national public health issue with significant social and economic

costs (Altman, 1996). In this regard, breast cancer activists have successfully challenged

thinking about traditional notions of public and private. That is, they have long deplored

the lack ofseriousness with which breast cancer, and a warnan's "private" sharne and fear

surrounding it, have been treated by public authorities. As such, they have argued

convincingly for public intervention in this "private" matter, noting tbat white privacy may

connect closely with freedom for me~ for women .. especiaUy thase with breast cancer -

16 See http://www.natlbcc.orglgoalslhtm.
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there is less reason to be sure of this. Breast cancer activists have thus shifted the

demarcation line between what issues are to he included in the public domain, and hence

deserving of public responsibility and action.

This is of immense importance to matters considered in the dissertation for two

reasons. First, many privacy activists and scholars are insensitive ta feminist critiques of

privacy. There has been extensive debate among philosophers and Iegal theorists about

what privacy means, whether and how it can be defined, and the scope of protection it can

and should afford. Reactions to recent court cases in both Canada and the United States

have made it clear that many in the public are unwilling to give up the privacy protection

they currently enjoy (Bennett, 1996 and Decew, 1997). They view privacy as a valuable

shield for protecting a sphere within which a person can act free of scrutiny and intrusion

from others. [n contrast, many feminists have ca1led attention to the .4darker side of

privacy", citing its potential to shield domination, repressio~ degradation, and physical

harm to women and others without power (Decew, 1997). Perhaps the most prominent

version of tbis critique of privacy is articulated by Catherine MacKinnon who observes

(1989: (87):

By staying out of marriage and the family - essentially meaning sexuality, that is,
heterosexuality - trom contraception through pomography to the abonion
decisio~ the law of privacy proposes to guarantee individual bodily integrity,
personal exercise ofmorai intelligence, and freedom ofintimacy. But have
women' s rights of access to those values been guaranteed? The law ofprivacy
instead translates traditionalliberal values ioto the rhetoric of individual rights as a
means ofsubordinating those rights to specifie social imperatives.

For MacKiMon, the maye ta ensure privacy in intirnate relations with respect to

the body, home, and family does nothing to help women since the values of individual
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bodily integrity. exercise of moral intelligence, and freedom of intimacy are not guaranteed

to women. The fundamental flaw, according to MacKinnon, is that underlying privacy

protection in the law is a liberal ideal of the private: as long as the public does not

interfere, autonomous individuals interact freely and equally. But this presumes that

women are, like men, free and equal, an assumption that MacKinnon and other feminists

find patently false (Allen, 1988; Gavison, 1992; Olsen, 1985, and Pateman, 1989). Thus,

for these feminists, privacy law fails to recognize and take into account the preexisting

oppression and inequality ofwomen.

This, of course, relates to breast cancer aetivism in that activists for lhis cause have

argued persuasively that to the extent that breast cancer was relegated to the private

domain, it was held unavailable for public scrutiny or intervention. When breast cancer

was redefined in the public domain, though, the history of neglect surrounding the disease

could no longer go unchecked. This is not to say that the public domain fails to exhibit the

social power of sexism, as breast cancer activists have demonstrated, for exarnple, with

respect ta women's long-standing exclusion from major medicaI studies (Altman, 1996).

The subordination of women to men is still evident in the public sphere, and in the private

sphere it is mirrored and allowed to run its course, "inaccessible to, unaccountable to ...

anything beyond itself' (MacKinnon, 1989: 190). My poin~ however, is that there exists a

traditional notion ofa public (male) political realm and a private (female) domestic realm,

and that issues are treated differently depending on the realm in which they are detined.

At present~ privacy is defined and defended in the private reaJm and as such, it

risks keeping women isolated and politically powerless. In other words, charaeterizing a
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realm of domestic, personal, intimate, and familial relations as private sustains and

increases existing unfair power relationships and opportunities for abuse. Nevertheless,

there may he great value for women, as weil as for men, in preserving a uprivate"

sanctuary where a persan can live free from "public" scrutinyand the pressure to confonn.

This clearly represents a challenge to many of the aforementioned feroinists, sorne of

whom are willing to jettison privacy completely.

As an alternative, 1suggest that if the full consequences ofa surveillance society

are to be understood and their challenges met, then something other than a legislative

approach ta privacy will be necessary. An educative process is also required, as weIl as

the mobilization ofopinion and action on a number offronts. This is where breast cancer

activism is particularly instructive because it has demonstrated that the long term solution

to the disease lies in such intangible areas as participation, personhood, and purposes.

We May recall that these categories were introduced in Chapter Three as a means of

finding hope in the field of surveillance, which is dominated by dystopic paradigms.

In terms ofparticipation, for example, both local breast cancer advocacy groups

and national awareness organizations have argued persuasively for the maximum

involvement of their members in the research process, including decisions on major

medical trials. In tenns ofpersonhood, we have seen that breast cancer activists have

challenged the historical Medical treatment ofwomen and ilS ties with the "maleness" of

enlightenment epistemologies that emphasize the controlling rather than the carlns, and

the rational at the expense of the emotional. Through events such as the Annual

Advocacy Training Conference, the "Face ofBreast Cancer" art exhibitions, and the "Do
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the Right Thing" letter campaigns, breast cancer activists have cleared space for

alternative models ofunderstanding and action predicated on the "humanness" ofbreast

cancer patients rather than on their significance as mere medical cases or statistics.

Finally, in terms ofpurposes, breast cancer activists have suggested that their disease

should be the constant subject of public scrutiny and political concem. This is because of

the ease with which such purposes may he subverted, obscured or replaced. The story of

breast cancer in North America is laden with references to pessimism, patemalism, and

neglect. As such, the alternative for aetivists has been to identify people and projects

whose purpose is not just to eradicate the disease, but a1so to redetine traditional medical

practices and to redireet the ways in which issues involving wornen are usually relegated

to the private domain, whereas those affecting men tend to be defined as public.

The three categories ofparticipation, personhood, and purposes are, therefore,

important because they have helped to shift the definitional markers that signify whether

breast cancer discourses are discussed in the domains of the private or the public. It

remains to be seen, however, whether such categories will perform the same function in

the privacy awareness movement. ln Chapter Three, 1suggested sorne preliminary ways

in which these categories might contribute to alternatives ta today's surveillance

difficulties, and they are worth repeating here.

For instance, in terms ofparticipation, 1noted that the emphasis in future privacy

laws· such as the Canadian privacy legislation for the private sector - could be shifted

away trom rnere (private, individual) self-protection towards placing a greater onus on

data-gatherers (in the public domain) ta ensure that data are obtained fairly, and in the
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demonstrably best interests ofdata subjects. In terms ofpersollhood~contemporary

surveillance systems could be constructed in ways which include (public) social goals with

caring and protective motifs. For instance~ records could be erased when no longer

neeàed thereby demonstrating the (public) social goal of forgiveness. Ta achieve this~

groups of professionals, trom systems designers ta quality controllers, would have to he

involved (Smith~ 1994). Finally, in terms ofpurposes, a concentration on limits would be

apt. For example, one limit~ highly pertinent to an era in which the use ofnew

technologies is serving ta blur the b\)undaries between previously discrete domains, would

be a sphere..by-sphere check on surveillance operations. What may he ethically or

politically unassailable in one sphere is aften inadmissible in another (Regan~ 1995).

At the beginning of this sectio~ 1stated that breast cancer activists have shifted

the demarcation line between what issues are ta be included in the public domain., and

hence deserving of public responsibility and action. 1suggested that tbis is an important

idea for privacy aetivists and scholars for two reasons. First, it is important for a feminist

critique of privacy, as 1have just discussed. But it is also important in that mast privacy

aetivists and scholars fail to underscore the public importance ofprivacy, and instead

focus on its legal basis as a private, individual right (Regan., 1995). This provides a weak

basis from which to formulate effective privacy or data protection law because it entails

the balancing ofa private, individual right to privacy against other competing rights, which

are usually defined as social or "public". UsuaUy, these social or "public" rights "provide

a stronger engine for palicy change or the basis for political mobilization'" (Regan, 1995:

211).
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For example, Priscilla Regan documents how rights defined as social or "public"

were able to defeat privacy rights, which were defined as "private" or individuaJ, in three

major court cases in the United States concerning information privacy, communications

privacy, and psychological privacy (1995: 174-211). In each ofthese cases, Regan notes

that the ideas competing against privacy had broad appeal - efficiency ofgovernment

operations in the case of information privacy, law enforcement and national security in the

case of comn.unications privacy, and the reduction of theft and fraud in the workplace in

the case of psychologjcal privacy. As a result, privacy was put on the defensive, with

those alleging a privacy invasion bearing the burden of proving that a certain aetivity did

indeed invade privacy and that the ~'social" benefits to be gained trom the privacy invasion

were less important than the individual harm incurred. If the terms of the poliey debate

are to be shifted in the future, privacy thus needs to be reconceptualized in a way that

sustains wider interest and support; that is, it needs to be redefined in the public domain.

Breast cancer activism provides a case study as to how this can he achieved by

demonstrating that the demarcation Hne between what issues are to be included in the

public domain can be shifted by activist groups through their use of the three categories of

participation, personhood, and purposes.

Lesson Number Two from Breast Callcn Activists: 1'ras"re Group OrgtJlli:.atioll

When Dr. Marie-Claire King tirst began her search for a heritable gene for breast

cancer in the 19705, the government was the dominant source of funding for medica1

research. However, by the time the National Action Plan on Breast Cancer was



•

•

268

announced in 1993, two of King's postdoctoral fellowships depended on the Susan G.

Komen Foundation for sustenance. Times had changed. The advent of managed care,

which meant dwindling profits from patients, and the U. S. government' s growing budget

crisis, had translated into fewer public dollars for medical research. As a result, breast

cancer researchers were forced ta look for ancillary sources of cash.

They found them in two sources· private philanthropists and corporate sponsors.

The U. S. government's disregard for breast cancer research until 1991, coupled with the

size of the demographic group at risk for the disease, had opened the field to

entrepreneurial interests eager to invest in what looked like a promising future. As such,

several companies began to sponsor genetic research into the heritable gene for breast

cancer. For exarnple, in 1991, Eli Liliy & Co., the Indianapolis-based pharmaceutical

giant, bought the licensing rights to future gene tests for breast cancer from Myriad

Genetics lnc., a biotechnology company founded by breast cancer researcher Mark

Skolnick in Salt Lake City, Utah for $1.8 million. By 1993, similar ventures had become

the nonn.

There was a time, though, when researchers were reluetant to accept money from

pharmaceutica1 companies or other private sources because it branded a scientist as a

second-string researcher, one who had to go bepg for funds because their own

government did not consider them qualified for a research grant. The funds were

perceived as tainted; it looked as if the researcher was working for the company, whose

drug or equipment they were testing, rather than working for the ~'truth". It was difficult

to teU the company tbat wrote the cheques that its medicine did not work.
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Today, however, those old prejudices have fallen away, casualties offinancial

need. The annual cast for breast cancer treatment is estimated ta be seven times the cast

of health care for women without the disease. And, over a twenty-seven month period,

the average cast in the United States is estimated at $34,000, although in sorne cases the

bill cao exceed $345,000 (Charnbliss, 1994). Breast cancer is big business. Any word of

a possible breakthrough in a chemotherapy agent now sends pharmaceutical company

stock prices soaring. When the drug gets FDA approvaJ, its manufacturer can usually

look forward to an increase of profits in the millions. As such, the researchers who have

private money seem clever, even progressive, both for having figured out a way around a

strangled federal budget and for possibly being able to share in profits from things such as

future gene tests and therapies.

The money from private philanthropists and corporations that has been attained for

breast cancer research is due in large part to the work ofaetivists. In fact, activists played

a critical role in lobbying for research dollars, particularly from companies that had no

prior history of supponing women's health issues. For example, the National Alliance of

Breast Cancer Organizations (NABCO) lobbied General Electric to sell mammography

machines, and Du Pont ta seU the film that the machines required, thereby making possible

early detection on a wide scale (OsUna, 1997: 9). In additio~ activists from Cancer Care,

a national breast cancer suppon and advocacy group, succeeded in convincing the British

chemical company Imperial Chemicallndustries (I.C.I) to round breast cancer awareness

month, along with the American Academy ofFamily Physicians in 1988 (Panter, 1997:

29). Finally, NABCO urged Zeneca, the United States subsidiary oflC.I, to donate
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tamoxifen citrate ta a government-funded prevention trial for wornen with a high risk for

breast cancer (Panter, 1997: 30). Tamoxifen citrate is a synthetic hormone used to

prevent breast cancer recurrences and was discovered and developed by Zeneca.

However, the assistance provided to breast cancer research and detection

programs by the aforementioned companies was not necessarily aItruistic, as noted by

many breast cancer activists. General Electric and Du Pont, for instance, both have high

numbers of hazardous waste sites. Similarly, 1.C.I. produces an array ofchlorine-based

products including pesticides, paint, and plastics. In 1990, the United States federal

government filed a major chemical dumping lawsuit against six defendants, including I.C.I.

American Holdings Inc., accusing them ofdumping millions of pounds of DDT and peBs

ioto the Pacifie Ocean between 1947 and 1971 - organochlorine chemicals that sorne

researchers suspect of increasing breast cancer risk. The lawsuit was later dismissed on

technical grounds by a judge who referred to environmentalists as "do-gooders and pointy

heads" (Stabiner, 1997: 76). Breast cancer aetivists were quick to condemn the decision

(Dekong, 1997: Il). And, finally, much to the dismay ofbreast cancer activists, Zeneca

manufactures a carcinogenic herbicide, acetochlor. Annual sales of this produet are about

$300 million, whereas annual sales ofZeneca's Nolvadex, its trade name for tamoxifen

citrate, are almost $400 million (Snedeker, 1997: 7).

Breast cancer research is thus prepared to ignore blatant ironies in the name of

potential progress, for there is simply no other way to survive. In light ofthis, thou~

breast cancer aetivists have argued persuasively that anyone is welcome to joïn the fight

against the disease, even those that are on the "bit list" of suspected contributors to
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environmental risk (Lynn, 1997: 23). In fact, by working with those contributors, breast

cancer activists have demonstrated the power ofdiverse peer group organization. In this

sense, theyare redolent of Melucci's characterization of social movements as a "sign" or

"'message", as described in Chapter Six.

For instance, the breast cancer awareness movement not onJy raises questions

about women's equality and rights in health care. It also, at the same time, signals the

importance of recognizing how social discourses are able to tum a private initiative into a

public issue. For Melucci, tbis is indicative of the existence offree spaces between the

level ofpolitical power and everyday life in which actors can consolidate collective

identities through both representation and participation. As such, the symbolic challenge

that the breast cancer awareness movement presents is of the utmost importance since it

can be understood as expressing the existence of these spaces, and not just as a

conventional political response to the threat ofdisease. In tbis way, new social

movements thus emphasize the socially construeted nature of the world and the possibility

ofalternative arrangements.

The possibility ofalternative arrangements is a1so embodied in the peer group

organization that breast cancer activists have formed with companies that have notbing to

do with Medicine, such as those found in the phannaceutical industry, and everything to

do with women. For example, Revlon's Ronald PereIman bas made a five year

commitment to breast cancer gene research, and was one ofthe major sponsors ofthe

National Breast Cancer Coalition (Stabiner, 1997: 76). Simîlarly, EvelYn Lauder,

daughter-in..law ofthe founder of the Estee Lauder cosmetics empire, helped raise 520



•

•

272

million to underwrite the Evelyn Lauder Breast Center, which opened at New York's

Memorial Sloan-Kettering Cancer Center in October 1992 - the same month that Lauder

and Self magazine launched the pink ribbon as a symbol ofbreast cancer awareness

(Stabiner, 1997: 76). In addition, designer Ralph Lauren, who knew Washington Post

fashion editor Nina Hyde for seventeen years, led a fund-raising effort for a centre at that

city' s Georgetown University when Hyde was diagnosed with breast cancer in 1985 and

complained that it was difficult to figure out how to acquire the best care (Stabiner, 1997:

76). And finally, "as a company that cares about the total well-being ofwomen

everywhere",n Avon has created its own Breast Cancer Awareness Crusade. Its mission

is "'ta provide women across the United States, particularly those who are medically

underserved, with access to a full range ofbreast cancer and early deteetion screening

devices" .7' Since its founding in October 1993 t the crusade has raised over $22 million,

making it the largest corporate funder ofnon-profit breast hea1th organizations in

America.

The peer group organization that breast cancer activists have forged with so-caJled

"woman-fiiendly" companies, and with those in other industries, indicates the diversity of

the breast cancer aWareness movement. Additionally, however, tbis peer group

organization supports Melucci's argument about the poütica1 status ofnew social

movements. Melucci's stance is that not ooly are new social movements not politica1, but

rather that it is just as weU that they are nota Ifthe new movements were more political in

n See http://www.pmedia.comlAvonlbacklbackground.html.

,. See http://www.Avon.comlaboutlawarenessicrusade.htmi.
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the conventional sense of the term, they would be playing by sets of mIes that benefit

existing power-holders and they wouid in all likelihood be much easier to co-opt through

normal channels of political representation and negotiation. Hence, their apolitical or

antipolitical stance should be regarded as a strength rather than a weakness.

However, to be apolitical in this sense does not mean a retreat into excessively

individualist orientations for Melucci. Although he operates with a culturalist reading of

new social movements, he also believes that such culturalist movements pose major

challenges to existing social relations. This is because these relations have come to be

defined more and more in the cultural language of sYffibolic representation. Thus, if

power has become congealed, particularly in media messages and administrative

rationality, the most profound challenge to such power may come from cultural

movements that challenge these messages and rationality. In tbis vein, diverse peer group

organization among breast cancer activists challenges traditional social and medical

definitions ofbreast cancer through symbolic discourses which have changed the domains

within which the disease is defined.

Whal Privacy Activists Con Leam

Breast cancer activists are potentially helpful to privacy activists because they

have demonstrated the power ofdiverse peer group organization. In other words,

following trom Melucci, they have shawn that the socially constructed nature of

grievances cannot necessarily he deduced trom a group'5 strueturallocation. For

example, one would expect companies whose produets may contribute to an

environmental risk for breast cancer not to he receptive to breast cancer aetivism;
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however, we have seen that the opposite is true. ln terms of privacy activism, this is

important because it may he possible to convince those who are invading privacy to

become partners in protecting il. This is the corollary ofan argument 1made in Chapter

Six, namely that subjects of surveillance are becoming partners in surveillance.

There are a few examples, ahhough small in scope, of privacy invaders becoming

privacy protectors. 79 The most recent are the new amendments in online marketing to the

Code of Ethics and Standards of Praetice released by the Canadian Direct Marketing

Association (COMA) in the fall of 1997. These amendments, which were drafted in

consultation with privacy aetivists, require COMA members to be c1ear as to what

personal information they are collecting from ooline sources and how such information

will be used. The amendments also require COMA members to seek consumers' consent

before sending them marketing e-mail.

This is similar to the "apt-in" approaches used by sorne publishing companies and

other direct marketers in the United States. This approach allows individuals ta "apt-in"

to programs in which their personal information will he sold or used in additional ways.

The choice between "apt-in" and "opt-out" approaches bas signiticant implications.

Direct mail experience, for instance, indicates that ooly about 20 percent of people make

use of the "opt-out" option, that is, requesting that their infonnation not he used for

another purpose other than the original one for which it was coUected; while it is estimated

19 The most common examples are the privacy codes ofpraetice discussed in
Chapter Four.
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that an 440pt_in" option results in ooly about 5 percent giving their consent for further uses

of their information (1990: 1, 26).

One of the major reasons why 44opt_outn options are so popular with direct

marketers and others is because of the rapidly growing role of the so-called information

commodity. In this vein, William Melody~ working within the perspective of Harold

Innis~ suggests that what distinguishes contemporary, advanced societies from their

modem predeeessors is the relation of information to the market (1986). The technology

led capacity to supply huge amounts of information in digital fonn has coincided with the

discovery that such information often has a huge market value. In other words~ data cao

command a priee as a commodity. As Melody observes~ uinformation that was previously

outside the market and not included as economic activity has now been drawn into the

market" (1986: 7). Thus, it is possible to see why Many privacy invaders, who depend on

the information commodity~ are reluctant to participate in privacy protection schemes that

may threaten their competitive advantage in an increasingly global, capitalist system.

The rapidly growing role of the information commodity has two facets, both of

which are central to understanding the difficulties in constructing diverse peer group

organizations with privacy invaders. First, large corporations - the data entrepreneurs 

are involved in buge operations that easily match the scope of sorne govemment

databases. Such corporations have frequent recourse to military analogies for their

strategies, and constantly seek technologica1 innovations that will support and upgrade

these strategies. The power ofthe data entrepreneurs is highly asymmetrica1 with respect

to individuaJ consumers, or even privacy activists, who often lack the knowledge, will, or
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organization ta effect any resistance or change. In this regard, the rejection of the Lotus

4~Household Marketplace" software, described in Chapter Six, may represent the

glimmerings of raised consciousness, but to daim more for it would be unrealistic. And it

remains to be seen whether debates over new technological or legal innovations, such as

smart cards in British Columbia or Quebec or the impending Canadian privacy legislation

for the private seetor, will do more for such raised consciousness in the future.

The other faeet of the information commodity is that in consumer surveillance

terms it is constituted by a particular kind of data image. Statistical digestion ofdata

digitally culled trom diverse sources provides data entrepreneurs with profiles of

consumers as members ofcertain crudely detined social groupings. Others, based on

individual identification, depend on data such as the ali-important credit rating, not merely

to distinguish between ditferent types ofconsumers .. gender and ethnic background loom

large here .. but to form judgements as to who is credit-wonhy and who is not.

These sorting mechanisms may clearly be understood in panoptie terms, but not

onJy in panoptie terms. For instance, while consumer surveillance surely does exhibit

panoptie traits .. unveritiable observation, behavioural classification, and so on .. the aetual

mechanism ofsocial integration and criterion for social participation relates to individual

'4free choices" made in the marketplace. Discipline may be present, but cenainly not the

carceral, coercive discipline of the panopticon. As such, it is difficult ta convince the

public that partnerships with privacy invaders are necessary, since these invaders are

usually associated with the pleasure ofconsuming, rather than with the pain or coercion of
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Panoptic discipline. This is the indirect means of soft social control which 1described in

Chapter Three.

Much hangs, of course, on tbis soft social control within the consumer

marketplace. For example, discussion ofsurveillance capacities, with its negative

connotations, might seem quite inappropriate in a sphere dominated by the discourse of

"free choice". The illusory aspects ofthis have ta be exposed, however, and this is where

privacy activists are critical. For instance, privacy aetivists have pointed out that under the

guise of greater choice, the cost ofbasic services - such as cable TV - is frequently driven

up by artificially constructed "choices". Caller ID offers another illustration. Privacy

activists have noted that customers within CLASS service areas may be offered both

Caller ID facilities and the opportunity for their number not to be displayed to those they

cali, and that each of these cames a price tag. By exposing these hidden assumptions on

which the social order ofconsumerism operates, privacy activists are able to clear ground

for more responsible peer group organizations with privacy invaders. In so doing, they

may be able to challenge the peculiar threat ofconsumer surveillance to exacerbate social

division and underrnine human dignity in the name of individuality, wideness ofchoice,

and consumer freedom.

Lesson Nllmber T1Iree from BrellSt Cancer Activists: Use ofthe Media

Gunther Kress argues that the media, as crucial politica1 and ideological

institutions, have a major regulatory function in relation to the domains ofpublic and

private, and ofthe vast array ofsocial classifications assœiated with them (1986). Their
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function, according ta Kress, is to participate deeisively in the reproduction of bath

domains, whieh means that the media have control ofaccess ta the domains of public and

private. As such, they are crucial to activist groups who are attempting ta change the

domains within which an issue is defined.

In the case ofbreast cancer, activists for tbis cause have changed the definition of

the disease from a private women' s health issue to a national public issue with significant

social and economic costs (Altm~ 1996). That is, they have demonstrated that

definitions can be sbifted tram the private to the pub/ie domain. The media have been

instrumental in tbis shifting in that they have formed a kind of synergy with breast cancer

activists, who, in the early 1990s, began to feed joumalists with Medical reports and

statistics as well as information on private and public events designed to increase public

awareness about breast cancer (Altman, 1996 and Stabiner, 1997). For instance, on

October 18, 1993, more than one thousand members from the National Breast Cancer

Coalition (NBCC) participated in a televised march trom the National Museum ofWomen

in the Arts to the Ellipse, behind a coalition banner with the message ~'End the Breast

Cancer Epidemie". At the same time, two hundred coalition members met with President

Clinton, Hillary Rodham Clinton, and Health and Human Services Secretary, Donna

Shalala, in the East Room of the White House ta present the signatures tram the second

"Do the Right Thing" letter writing campaign.

In 1994, leaders tram the NBCC helped to redefine and increase the visibility of

breast cancer as a "national health emergency" by appeariog on The Today Show, CNN's

Sonya Live, and ABC's Nightly News. In 1995, the NBeC developed nproject Lead", an
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innovative science prograrn for breast cancer activists designed to educate them in basic

scientific language so that they can participate on research boards and committees. In

1996, the NBCC hosted the tirst annual breast cancer think tank meeting, designed ta

"shake up the world ofbreast cancer", and generate new ideas ta end the epidemic. And,

fina11y, in 1997, the coalition hosted its first uWorkshop for the Media: Understanding

Breast Cancer Research and Policy". The workshop was directed ta members of the

media who report on breast cancer and was designed ta give them the tools they need ta

criticaJly analyse breast cancer information. Thus, breast cancer activists recognize that

the media regulate access ta the domains of private and public, and as such, they are the

main definers of how activist discourse Uis classified in relation ta the domains of public

and private" (Kress, 1986: 399).

The discourses ofbreast cancer activists, which the media have classified in

relation to the public realm, bring ta the public a greatly needed awareness ofbreast

cancer. At the sarne time, thou~ it is the mass media, ruo for the most part by white,

heterosexual males, which persistently promote the young, beautiful, and geoeraUy "busty"

woman as the most attractive, as the woman who gets the most desirable man capable of

providing aU that is important in life. A woman's raie, as detined by the media, has always

been one ofdependence on a male, and to get that male she must be more attractive than

her competitors. ln this ve~ sociology professor Allan Mazur states, "the self-image of

woman is not complete without her breasts, panicularly in our society, where significant

emphasis is placed on the female chest as ponrayed on television, in magazines, and in
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newspapers. We aetually worship the female breast and when a woman has a breast

removed, she loses one ofher more important identifying features" (1986: 77).

Similarly, breast cancer aetivist Rose Kushner gives the media substantial credit for

the obsession with breasts in North America (1984: 102):

The media were responsible for the long hours my sons spent discussing who was
a 32A or a 348 and, wonder ofwonders, the fifteen-year-old who had a 400. The
media are the main reason my daughter and her girlfriends who, at the age of
twelve or thirteen, stood before their mirrors trying to make the bumps in their
training bras larger with the help ofcotton balls, Kleenex, or ripped nylons. Male
chauvinism plays an important role in ail aspects ofbreast cancer, trom the
moment a sj,ah·grader' s budding chest bumps rnake her popular, ta the belief
(many times correct) that breasts are vital to getting and keeping a boyfriend. The
'importance' ofbreasts is constantly reinforced by the media.

Kushner' s comments reveal that it is impossible ta talk about breast cancer, and in

particular, its impact on a woman' s sexuality and body image, without bringing up the raie

of the contemporary media. Conformity to the latest body image, reinforced by the mass

media, is considered crucial to many wornen. The "Official Breast", as described by

Naomi Wolf in The Beauty Myth, is constantly promoted by a culture that values the

illusion ofyouth above the endless variety of the real world (1991). At the same time,

"newspapers, magazines, television, and radio have educated the public about breast

cancer, and the controversy surrounding some ofits treatments" (Kushner, 1984: 44). As

such, breast cancer aetivists have had to cope with a difficult contradiction: while their use

of the mass media enables them to redetine the disease in the public realm, those same

media also panicipate in the relentless public analysis ofwomen's physica1 form. The

relationship between breast cancer activists and the media is thus contradictary. In this
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vein~ Karen Stabiner, author of To Dallee wilh the Devi!: The New War on Breast Cancer,

argues (1997: 114):

No matter what the media says about breast cancer, there is aJways the other issue:
how a woman feels about her breasts. They are her vanity, her sex life~ her
motherhood, an outward symbol ofan attractive and useful self. When a woman
loses a breast, the most mundane fact of life becomes an effort. She can no longer
get up and get dressed in the moming without thinking about it. She cannot bathe
or make love without being reminded of il. And even when she does forget, the
media are quick to insist that she remember.

What Privacy Activists Can Lean,

This contradictory relationship with the media, whereby the media function panly

as a public educator and partly as a promoter of ideal standards for female beauty, is

pertinent to modern surveillance contexts. On the one hand, for instance, privacy activists

depend on the media ta educate the public about surveillance. [n the popular press tbis is

usually achieved by invoking weil known images of surveillance such as Big Brother, or by

emphasizing the surveillance capacities of new technology, which implies that current

changes all hinge decisively on microelectronics. In this sense, one has the impression

from the popular press that sorne kind of technologica1 determinism is at wor~ something

1have argued against earlier in the dissertation. Nevertheless~ the high tech paranoia

popular in Many media accounts has helped to draw attention to the rise ofvarious

surveillance systems in contemporary advanced societies.

On the other hand, the social benefits which accrue from many modern surveillance

systems are promoted heavily in the media. These systems, it is argued, permit easy

access to desirable resources. Consuming is paraded in the media as a matter ofpersona!

choice. Freedom to select between alternatives is touted as the acme ofthe unconstrained
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life. Temporary scares over privacy may surface from time to rime, but these are usually

mere blips in a smoothly running megamachine that constantly gathers, stores, matches,

processes, and sells persona! data.

-
It is no wonder, then, that privacy activists generally have been unable to use the

media to increase public awareness about privacy. While there is potential to educate the

public, through the media, about how electronic technologies facilitate a massive

augmentation of surveillance capacity in contemporary societies, consumer surveillance

aIso depends on those same media for its survival. This surveillance, as 1suggested in

Chapter Three and in the last section, is usually not direct or coercive, but nonetheless

succeeds spectacularly in teaching consumer sleills, and encouraging consumers to

intemalize marketpIace rules ofbehaviour. In this regard, Kevin Wilson argues that social

responses to corporate initiatives are engineered by creating and manipulating needs that

have never been a subject of public debate (1988). Social management, for Wilson, thus

threatens democratic polity by exacerbating inequalities ofknowledge, and making

consumers more and more vulnerable to corporate power ("information rich" versus

"information poor" consumers).

AlI of this sharpens the question ofwhether the contradietory relationship that

exists between privacy aetivists and the media CID be changed in a way that would pose

any real challenges to surveillance. During the debates in Quebec on Bill 68, for instance,

certain members of the Quebec media became strong voices for privacy protectio~

including Michel VeMe ofLe Devoir and several jouma1ists for Radio CanadaJ s consumer

show "Tout Compte Fait", which gave a great deal ofair rime to privacy issues (Boyer,
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1996: 7-8). The presence ofthese "activist" joumalists can be attributed to the activist

interpretation of the joumalist's raIe in Quebec in the 1970s (Raboy, 1983 and Saint-Jean,

1993). At that time, journalists were fighting ta gain control over issue definition from

editors who were heavily controlled by commercial interests (Raboy, 1983 and Saint-Jean,

1993). This resulted in a major boom in Quebec news media ofail kinds in the 1970s

(Boyer, 1996).

Additionally, privacy activists can take credit for the development ofan activist

media in Quebec (Boyer, 1996: 7-8). Indeed, their strategy ta feed the media with solid,

reliable information ranging from reports, statistics, and comparative analyses of events as

they unfolded, helped ta create a kind of synergy between privacy activists and joumalists.

This is a development yet to be seen elsewhere in Canada (Raboy, 1983 and Saint-Jean,

1993), although we have seen that it has happened between breast cancer activists and

joumalists across the United States.

Even with this "synergy" though, contemporary surveillance practices rernain

difficult to challenge, which brings us back to the first lessan from breast cancer activists.

It is difficult to involve the media in a public awareness campaign when privacy continues

ta be defined in the private realm. As ({ress argues, to assign an event ta the sphere of the

private is at once to dec1are it void ofpower, and to assign responsibility to individuals.

We have seen that when individuals are responsible for privacy, weak privacy or data

protection policies ensue, if they are developed al aU (Regan, 1995). On the other band, if

corporate or government organizations that are part ofthe public realm were responsible

for privacy, privacy's broader social importance could he recognized. In tbis regard~ the
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media would have a crucial role, for instance, by exposing organizations that transgress

fair information principles or the terms ofthe Canadian Standards Association' s Iv/ode/

Code for the Protection ofPersona/ Information. In this sense, the media would function

as "watchdogs", reinforcing activist discourses which define privacy within the public

domai~ and thus beyond individual responsibility.

Bridging Two Public Awareness Movements: Breast Cancer and Privacy

Throughout the dissertation, [ argue that surveillance has become a major feature

ofcontemporary advanced societies and as such, it should be a focus ofboth social

analysis and political action. This chapter has focused on the latter by demonstrating how

those struggling directly with surveillance realities in the social and political arenas might

benefit tram the experiences ofbreast cancer aetivists. In particular, the chapter suggests

that breast cancer activists in the United States have been successful in three social

processes, each ofwhich contains some important lessons for those who are concemed

with increasing public awareness about surveillance: (1) the detinitional reconstruction of

issues; (2) pressure group organization; (3) and media use. By examining each of these

social processes, the chapter has bridged two public awareness movements - breast cancer

and privacy. As such, it has shawn that the kinds ofdebates within which surveillance

features are diverse, and that greater integration between these debates can ooly be

beneficial.

This is an important idea in light of the dystopic paradigms that tend to dominate

discussions of surveillance. Dystopias - like Nineteen Eighty-Four or the Panopticon -



•

•

285

mislead if taken too far within social analysis because they are unable to aniculate, except

by implication, what might he a desirable state ofaffairs rather than an undesirable one. In

addition, they encourage a form of fatalism. Even if we understand dystopia as a warning

about what might happen ifnothing is done about it, neither Nineteen Eighty-Four nor the

Panopticon give any ciues as to what might he done. In tbis regard, the breast cancer

awareness movement is instructive because it demonstrates that tackling the social

problem of identifYing hope cornes down ta the level of specifie social processes. By

exarnining these processes, 1have demonstrated that it is possible ta construct alternative

models ofunderstanding and action in the surveillance realm. Thus, [ have argued that it

is possible to soften scaremongering alarms about the surveillance society while

simultaneously reorienting social policies and practices.
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Conclusion

Throughout the dissertatio~ the argument is made that surveillance is a central

feature of contemporary advanced societies and as suc~ it should be a major concem of

both social anaJysis and political action. As suc~ the dissertation is divided into distinct,

but overlapping, parts) with the tirst part focusing on social and critical theory, and the

second and third parts focusing on the public policy arena. In Part 1, 1suggest that the

history of modem societies is marked by moments at which new techniques .. themselves

the product of specifie sociaJ circumstances - do make a decisive difference to the ways

that sociaJ life is ordered (lMis, 1951). During the nineteenth and early twentieth century,

for instance, the clock, in conjunction with the timetable, became a centraJly significant

device for co-ordinating human aetivities in time and space. It seems quite plausible ta

suggest that an anaJogous shift is taking place in the later twentieth century. Now the

computer, merged with telecommunications, serves to articulate and co-ordinate human

activities, but on a massively amplified scaIe compared with what clocks and timetables

could achieve.

To concentrate thus on the consequences of technological development certainly

does not constitute technological determinism. After ail, [ aIso indicate in Part 1that it

was the growth of democratic polity, plus the felt need for greater military and economic

co-ordination, that gave the new technologies their chance. Rational, instrumentaJ

calculation existed long before the advent ofcomputers, even though they now embody,

express, and indeed reinforce just such processes. But it is precisely that remarkable
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capacity ofcomputers to contribute ta the processes ofco...ordination and control that

make them so significant in the surveillance context (Robins and Webster, 1989).

As we have seen in Part 1, computer power is now central to the apparatus of

surveillance within the nation-state, and to monitoring and supervision in the workplace;

indeed, "place" is actually less important to the computerized enterprise. Computer power

is aIso central to commercial surveillance, seen by sorne as "social management". Both in

specifie ways, then, and also in terms of the general impact ofcomputerization, new

technology may he crucial to a "new surveillance". However, it remains an open question

how far the use of information technology increases the power oforganizations over the

populations under surveillance. How far is social order constructed and maintained

through consumer seduction and classificatory constraint by computer?

At tbis point, my earlier discussion of the Panopticon from Part 1cornes into its

own. An increasingly commonplace argument is that what Bentham's Panopticon lacked

by way of technologica1 sophistication has now been realized courtesy of information

technology. Making visibility a trap, subordination via uncertainty, rule by classification;

ail these may be accomplished routinely, remotely, and efficiently using computer

databases. Data subjects collude with their own surveillance, whether by using credit

cards, quoting numbers from their driver's licences, or by making telephone calIs. The

Panopticon metaphor has been effectively linked with surveillance at the state

administration level and within capitalist surveillance in both workplace and consumer

contexts. Some have also hinted at the emergence ofa kind ofsocietal Panopticon.
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As we have seen, in fact different kinds ofarguments operate here. The

Panopticon metaphor is pressed into service within quite widely varying accounts. These

range trom the highly specifie and particular - Zuboffon management practices, for

instance - to the generalized. Among the former, specific institutions must be analysed. It

clearly will not do simpiy to see the quintessentially modem Panopticon reproduced and

arnplified electronically, as ifthis foon ofsocial control necessarily persists once it is

established. Among the latter, Mark Poster's analysis ofwhat he caUs the

"Superpanopticon" stands out. He discusses the ways that the Panopticon., as a

technology of power in Foucault's sense, has been electronically extended in the later

twentieth century. Not only does this mean that the population is monitored 4'silently,

continuously, and automatically along with the transactions ofeveryday life" (1989: 123)

but, according to Poster, that the public/private distinction is eroded and another self is

constituted for the individual which may be "as socially effective as the self that walks in

the street" (1989: 123).

The difference between Poster's position and those of others who have discussed

the Panopticon in an electronic context lies in bis stress on the linguistic experience

entailed within il. It is the electronic nature of the communication that distinguishes tbis

surveillance from others. Poster insists that social analysis be concemed to explore these

"new modes of linguistic experience in a manner that reveals the extent to which they

constitute new modes ofdomination" (1989: 123). This ofcourse is precisely the point of

my analysis in Part l, in particular the empiricai examination ofthree surveillance spheres •

govemment administration, the capitalist workplacet and the consumer marketplace.
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As far as the empirical study'o is concerned~ the main conclusions of Part 1may be

summarized as follows. First~ the range ofsettings within which the investigation of

electronic surveillance may he undertaken is enormous. 1have looked, for instance~ at the

United States Interna! Revenue Service and electronic ID cards in various countries. In

the domain of the private enterprise, one might mention computer matching in various

contexts; employee screening~ remote monitoring ofemployees~ the surveillance side-

effects of information management using computer databases, direct mail, Caller ID

systems, geodemographic market c1ustering, and videotex. These systems are constantly

multiplying and expanding, frequently "feeding on themselves" as James Rule says (1983).

It is important to be aware of this vast range ofapplications ofcomputer-based

technology, simply because the computer does make such a ditrerence. Above all,

information technology enables many other processes to work and tasks to be perfonned.

Even without going so far as to specify qualitative changes following in the wake of

computers, it is essential to get a grasp of the magnitude of the alterations that these new

technologies have engendered. As Jacques El1ul~ whose work on the utechnological

society" antedated current critical concem with technology, says, UI must now rethink a

good portion of my theory on the technological world because the computer is having

ubiquitous consequences unlike any other techn%gy" (my itaJics, 1981: 56).

10 By using the term <'empirica1 study", 1do not for a moment intend to suggest
that a wedge can be driven between tbis and, say, "critical theory". On the contrary,
theory is ever underdetermined by so-called faets, and those faets are invariably theory
ladden. Alli mean by"empirical" is "supported by observable evidence", that is, the kinds
ofdescriptive aetivity undertaken in Chapter Two.
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Second, in all these contexts, though more pronouncedly in sorne than others,

surveillance capacities are expanded using information technology. In terms ofthe ability

ta store files, the comprehensivity of reach, the speed of data flow within and between

systems, and the degree of subject transparency, surveillance is intensified. For James

Rule, with whom the concept of surveillance capacities originated, limitations on these

capacities are ail that stands between us and the "total surveillance society" (1973).

Today, the expansion ofsurveillance capacities becomes more generalized as increasing

contacts are established between hitherto separate surveillance realms, making it more and

more difficult to rnaintain earlier critica1 distinctions between those realms.

Third, new categories of social relationships do seem to be emerging based upon

the "data image". This, by the way, is a significant aspect of the "electronic text", as

noted by Poster. As computer-telecommunications systems facilitate the co-ordination

and articulation of social activities in time and space, thus reducing those kinds of distance

between people, other sorts ofdistancing may paradoxicaJly be occurring. As far as data

subjeets are concemed, sorne trust must he vested in the abstraet systems on which ail rely

from day to day. But tbis is a different kind oftrust from that obtaining, typicaJly,

between people (Giddens, 1990).

Questions of trust and identity relate closely with conceptions of human dignity, as

l argue in Part 1in my discussion ofparticipation, personhood, and purposes. But

surveillance systems do not operate on these criteria, and it is not clear how anything

different could be the case. It would not he surprising if trust tumed rather easily to

suspicion on the pan ofdata subjects as the full significance ofnew surveillance systems
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becomes clearer. The phenomena ofcomputer fraud, hacking, and so on demonstrates

that new technologies aIso present new opportunities for revenge on the "system", not to

mention others, such as refusing to hoId credit cards, for avoiding it. This fear of the

instrumental gaze without moral discernment is the whole stocy of Udistancing".

Distancing can aIso be seen as a boon to those used ta discrimination on the basis of skin

colour, gender, or disability. Software cao be structured precisely to minimize prejudice

(Lyon, 1990). The dialectic of control, it seems, is ooly thioly or temporarily veiled.

Fourt~ the evidence from different social spheres has made it increasingJy clear

that, whether or not new surveillance technologies have consequences of their own, they

help to reproduce and reinforce existing social divisions. Whether in social welfare

administration, the workplace or the marketplace, cleavages between labour and capital

or, perhaps even more signiticantly, between consumers and non-consumers, do not

appear to be healed by virtue ofnew surveillance processes. On the contrary, panopticon

classification devices, along with the categorization ofpopulations for inclusionary arder

or exclusionary control, are encouraged and facilitated by information technology.

Thus, to speak ofa "new surveillance" or to discuss the dimensions ofthe

emerging 44surveilJance society" is not hyperbole. The range and depth of quantitative

changes alone would be sufficient to warrant the use of such language, without ever

relapsing into technological determinism. However, much ofthe evidence presented in the

dissertation also hints strongly that the possibility ofqualitative changes should not be

easily discounted. The cise of surveillance networks that are integrated across the

conventional boundaries of polity and economy, the idea that a new disorganized - that is,
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less hierarchically systematic • surveillance is visible in the workplace, the novel ways that

consumer surveillance crosses the domestic threshold, and the pervasive importance of

electronic language, seen above all in the data image, all testify to the emergence of

apparently unprecedented social arrangements within the surveillance rubric.

So much for the social analysis of new technologies, their origins, and their

consequences. What of the actual experience of this new surveillance by its subjects? [n

the second and third parts of the dissertation, 1note that fears about "Big Brother",

concems about democracy, and worries about personal dignity have given rise to

resistance, albeit ofa limited and muted kind. This resistance has been expressed in a

number of ways over the past few decades ofelectronic surveillance expansion.

ln Part Il, 1focus on technica/ challenges ta eleetronic surveillance, expressed

through privacy codes ofpraetice and privacy law in particular. In this regard, 1examine

four background conditions and three proximate events for policy reform at the federal

level. These background conditions are: the market implications of inconsistent privacy

standards in Canada; the effect of emergjng data protection mies within the international

arena; strong and growing privacy concems as expressed through Canadian public opinion

surveys; and the erosion ofthe boundaries between the public and private sectors as a

result of shifting organizational funetions in response to new technologies. The proximate

events described in Part fi are: the Model Code for the Protection ofPersonal

Information developed by the Canadian Standards Association (CSA); the final report of

the Information Highway Advisory Council (IHAC) which rec:ommended the development

ofa "flexible legislative framework for both public and private settors"; and the Privale
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Sector Protection ofPersonaJ Information Act drafted by the Uniform Law Conference of

Canada (ULCC). By describing these conditions and events, 1give sorne guidance to the

future framework for privacy protection policy in Canada. That is, 1suggest key features

of the emerging '~Canadian moder' for persona! data protection in the private sector.

From a critical point ofview, the privacy laws (both current and future) analysed

in Part II may be located within what might be called "postindustrial society theory". [n

tbis perspective, technological change is vitally bound up with the future progress of the

advanced societies. Difficulties this progress presents May be countered, according to this

perspective, not by structural modifications, but by piecemeal improvements. Does data

collection tbreaten privacy? Technical and legal solutions May be sougbt with which to

neutralize such threats. [ndeed, the very appearance of political strife becomes less likely

as technical decisions become predominant.

This is not intended as a cynica1 commentary on privacy legislation. On the

contrary, 1insist in Part II that privacy law is tremendously important, not least because it

institutionalizes in law the idea that surveillance should not be permitted to grow

unimpeded. However, it wouId be dishonest to concea! my view, which is aIso evident in

Part II, that what can be achieved by means of legal measures is chronicaJly limited, not

only in the sense that 50ch measures may be "tao liule, too late", but aIso in the sense that

the law itself is inadequate ta the task of regulating electronic surveillance. Social,

cultural, and politicaJ approaches, though less tangible, may be more appropriate.

This brings me to the final part of the dissertation, in which 1analyse mobilization

challenges to surveillance. Mobilization challenges differ trom technical responses in that
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they attempt more radical questioning and opposition ta the perceived negative

consequences ofsurveillance practices, although their key aims often include pressure for

the adoption of legallimits. They relate to social movements (Melucci), and the number

committed to wbat might he called "counter-surveillance" may he growing, often spurred

by technologica1 developments such as Caller ID, smart cards, and national identification

systems. Some May tum out to be short-Iived, specifie mobilizations to counter sorne

blatant offence against public opinion, others more permanent manifestations of resistance.

If technical responses to the ,hallenge of surveillance May be thought of in terms

of postindustrial society theory, then mobilization responses relate to sorne kind ofcritical

theory of postmodemity, particularly in their relation to social participation and the ~'good

society". Postmodernity refers to a debate about a social transformation supposedly

taking place towards the end ofthis century, in which we move beyond the modem

condition. However, present surveillance theory is dominated by models and metaphors

deriving from the modem era. The discourse ofBig Brother demonstrates this most

c1early; Orwell's prescience was Iimited, for example, to state power and primitive

technology, and left a legacy ofpessimism. Globalization and the subtle sophistication of

information technology were not anticipated by him. Similarly, the case of the

Panopticon, whose relevance to postmodem analysis is currently being explored to

advantage, engenders fear at best and paranoia at worst.

But paranoia will not do as a response to contemporary surveillance because it is

blind to the subtleties of surveillance which, 1have shawn, enables and empowers as weil

as constrains and lintits action. Furthermore, paranoïa produces political paralysis, as
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noted in Part III. Either a forro of fataIism takes over, or else energies are spent

protecting privaey as a sphere ofpriviJege. As an alternative, 1propose in Parts 1and III

that sorne clear conception of elements ofa "good society" be articuJated with the analysis

of surveillance, so that constructively critical theory can be made available. My

understanding of the present situation has convinced me that notions akin to participatIon,

personhood, and purposes would serve welJ. Preoccupation with pessimistie prognoses or

with privacy could be sidestepped and genuine progress made towards appropriate

responses. But their virtue is not merely to be analytical, as if that oecurred in a moral and

politicaI vacuum. The concepts ofparticipation, personhood, and purposes couId also

serve to reorient poliey and praetice, as 1have demonstrated in the case ofbreast cancer

activism. In tbis regard, 1have shown how these concepts have found an imponant raIe

witbin three soeial processes: definitional reconstruction of issues; pressure group

organization; and media use. This has resulted in higher visibility, organizational strength,

and permanence for the breast cancer awareness movement. Thus, 1have shown through

a case study on breast cancer aetivism how privacy activists may create space for

alternative models ofunderstanding and action, in spite of the fact that the major analytical

approaches in surveillance studies are tied to modem paradigms which continually

emphasize fearful futures.

Finally, tbis dissenation demonstrates that the construction ofalternative models of

understanding and action is imponant not ooly ifwe are to eschew fatalism or paranoïa,

but also ifwe are to face the future with realism and hope. Today, surveillance reaches

weU beyond the requirements of the nation-state and the capitalist workplace to the realm
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of consumption and the housebold. In additio~ surveillance bas been amplificd in the late

twentieth century by eleetronic technologies which serve as a potential mode of

dominatio~disciplining us, however subtly, to adjust to the prevailing norms ofconsumer

citizenship. Contemporary surveillance must he understood in light of these ch3llged

circumstances. As such, tbis dissertation has sketched a vision that catches sorne elements

ofhope, coupled with the realism of historical and sociologicai analysis. In so doing, it

supports a fundamentai argument of the dissertation - that if we recognize that

surveillance is a central institutional area of contemporary societies cailing for both forms

ofsocial analysis and political action, we May he capable of transforming our present

situations ioto something different and desirable. We May not see these "new" situations

yet, but they are not too much to hope for.
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Appendix One

Organizations and Agencies thal have Provided Information for Chapter FOllr

Trade Associations:

Associated Credit Bureaus of Canada

Cable TV Standards Foundation

Canadian Bankers Association

Canadian Direct Marketing Association

Canadian Life and Health Insurance Association

Information Technology Association of Canada

Insurance Bureau of Canada

Stentor Telecom Policy Ine.

lndividual Companies:

American Express

Bell Canada

Equifax

Consumer and Labour Organizalions:

Canadian Labour Congress

Consumers' Association ofCanada

Public Interest Advocacy Centre

Federal and Provincial Govemment Agencies:

Access to Information Commission in Quebec

Department ofIustice

Privacy Commissioner ofCanada

Office of the Information and Privacy Commissioner ofOntario

Others:

Canadian Association ofBetter Business Bureaus

Canadian Information Processing Society

Quality Management Institute

Standards Council ofCanada
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Appendix Two

Organ;zations and Agencies thal htWe Provided Information for Chapter Seve"

National and Regional Organizations:

Breast Cancer Action (USA)

California Breast Cancer Organizations

National Alliance of Breast Cancer Organizations (USA)

National Breast Cancer Coalition (USA)

Save Ourselves (USA)

Individual Companies:

Avon

Revlon

Federal Govemment Agencies:

National Cancer lnstitute (USA)

National Institutes ofHealth (USA)

Office of Research on Women's Health (USA)
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