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ABSTRAC'f 

ABSTRACT 

Noise affects all channels used for communication, causing errors in the transmitted messages, 

thereby creating the need for error control. With a few exceptions, the methods of error control that 

use a feedback channel have assumed this channel to be error-free in their analysis. This thesis 

considers the effect of feedback channel errors in two methods of error control, the Generalized 

Type-ll Hybrid ARQ Scheme and the Selective ARQ Scheme. Expressions are derived for the 

throughput efficiency, the probabilities of undetected error, correct delivery. and packet loss. It is 

found that noise in the feedback channel lowers the throughput efficiency, causes the loss of packets, 

C> and increases the number of undetected errors. Methods are suggested for reducing the degradations 

caused by feedback channel errors. Simulation results are also provided. From the results and the 

analysis, the conclusion drawn is that feedback channel noise has an important effect on the 

performance of ARQ schemes, and should be taken into account to provide a more realistic 

assessment of their performance. 



c 

R~um6 ii 

Resume 

Le bruit affecte tous Ies canaux de communication, ce qui se traduit par des erreurs dans les messages 
transmis. n y a done un besoin pour les techniques de correction d'erreurs. A quelques exceptions, 

pres toutes les techniques de correction d'erreurs qui utilisent la retroaction dans le canal font 
l'hypothese que celui ci est sans erreurs pour en faire !'analyse. Cene these etudie l'effet de la 
retroaction dans le canal sur deux techniques de correction d'erreurs, la methode hybride ARQ 
type ll generalise et la methode du ARQ selectif. On y presente des expressions pour 1 'efficacite 

du debit, la probabilite des erreurs non-detectees, des messages ~ues correctement et des paquets 
perdues. On y montre que le bruit dans la boucle de contre-reaction reduit l'efficacite du debit, 

cause des pertes de paquets et augmente le nombre d'erreurs non-detectees. Des moyens sont 
presentes pour reduire la degradation causee par les erreurs dans le canal avec retroaction. Des 
resultats obtenues par simulation sont presentes. A partir des resultats, et de !'analyse de ceux-ci, 

on conclut que le canal avec retroaction a un effet important sur la performance des methodes de 

type ARQ et que ceci doit etre pri en compte afin d'evaluer de fa~on realiste leurs performance. 
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CLAIM OF ORIGINALITY 

To the author's best knowledge: 

1. The treatments of the GH-ll ARQ Scheme and the Selective Repeat ARQ Scheme with noisy 

feedback are given here for the first time. 

2. The analysis of the above two schemes as presented here is new; the expressions obtained here 

for the throughput efficiency. the probabilities of undetected error. and correct delivery are 

given here for the first time. 

3. The demonstration of the loss of packets in both the ARQ schemes is also new. The discussion 

of the transmissions (spurious deliveries) that are made of packets that have already been 

delivered is new here, and so are the expressions derived for these events. 

4.The use of a predictor with the GH-ll ARQ technique is an original contribution of this thesis. 

S. The use of codes with invertible subblocks to avoid packet loss is an original contribution of this 

work. 

6. Finally, the main contribution of this work is that it has demonstrated that the performance 

evaluation of error control methods is more realistic when the feedback noise is taken into 
account Besides, the work has shown that expressions can be derived for the relevant 

performance parameters. 



1 IN1RODUcnON 

CHAPTER I 
INTRODUCTION 

1 

Communications channels contain errors that necessitate some form of error control to ensure 

acceptable reliability. Shannon's theorems [ 1] demonstrate the existence of codes that can provide 

error-free communication, provided the transmission rate is below the capacity of the channel in 

question. Since Shannon's theorems are existence statements, they do not give suggestions on how 

to construct (or implement) the codes that yield the promised performance. As a result of Shannon's 

work, many people have been involved in seeking error control methods that would satisfy the 

promises of the theory. Many methods of error control have been devised. In general, a specific 

signal is assigned to one of M possible messages. The selecting rule for making this assignment is 

the code. The first codes that were developed were block codes. in which a sequence of k information 
symbols is encoded into a longer sequence of n symbols (n > k). The added n-k symbols are called 

parity symbols. There are good block codes for which the post-decoding error rate decreases 

exponentially with the length n of the block. 

The other class is that of convolutional codes, which have been studied gready. The 

applications of these codes to communication systems can be found in [2]. Briefly, in convolutional 

codes the present information symbol is combined with a cenain number of previous symbols to 

compute the channel outputs. In this way the data stream is encoded continuously, rather than on 

a block basis. Even with the most powerful codes, block or convolutional, it is found that no practical 

coding scheme has so far been able to achieve the capacity and error-free transmission. In the hope 

of obtaining improved performance with low complexity, methods that use a feedback channel have 

been proposed. Feedback dQC1 JWl increase the capacity of the channel [3]; it serves as a means of 
lowering the probability of undetected error. 

All these methods aim at matching the error control method to the channel. The optimality 

principle given later in the thesis is a statement of the criterion used to develop the methods. While 

the simplicity of nonadaptive methods is practically beneficial, better performance is provided by 
adaptive methods. This point is discussed in more detail later. 

Those methods that use a feedback channel have almost invariably assumed it to be error-free 

in their analysis, ignoring the effects that errors in this channel have on the results. In reality, no 
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channel is error-free. It is therefore wonhwhile to inquire into the performance degradations that 

will arise due to the errors in the feedback channels. Among the exceptions is Turin, who in Chapter S 

of his book [ 4] gives a brief discussion that assumes the possibility of errors in the feedback channel. 

The justification for ignoring the effects of feedback channel errors is that the data rate in this 

channel is much lower than in the forward channel; so it is possible to find a long enough code to 

guarantee virtually error-free performance in the return channel. Indeed, there are many cases~ 

which this applies. But there are yet many other practical communication systems that are largely 

two-way, requiring as much information transmission in the feedback channel as in the forward 

channel. The acknowledgement from the receiver is usually made part of a frame sent with data in 

the return channel. The return channel will be no better than the forward one. Therefore, the amount 

of error correction coding that can be placed in the return channel is as limited as in the forward 

channel. The present thesis takes into account the effect of these feedback channel errors. 

Expressions are derived for the relevant performance parameters on a Markov channel. 

There are two fundamental error control techniques in digital communication systems: 

forward error correction (FEC) and automatic repeat request (ARQ) schemes [S].In FEC schemes, 

an error correcting code is used at the transmitter. The receiver decodes the arriving data, and 

assumes that the code has corrected any errors that may have occurred. In an ARQ system, a single 

high-rate error-detecting linear block code is used. When a message of k bits is ready for 

transmission, n-k parity bits are added to it to form a codeword, which is then transmitted in the 

channel. If the receiver detects errors in this transmission, a request is made for a retransmission; 

otherwise the next packet is transmitted. In principle, this process continues until the packet is 

correctly received. When FEC and ARQ are combined, the result is what is now known as type-I 

hybrid ARQ, in anticipation• of type-ll hybrid ARQ. which combines the two methods with some 
redundancy retransmission. A full discussion of these ARQ methods is given in Section 2. 7 (entitled 
Hybrid ARQ Schemes). 

The performance of the type-ll ARQ scheme depends very much on the choice of the error 

correcting code Ca::. Both the performance of the type-n ARQ scheme and its advantage over the 
type-I ARQ scheme are given in [6]. A generalized version of this is presented in Chapter m, where 

a method of analysis is developed and used to obtain expressions for the throughput efficiency, the 

probability of undetected error, and the other parameters needed in evaluating the performance of 

1 We say "in anticipation" here only for the order in which we present the concepts. Chronologically, the type-I scheme 
wasknownas"hybidARQscheme"unlilitwasfoundlhatanother(lhepresenttype-DhybidARQ)couldbedeveloped. 
The latter was named type-D and its predecessor. type-I. 
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the OH-ll ARQ scheme. In a parallel fashion, Chapter IV analyses the selective repeat ARQ scheme 

with noisy feedback. To provide a means of comparison, Chapter V discusses the situation without 

noise in the feedback channel. Chapter VI looks at the performance on the Gilben channel. It is 

established in this chapter that the expressions derived for the Markov channel cannot be used on 

the Gilben channel. since the resulting error process in the Gilben channel is not fust-order Markov. 

Chapter vn presents the simulations on the Gilben and Markov channels. One channel captures 

the statistical dependence at the bit level, the other captures the dependence at the block level. 

Besides, either method can be particularized to cover the independent-error channel. 

In Chapter vm, some methods are presented for improving the performance under noisy 

feedback. These are the use of a predictor with the GH-ll ARQ scheme, the use of invertible codes 

to prevent packet loss, and the use of a threshold at the transmitter to reduce spurious transmissions. 

The corresponding improvements are also discussed. Finally, Chapter IX gives the summary and 

conclusions. Material that was considered necessary, but whose details seemed a great digression 

from the objective of the thesis has been relegated to an appropriate appendix. The KM codes, 

which are used in the GH-ll ARQ scheme discussed here, are presented in Appendix A. This 

discussion of the codes is only a brief one; fuller knowledge of these codes can be obtained from 
[7] and [8]. Other appendices are referred to in the body of the thesis. 

On channels where the error bursts (of maximum length B) are separated by a gap (of minimum 

length G), burst trapping techniques can be used. Early contributions to this area are found in the 

works of Gallager [9], Fomey [10], Bunon, Tong and Sullivan [11-13]. In the basic form, an 

information vector is transmitted two times, the fust time in the information pan of a codeword, 

and the second time it is added to the parity pan of the next codeword. When the fust transmission 

is received in error, it is assumed that the second will be error-free, hence the requirement that the 
gap length G be longer than some minimum. The information pan of the second transmission is 

then extracted and given to a local encoder, which produces the parity bits. These parity bits are 
then used to recover the previously transmitted information. Burst trapping methods have been 

generalized [ 12-14] to cope with a wider variety of channel types. These techniques differ markedly 

from the GH-ll ARQ scheme described here, in that they require cenain statistical properties in the 
bursts, requirements that are not needed in ARQ systems [15]. 

1.1 Where Can We Use These Methods ? 

Some practical channels where the methods of this thesis are applicable are satellite channels [5} 

0 and HF troposcatter channels [16,17]. The satellite channel varies from a very noisy state (during 
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rain and bad weather) to a more benign state (during good weather). The variation is slow enough 

for the GH-ll ARQ to provide a reasonable performance improvement. The parameters used to 

model the HF channel can be found in [ 16, 17]. Since these models specify a Markovian dependence, 

the methods of this thesis would be applicable. 

In variable rate ARQ systems, the return channel is used to adaptively control the forward 

transmission rate [18]. This form of ARQ may be attractive for satellite links where the feedback 

delays are large and the changes in channel characteristics, such as deep fades, are slow. In the same 

paragraph of the cited reference2
, it is said that the principal drawback of such adaptive rate systems 

is an increase in system complexity, since each allowed rate may require a distinct modulator and 

demodulator. 

However, there now exist some codes that can have variable rates while maintaining nearly 

the same complexity. With these codes, the same modulator-demodulator pair can be used and the 

transmission rate altered by varying the code parameters. 

Examples of transmission systems where the OH· n ARQ can be used are: HF, land mobile, 

cellular radio, terrestrial digital radio, satellite communication systems. The corresponding 

frequency bands are given below. 

1.1.1 HF Communication Channels 

Highly reliable, long·distance communication can be realized using HF radio 

waves (3-30 MHz) [19]. These links take advantage of the fact that HF signals can be reliably 

reflected by the ionosphere and returned to the earth at great distances from the transmitter. Distances 

of 6000 km are realizable. 3 As the frequency increases, tropospheric impairments typically increase 
while ionospheric effects decrease [19]. 

The dominant effects at HF frequencies are ionospheric. TheE Layer (90-140 km) of the 

ionosphere exhibits sporadic activity, requiring appropriate precautions for reliable link operation. 

For example, the operating frequency may have to be altered a few times over a 24-hour period to 

coincide with the ionospheric changes [19]. The remaining drawback is from multipath fading due 

to reflections from buildings and other electrically conducting objects within a few miles from the 

receiving antenna. 

l Bhargava et al., p.337. 
3 Microwave tropospheric scatter teclmiques in which liJle..of-sigbt transmissions are scauered by refraction and 
reflection in the troposphere (sea levelro about lllan) fit somewhere between LOS and HF. 
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1.1.2 Mobile Radio Communication Systems 

Mobile radio is used for transmitting weather, road and traffic infonnation. The frequencies used 

here are: 

VHF ( 25-50 MHz) 

VHF (150-174 MHz) 

UHF (450-470MHz t 
800 (806-947 MHz) 

The US Weather Bureau provides weather infonnation using 160 MHz. Small suburban airports 

and others interested in timely weather infonnation can monitor these transmissions. A number of 
cities broadcast road and traffic advisory infonnation using low-power transmitters. 

The main impainnent is shadowing, or substantial transmission loss due to hills, buildings, 

and trees in the transmission path. It increases with frequency and is to some extent offset by 

reflections from objects not located in the direct path. Troposcatter is seldom a cause of interference 
in mobile services, but can be used for communication between fixed stations [20]. 

0 1.1.3 Cellular Radio Systems 

The frequencies used are: 
UHF (825-848 MHz) transmitter 

UHF (868-895 MHz) receiver 

The main propagation impainnents are: 

1. multipath propagation due to scatter from nearby obstructions 
2. multipath propagation due to large echoes from distant reflectors 

3. shadowing of the direct path. 

The effect of multi path propagation is a standing-wave pattern in space detennined by the amplitude 

and phase relationship of the direct and reflected and/or scattered energy components. A vehicle 
moving through this pattern will experience short-tenn fluctuations in signal intensity, typically 

with a period of a fraction of a second. 

Shadowing, by contrast, produces an overall reduction in signal intensity which changes more 

slowly with time as the vehicle moves about. 

4 The allocated frequency range is actually 150-512 MHz. 
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1.1.4 Terrestrial Digital Radio 

This type of system uses microwave frequencies. Here, since the transmission is fully digital, ARQ 

methods can provide performance gains for all the transmissions, the level of performance 

improvement being determined by the channel conditions. This can be said also for satellite 

communications links, described below. 

The main impainnents are multi path fading, sky noise, radio interference, and rain attenuation. 

These impairments vary sufficiently slowly for the predictor described in the sequel to improve the 

performanceoftheGH-11 ARQscheme. The radio interference will varyfromoneregion to another, 

peaking around urban centres. 

1.1.5 Satellite Communication Links 

Examples of satellite communication systems given in [ 18] has a signalling rate of Rs = Hr' bits/s 

and a round trip delay of AT= 512 ms. H we take a packet size of Bp= 504 bits (as used in the 

present thesis), the round-trip delay Op (in packet times) will be equivalent to 

o, : li~ ~) : o.s1{:) : 10.24 packet times 

This number is well below the threshold of Dp = 15, beyond which the predictor improvement 

becomes increasingly negligible. However, the scheme without a predictor is still applicable. 

1.1.6 Remarks 

The above list of applications. although not exhaustive, covers the essential portion of the spectrum 
used for communications. The methods of this thesis are applicable in each case. The only note of 

caution that must be sounded is that when the links get too long. the method with prediction may 

not yield sufficient performance improvement Table 1.1 lists some qualitative summary of what 
one might expect when the predictor is used. 
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Table 1.1 Summary of Predictor Perfonnance 

Application Propagation GH-llARQ 

Impainnents with predictor 

HF E-Layer absorption The E-Layer effects are slowly-varying and the 

propagation delays are reasonably short. Consequeady, 

sufficient performance improvements are possible. 

Mobile Radio shadowing Currently, most of the traffac in this applicatioo is 

& multi path analogue; the control signals are digital It is for these 

Cellular Radio radio interference signals that ARQ can be used; therefore, the improvement 
in performance is limited. But in future. wheo the 

transmissions become increasingly digital, there wiD be 

greater gains when GH-ll ARQ is used. 

Terrestrial multi path Some improvement is possible, due to the shon distaDces 

Microwave rain attenuation between repeaters. The dominant limitation will result 
sky noise from multipath fading. 

radio interference 

Satellite multi path Increased buffering will be required at both ends if the link 

Links rain attenuation is too long. Predictor Improvement diminishes wilb the 

sky noise length of the link. For long links, the scheme with predictor 

is no better than the one withouL 
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As mentioned at the end of the preceding chapter, there are two areas where the applicability of the 

methods of this work is obvious-the satellite channels and the HF troposcatter channels. There 

are other areas that can be studied in order to determine the applicability of these methods. This 

will require data collection to determine the model parameters. It is clear, however, that whenever 

the channels do not vary too rapidly5
, these methods will yield an improvement. 

A look at the recent issues of the IEEE Transactions on Communications indicates that error 

control is receiving increasing attention. A component of error conttol is channel coding, which is 

fast becoming a widespread technique for improving the reliability of data in digital communication 

systems. However, the design and fabrication of decoders remains difficult. The reason for this is 

that the extensive memory required takes much chip area. Lavoie, Haccoun and Savaria [21,22] 

have considered architectures that would facilitate the implementation of CODECs for convolutional 

codes6
• Continuing work in code design, and advances in high speed processing technology will 

soon make it possible to implement fast CODECs for both convolutional codes and block codes. 

Errors in communication channels occur due to noise and other channel impairments whose 

combined effect is to generally cause errors to occur in bursts separated by long error-free gaps. 

Over a given period of time, the channels tend to be either very good or very bad Since neighbouring 

time intervals have similar error rates, this biased behaviour has been termed memory [23]. This 
memory can be exploited to control the errors in some manner to ensure a tolerable error rate. The 

goal of error control is to achieve an acceptable error rate in the most cost-effective manner. An 

indispensable tool in this is the channel modeL 

2.1 Channel Models 

The manifestations of nature are so abundant in facts that we must all the time find some orderly 

way of representing the facts so as to make any meaningful statement about them. We are forced 

toabstract from nature what we call representations or "models." These models are understood to 

be adequate representations of those aspects of nature in which we are at present interested. Any 

model will therefore have its scope and obvious limitations, as specified in the assumptions in its 

S That is, whenever the channel noise level stays fairly constant within a period of at least 15 packet transmission times. 

6 A CODEC is a two-way device that perfonns the operations of coding and decoding. 
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fonnulation. A general discussion of models, with very entertaining examples, can be found in 

Casti's [24] book.7 For our purposes here we shall focus our attention on the models of channels 

with memory, and their use in developing error control methods. 

In principle, it is possible to evaluate the performance of error control methods without 

recourse to a model. For example, raw data from a channel can be used to test the performance of 

a code. An approach of this type normally requires an enormous amount of computation time. As 

an example [25], a tape drive specifies bit error rates as low as 10"12
• With an average transfer rate 

of 5 Mb/s, it may take 20 days to collect enough data for a reliable bit error rate estimate. All this 

time is spent on one code. On the other hand, a model can be used to evaluate the performance of 
a code on a channel in minutes. From such an evaluation, it is possible to predict the post-decoding 

bit error rates. Furthennore, when many C<Xles are to be tested, using the model it is possible to 

select the one most appropriate for a given channel and specified constraints. 

Many models have been proposed for channels with memory. In an effon to develop models 

that adequately represent the behaviour of real channels and are mathematically tractable, the search 

for models took many directions. According to Kanal and Sastry [23]. the models fall into two 

categories: generative and descriptive. Generative models are those that specify an underlying 
mechanism that produces error sequences similar to those being modelled; descriptive models are 

those that give the structure of the error sequence in terms of some statistics. The utility of models 
in this area is exemplified by the work of several authors. Knowles and Drukarev [26] considered 

estimating bit error rates on channels with memory. They used a model developed by Fritchman [27], 

called the Fritchman model. The authors repon that they used this model "because of its simplicity 

and fairly good agreement with experimentally observed channel statistics." Tsai [ 16] applied some 

known models to data obtained on an HF channel. He obtained the corresponding values for the 
parameters of the models. These values can now be used by others interested in applying the models 
to their studies. MacManamon [ 17] obtained a similar set of parameter values assuming a bit-level 
Markov model. 

The models assumed by these authors have been those whose parameters can be uniquely 

determined from the observed channel data [23]. Yet another contribution to the field is that of 

Vucetic and others [28], who proposed a quasistationary model which they analyzed and from which 

they obtained expressions for the performance parameters. The conclusion drawn from the survey 

7 This book does not have the fmal word on models; it offers discussions, examples, and exercises intended to provoke 
the reader to develop his own view (his own altemale reality). 
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of the work on models is that concentration has been on applying existing models to given data in 

order to find the corresponding parameter values. From these values, the experimenters attempt to 

operate the models to see if the observed output is in agreement with the data. In this way. it has 

been possible to find the models most appropriate to a given channel. The problem faced by these 

workers is that while the model gives a representation of the entire time behaviour of the error 

process, extending into the remote future, the data available is fmite. A further problem is 

determining the length of the data record that will give adequate parameter estimates for the models. 

These problems notwithstanding, people have tried to obtain working models. Analytic models for 

some real channels can be found in [29] and [30]. 

2.2 The Error Process 

The error process in a communication link can be viewed as a discrete-time binary stochastic 

process [20]. That is, it can be viewed as a family of binary random variables {E,; t e Z}, where 

Z is the set of all integers. A realization of the error process is represented by the sequence 

.•• , e_11 e0, ett ... This can be related to the channel output sequence as follows. Let {a,} be the input 

sequence and let (bJ be the corresponding output sequence. Then b, = a, + e,. The addition is done 

modulo-2. The characterization of the error process as a binary stochastic process in discrete time 

is assumed almost universally in the analysis of error control methods. Some approaches incorporate 

modulation in ARQerror control analysis; notable among are the works ofBenneli [31], and Kasami 

and others [32], who consider a coded modulation scheme with code concatenation. 

Here, we use the binary process approach. We shall consider three channel models in this 

work: the partitioned Markov Chain Model with one error state, the Gilbert Model (a special case 

of the former), and the Markov Error Model, developed from the descriptive category. 

2.3 The Partitioned Markov Chain Model 

This model is characterized by a set of states { 1,2,3, ... ,N} and a state transition probability matrix 

P = (p9). The state transitions of the chain are synchronized with the error digit transitions in the 

channel. Let q., be the probability of error when the chain is state k. Then in the most general setting, 

one would have q., ~ 0, for le e { 1, 2, 3, ... ,N}. This would yield the unpartitioned Markov chain 

model. Unfortunately, determining the parameters of the model from channel data is quite 

costly [30]. To create a model that is not as costly, and still represents the real channel reasonably 
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(

0.66 0.00 0.34 } 
p = 0.00 0.9991 0.0009 

0.44 0.34 0.22 
(2.2) 

Turin [4] gives a discussion of single-error-state models. He provides numerical results for the 

matrix P for such channels as the troposcatter and Tl digital repeatered line. The results for the Tl 

line can also be found in the work of Brilliant [33]. By setting N=2 in the general single-error-state 

model, we obtain the Gilbert model, first proposed by Gilbert [34]'. Gilbert used this model to 

model the data supplied by Alexander and others [37]. Figure 2.2 illustrates the model proposed by 

Gilbert. If in this model we set q = r, we obtain the random error channel, usually called the binary 

symmetric channel (BSC). 

p s 

r 

Figure 2.2 The Gilbert Channel Model. 

2.4 The Markov Error Model 

Following the analysis given by Leung, Kikumoto and S~rensen [38], in which a Markov error 

model is assumed, we envisage here the number of errors in a block of size N as a realization of a 

Markov chain. Specifically, let e~~:(N) be the number of errors in such a block at a general time k. 

Then the model we seek is such that the sequence {e.{N); k= ... ,-1,0,1, ... } is a Markov chain. Since 

I This was later modified by Elliott [32,33] to fonn what is called the Gilbelt-Elliott model, which has errors in each 
state. 
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we are giving here the specification of the error sequence, this would be termed a descriptive model, 

in Kanal and Sastry's terminology, referred to earlier.' As it stands, the underlying space of states 

is N -dimensional. If N is about 500, as it usually is, then the state transition probability matrix will 

have N2 = 250000 entries. This will be too large. To trim down this number, the state space is 

partitioned into three classes. Figure 2.3 shows the state transition diagram of this model, where 

Pi• i= 1,2,3 is the probability of error in the ith class. 

1 en In St 
2 en In S2 
3 en In S3 

Figure 2.3: Transition Diagram For the Markov Error Model. 

The use of a Markov model is also found in the work of Meyer and Sastry [39], who considered an 

end-to-end burst error link, generating results that, as they repon, are of particular interest to ISDN. 

Since their work does not address ARQ schemes. we will not discuss their details here. For the 

same type of link, Lai and others [40] have analyzed the undetected error probability. In a practical 

situation. the decision to use a Markov model can be made by examining the autocovariance function 

of the error process [38]. The autocovariance function can be estimated from the observations 
according to the equation 

" c(t) 
p(t) = c(O)' (2.3) 

9 See Channel Models above (Section 2.1 ). 
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H this estimate is an exponentially decaying function of the lag, the channel can be taken as a Markov 

channel, and the model of this section will be most appropriate. An example is given later in which 

a process is constructed that has a decaying autocovariance function of the type required here. If 

the autocovariance function closely resembles a delta function, the channel is best represented by 

a random noise model. 

An autocovariance function of the above fonn is reported in [41] to be very common and to 

be a very good approximation to many random phenomena encountered in practice. More detailed 

studies of the modelling of errors on real channels are found in [ 42]. 

2.5 Compound Models 

Models that combine two or more simpler ones have also been considered The hope is that the 

compound model will have the strengths of its constituents in giving a more realistic representation 

of the channel. One method models the channel noise as a sum of a random Gaussian noise 

component and an impulsive noise component10
• The impulsive component is a series of impulses 

whose occurrence times are taken to be the arrival times of a Poisson process. The ith impulse 8{t-tJ, 

which occurs at a random timet;, is considered to have a random "tail" area Ai. The areas are 
considered to be statistically independent of each other and of the arrival instants. The noise is 

characterized by the number of impulses per symbol duration. This number is denoted by r 1• Highly 

impulsive environments will have Y" 1. Several applications with large values of y have been 

reported [43]. The value ofywill restrict the choices of error control coding method to be used. For 

example [ 44], sequential detection does not work well for very large values of y. 

To characterize the clustering phenomenon, a compound Poisson model has been proposed. 

The error cluster arrivals are represented by a Poisson distribution with parameter m1, and the 

number of errors within each cluster also have a Poisson distribution with parameter m2• The 

chi-square method is used to ~st the validity of the model in representing the actual error process 

in a digital transmission system. Results of tests conducted in France on 2 Mb/s and 140 Mb/s digital 

links, from which a lot of data has been gathered, suggest that this compound Poisson model 

(sometimes called the Neyman model) does not adequately represent the bit enors, but represents 

10 The intention here is to represent the presence of the random and the impulsive components in one model. The task 
then is to determine the parameters that are relevant to this type of model. and then 10 devise experiments that can be 
used to fmd their values. 
11 The symbol yas used here has no connection with its use later in characterizing the Gilben Channel (in Chapter 6). 
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well the occurrence of errored seconds in a one-minute interval. Another approach models the error 
process at the bit level. As yet no model has been found that encompasses all cases of enors on a 

digital communication channel [45]. 

2.6 Error Control Methods 

It is assumed in this thesis that the messages have been broken into packets. A packet is a standard 

unit used in communication systems. The messages may be of arbitrary length. For pUipOSes of 

coding, each channel will tend to have its own optimum packet length. For example, for an error 

rate of 10~ on an additive white Gaussian noise channel, Bhargava and others [18] give a length 

of 500 bits for the packets. The same value can be inferred from Martins and others [46], who 

adaptively measured the channel bit error rate and used it to adjust the packet size to yield the 

optimum throughput All this is in agreement with the derivations of the optimum packet length 

found in [47]. 

There are two fundamental enor control techniques in digital communication .systems: 

forward enor correction (FEC) and automatic repeat request (ARQ) schemes [5]. In any ARQ 

system, a single high-rate enor-detecting linear block code is used. When a message of k bits is 

ready for transmission, n-k parity bits are added to it to form a codeword, which is then transmitted 

in the channel. If the receiver detects errors in this transmission, a request is made for a 

retransmission; otherwise the next packet is requested. In principle, this process continues until the 

packet is correctly received In FEC, the transmitter employs an error-correcting code (block or 

convolutional) to combat transmission errors. The difference between this method and ARQ is that 

here there are no retransmissions, and so no feedback channel is required. Since the probability of 

a decoding enor is always higher than the probability of undetected error (using the same code), 

FEC schemes cannot provide as high a system reliability as do ARQ schemes. For FEC schemes 

to have the same undetected error probability as ARQ, a longer, powerful enor-correcting code is 
used to correct most of the enor patterns. Owing to these factors, ARQ schemes are generally 
preferred. 

To evaluate the performance of error-control methods, two parameters usually considered 

are the throughput efficiency and the data reliability. The throughput efficiency is the proportion 

of the transmission time spent in transmitting useful information; the reliability is the probability 

that a received message contains no errors. This is called the probability of correct delivery, which 

is complementarily related to the probability of undetected error. 
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As a consequence of feedback channel errors, two other parameters to examine are the 

probability of packet loss and the probability of a packet being transmitted unnecessarily. A packet 

is lost when the errors in the feedback channel cause a retransmission (R) request to be converted 

into an acknowledgement (A). This (R~A) error causes the transmission to begin sending the next 

packet instead of retransmitting the present one. The receiver considers this packet as a 

retransmission and proceeds with decoding. This discussion is treated in greater detail in 

Sections 3.1 and 4.1. 

Since there are no retransmissions in FEC, the throughput efficiency is constant, and is set 

by the code rate, independent of the channel conditions. The reliability of FEC schemes is highly 

sensitive to the channel conditions, and degrades as the channel gets poorer. Although ARQ schemes 

have a lower throughput efficiency, they can be made to have increased reliability, regardless of 

the channel conditions. FEC and ARQ, therefore, are two methods which tend to affect one of the 

two parameters and leave the other one more or less unchanged as the channel error rate fluctuates. 

In situations where the error rate is too high to guarantee acceptable throughput using ARQ alone, 

a combination of FEC and ARQ is used. Such a scheme is appropriately termed hybrid ARQ [5]. 

Naturally, this scheme inherits the advantages of both techniques. 12 High reliability is achievable 

as a result of error-detection and retransmission (the ARQ contribution), and high throughput 

efficiency is possible through the correction of frequent error patterns (the FEC contribution). 

Most channels used for communication have error rates that vary with time from a very poor 

state to a very good state, as mentioned earlier. The methods of error control have tended to select 

codes that provide acceptable performance when the channel is in its worst state. Such worst-case 

codes must have low rates. Communications channels generally hit their worst state only a small 

fraction of the time. A code matched to the worst-case channel conditions will, therefore, result in 
a low efficiency. This is stated more formally by the optimality principle that is soon to follow. We 

first define T; = { x: t;.1 < x ~ t;}, where t; is the maximum number of errors that can be detected by 
the ith code. 

121t is quite fortunate here that we have two methods whose combination retains Lheir individual strengths and overcomes 
Lheir individual weaknesses. 
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The OptimaJity Principle: H on the average, the error process stays in T; with probability 7t;, then 
given a set of codes with rates R;, i=l,2, ... ,m, where the ith code is suited to the ith channel state (Ti), 
the optimum code rate R., is given by 

.. 
R., = r 1t;R;, 

i=1 
(2.4) 

where m is the ratio of the length of the longest code in the set to the number of infonnation bits. 
In Chapter m, this is referred to as the depth of the code. 

Proof: Suppose the code assignment probabilities are instead b1, b2, ... , with some ni for which 

b. #: x.. Then let us fonn the difference 
1 1 

.Ill .. 

M = L b;R; - L 1t;R;. 
i=l i=l 

(2.5) 

This gives 

M = L(b 11 _ - 7t11 )R,._ + L(b ... -x,. )R,., 
j I '11 , . ., 11 

(2.6) 

where the sum over j is for those tenns for which b,.
1 
-1t11i > 0 and the sum over l is for tenns for 

which b., -x., <0. 

Let AN 1 be the change in the number of errors correctable in those cases corresponding to 

the first tenn above. and I:JN 2 the change in the number of enors correctable in the second set of 
cases. Since the rate of the resulting code is higher in each term of the ftrst sum, the resulting eaor 

correcting power will be lower for that sum. Therefore, AN 1 < 0. Now let us consider the second 

sum. The rate of the code is lower in each tenn of the second sum. The number of errors correctable 
would be higher. But since the number of errors that occur will not exceed the level correctable by 
the original assignment (using x;'s} we must have I:JN2 = 0, because although we have a more 

powerful code assignment, the channel does not need the extra power. If we now denote by NI/ the 

change in the number of errors correctable, then 

(2.7) 
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from which we see that MY < 0 so long as there is at least one case for which b; ~ 1t;. In other 

words, the optimum assignment probabilities for any set of codes with rates R; is the one for which 

b; = 1t;. That completes the proof of the optimality theorem. 

Corollary 2.1: A code designed for the worst case channel condition will have a lower throughput 
efficiency than the optimal code. 

Proof: The worst-case assignment is done by choosing b,. = 1, and b; = 0 otherwise. This implies 

that 

trt-1 

I. Jt.R. 
I I (2.8a) 

i=l 

= R,. - R.,, (2.8b) 

which is necessarily positive, since R,. > R_,. Therefore the throughput efficiency will be lower 

than for the optimal assignment, which completes the proof. 

One channel that has a varying signal-to-noise ratio (SNR)-and therefore a varying error 

rate-is the meteor burst channel, which has an SNR that decays exponentially with time, i.e., 

SNR = (SNR)oe -<•-to> (2.9) 

where to is the starting time for signal transmission [48]. The parameters (SN R)0 and a may be 

random variables. One task in applying the methods of error control would be to collect enough 

data to characterize the statistical nature of these parameters. The author of this thesis had the 

opportunity to survey the work in this area, some of whose findings and projections are reported 

in [49]. Metzner [48] and Mui [50] have addressed the issue of the possible coding strategies for 

the meteor burst channel. Pursely and Sandberg [ 49] have discussed the use of incremental 

redundancy in meteor burst channels. This area is still new, and a lot of work is still needed before 

the appropriate error control methods can be established. 

At present, the techniques of error control that approximate the optimality best are the 

generalized ARQ techniques (discussed later). These perform far better than many alternative 

approaches. Fantacci [52] gives Some discussion of this fact, with some convincing details. 
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Many attempts have been made to improve the performance of ARQ schemes. The use of 

soft-decision decoding with the OH-IT ARQ scheme appears in [53], where the advantage of 

soft-decision decoding is observed in the throughput efficiency. Other methods using soft-decision 

are presented in [54] and [55]. Fantacci [56] has demonstrated the advantage of soft-decision 

decoding in a generalized compound go-back-N (CGBN) ARQ technique. More recently, Martins 

and Alves [46] have shown that by monitoring the bit error rate in the channel, it is possible to 

adaptively vary block size (packet size) to bring about a performance improvement in ARQ schemes. 

They have shown that around the optimum block length, the throughput curve is fairly flat; this fact 

allows even a sub-optimal packet length to yield a practically high throughput efficiency. provided 

the length used is not too far from the optimal. There are other methods such as code combining, 

which was proposed by Chase [57], in which packets received in error are stored and combined 

with later transmissions, while a running measure is computed each time. When the measure exceeds 

a threshold, a decision is made regarding the packet In another paper [58], code combining and the 

selective repeat ARQ are combined, and a performance improvement is found. Kallel [59] has 

shown that the merits of Type-II Hybrid ARQ13 can be combined with those of code combining to 

produce even greater performance improvements. Earlier, Kallel and Haccoun [60] analyzed an 

Q error control system that involved sequential decoding and code combining, from which they showed 

that the throughput efficiency of the ARQ schemes were much higher with code combining than 

without it 

In addition to the above methods, other adaptive ARQ methods have been developed to 

approximate the optimality referred to above as nearly as possible. Vucetic and others [61] have 

given an algorithmic approach to the synthesis of an adaptive ARQ system. They also proposed a 

quasistationary model, for whose parameters they were able to fmd values. The method of 

Vucetic [61], although not a hybrid ARQ method, is an alternative that can be used to handle 
time-varying channels. Drajic and Vucetic [62] evaluated several adaptive ARQ methods, giving 

simulation results to support their conclusion that adaptive methods perform better. In [63] and [64] 

Feldman and Li presented and analyzed an adaptive ARQ method, estimating the number of errors 

in a transmission slot and using this estimate to choose the coding parameters for the next 

transmission slot Chase's code combining [57], already referred to, is an adaptive ARQ method 

since it uses retransmissions and combines a number of packets determined by the prevailing channel 

conditions. 

13 A description of the generalized type-ll ARQ Scheme will given shortly. 
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Another adaptive ARQ method is the Generalized Type-IT Hybrid ARQ 

Scheme (GH-II ARQ) introduced [8] as a generalization of variable redundancy transmission first 

proposed by Mandelbaum [65]. The method uses the redundant infonnation available upon 

successive retransmissions of a codeword to provide high throughput during poor channel 

conditions. A class of codes developed by Krishna and Morgera [7] is used to provide the adaptive 
feature. The codes can be made to have a nested structure in which longer codes contain smaller 

ones as subcodes. The longer codes necessarily have a greater minimum distance and can, therefore, 

correct more errors. The adaptation is effected by selecting a longer code as the channel gets poorer. 

In this way. the system can correct more errors. The main advantage of this class of codes is that 

the encoder/decoder configuration stays essentially the same as the code length is varied. This allows 

the receiver to maintain the same complexity even with a longer code. 14 

Regarding punctured convolutional codes, codes of a similar nature have been constructed 

by Du and others [64]. These have been called separable codes, implying that the redundancy 

symbols of the code can be isolated from the code, and within the redundancy part itself, further 

divisions are possible. When applied to GH-II ARQ, more redundancy is transmitted as the number 

of retransmissions increases. In this context, the tenn separable codes seems to encompass the block 

codes used in this thesis and the convolutional codes in [66]. 

This thesis takes an approach that can be used to analyze the performance of ARQ schemes 

when the noise in the feedback channel is taken into account The analysis assumes that the noise 

is such that the number of errors in a packet fonns a sequence that can be taken as a Markov chain. 

Since the Gilben channel is used quite often, it is also considered, and it is shown that the number 

of errors in a packet does not form a Markov chain. Therefore the results derived under the Markov 

assumption cannot be used for it The thesis concentrates on the GH· Il ARQ scheme and the selective 
repeat ARQ. The reason for considering the selective ARQ scheme here is that it may be considered 
as a special case of the GH-II ARQ. As a preliminary step towards the GH-II ARQ, we present the 
ARQ schemes from which it developed. 

14 A discussion of KM codes is given in Appendix A. From the discussion in this Appendix, and the description of 
the ARQ scheme that uses them (to be given m Chapter 11), these points wiU be evidenL 
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2. 7 Hybrid ARQ Schemes 

Hybrid ARQ schemes are those that combine pure ARQ with fotward error correction (FEC). As 

has already been said, these methods retain the strengths of ARQ and FEC and do not have the 

disadvantages peculiar to either method. The hybrid ARQ schemes are broadly classified as type-I 

hybrid ARQ and type-IT ARQ systems [6]. 

2.7.1 Type-1 Hybrid ARQ Schemes 

Type-I hybrid ARQ schemes employ one code for fotward error correction (FEC) and another for 

error detection as shown in Figure 2.4. At the receiver, the decoder fust attempts to correct any 

errors it finds. It then tries to detect if any errors have been left in the received block. If uncorrectable 

errors are detected, the received block is rejected and a request is sent to the transmitter for a 

retransmission. This request is usually called a negative acknowledgment (NACK). This procedure 

is repeated until no post-decoding errors are detected, at which time the receiver sends an 

acknowledgement (ACK) to the transmitter, to ask for the next block to be transmitted Since hybrid 

ARQ uses codes for error detection and error correction, it requires more parity bits than pure ARQ, 

which uses codes for error detection only. For good channels, therefore, the throughput efficiency 

of a hybrid ARQ may be lower than that of the corresponding pure ARQ scheme [6]. When the 

channel enorrate is high, a type-1 hybrid ARQ method provides a higher throughput, because its 

error-correcting code corrects the most frequently occurring error patterns, thereby reducing the 

number of transmissions. Due to this, type-I hybrid ARQ schemes are suited for use on channels 

whose characteristics are known a priori to be fairly constant. 

When the channel characteristics change, the type-1 hybrid ARQ schemes may not be as 

efficient. When the channel is "quiet". that is, when the error rate is practically zero, no error 

correction is required. The parity bits for error conection are not needed at this time, and their 

presence results in a lower throughput When the channel is noisy, that is, when errors occur 

frequently, the error-correcting code may be inadequate. As a result, the number of retransmissions 

will be high, resulting in a lower throughput It is difficult to design error conecting codes for 

channels with varying characteristics. An example of such a channel is the satellite channel, which 

is very quiet in good weather and behaves rather poorly during rain [ 67]. The variable characteristics 

of communication channels lead one to ask whether it would be possible to design a system that 

adapts to the channel fluctuations so as to maximize the throughput Such a method would use an 

algorithm that implements the optimality theorem discussed earlier. The type-ll hybrid ARQ scheme 

is one of the best such methods presently available. 
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Figure 2.4 Type-I Hybrid ARQ Scheme 

2.7.2 Type-IT Hybrid ARQ Systems 

As mentioned above, when the channel has extremely variable characteristics, an adaptive _hybrid 

ARQ scheme is desirable. Error detection with rettansmission is adaptive. Retransmission of 

redundancy is increased when errors occur. The concept of variable redundancy transmission was 

introduced by Mandelbaum [65], and based on this, the first type-IT hybrid ARQ scheme was 

proposed by Metmer [68]. In the type-IT ARQ scheme, the parity bits are transmitted only when 

needed. Two linear codes CED and Ca: are used for error detection and error correction, respectively. 

C.:C is a half-rate invertible code used for error correction. A rate-1!2 code is said to be invertible 

if, knowing the parity bits of a code word, the associated information bits can be uniquely determined 

by an inversion process. 

A message D is encoded by CED to give a block of length n. Denote this block by I. A 

corresponding parity block P(I), also of length n. is formed from I. At first, the transmitter sends I 

to the receiver. If the receiver detects any errors, it sends a NACK to the transmitter, which then 

sends the parity block P(l). The receiver combines this block with the previous reception (called i) 
for decoding with the error correcting code CEC. The result of this decoding is then checked for 

errors using Cm. If errors are still found, the receiver again sends a NACK to transmitter. The 

transmitter, on receiving the NACK sends the original block I. This alternate transmission of I and 

P(I) continues until the receiver detects no errors. The receiver keeps the latest value of I in a buffer, 

updating as new values arrive. The same is done for the parity block P(I). 
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One method that uses the retransmissions of type-II ARQ scheme with diversity combining 

and majority-logic decoding is that of Wicker [69]. In this method, the first transmission is the 

normally encoded packet (information block plus a parity block). The second transmission consists 

of two copies of the information block, and the third transmission, two copies of the parity block. 

Subsequent even numbered transmissions will be two copies of the information block, while odd 

ones will be two copies of the parity block. In this way, there will be an odd number copies of the 

information portion of the codeword, and an odd number of copies of the parity portion of the 

codeword. So in a voting procedure, used in majority-logic decoding, there will be no ties. This 

method uses diversity combining, which differs from code combining, in that it combines a fiXed 

number of transmissions each time. The author admits that diversity combining is not as efficient 

as code combining; it is, however, much simpler to implement [69]. 

Kallel and Haccoun [70] discuss the construction of rate-compatible convolutional codes. 

They present an algorithm that is very simple to implement. They report that, despite its simplicity, 

the algorithm produces good codes. After this, they proceed to use these codes in a generalized 

type-II hybrid ARQ scheme (GH-ll ARQ) that combines the benefits of code combining with those 
• 

of the ARQ scheme of Hagenauer [71 ]. Hagenauer, of course, has made contributions to this field 

in another paper [72] where the treatment of hybrid ARQ systems is given for fading channels. The 

work is restricted to the use of rate-compatible convolutional codes. 

The GH-ll ARQ scheme of Kallel and Haccoun [73] employs a set of convolutional codes 

designed from a common structure. As requests are made for retransmission, the method sends 

more sections of the convolutional code. The end result is that as more and more sections of this 

code are transmitted, it is soon p6ssible to correct the errors in the received packel 

There is similarity between their approach and the one taken this thesis. The methodS share 

the use of increasing redundancy transmission (using a code oflowerrate as the channel gets poorer). 

The differences are that where they use convolutional codes, this thesis uses block codes, and where 

they use a noiseless feedback channel, this thesis pays great attention to a noisy feedback channel. 

Shiozaki and others [67] present a method of error control that uses codes of varying error 

correcting power. Their transmission uses the HDLC-REJ protocol, which has a frame check 

sequence (FCS) that is used to detennine whether or not a frame is error-free. When the FCS indicates 

the presence of errors, the receiver sends a NACK to the transmitter. The transmitter then uses a 

more powerful code to encode the information sequence. The decision as to which code to use is 

based on a bit error rate estimate. The identity of the code has to be transmitted to the receiver. 
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There are two differences between this method and that of this thesis: where these authors 

use a different code for each transmission, the method of the thesis uses variable redundancy, and 

where they use a noiseless feedback channel, the thesis uses a noisy feedback channel. In the next 

chapter, we present the generalized type-IT ARQ scheme using a special type of block codes. 
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CHAPTER Ill 

THE GENERALIZED TYPE-II ARQ SCHEME 

In the type-IT hybrid ARQ scheme, the first transmission of the parity provides the receiver with n 

redundant digits. Consider now the situation in which the first re transmission is the first parity block 

P1(l) and the second retransmission is another parity block P1(l). These two parity blocks can be 

used with the information block I to form a codeword for a (3n,n) error correcting code. As more 

parity equations can be formed, this code can correct more errors. In principle, such a scheme can 

be generalized to any number of retransmissions before the transmitter resends the information 
block. A scheme so generalized is called the Generalized Type-IT Hybrid ARQ Scheme 

(GH-ll ARQ). Of the two codes used, the code Coc, which is used adaptively for error correction, 

is designed in such a way that its generator matrix can be partitioned into m sub-blocks. The integer 

m is called the depth of the code used [7]. The code rate is 1/m. the generator matrix G of the code 

can be partitioned into sub-blocks G1, to give 

(3.1) 

For the code Ca:: to be useful for adaptive error correction, it is designed so that the sub-code C1, 

with the generator matrix c<i) given by 

i ~m. (3.2) 

has minimum distance d; such that d; < di for 1 S i ~ j ~ m. The code c .. is the final code Ca:: itself. 

In the GH-ll ARQ scheme, the information codeword produced from the original information block 

can be represented as 

(3.3) 

where each e. corresponds to G1, i=l,2, ... ,m. The data block I can be recovered from c1 if and only 

if G1 is invertible. The sequence of transmitted blocks until successful decoding is c., ~' ~' ..., c_. 
When e. is received, the receiver inverts it and determines if there are any errors in the result If 

errors are found, e. is combined with previously received blocks for decoding followed by error 

detection. If errors are found, a NACK is sent to the transmitter to request the block e..,. and the 

procedure continues. If no errors are found, an ACK is sent to the transmitter and the next packet 

is transmitted. With the sequence of blocks above, the receiver performs error correction based on 

the ccxles C1, ~ .... , Cm, having minimum distances d1, ~ •••• , d.. With each retransmission, 
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therefore, a code of a larger minimum distance is used for error correction until the code C. is 
reached. It is clear from this description that the type-II ARQ scheme is a special case of the OH-II 

ARQ scheme, obtained by setting m=2. We consider the use of KM codes in the OH-II ARQ scheme. 

The generator matrix of a KM code is block structured as M = [M11 M~ ... 1 M,J. The matrix G1 is 

related to M1 as 

M; 0 0 0 0 

0 ~ 0 0 0 

0 0 M; 0 0 0 
G; = 0 = diag(M;, M;, ... , M;) (3.4a) 

0 
0 0 0 0 M. 

I 

(3.4b) 

The generator matrix G is then formed as G = [G11 G~ ... 1 G,.J. The code with generator matrix 

[G11 G~ ... 1 GJ is a depth-i code. For example, the (12.4,5) KM code has the generator matrix 

M = 
10111011111000 
01101110111000 
00011011011011 
00001111110101 

(3.5) 

and is a depth-3 code. In the generator matrix, the ftrst two blocks form the generator matrix for 
the (8,4,3) KM code. It is evident that the matrices M1, M2 and M3 are invertible. This means 
that for an information vector d, if o<i) = dGh then d can be recovered from o<i) by the inversion 
process d = o<i>c;1• 



3 1HE GENERALIZED TYPE-D ARQ SCHEME 27 

Figure 3.1 The GH-II ARQ Scheme 

Code Concatenation 

0 A block diagram of the GH-ll ARQ scheme is shown in Figure 3.1, from which it is evident that 

the method uses code concatenation, a topic that has received considerable attention. Code 

concatenation was rust proposed by Fomey [74] as a practical technique for implementing a code 

with a very long length and a higher error correcting power. This is further discussed by Mokrani 

and Solimani [75], who point out that as the error rate in a channel increases, alonger, more powerful 

code is needed. The longer code, however, may have a greater encoder/decoder complexity, creating 

doubt as to whether there would be any overall gain. They suggest (in agreement with Fomey) that 
code concatenation can provide the required error correcting power with a lower complexity. This 
fact is also stated by Clark and Cain [76]. 

The CCSDS1 has recommended a concatenated coding scheme as a standard for telemetry 
channel coding [77]. This coding system uses, as outer code, the (255,223) Reed-Solomon code 

and a rate-1!2 convolutional code as an inner code. These concatenated coding systems have even 

been used by ESA2 in the Halley's Comet mission [77]. 

1 The Consultative Committee for Space Data Systems (Commilt Consultative des Syst6mes de Donn6s Spatiales), a 
constituent of the ccm. 
2 The ~ Space Agency (ESA) is an organization that is committed to developing more efficient space 
communicauons systems. and also space experimentation stations. It has as its technical branch the European Space 
and Technology Centre (ESTEC). . 
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Kasami, Fujiwara, and Lin [78] have given an excellent analysis of a concatenated coding 

scheme for error control using block codes. They obtained expressions for the probability of 

successful decoding and showed how to find the complexity for the computation of this probability. 

Kl~ve and Miller [79] showed that there is a condition that the minimum distances of the two codes 

must satisfy for concatenation to improve reliability. This condition (hereafter called the 

Kl~ve-Miller condition) is stated as follows: 

The Kb~ve-Miller Condition: Given a code C, with codewords c, each of length n. Denote the 
distance between any two codewords candy by d(y,c). Further, define the following: 

m(y) = min{ d(y,c) Ice C} for ally e {0, 1} • 

de= min{m(y) I ye {0, 1} "}, 

(3.6a) 

(3.6b) 

where m(y) is the distance to the nearest codeword from y, and de is called the covering radius of 
the code. If two codes C and D are concatenated so that D is the outer code and C is the inner code, 
then for there to be an improvement due to concatenation, it is necessary and sufficient that 

(3.7) 

This condition is stated here without proof, as its proof is found in [79]. Therefore, good codes 
cannot be constructed by arbitrary concatenation. We show below that the minimum distances used 
in the thesis do satisfy the Kl~ve-Miller condition. 

For the BCH code used here do~ 5, since the code was obtained by shortening a distance-S 

code. Experimentally, the minimum distance was found to be 13. For the derived variable depth 

code, de > 3n1, where n1 is the number of sub-blocks into which the BCH code word has been divided, 

and 3 is the minimum distance of the depth-2 (14,7,3) KM code. Since n1=72 (giving de> 216), we 

see that these numbers satisfy the Kl~ve-Miller condition. 

Deng and Costello [80], in their discussion of code concatenation, also discussed the channel 

models that are appropriate for the errors handled by the inner and outer codes. They found that 
concatenation can reduce the number of undetected errors and, at the same time, provide a high 

throughput Code concatenation can yield a much more powerful coding scheme using relatively 

simple codes. It must be mentioned here that the overall complexity is not reduced by using 

concatenation. However, when compared to other coding schemes of equal power, it is found that 

the complexity is much lower when concatenation is used. 
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The GH-II ARQ Scheme 

The matrices Gi and Gi1 may suggest that we will be handling rather large matrices, but their 

implementation is considerably simplified when we consider the partitioning of the data into blocks 

that are convenient for encoding by a KM code. In the GH-II ARQ scheme, the information vector 

is fJ.rSt encoded by the error detecting code (which is a shortened BCH code here). The output of 

this encoder is the input to the KM encoder. To effect this encoding, the BCH encoder output is 

first partitioned into sub-blocks of n1 bits each. Each sub-block is then encoded to produce mn1 bits. 

Since the KM code has a generator matrix with invertible blocks, the n1 input bits can be recovered 

from the blocks by an inversion process. For transmission, the first blocks are selected as shown in 

Figure 3.2. 

• •• 

• • • 

• • • 

• • • 

Figure 3.2 Creating the First Transmission Block 
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The receiver inverts the first transmission and applies BCH dec<Xling to the result for error detection. 

When the receiver detects errors in this fllSt transmission, the transmitter is asked (by sending a 

NACK signal) to send the second block. The sub-blocks for the second block are selected in a 

manner similar to that of the ftrsL The receiver inverts the block, and follows this with error detection. 

If errors are detected, it combines these blocks as shown in Figure 3.3 and proceeds with decoding 

using the fll'St two blocks of the KM code. This is referred to as depth-2 decoding. 

First Transmission 

BCH Error 
Detection 

Second T ronsmission 

Figure 3.3 Selection of Blocks For Depth-2 Dec<Xling 

The BCH code is then used for error detection. If errors are still detected, the transmitter sends the 

third block. The selection of which is the similar to that of the fllSt. This block is then fll'St inverted. 

It is then checked for errors. If errors are found, this block is combined with the previous two for 

decoding with the fllSt three blocks of the KM decoder. This is called depth-3 decoding. After this 

decoding, error detection follows. The procedure is as shown in Figure 3.4. If errors are still found, 

the transmitter is requested to transmit the fourth block, and the procedure repeated. In an infmite 

order system, the blocks transmitted will keep on coming from later sections of the KM encoder. 

Practically, it is found that there is little to be gained by going beyond depth-4. In fact, there is very 

little advantage in going from depth-3 to depth-4 [53]. 
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F"nt Transmission 
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• 

• 

• 

• 

• 

~ 
~ 

• 

• 

• 

Figure 3.4 Selection of Blocks For Depth-3 Deccxting 
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The flow chart of Figure 3.5 shows the overall procedure. The decoder divides the packets 

into sub-blocks of length n1 bits, and decodes each one. The entire packet is considered polluted 

if at least one sub-block is found to contain uncorrectable errors. Similarly, if the errors are 

undetectable in one of them, the whole packet is considered to contain undetectable errors. Therefore, 

there are three states for the decoder. The manner in which the decoder undergoes transitions among 
these states during decoding is given in Appendix B. 
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Figure 3.5 The GH-II ARQ Operation 
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3.1 Performance Evaluation 

In this section, it is assumed that the enor process in the channel can be taken as a Markov chain. 
Specifically,let eJN) be the number of enors in a block of length N bits at time k. the sequence 

eJfN), eiN), eJfN), ... , is taken as a Markov chain. The way in which this is an adequate representation 

of several real channels is discussed in [21, 79]. With this assumption, we can derive the expressions 

for the probabilities of correct delivery, undetected enor, and packet loss. In addition, we can also 

derive the expression for the throughput efficiency. These calculations are the subject of the pages 

that follow. 

Figure 3.6 State Transition from One Transmission to the Next. 

Let Cto Dt, and Et,. be the events that the enors at depth-k are, respectively. correctable, detectable, 

or undetectable. Further,let T andFbe the events, respectively. that the feedback message is received 
as true or false. A packet transmitted may be retransmitted. The decision to retransmit is made 

after the corresponding feedback message has been received. The feedback message can be true (T) 

or false (F). The reception of a packet can result in one of three possibilities. The enors may be 

correctable, detectable, or undetectable. Referring to Figure 3.6, the packet may end in one of the 

circled states, C4T, C3T, etc, which are the absorbing states. These states c,;r are actually obtained 
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by concatenating states, so that C ,;r means C1 followed by T. Figure 3.6 shows how the depth changes 

from one event to the next, until the final depth (depth-4} is reached. The state transitions at the 

final depth are illustrated in Figure 3. 7, where the depth subscripts are omitted for simplicity. 

Figure 3.7 Transitions After Reaching the Maximum Depth 

The absorbing states are now er, OF, and ET. as these indicate the termination of the transmission 
of a packeL When the transmission of a packet ends, it can be viewed as having been absorbed into 
one of these states. One way to evaluate the performance of the ARQ scheme is, therefore, to first 

obtain the first entry probabilities, and then use them to obtain the other required expressions. H 

we represent the transition probabilities as Pii• and the probability of going from state i to state j in 
n steps, as p~•> then 

et:> = 1, ~) = 0 for i ~j}, (3.8) 

where /;;"> is the probability that starting in state i, the frrst entry into state j occurs at the kth step. 

Defining the moment generating functions P ;jz), and F ;jz) as, 

and (3.9) 

F11··(Z) A i zlfu1
\ 

- 1=0 ' 
(3.10) 

it can be shown that 
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Fij(z) = 
Pij(z) 

and (3.11) 
Pj(Z) 

F;;(z) 1 
1 

(3.12) = - P;;(Z). 

The first entry probabilities can be found by inverting the above moment generating functions. 

Since the determination of the performance parameters necessitates the determination of P ii(z ), a 

process which requires a lot of computation, this work does not use this approach, and instead finds 

the fv*,s directly. 

3.1.1 Correct Delivery at the kth Transmission 

The probability of correct delivery at the kth transmission is given by the following lemma. 

Lemma 3.1: LetP Jk) be the probability that a packet is correctly delivered for the first time at its 
kth transmission. Then 

where~ = P(D{I)P(TIDJ 

P(C1)P(T/C1) 

P(D1)P(TID1)~ 
P(D1)P(TID1)~~ 
P(D1)P(T/D1)f}4~<(-4 

~ = P(D{I)P(TIDJP(D/f)P(TID3) 

a4 = P(D4fl')P(TID4), and 

flt = P(CJT)P(TIC*). 

k=1 

k=2 

k=3 

k C!: 4, 

(3.14) 

Proof: With the help of Figure 3.8, we can see that the probability P J 1) of correct delivery on the 

fmt transmission is given by Pc(l) =P(C1) • P(TIC1). The possible sequences of events leading to 

the departure of a packet at the second transmission are as illustrated in Figure 3.9 
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Ct T Correct 

Et T Erroneous Start 

Dt F Lost 

Receiver 
Transmitter Transmitter 

Figure 3.8 Departure of a Packet on the First Transmission 

T 

c, F T 

F •• 
T 

F T 

F •• 
T CorrK't 

T T 

f Lost 

Figure 3.9 Departure of a Packet on the Second Transmission3 

3 In Figure 3.9. and in others to come, the points labelled •• denote the loss of a packet that has already been delivered. 
This is not a real loss. since there has already been a delivery. It is reaJJy a spurious transmission that has turned into 
a "loss." 
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using the Markovian assumption, we can find the probability Pi2) of correct delivery at the second 

transmission as 

(3.15) 

We proceed to find the corresponding expressions for the thini transmission. We use Figure 3.10, 

where we use the fact that D 1 = C 1 u E1 in order to simplify the diagram. The probability of correct 

delivery at the third transmission is given by 

(3.16) 

Dt T 

Figure 3.10 Depanure of a Packet at the Third Transmission 

We notice that in Figures 3.8, 3.9, and 3.10, the depth changes in some cases. while in others it does 

not change. For example, when D 1 is followed by a false feedback (F), the transmission of a new 

packet begins. The transmission of a packet begins at depth-1; therefore, there is no depth change 

when D 1 is followed by a false feedback (F). If D1 is followed by a true feedback (T). however, the 

depth increases, since the requested transmission is used in a higher depth (Dt+J) upon its arrival. 

This action of depth change is summarized in the illustration of Figure 3.11. 
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Figure 3.11 Change of Depth For the GH-11 ARQ scheme 

The labels on the arrows in Figure 3.11 indicate the events causing the changes. From this 

figure, it can be seen that extension to higher depth systems is quite possible. This can be done by 

appropriately modifying the transitions from depth-4. Since the procedure is assumed clear at this 

point, several steps are omitted here, and only the results are given. We have 

At this point it is fitting to introduce some variables that will simplify the expressions. We define 

Oz = P(D.JT)P(TIDJ 

~ = P(D.JT)P(TIDJP(D/f)P(TID3) 

a,. = P(D4ff)P(TID4), 

~. = P(C.tf)P(TIC.}, 

and 

(3.18a} 

(3.18b) 

(3.18c) 

(3.18d) 
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and proceeding as above, we obtain the general expression as 

P(C1)P(TIC1) k=l 

P(D1)P(TID1)P-z k=2 
P,(k) = P(D1)P(TID1)~~ k=3 

(3.19) 

P(D1)P(T/D 1)~4~a!-4 
k~4, 

which completes the proof (a rather long proof). 

3.1.2 Incorrect Delivery at the kth Transmission 

The probability of incorrect delivery at the kth transmission of a packet is given by the lemma that 

follows. 

Lemma 3.2: Given P=P(FIF),'O=P(D1)P(TID1)P(Ffl'), and a=P(D1)P(TID1)P(Ep), we 
denote by P.(k) the probability that a packet is erroneously delivered at its kth transmission. Then 

P.,(l) = P(E1), (3.20a) 

P.,(2) = P, + P(D1)P(TID1)P(E{f'), (3.20b) 

P.,(3) = P/'(FIF) + P(D1)P(TID1)P(Ffl') 

+ P(D1)P(TID1)P(D{l')P(TIDJP(E{f), (3.20c) 

P.,(4) = P /'(FIF)2 + P(D1)P(TID1)P(FIT)P(FIF) 

+ P(D1)P(TID1)P(D/I')P(TIDJP(Ffl'), 

+ P(D1)P(TID1)P(E4fl')~, (3.20d) 

P.,(k) = (P 1>' + 1511 + Ba,)lf -• + oa,a! -• + &x,~'-' 'i'( a.. J k ~5. (3.20e) 
J=O p . 

Proof: The proof proceeds by reading the event sequences from the departure diagrams given above. 

LetP1=P(D 1)P(FID 1) be the probability that a delivery on the fmt transmission is followed by a 

false feedback message. From the events leading to delivery with undetected errors, we have 
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P,.(l) = P(E1), 

P,(2) = P1 + P(D1)P(TID1)P(E{f), 

P.(3) = P j'(FIF) + P(D1)P(TID1)P(FIT) 

+ P(D1)P(T/D1)P(D{f)P(TIDJP(E{l'), 

P,{4) = Pj'(FIFi + P(D1)P(TID1)P(FIT)P(FIF) + P(D1)P(TID1)P(E/f~ 

+ P(D1)P(TID1)P(D{f)P(TIDJP(FIT). 
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(3.2la) 

(3.2lb) 

(3.21c) 

(3.2ld) 

Define~= P(FIF) to prevent the expressions from becoming too long. The probability of incorrect 

delivery at the fifth transmission is then given by 

P.(5) - P Jl + P(D1)P(TID 1)P(FIT)~2 + P(D1)P(TID1)P(FIT)a,_fJ 

+ P(D1)P(TID1)P(E41T~a.4 

= p ,fJ3 + P (D 1)P {T ID 1)P (F /T)[fJ2 + a,_fJ + a.J 

+ P(D1)P(TID1)P(E41T~a.4. 

We further introduce 8 = P(D1)P(TID1)P(FIT) and a= P(D1)P(TID1)P(E4/T). Then 

P.(6) = P,fJ4 + 8[~3 +«,.~2 +~P+~a.J + a~a.!. 

P,(7) = P ,P' + 8[fJ4 
+ «,.~3 + ~~2 + ~a.4~ +~a.~ + a~a.!. 

The general expression for k ~ 5 is 

(3.2le) 

(3.21f) 

(3.2lg) 

{3.2lh) 

(3.22) 

This completes the derivation of the probability of incorrect delivery at the kth transmission. This 
expression will be used later in determining the average probability of incorrect delivery. As for 

now, we proceed to derive a similar expression for the loss of a packet 
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3.1.3 Packet Loss at the kth Transmission 

A condition necessary for the loss of a packet is the detection of errors in a packet This, by itself, 

is not sufficient to cause the loss of a packet, but if this is followed by a false feedback message 

then a packet will be lost if the subsequent feedback message is true. Thus, the loss of a packet 

occurs whenever the event sequence is 

[Errors Detected] [False feedback message] [frue feedback message] 

So, in deriving the expressions for the loss of a packet, we will trace the event sequences that end 

with the sequence DFI'. The loss occurs in this case for the following reason. If the feedback message 

following error detection is false, the transmitter will start the transmission of the next packet instead 

of a retransmission. The receiver will combine the two transmissions for decoding, and, since these 

transmissions belong to different packets, the decoding will be meaningless. The receiver will not 

be able to detect the problem since the equivalent number of errors will be greater than the error 

detecting power of the code used. A delivery will be made to the user and the transmitter informed 

accordingly. If this message reaches the transmitter unaltered (true feedback} the transmitter will 

begin transmitting the next packet Two things have happened here. A packet has been delivered 

in error, and another has been lost. The scenario described here is illustrated in Figure 3.12. 



3.2 Average Probability of Undetected Error and Correct Delivery 42 
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decocing 

Figure 3.12 The Loss of a Packet 

The probability P Jk) of packet loss at the kth transmission is given by the following lemma. The 

proof is omitted here because by tracing the event sequences ending with the sequence DFT, the 

results will be evident. 

Lemma 3.3: The probability of packet loss after a number of transmission attempts is given by 

P1(1) = P(D1)P(FID1)P(TIF) 

P1(2) = P(D1)P(FIDJP(TIF)P(TID1)P(DII) 

P1(3) = P(D1)P(FID3)P(TIF)P(TID1)P(DfT)P(TIDJP(D{T) 

P,(4) = P(D1)P(FID4)P(TIF)P(TID1)P(DIT)P(TIDJP(DJT)P(TID3)P(DiT) 

k ~ 5 

(3.23a) 

(3.23b) 

(3.23c) 

(3.23d) 

(3.24) 

We are now in a position to derive the expressions for the average probabilities of correct delivery 

and undetected enor. 

3.2 Average Probability of Undetected Error and Correct Delivery 

Suppose we have P packets to transmit. We define the probabilities of undetected enor and of 

Q correct delivery as the limits 
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3.2 Average Probability of Undetected Error and Correct Delivery 

Puo = r {number of erroneous deliveries for P packets} 
P ~- total number of deliveries for P packets 

= lim{ N,(P) } 
,.,.... N.w(P) . 

Pc = li {number of correct deliveries for P packets} 
P ~- total number of deliveries for P packets 

= lim { Nc(P) } 
P-+• N.w(P) . 
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Weconsiderherethenumberofdeliveriesmade,ratherthanthenumberofpackets,becausemultiple 

deliveries of the same packet are possible. The following definitions are needed in the theorem that 

is soon to follow. 

(3.25) 

(3.26) 

and (3.27) 

Theorem 3.1: Given m, Q2, S, and Se: as defined above, the probabilities of undetected 
error and of correct delivery are given by the equations 

Puo = (S., + Sc)(l - ~)(1 - P> +a..( Ol +a~)( I - P> + ~p + Q2(1- ~>P. 
(3.28) 

Sc(l- PHI - O..) + COO.. (I- P) 
(3.29) 
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-Proof: Since N.(P) = P I P,(k), 
t•l 

and we have 

[ 
I P,(k) l i•l 

Puo = • = 
I Pdel(k) 
i•l 

.. 
I P,(k) 
icl 

(3.30) -I [P,(k)+P.:(k)] 
i•l 

The following sums are needed in evaluating Puo· The fmt sum is 

- - 4 

I P.(k) = S, + I P,(k), where 
icl i•S 

S, = I P,(k), and 
t•l 

using Lemma 3.2, we have 

There are two ways of evaluating the double sum I ~·-stf(~ Y. One way is to evaluate the 
iaS j•O .,) 

inner sum and then the outer one. This gives 

Evaluating this, we obtain 

= _1_(<~-a..IJ>-<a..-a..~>) = 
~-a.. (1- a,.)(1-IJ) 

The other way is to change the indices and write the sum as 

1 

(3.32a) 

{3.32b) 

(3.32c) 

(3.33) 
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which immediately shows that the double sum is actually a product of two sums 

(3.34) 

which is the same as above. The result is then 

(3.35) 

The other sum needed is 

- 4 -I Pc(k) = I. PeCk) + I Pr:(k) 
i•l l=l l=S 

(3.36a) 

.. 
= Se + I Pc(k), 

i=S 
(3.36b) 

·where Se represents the ftrst sum. Using the expressions of Lemma 3.1, we have 

(3.37) 

The probability of undetected error is then found by substituting the above quantities in (3.30), 

which leads to 

p UD = (S, +Se) (1-~) (1- IJ) +~(CO+ 0'~) (1- P) + 00-.sP + Qz(l- ~)IJ • (3.38) 

where CO = P(D1)P(TID1)~~. and Q2 = P ~2 + 81J + ~. The probability 

of correct delivery is similarly found from 

(3.39) = -I P.(k)+Pc(k) 
i=l 

Substituting from previous expressions, we obtain 

ScO- P> 0-~) + coo.. (I- P> 
p = 

C (S, +Se) (1-~) (1- PJ +~(CO+ 0'~) (1- p) + &x..,p + Q2(1 - O..)P. (3.40) 
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3.3 Throughput Emciency 

The preceding expressions can now be used t~ derive the expression for the throughput efficiency 

for the ARQ scheme. The result is given in the theorem that follows. 

Theorem 3.2: 

Given ro = P(D1)P(T/D1)~a4, (3.41) 

3 (l) 

NI = I k[P.(k)+Pc(k)+P,(k)] + 4[P1(4) + P.(4)] -
1-a.' 

(3.42) 
l==l 

Q1 = (l) + cr~a4 + a4P1(4), (3.43) 

Q2 = P)i2 + a~ + ~. (3.44) 

Q3 
5(1-~i(t-a.i+(~+a.-2a.~) 

(3.45) = (1-0..)2(1- ~)2 

Then the throughput efficiency is given by the expression 

1 
(3.46) 11 = 

(S-4a,JQ (S-4~-Q + &J, Q 
Nt+~t+ 2 3 et-...... c•-~r <•-Pru-aJ 

Proof: Defining P ,.,(k) = P,lk)+P .(k)+P fk), the average number of transmissions per packet is 

- -N = I kP""P(k) = l: k[P11(k)+P.(k)+P,(k}]. 
4'•1 tal 

(3.47) 

Using m = P(D,)P(TID1~a.. and taking the sums separately, we have 

- ro i ka!- 4 I kPC(k) = P,(1) + 2Pc(2) + 3Pc(3) + 
t=l l=4 

(3.48a) 

P,(l) + 2P,(2} + 3Pc(3) 
4-3a. 

= + (l) 
(1-0..)2 

(3.48b) 

P,(l)+ 2P11(2)+ 3Pc(3) 
(l) ro(5 -4a.) 

= - -- + 
1-a. (1- 0..)2 

(3.48c) 
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The second sum is 

- 4 -L kP.(k) = L kP,(k) + l: kP,(k). 
i•l t~l i:S 

Substituting from ( 16), we obtain 

The double sum can be written as 

Putting these together, we obtain 

-L kPe(k) 
~>•1 

= Q ~(5-4~) 
2 (1-~)2 

5~ 
+ (1-~)(1-a...) 

The last sum we need is 

+ 
aa,a..(S - ~) 

(1-a,.i 

- P1(4)(5- 4a..) 
L kP,(k) = P,(1)+2P,(2)+3P,(3)+P,{4). + 
t•l (1-~i 
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(3.49) 

(3.51a) 

(3.51b) 

(3.52) 

(3.53) 
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0 
3 (1) 

Nt = L k[Pt:(k)+P,(k)+P,(k)] + 4[P1(4) + P,(4)] - --
l•l 1-a.. 

Q. = (1) + O"~Cl4 + c:x~,(4), 

Qz = PJl + ~ + ~' (already defmed), 

Q3 
5(1 - C:X..)2 (1 - ~i +(~+a..- 2c:x..~) 

= 
(1- 0..)2 (1 - ~)2 

Then, the average number of transmissions per packet may be written as 

The throughput efficiency T) = l/N is then given by 

1 
T) = (5-~ (S-41'» Q aa, 

Nt + (1-aJQ. + <t-l'r 2 + u-l'ro-aJ Q3 

0 
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(3.54a) 

(3.54b) 

(3.54c) 

(3.54d) 

(3.55) 

{3.56) 
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3.4 Spurious Transmissions 

A packet delivered may be transmitted again if the feedback message incurs undetectable errors, a 

problem that is caused by an (A -+ R) error. 4 This unnecessary transmission is called here a spurious 
transmission, and, in this section, an expression is derived for the probability of its occurrence. It 

turns out that the preceding work has eased the derivation. In deriving the probability of undetected 

error. this event was included. That is, spurious transmissions were assumed to automatically result 

in undetected errors. 

Lemma 3.4: With the quantities already defined, the probability of a spurious transmission at the 
kth attempt is given by 

0 k=l 

P, k=2 

P~+a k=3 
P,(k) = p~2+o~+&xz 

(3.57) 
k=4 

(P ~2 + o~ + &!J~t -4 + oo,~•-s 'il "-) 
i=O P 

k;;)!S 

Proof: All that is needed in the proof of this lemma is to identify the terms in P J le) that correspond 

to spurious transmissions. When the term cs~a!-4 is subtracted from P.(k) in Lemma 3.2, the 

result is the probability of spurious delivery at the kth attempt. The term removed here, cs~a,!-4, 

represents erroneous delivery without any unnecessary transmissions. We can therefore write 

P ,(k) = P.(k) - cs~a!-4• (3.58) 

Substituting from Lemma 3.2 gives the probability that the delivery of a packet at the kth 

transmission is spurious, i.e., 

4 That is, the receiver has accepted a packet but the feedback channel has changed the Accepted message into a 
Retransmit message. There is another problem that arises from an (R -+A) error in the return channel. This is the loss 
of packets, which has already been discussed. 
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0 k = 1 
P, k=2 
P~+8 k=3 

p ,(k) = p~2+8~+&xz 
(3.59) 

k=4 

(P ~2 + B~ + &xz>~~:-• + aa.r-· 'i'( a.J 
j•O IJ k:2:5 

The result can then be used to derive the average probability of a spurious transmission. As 

transmission proceeds, some will be legitimate, and others will be spurious. For P packets, we can 

count the illegitimate transmissions, and also find the total number of transmissions. The ratio of 

these two numbers will give the relative frequency of illegitimate transmissions. 

Pg ll lim{Ng(P)}, 
P ...... N(P} 

Given 

where N g(P) = average number of spurious transmissions for P packets, and 

N (P) = average number of transmissions for P packets. 

With these defmitions, we have 

TheOrem 3.3: The average probability of a spurious transmission is given by 

Proof: The numbers N g(P) and N(P) are given by the equations 

-N g(P) = P I. P~p(k) ... , and N(P) = P 1: k.P r~q(k) = PN. 
t=l 

Thus, using the definition of P sP given above, we have 

where 11 is the throughput efficiency. Substituting from Lemma 3.4, we have 

(3.60) 

(3.61) 

(3.62) 

(3.63) 
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where Qz = P1 + 8P + 8a:z (as already previously defined). The result is then found by 

evaluating the sums in the expression. This gives 

(3.64) 

as required. This unwanted transmission is one important consequence of feedback errors in ARQ 

systems, and one which needs to receive more attention. 

3.5 The Average Probability of Packet Loss 

The average probability of packet loss is given by the following theorem: 

Theorem 3.4: Define the average probability of packet loss as follows: 

PL = lim { average number of packets lost in P packets } 
P .... - average number of packets transmitted in P packets 

4 

Using SL = I P,(k), 
i "'I 

the average probability of packet loss is then given by 

(
a,.P,(4)) 
1-a.. (3.65) 
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Proof: With the average probability of loss as defined above, we have 

lim { average number of packets lost in P packets } 
,. ...... average number of packets transmitted in P packets = 

.. 
= l: P,(k) (3.66) 

A:•S 

Substituting for P1(k) from Lemma 3.3, gives 

(3.67) 

as required The loss of packets is another undesirable consequence of feedback errors in ARQ 

schemes. We shall consider later (in the chapter on improvements) one method that reduces the 

number of lost packets. 

3.6 Packet Delay 

A packet entering the system is first queued (incurring queuing delay) then transmitted (incurring 

transmission delay). The total delay, d, therefore. has two components. If the mean arrival rate is 

1 packets per second and the mean service time is m seconds, then for the M/G/1 queue, Ha yes [81] 

shows that the mean delay is given by the following equation. which is known as the 

Pollaczek-Khintchin formula: 

d = m + 
Q 

2(1- p)' 
(3.68) 

where m is the mean time to transmit a packet once it is out of the queue, p=Ani is the load on the 

system, and m2 is the second moment of the service time. The mean service m is related to the 

throughput as follows: 

T,. 
m = NT,. = 

11' 
(3.69) 
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where 11 is the throughput efficiency, N is the mean number of transmissions per packet, and T, is 

the transmission time for one packer. A lower bound to the delay can be obtained by noting that 

m2 2!: (mi. 
In this case, the delay is given by 

(3.70) 

It is evident from this equation that for constant load conditions, the delay is inversely proportional 

to the throughput efficiency. For very light loads (p very small), the second term in the large 

parentheses can be ignored; the delay can be inferred entirely from the throughput efficiency. As 

the load approaches unity, the queuing component of the delay dominates. The results presented in 

the thesis can be used to obtain the delay lower bound provided the load is known. 

3.7Summary 

In this chapter, expressions have been derived for the performance parameters of the OH-ll ARQ 

scheme. These are now gathered here as a summary in Table 3.1. Since the OH-ll ARQ scheme 

- as presented here is an improvement on the selective repeat ARQ scheme (SR-ARQ) scheme, it 

seems reasonable to examine the performance of the SR-ARQ with errors in the feedback channel 

and to determine if the advantages of OH-n ARQ still apply here, as they do in noiseless feedback 

situations. In the next chapter, the SR-ARQ scheme is given the same kind of treatment that the 

OH-n ARQ scheme has been given. In a later chapter, both methods will be examined under noiseless 

feedback and comparisons will be made. 

5 T, = P ..,JR. where P .- (bits) is the packet size and R (bitsls) is the tJansmission rate. 
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Table 3.1 Perfonnance Parameters of the GH-ll ARQ with Noisy Feedback 

Probability of s.<t-~)(1-aJ + Qz(l-a,.)p + &xJ 
Undetected Error Puo = (S. +Sc)(l-a,.)(l-~)+Oc(ID+Ga...)(l-~)+~~+Qz(l-aJ~. 

Probability of Sc(l-~)(1-0,.) + coo..(l-~) 
Correct Delivery Pc = 

(S. +S.,)(l-a,.)(l-~)+Oc(CO+Ga,)(l- ~)+~~+Q~l-a..)~. 
Probability of ( aJ',(4)) 
Packet Loss PL = SL + 

1-~ 

Probability of 
( Q, &x, ) Spurious Delivery Psp = TtP1 +P_rS+ 1 _~+(1-(:s)(1 -~), 

Throughput Efficiency 1 
11 = aa, (5-~ (S-4CI~ Q N1 + (t-«JQ. + <t-Jr 2 + <•-~r(l-«J Q3 

0 



4.1 Packet Loss and Correct Delivery at the kth Transmission 

We further assume that the error process in the channel, as it affects each transmission, can be 

modelled as a Markov Chain. Finally, for the return channel, we define the events T and F to be 

T = { the feedback message as received is true } , 
F = { the feedback message as received is false } . 

The assumption made here is that we have only forward error conection in the feedback channel. 

Each transmitted packet may give rise to one of four events. The first three events are the following. 

The packet may be completely lost, delivered with errors, or delivered without errors. These events 

correspond to the packets departure from the queue at the transmitter. Finally, the packet may be 

retransmitted.ln this case, it still remains in the queue at the transmitter. Our goal in analyzing this 

scheme is to fmally be able to obtain expressions for the throughput efficiency, the probability of 

undetected error, and the probability of packet loss. To find the above performance parameters, we 

would need to first detennine the probability that at its kth transmission, a packet 

(1) leaves the queue at the transmitter (Dep), 
(2) is correctly delivered (C), 
(3} is delivered with errors (E), 
(4) is lost (L). 

These probabilities areP Mp(k), P Jk), P.(k), and P/k), respectively. The events given here are such 

that the last three are an exhaustive decomposition of the flfSt, i.e., Dep = CuE u L. This allows 

us to write 

P 4q(k) = Pc(k) + P.(k) + P,(k), (4.1) 

a fact which will be used later. 

4.1 Packet Loss and Correct Delivery at the kth Transmission 

We begin our analysis by seeking the expression for P l k), the probability that a packet is lost at the 
kth transmission. When the packet is transmitted, it can end up with conectable errors (C), 

undetectable errors (E), or detectable, but not correctable errors (D)1
• Following the arrival of a 

packet, the receiver determines its status, then sends a feedback message on the return channel. 

There are four possibilities, l(a), l(b), 2(a), and 2(b), as described below. 

1 The number of errors deteclable is larger than the number of errors that a code can correct. So there will be instances 
when a retransmission will have to be requested, in the hope that the extra infonnation provided will help correct the 
errors detected. 



c 

c 

4.1 Packet Loss and Correct Delivery at the kth Transmission 57 

l(a) If the arrival of a packet ends in either CorE, the feedback message should indicate that 

a delivery has been made. Thus a ~ feedback message will terminate the transmission of 

the packet on the frrst try. 

l(b) However, if the packet's arrival results in either CorE as above, and the feedback message 

is ~. another transmission of the packet will follow. The result is that transmission of the 

packet continues beyond the firSt try. 

2(a) Suppose, on the one hand, that the arrival of the packet results in D, and the feedback message 

is fil&. The transmitter will begin sending the next packet, which means that the transmission 

of the original packet tenninates with the firSt try. 

2(b) On the other hand, if the arrival results in D and the feedback message is~. then another 

transmission of the same packet will follow, which means that transmission of the packet will 

continue beyond the frrst try. 

We have in l(a), a delivery (correct or incorrect); in l(b), an unnecessary transmission; in 2(a), a 

packet loss; and in 2(b), a retransmission. Although explicit reference will not always be made to 

the items in the list given here, the scenarios they represent will be heavily used in the derivations 

that are soon to follow. 

Let us introduce the variables a., a2, and a as follows: 

0'1 = P(D)P(TID}P(CIT)P(TIC), 

0'2 = P(D)P(FID}, 

a = P(TID)P(DIT). 

and 

(4.2a) 

(4.2b) 

(4.2c) 

Lemma 4.1: With the variables defmed above, we let Plk) be the probability that a packet is 
correctly delivered at its kth transmission, and P,(k), the probability that a packet is lost at its kth 
transmission; then, 

Pc(l) = P(C)P(TIC), 

k ~ 2 

k ~ 2 

(4.3a) 

(4.3b) 

(4.3c) 
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Proof: The proof continues by following the event sequences that terminate in correct delivery 

and the loss of packets. Taking the possibilities given by 1 (a) and 2(a). we obtain the events leading 

to the termination of transmission on the fust try. They are illustrated in Figure 4.1. 

Start 

Receiver 
Transmitter Transmitter 

Figure 4.1 Departure of a Packet at the First Transmission 

The events leading to the departure of a packet at the fust transmission, as depicted in Figure 4.1, 

have probabilities 

Pc(l) = P(TIC)P(C) 

P.(l) = P(TIE)P(E) 

P1(1) = P(FID)P(D) = G2 

(4.4a) 

(4.4b) 

(4.4c) 

Taking l(b) and 2(b ), and following the same line of reasoning, we obtain the events leading to the 

termination of transmission at the second try, the third try. etc. A packet's transmission will terminate 

when it is either delivered or lost. Figure 4.2 illustrates the loss of a packet at the fust try. A loss 

after many transmissions is also possible, as will be apparent later. 

In Figure 4.3, we illustrate the departure of a packet on the second transmission. From this 
diagram, we have 
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Packets A 1 ro.nsn~t ted 

Figure 4.2 The Loss of a Packet 

Pc(2) = P(TIC)P(C/T)P(TID)P(D), 

P1(2) = P(FID)P(D/T)P(TID)P(D). 

..... __ ··-­·--..... 

S9 

(4.5a) 

(4.5b) 

From this point on, weshalldetennineonly Plk), and P/k),leavingout P.(k), sincetheinfonnation 

provided by P.(k) can, in fact, be obtained from the other two. Extending the above procedure to 

three steps results in the diagram of Figure 4.4. 
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F 

•• 

F 

•• 
Co,.,..,c:, 

T 

Figure 4.3 Depanure of a Packet on the Second Transmission2 

Figure 4.4 Depanure of a Packet on the Third Transmission 

2 In this Figure. and in subsequent figures. the points labelled •• denote the loss of a packet that has already been 
delivered. This is not a real loss, since there has already been a delivery. It is really a spwious transmission that has 
turned into a "loss." 
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In Figure 4.4. D is the complement of D. and is the union of C and E; i.e., D =CuE. The circled 

numbers show the tennination of transmission at the try indicated by the numbers. The expressions 

for the probabilities of correct delivery and packet loss are found by following the highlighted paths 

in Figure 4.4. Reading the event sequence, we have 

Pc(3) = P(TIC)P(Cff)P(TID)P(Dff)P(TID)P(D) 

= P(D)(TID)P(Cff)P(TIC) · [P(Dff)P(T/D)] 

P,(3) = P(FID)P(DIT)P(TID)P(Dff)P(TID)P(D) 

= P(D)(FID) · [P(D/T)P(T/D)] 2 

(4.6a) 

(4.6b) 

Defining a1 =P(CIT)P(TIC), a2 =P(D)P(FID), and a=P(TID)P(DIT), and continuing 

as before, we obtain the following expressions 

Pc(l) = P(C)P(TIC), 

Pc(k) = a 1at.-2 k ~ 2 

P,(k) = a2at.-t k ~ 1 

(4.7a) 

(4.7b) 

(4.7c) 

and completes the proof of the lemma. We turn next to the delivery of a packet after a certain number 

of transmission attempts. 

4.2 Delivery of a Packet at the kth Transmission 

The expression for the probability of delivery at the kth attempt is given by the Lemma 4.2 below. 

Let p1 = P([DTuDF]I[DTuDF]), and 

a3 = P(DTI[DTuDF])P([DTuDF]). 

(4.8a) 

(4.8b) 

Lemma 4.2: Let P .w(k) be the probability of packet delivery at the kth transmission, then this 

probability is given by 

k = 1 

k ~ 2 
(4.9) 
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Proof: Here, we again have D =CuE. The probabilities of delivery at the first and the second 

transmissions are, respectively, 

and 

P ,.,(2) = P([DTuDF]DT). 

(4.10a) 

(4.10b) 

The events are read from left to right; thus, [DT u D F]D T means that the square brackets precede 

the DT. Continuing, we obtain P a./3) as 

P ,.1(3) = P([DTuDF]'IiT), (4.11) 

- 2 
where we have used [DT u D F] to mean the occurrence of the event in square brackets two 

times. In general, we find that 

- t-I-
p ,.,(k) = P([DTuDF] DT). (4.12) 

We must now determine the following two probabilities: P([DTuDF]I[DTuDF]) and 

P([DT]I[DTuDF]). We begin with the fliSt, 

P([DTuDF]I[DTuDF]) = P(DTDTuDTDFuDFDTuDFDF) 
P(DTuDF) 

(4.13) 

Both the numerator and denominator are now the probabilities of unions of disjoint events. The 

numerator is the sum of the following terms: 

P(DTDT) = P(D)P(TID)P(DIT)P(TID), (4.14a) 

P(DTDF) = P(D )P(T ID )P (DIT)P (F ID), (4.14b) 

P(DFDT) = P (D )P (F ID )P(D IF)P (T ID), (4.14c) 

P(DFDF) = P (D )P (F ID )P(D IF)P (F ID), (4.14d) 

and the denominator is the sum of P(DT) = P(D)P(TID) and P(DF) = P(D)P(FID). 

Similarly, 



0 

4.3 The Throughput Efficiency of the SR·ARQ Scheme 

P(DTI[DTuDF]) = 

= 

P(DTDTuDFDT) 

P(DTuDF) 

P(DTDT) + P(DFDT) 

P(DT) + P(DF) 

63 

(4.15a) 

(4.15b) 

Occurrence of the event [DTuDF] k-1 times is equivalent to k-2 transitions 

from [DTuDF] to itself. In the expression for P .fk), we have one fmal transition to the 

event [DTj. Thus, the probability of delivery at the kth transmission is 

P tl#l(k) = P([DTuDF] · (P([DTuDF]I[DTuDF])l-l · P(DTI[DTuDF]). (4.16) 

Let p1 :::: P([DTuDF]I[DTuDF]) and a3 = P(DTI[DTuDF]) · P([DTuDF]). Then, 

the expression for P 111/k) can now be written as 

k = 1 
k ~ 2 • 

(4.17) 

which completes the proof. Thus far, we have used the preceding diagrams to guide our progress. 

In what follows, we shall apply what has so far been acquired to derive the expressions for 

perfonnance parameters such as the throughput efficiency, the probabilities of undetected error, 

packet loss, and correct delivery. We shall begin with the throughput efficiency. 

4.3 The Throughput Efficiency of the SR-ARQ Scheme 

There are two ways in which a packet may leave the transmitter's queue: it can either be lost or 

delivered to the user. If delivered, it may be error-free or contain undetected errors. The events 

leading to a packet leaving the queue at the kth transmission are then 

E = { erroneous delivery} 
C = {error-free delivery} 
L = {packet loss} 

The previously defined events F, D, T and E still remain as defined. The departure probability at a 

general transmission is given by Lemma 4.3. 
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4.3 The Throughput Efficiency of the SR-ARQ Scheme 

Define 0'2 = P(D)P(FID), 

0'3 = P(D )P(TID )P(Dff)P(TID) + P(D)P(FID)P(DIF)P(TID), 

a = P(TID)P(Dff), and 

p = P([DT u D F] I[DT uD F] ). 

Lemma 4.3: Let P .p(k) be the probability of departure at a general transmission, then 

{

<J2 + P(DT)P(TID), k = 1 
p .,(k) = 

o2ak-t + a3p~-2. k ~ 2 . 
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{4.18a) 

(4.18b) 

(4.18c) 

(4.18d) 

(4.19) 

Proof: The departure at time-k is the union of the events E, C, and L, as defined above. That is, 

Dep = CuE u L, and the probability of this event is sum of the individual probabilities, since the 

events are mutually exclusive. We have 

P., = P(EuC) + P(L) 

= P {delivery at the kth transmission } + P {packet loss at the kth transmission } 

= P UJ(k) + P1(k). (4.20) 

Substituting for P ul.k) and P l.k) from Lemma 4.1 and Lemma 4.2, we obtain 

{o, + P(DT)P(TID), k = 1 
P.,(k) = o2ak-t i:-2 (4.21) 

+ <J3Pt • k ~ 2 

where 0'2 = P(D)P(FID), (4.22a) 

0'3 = P(D )P(TID )P(Dff)P(TID) + P(D )P(F ID )P(D IF)P(TID ), (4.22b) 

a = P(TID)P(Dff), and (4.22c) 

p = P([DTuD F]I[DT uD F] ). (4.22d) 

This completes the proof. The throughput efficiency is th~n given by the following theorem. 
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Theorem 4.1: With the defmitions given above, the throughput efficiency is given by the following 

expression 

(4.23) 

Proof: The proof uses the results of Lemma 4.3 by fmt finding the average number of transmissions 

per packet and then takes the reciprocal. To proceed. suppose that we have P packets to transmit. 

The average number of transmissions is 

,. .. 
N(P) = I. I, kPr{ith packet departs at the kth transmission} (4.24a) 

i=U::::I 

p .. 
= I, I, kP dllp(k) 

i==U=t 
(4.24b) 

-
= P I, kP dllp(k) = PN, 

.1:•1 
(4.24c) 

where N is the average number of transmission per packet Substituting for P 4q(k) from above, 

we obtain 

Evaluating the sum gives the result as 

aaz(2-a) 
N = [a2 + P(D)P(TID)] + (l-af 

The throughput efficiency 11 is then the reciprocal of N, and is given by 

This completes the proof of the theorem. 

(4.2Sa) 

(4.25b) 



0 

4.4 Correct Delivery 66 

4.4 Correct Delivery 

Correct delivery is the delivery of a packet without any errors. Let Pc be the probability that a packet 

is correctly delivered. Then, the following theorem gives the probability of correct delivery 

p _ lirn {average number of correct deliveries for P packets} 
Let c - , ..... average number of total deliveries for P packets · 

Theorem 4.2: Given <11 = P(D)P(TID)P(Cff)P(TIC), p1, <13, and a as defmed 

previously, the probability of correct delivery is 

P(C) · P(TIC) + 0'1/(1-a) 

Pc = P(D)·P(TID) + al(l-p1)' 
(4.27) 

Proof: Define the random variable C,(k) as follows. The average probability of correct delivery is 

found from its defmition given above as 

where the numerator and denominator represent the average numbers, respectively, of correct 

deliveries and total deliveries, in P packets. The numerator is given by 

, .. 
Nc(P) = I. I. E{C;(k)} 

i=ll•l 

= P i P11(k) = PNc, 
l•l 

and P N c is the average number of packets correctly delivered, with N c given by 

and 0'1 = P(D) · P(TID) · P(CIT) · P(TIC). Evaluating the above sum, we obtain, 

Ne = P(C) · P(TIC) + ( O't J 
1-a · 

.. 
Similarly, N MI(P) = P I. P ~~,1Ck > = 

.t=l 

(4.28a) 

(4.28b) 

(4.29) 

(4.30) 

(4.31) 
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where PN.., is the average number of deliveries made for the P packets. Since multiple deliveries 

are possible, this number need not be equal toP. The quantity N *'is found from the sum 

-N.., = I. P ..,(k ). 
l•l 

(4.32) 

Using (4.17). we have 

N.., = P(D)·P(TID) + (4.33) 

which, when evaluated, results in 

N., = P(D)·P(I'ID) + (l:p.) (4.34) 

The expression for the probability of correct delivery is then found by taking the ratio of these two 

averages. We have that 

P(C) · P(TIC) + 0 1/(1-a) 
p -

c - P(D)·P(TID) + CJ/(1-pl) 

This ends the proof. 

4.5 The Loss of a Packet and Erroneous Delivery 

(4.35) 

The loss of a packet for a general transmission is discussed in Section 3.1. The expressions developed 

there will now be used to derive the average probability of a packet loss. Let PL be the probability 
that a packet is lost, with the following definition: 

P = 1im { average number of lost packets for P packets } 
L p ...... average number of packets transmitted for P packets · 

We have also the previously defined 0'2 and a, as being 

0'2 = P(D) · P(FID), and 

a = P(TID)·P(DIT) 

0 The following theorem gives the probability of packet loss. 

(4.36a) 

(4.36b) 
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4.6 Erroneous Delivery 

Theorem 4.3: With PL, 0'2, and a as given above, the probability of packet loss is 

Proof: From the defmition of PL given above, we have 

PL = ,~.{N:)} = ji!_D_{(! )(p 1~1 P,(k}J 

= P~_(,~1 P1(k)). 

Therefore, the probability of packet loss is given by the sum 

-
PL = r P,<k>. 

''"'1 

Substituting for Pfk) from Lemma4.1, results in 

~ i-t ( O'z } PL = ~ O'z« = -~-
i=t -a. 

and the proof is complete. 
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(4.36c) 

(4.37a) 

(4.37b) 

(4.38} 

(4.39) 

The loss of packets occurs because of errors in the feedback channel. If the return channel 

were error-free, the probability of loss would be zero, however, there is no physical channel that 

is error-free. In practical systems, quite often there is as much information transmitted in the reverse 
direction as in the foiWard direction. Therefore, if error control is employed in both directions, the 

error performance will be the same in both cases. The argument that the reverse channel has a lower 
data rate holds only in those cases previously described. 

4.6 Erroneous Delivery 

The probability of incorrect delivery, otherwise called the probability of undetected error, can be 

derived in a manner similar to that employed for the probability of correct delivery. The definition 

of the probability of undetected error is 

p = 1im {average number of incorrect deliveries for P packets} 
UD p -+• average number of deliveries for P packets · 



4.7 Spurious Transmissions 

Theorem 4.4: The probability of undetected error is 

P(E)·P(TIE) + Gy'(1-pt) - Gt/(1-a) 
PuD = P(D)·P(TID) + oy'(l-pt) 
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(4.40) 

Proof: UsingthefactthatPc + Puo = 1, we can usetheresultofTheorem 3.4towritetheprobabllity 

of undetected error as 

= 
1

_ ( P(C) · P(TIC) + 0'1/(1- a) J 
P(D) · P(TID) + Gy'(l- Pt) 

P(D)·P(Tii5) - P(C)·P(TIC) + oy'(l-p1) - 0'1/(1-a) 
= 

P(D)·P(TID) + oy'(l-p1) 

(4.41a) 

(4.41b) 

Using the fact thatD = C u£, and noting that P(D) · P(TID) -P(C) · P(T/C) =P(DT)-P(CT), 

we have 

P(D)·P(TID)-P(C)·P(TIC) = P(DT) - P(CT) 

This ends the proof. 

= P([C uE]T) - P(CT) 

= P(CT) + P(ET) - P(CT) 

= P(ET) = P(E) · P(TIE). 

4. 7 Spurious Transmissions 

(4.42a) 

(4.42b) 

(4.42c) 

(4.42d) 

When the result of a transmission is D, i.e., when there has been a delivery, a true feedback message 

should indicate that a delivery has been made, so that the next packet can be transmitted. If the 

feedback message is false following D, another transmission of the already delivered packet will 

follow. This is an unnecessary transmission, which is called a spurious transmission. 

Defi p = r {average number of spurious deliveries for p packets} 
me SP P ~.. average number of deliveries for P packets ' 

and let G4 = P(DTuDF) · P(DFI[DTuDF]). (4.43} 
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Theorem 4.5: The average probability P SP of a spurious transmission is given as 

( 
- 0'4 ) 

PSP = 11 P(DF) + 1-p, . (4.44) 

Proof: The probability P ,fk) that the kth transmission of a packet is spurious is found by following 

the event sequences that end in D F. By selecting those sequences, we have 

p 'P(1) = 0, 

p 'P(2) = P(DF), 

p 'P(3) = P([DT u D F]D F), 

P,,(k) = P([DTuDF]k-?JF), k ~ 

As before, we have P(DFI[DTvDF]) = 

= 

The following quantities are defined as 

P1 =P([DTuDF]I[DTvDF]), 

o3 =P(DTI[DTvDF]) · P([DTvDF]),and 

0 4 =P([DTvDF]) · P(DFI[DTuDF]), 

3. 

P(DFDTuDFDF) 

P([DTuDF]) 

P(DFDT) + P(DFDF) 

P(DT) + P(DF) 

(4.45a) 

(4.45b) 

(4.45c) 

(4.45d) 

(4.46a) 

(4.46b) 

(4.47a) 

(4.47b) 

(4.47c) 

where p1 and 0 3 are as previously defined, and o4 is new. With these quantities, and the preceding 

expressions for P,,l.k), we have 

{ 

0, k 

Pip= P(DF), k 
l-3 k 

04Pt , 

= 1 

= 2 
~ 3. 

(4.48) 
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PSP = r {average number of spurious deliveries for P packets} 
P ~- average number of deliveries for P packets 

= lim{Ns,(P)} = lim{PNsP} = lim{NSP} 
P~- N(P) P~- PN P~- N 

(4.49) 

Since the tenn in curly brackets is independent of P, we have 

Nsp -
PSP = -=- = 11NSP, 

N 
(4.50) 

where we have used the fact that 11 = l!N is the throughput, already derived Continuing to substitute 

for P1p(k), we have 

-= 11 ~ P1,(k) 
l=l 

(4.51a) 

(4.51b) 

This ends the proof. 
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4.8Summary 

By introducing variables that simplify the notation. this chapter has derived expressions for the 

performance parameters of the selective repeat ARQ scheme. These are now presented here as a 
summary. 

Table 4.1 Performance Parameters of the Selective Repeat ARQ Scheme 

Throughput (1-pl(l-«)2 

Efficiency 1'1 = [o2 +P(D)·P(T/D)](l-ptit(l-a)2+aai2-a)(l-p1)
2+o;(2-p1)(1-a)2 

Prob.of P(E) · P(TIE) + 0:/(1-pl) - oi(1-a) 
Undetected Puo = 

P(D) · P(TID) + o:,l(l- P1) 
error 

Prob.of P(C) · P(TIC) + o.t(1-a) 
p -

Correct c- P(D)·P(TID) + oy'(l-pl) 
Delivery 

Prob.of Oz 
P--

Packet Loss L-1-a 

Prob.of ( - a, ) 
Spurious PSP =11 P(DF) 1-pl 

Transmission 
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CHAPTER V 

NOISELESS FEEDBACK AND NOISY FEEDBACK COMPARED 

In this chapter we shall derive the performance parameters under the assumption of noiseless 

feedback. In the first part, the results are for the selective repeat ARQ scheme, and in the second 

part, they are for the Generalized type-D ARQ scheme (the GH-ll ARQ). 

5.1 Selective Repeat ARQ Scheme with Noiseless Feedback 

Let the events C, D, and D be defmed as before, i.e., 

C = { errors are correctable } 
D = { errors are detectable but not correctable} 
E = { errors are undetectable}. 

In this case of noiseless feedback, there is no loss of packets. Figure 5.1 shows the transitions among 

the states C, D, and E from one transmission to the next. 

1 2 3 4 5 

~ E E E E E 

Figure 5.1 Transition Diagram For Error-Free Feedback 

Since there are no errors in the feedback channel, once a packet is removed from the queue at the 

transmitter, it is definitely delivered; there are no lost packets. In fact, there are no spurious 

transmissions either. 

S.l.l Correct Delivery and Erroneous Delivery 

A packet may be error-free or contain errors. The relevant probabilities here are denoted by Pc and 

Puo for correct delivery and undetected error, respectively. The following theorem gives the 

corresponding expressions. 
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Theorem 5.1: Given the events C, D, and E as defined above. The probabilities of correct delivery 

and undetected error are given, respectively, by 

Pc = P(C) + P(CID)·P(D) and 
1-P(D/D) ' 

P(EID) · P(D) 
Puo = P(E) + 1-P(D/D) . 

fi:Qm: Correct delivery of a packet occurs on the frrst try with probability P(C), i.e., 

And similarly, the probability of undetected error at the first try is given by 

P.,(l) = P(E). 

(S.la) 

(S.lb) 

(5.2a) 

(5.2b) 

If the result of the fmt transmission is the event D. then transmission continues to the second 

transmission. At this time, the probabilities are given by 

Pc(2) = P(D) · P(CID), and 

P.(2) = P(D) · P(EID), 

(5.2c) 

(5.2d) 

where P(CID ), P(EID ), and P(DID) are Op-step transition probabilities, and Dp/2 is the number of 

packets transmitted in the time a packet travels from the transmitter to the receiver. Therefore, Op 

is the round-trip delay expressed in packet times. In general, we find that 

{
P(C) 

Pt:(k) = P(EID) · P(D) · (P(DID))*- 2 

k = 1 

k ~ 2. 
(5.3) 

The probability that a packet is delivered at its kth transmission is the sum of P Jk) and P .(k). The 
average number of deliveries per packet is unity. So, if we use the definition of the probability of 

correct delivery as the ratio of the average number of correct deliveries to the average number of 

deliveries made, we find that 

(5.4) 

When we substitute for Plk) and evaluate the sum, we obtain 
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p = P(C) P(CID) · P(D) 
c + 1-P(DID) . (5.5) 

By the same token, the probability of undetected error is 

p = P(E) P(EID)·P(D) 
UD + 1-P(DID) . (5.6) 

This ends the proof. 

5.1.2 Throughput Efficiency 

With a noiseless feedback channel, all the packets that leave the transmitter are delivered; there are 

no lost packets. Therefore, the delivery of a packet is equivalent to its departure from the queue at 

the transmitter. The probability that a packet departs at its kth transmission is denoted by P ,Jk), 

and the corresponding probability for a delivery at the kth transmission is denoted by P .fk). By 

the preceding argument, we have that P .J.k) = P ,up{k). 

Theorem 5.2: The throughput efficiency 11 is given by the expression 

l-P(DID) 
T\ = 1 + P(D) - P(DID) 

Proof: The average number of transmissions per packet is 

.. -
N = I. kP t~q(k) = I. k[Pc(k) + P.(k)]. 

i•l lal 

Substituting from previous equations, the expression N becomes 

N = P(C)+P(E) + P(D) · [P(CID)+P(EID)] f k[P(DID)]*- 2
• 

i=2 

The geometric series can be summed to obtain 

N = P(C)+P(E) + P(D)· [P(CID)+P(EID)] 2-P(DID) 
2

• 

[1-P(DID)] 

Noting that P(EID)+P(CID) = 1-P(D/D), we get 

(5.7) 

(5.8a) 

(5.8b) 

(5.8c) 
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N = 1 _ p (D) P (D) · [2- P (DID)] 
+ 1-P(DID) . (5.9) 

This expression is further simplified to 

N = 1 +P(D)-P(DID) (5.10) 
1-P(DID) 

The throughput efficiency is 11 = l!N which becomes 

1-P(DID) 
11 = 1 +P(D)-P(DID) (5.1l) 

This ends the proof. 

For the random-error channel, the conditional probability P(DID) is equal to P(D), and the 

throughput efficiency would then be given by the simple expression 11 = 1 - P (D). This is the form 

usually quoted for the throughput efficiency of the selective repeat ARQ scheme, found, for example, 

in [6]. 
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5.1.3 Summary 

In this section, expressions have been derived for the performance parameters of the selective repeat 

ARQ scheme under the assumption of a noiseless feedback channel. These are now presented as a 

summary in Table 5.1. 

Table 5.1 Performance Parameters of the Selective Repeat ARQ Scheme 

With Noiseless Feedback 

1-P(DID) 
Throughput Efficiency Tl = 1 +P(D)-P(DID) 

Prob. of Undetected error 
p =P(E) P(EID) · P(D) 

uo + 1-P(DID) . 

Prob. of Correct Delivery 
p =P(C) P(CID)·P(D) 

c + 1-P(DID) . 

Prob. of Packet Loss PL=O 

Prob. of Spurious Transmission PSP=O 

We now proceed to derive the expressions for the GH-II ARQ scheme when feedback errors are 

ignored. 

5.2 GH-ll ARQ Scheme with Noiseless Feedback 

We rely heavily on the work already done in the preceding pages. Figure 5.1 has been modified to 
obtain Figure 5.2, in which we see that the depth changes from one transmission to the next. From 
this figure and earlier procedures, we obtain the probabilities of correct delivery and erroneous 

delivery at the kth transmission. These are given below. 
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Pc(l) = P(C1), P.,(l) = P(E1), 

Pc(2) = P(D1)P(CJD1), P,(2) = P(D1)P(EJD1), 

Pc(3) = P(Dt)P(D-JD1)P(C/DJ. P,(3) = P(D1)P(D-JD1)P(E/DJ. 

2 3 4 5 

Figure 5.2 GH-11 ARQ Scheme with Error-Free Feedback3 

Continuing for k ;;?; 4, we obtain 

3 

= P(Dt)P(CiDJ n P(Di+tiD), 
J•l 

P,(4) 

3 

P.,(5) = P(Dt)P(EiD.) n P(Di+/Di). 
J=l 

In general, fork;;?; 5, we obtain 
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(5.12a) 

(5.12b) 

(5.12c) 

(5.12d) 

(5.12e) 

(5.12j) 

(5.12g) 

Pc(k) = P(Dt) · P(CiD4) • (g, P(DI+t/Di)) · (P(DiD4 ))
1

-
5

, 

P,(k) = P(D1) • P(EiD4) • (~1 P(Di+ 11D)) · (P(DiD4 ))
1

-
5

, 

k ~ 5, and (5.13a) 

k ;;?; 5. (5.13b) 

3 Note that after four transmissions the labels in the Figure are the same; the reason is that once the maximum 
depth (depth-4) has been reached, there is no further depth-<:hange. 
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5.2.3 Correct Delivery 

By retracing the steps for finding P uO> we find the probability of correct delivery as 

Pc = = J.ls 'th lltc + -
1 
-, w1 
-Ill 

(5.18) 

3 

lltc = J.1s = P(CiD4) · P(Dt) · fl P(Di+lDi), 
J•l 

(5.19) 

and Jl3 as before. 

5.2.4 Summary 

The key equations of this section number only three, since there are no packets lost, and there are 

no unnecessary transmissions either. The corresponding parameters are zero. The results are 

summarized in Table 5.2. 

Table 5.2 Parameters of the GH-II ARQ Scheme With Noiseless 
Feedback 

throughput (1-lll)l 
T)= 

llt0-ll3i + f.J.z(S- 4J.l3) 

undetected IJ.. 
error Puo =fltE+ -1-

-ll3 

correct lls 
delivery Pc = J.ltc + --

l-f.13 

packet PL=O 
loss 

spurious PSP=O 
delivery 
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5.2.5 Comparisons of Results for the GH-ll ARQ Scheme 

Simulations were run on a Markov channel with and without feedback errors. The results for a bit 

error rate (BER) of 104 are given in Table 5.3, from which it is clear that feedback noise lowers 

the throughput efficiency, increases the probability of undetected error, and creates the loss of 

packets and unnecessary transmissions of packets already delivered. 

Table 5.3 Results For a Markov Channel with 
BER=lO''\ al_pha=0.8,D,=154 

Noiseless Noisy 
Feedback Feedback 

throughput 11 0.85 0.70 

undetected Puo 2.12x10'7 9.3lxl0·7 

packet PL - 2.llx10'8 

loss 

spurious PSP - 8.92xto·' 
delivery 

4 For the meaning of a and 0.. see Chapter vn 
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6 PERFORMANCE ON THE GD...BERT CHANNEL 

CHAPTER VI 

PERFORMANCE ON THE GILBERT CHANNEL 

82 

The expressions for the performance of the GH-ll ARQ and the Selective Repeat ARQ Scheme are 

given in this thesis with the assumption that the channel errors are Markov. Since the generating 

mechanism of the Gilbert channel is a Markov process, the impression created is that the resulting 

error process (from one transmitted block to the next) would be Markov. We show below that the 

number of errors in a packet, observed as the transmission proceeds, does not constitute a Markov 

chain. This fact means that the expressions derived so far cannot be used on the Gilbert channel. 

But, since the memory in the Gilbert channel decays rapidly, packets separated by at least one 

packet can be taken to be practically statistically independent. This is shown later. Therefore, the 

results of the Markov channel can be modified for use in this channel by disregarding the conditions 

in the conditional probabilities. 

p 

r 

Figure 6.1 Gilbert's Model of a Burst Error Channel 

G is the Good State and B is the Bad State 

s 

For a three-state model a very detailed analysis has been given by Dravida and others in [85], 

where the desired distributions are given in terms of generating functions. The corresponding 

probabilities can be found from these generating functions by an inversion process. For our purposes, 

we present an analysis of the two-state Gilbert channel. This error model is given by the state 

transition diagram of Figure 6.1. The state transitions are synchronized with the error digit transitions 

in the channel. It is taken that in the good state the output is a 0 (no error), and in the bad state the 

output is a 1 (an error). Therefore, as the chain makes transitions in { G,B}, the error digits make 

corresponding transitions in {0,1 }. 
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6.1 Performance Evaluation 

As shown in the next section, the amount of memory in the channel is practically limited to a block, 

a fact which means that the blocks can be taken as statistically independent. Within a block. the 

memory will create burst errors to occur. We assume that many of these errors will be conected by 

the codes used. What remains then is the probability distribution of the number of errors in a block. 

Once this is known, the performance parameters can be determined. These are the topics of the 

following sections. 

6.1.1 Extent of Memory in the Gilbert Channel 

From Figure 6.1, the bit transitions are given by the matrix 

B 

q )· 
1-r 

(6.1) 

where the transitions are taken to be from the state on the left of the matrix to the state above. It 

can be shown that 

(
1-q q )1: 

r 1-r = 1 (' q) (y-1t ( q 
(q + r) r q + (q + r) - r (6.2) 

where y = p+s = 2-(q+r), is called the clustering coefficient [40], as it measures the tendency of 
like symbols to follow each other. This parameter is very important in characterizing the Gilben 

channel. We digress a little to discuss its importance. Let us consider y-1. We notice that 

y-1 = p-r = s-q. If y-1 > 0, then (0--*>) and ( 1-+ 1) transitions are more frequent than ( 1-+0) and 

(0-+ 1) transitions. This condition is equivalent toy> 1. For y < 1, the situation is reversed; (0-+ 1) 

and ( 1-+0) transitions are more frequent. In this case, bursts are very rare. Therefore, to exhibit the 

bursty nature of the channel, we should have y > 1. The simulations given later are run with y = 1.5. 

The channel can be described by the average probability of bit error P1 and the clustering coefficient 

y. Given these two parameters. the other parameters of the model can be found since P1=ql(q+r) 

and y=2-(q+r). We have q=(2-y)Plt p=l-q; then, s=y-p and r=l-s. 
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In the matrix equation above, for y = 1.5, we see that 0 < (y-ll < 10·13 fork > 40. So beyond 

40 bits, the statistical dependence is lost since 

q )l 
1-r 

1 (' q) 
(q +r) r q 

(6.3a) 

Since block lengths are typically 500 bits or more, it is safe to say that the memory in the channel 
does not extend beyond the block, except, of course, at the block edges. These end cases are ignored 

here because the transition probabilities of interest are those for events separated in time by at least 

half the round-trip delay, which is obviously larger than a packet slot. More precisely, the conditional 

probabilities of interest are P(euo,. e SKI e,. e S1). Since the events referred to are separated by 

several packet slots, we can write 

(6.3b) 

showing that independence can be assumed. 

6.1.2 The Number of Errors in a Block 

In this section, an expression is derived for the probability distribution of the number of errors in 

a block of length N. Let us defme a cycle as a sequence which begins with a 1 and ends when a 1 

next occurs. Let C,. be the length of the nth cycle; then the event {C,. = 1} is equivalent to the 

event { 111 }. In fact. {C,. = k} is equivalent to {cf- 1111}, by which we mean the occurrence ofk-1 

O's in succession terminated by a 1, conditioned on there having been a 1 at the beginning. 

Lemma 6.1: The cycles as defined above are statistically independent, that is 

P(CII+l = j I c.= i) = P(Cut = j). 

Proof: We obtain the following probabilities 

P(C,. = 1) = s, 

P(C,. = 2) = qr, 

P(C. =3) = qrp, 

P(C,. =4) = qrp2, 

(6.4) 

(6.5a) 

(6.5b) 

(6.5c) 

(6.5d) 
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P(C,. = S) = qrp3, 

P(C,. = 6) = qrp4. 

Continuing this, we find that in general, 

P(C,. =m) = { ~ 
qrp•-2 

m < 0 
m = 1 

m ::! 2. 

We now prove that the cycles are statistically independent. 

P(CII+l =j I c,. =i) = 

= 

P(CII+ 1 = j,C,. = i) 

· P(C,.=i) 

P([l(OY- 1l(Oi -1) 
P([l(oi-11]) ' 
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(6.Se) 

(6.Sf) 

(6.Sg) 

(6.6a) 

(6.6b) 

where, as before, we have used the notation (Oj to denote the occurrence of j uninterrupted 

successive O's. Using the expressions just derived, we obtain 

(6.7a) 

(6.7b) 

From the above, we have the result P(C,.. 1 = j I C,. = i) = P(C,.. 1 = j), proving that successive 

cycles are statistically independent. In fact, all the cycles are statistically independent. This ends 

the proof. 

We now proceed to find the probability distribution of a finite sum of cycles. We begin by 

noting that a sequence of weight k + 1 has exactly k cycles. Let Yt be the sum of these k cycles, i.e., 

(6.8) 

Theorem 6.1: Given the events Yt as defined above, let P ,fm) be the probability of having k cycles 
whose length add up to m, and QA;(m) be the probability of having k zero-cycles whose lengths add 
up tom. Then 
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0 0 m < k 

s* m = k 

s* 
1!1-l 

(~) (m-k-1) (:. )' P1(m) = l: k < m s 2 k (6.9) 
l-1 

, 
l•1 

s• 
l 

(~) (m-k-1) (::J l: 
l-1 

m ~ 2 k 
l=l 

and 

0 m < k 
pi m = k 

111-l 

(~) (m-k-1) (:. )' Q.(m) = p• l: k < m s 2 k (6.10) 
l-1 

, 
l•l 

k 

(~) (m-k-1) (:.)' p• l: 
l-1 

m ~ 2 k 
l=t 

f.mgf: Since the cycles are statistically independent, the moment generating function of Y., is the 

product of the individual moment generating functions of the cycles. The cycles are identically 

0 
distributed. So they have a common moment generating function, C(z), giving, 

E{/•} r.(z) !::,. (6.11a) 

= [C(z)] 1
• (6.11b) 

so we must first find C(z), which is defined as 

C(z) !::,. E{zc} (6.12) -
Using the previous expressions, C(z) is found to be 

-C(z)=sz+qrz2 l:(pzy-2
• (6.13) 

j•2 

Evaluating the sum, we obtain 

. C(z)=sz +( qrz' } 
1-pz 

(6.14) 

which can be written as 

0 
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C( ) (1 z(qrls)} z =sz + 
1 -pz 

(6.15) 

where the convergence of the sum is guaranteed fori zl <lip. Taking thekth powerofC(z), gives 

[C(z)]* = s*z*(t + z(qrls))* =s*z* + i(k)(q')' z' 
l-pz t=t I s (1-pz( 

(6.16) 

Expanding the tenn l/(1 - pz )', we obtain 

(6.17a) 

(6.17b) 

The double sum can be broken into two parts to give 

We now change the order of summation in both sums, and then alter the indices to facilitate the 

recognition of the coefficient of t'; the result is 

• f i(k)(m -k -l)(qr)' "' 
+s "'=2h11=tl l /-1 ps z (6.19a) 

(6.19b) 

The first double sum contains powers of z from k+ 1 to 2k, and the second contains powers larger 

than 2k. It is also evident that powers of z less thank are absent. Using these observations, we obtain 

PJ.m) as 
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0 m <k, 

s• m=k, 
lll-l 

(~) (m;~;') (;: J P~;(m) = s• l k <m S:2k, (6.20) 
1•1 

k cJ r;~;'J (:J s• I m ~2k. 
1=1 

and P ,l m) is the coefficient of the mth power of z in { C(z) } t and is the probability of having k 

cycles whose lengths add up to m. It is also useful to know the distribution of zero-cycles. The 

probability that k zero-cycles have a total length equal to m is denoted by QJm). By replacing s 

and r by p and q, respectively, we can obtain the relevant results by similar reasoning. We have 

0 m <k, 
p• m=k, 

lll-l 

m (m-k-IJ (:J Q*(m) = p* I k<mS:2k, (6.21) 
1•1 1-1 

t 

(~) (m -k-1) (:)' p• I 1-1 
m~2k. 

1=1 

This completes the proof. 

Now we are ready to find an expression for the probability that at time n a sequence of length 

N has weight k. A 0 cycle is defined as a sequence that begins with a 0 and ends when a 0 next 

occurs. When a sequence begins with a 0 and ends with a 0, it can be viewed as consisting of 

0-cycles. Such sequences that begin and end with a 0 have probability P 0 QN-t-lN-1 ), by which we 

mean that after the first 0, the rest of the bits must be N-1 in number and the weight (the number 

of 1 's) must be k. So the number ofO's must be N-k-1. A similar argument shows that sequences 

of weight k beginning and ending with a 1 have probability P 1 P 1.1(N -1 ), since after the ftrst 1, the 

remaining digits must be N-1 in number and the number of 1 's they contain must be k-l. Sequences 

beginning with a 0 and ending with a 1 will initially have 0-cycles (possibly), undergo a (0-+1) 

transition somewhere (certainly), and end (possibly) with a string of 1's. The number of trailing 1 's 

will vary from one sequence to another. If the last 0 occurs m positions from the very ftrst 0, then 

the 0-cycles must have a total length of m. The remaining N-m-1 slots must be filled with 1 's, which 

means there are N-m-1 (0-+ 1) transitions. These will contribute a factor of sfl..,..z to the expression 

for the probability of these sequences. There is an initial (0-+ 1) transition from the last 0 to the 
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fust 1. This transition contributes the factor q. Noting that the number of O's, excluding the very 

fust one, must be N-k-1, we must have m=N-k-1. Summing over all possible values of m, we get 

the probability of sequences beginning with a 0 and ending with a 1 as 

(6.22} 

The sum ends at N-2 because the first position has been taken by the beginning 0 and the last position 

must be a 1, leaving a maximum of N-2 for m. For sequences beginning with a 1 and ending with 

0, we follow parallel paths in the reasoning and obtain their probability as 

(6.23) 

Putting our results together, we obtain the following probability that a length-N sequence has k I' s: 

P(e,. = k) = P1c~~~ 1 P._1(m}rpN-"'- 2 + P1 _1(N -1}) 
(6.24) 

If we know the error detecting power of the code, we can determine the probability of undetected 

error as 

N 

Pu0= L P(e,. =k), 
i=l+e10 

(6.25) 

where eED is the maximum number of errors the code can detect. 

Theorem 6.2: The sequence, e1, e2, e3, ••• ,as defined above, is not fust-order Markov. 

fmgf: We note that the process {X,.} ;.1is Markov, with X,. e {0, 1} and X,. is the nth error bit in 

the Gilbert channel. The transition probabilities are those of the Gilbert channel model. The number 
of errors in a packet of length N is a new process ( e,. } defined as follows: 
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LetP(m,l,k) = P(e~~+2 =m,e14+ 1 =l,e,.=k), 

P(l,k) = P(e,.+l=l,e,.=k), 

P(k) = P(e,. = k), 

Then 

P(m,l,k)=P(m,IIXN=O)·P(e1 =k,XN=O)+P(m,IIXN= l)·P(e1 =k,XN= 1) 

P(l,k) = P(ll XN = 0) · P(e1 =k,XN = O)+P(ll XN = 1) · P(e1 =k,XN = 1) 

P( 11 k) = P(m,l,k) 
m ' P(l,k) 

Substituting from the preceding expressions, we obtain 

P(m,IIXN =O)P(e1 =k,XN =O)+P(m,IIXN = l)P(e1 =k,XN = 1) 
P(m ll,k)=-----------------­

P(/1 XN = O)P(et = k,XN = 0) + P(ll XN = l)P(e1 = k,XN = 1) 

P(m,IIXN =O)+P(m,IIXN= l)p1(N) 
= 

p (I I XN = 0) + p (/I XN = 1 )p.(N) ' 

where p4(N) is given by the ratio 
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(6.26a) 

(6.26b) 

(6.26c) 

(6.27a) 

(6.27b) 

(6.27c) 

(6.27d) 

(6.27e) 

(6.28a) 

(6.28b) 

(6.28c) 

(6.29a) 

(6.29b) 

(6.29c) 

(6.30) 
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(6.31) 

The dependence on k would be lost This condition is the minimum requirement for the sequence 

to be Markov. If we show that p11(N) '* P11P0, then we will have shown that the process 

{ e"} cannot be Markov. For N=2, we consider k=1 and k=2. 

k = 1: (6.32) 

where we have used the fact that P0 = rl(q+r) and P1 = ql(q+r), giving P0 = (rlq)P1• 

k =2: (6.33) 

where(~) denotes the null set. In this case, p1(N) is infinite, since the denominator is zero. These 

calculations, and others, are summarized in the following table. 

P(e1 = k,X1 = 1) 
P~c(N)= 

P(e1 = k,XN = 0) 

k N=2 N=3 

0 P(~) P(~) 
Po(2) = = 0 Po(3) = = 0 

P(OO) P(OOO) 

1 P(Ol) po'l P(OOl) PoJNI 
Pt(2) = = - = 1 Pt(3) = = P(lO) P1r P(OlOuOll) Pr~~r + P1rp 

2 P(ll) P(lOl uOll) P1rq +Pfll.s 
P2(2) = 

P(~) • 
infinite P2(3) = = P(llO) P1sr 

3 -- P(lll) 
P3(3) = infmite 

P(~) , 



0 

0 

6.1 Perfonnance Evaluation 92 

For N=4, it is easily verified that p .. (N) = 0 for k=O, and p4;(N) is infmite for k=4. Since Pt(N) is 

seen to vary with the value of k, it cannot equal the ratio PiP0; thus, the process {e .. } cannot be 

ftrSt-order Markov. This ends the proof. 

The consequence of this is that the expressions derived earlier for perfonnance parameters 

cannot be used directly to establish perfonnance on the Gilbert channel From the remark made 

earlier about the extent of memory in the Gilbert channel, however, the conditional probabilities in 

the Markov channel can be replaced with unconditional probabilities. Once this is done, a parallel 

set of expressions can be found for the present channel. Realistic conclusions can then be drawn 

from the simulation results provided here. 
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The simulations described here are presented first for the Gilbert channel and then presented for 

the Markov channel. Some of the results for the Gilbert channel are given here; the rest are given 

later. For the Markov channel, a preliminary discussion is provided to show how the channel is 

modelled. The model is then used to show how the round-trip delay Dp enters into the simulations. 

7.1 Simulations on The Gilbert Channel 

The parameters of the channel were varied to yield different bit error rates. For each set of parameter 

values, the throughput efficiency of the GH-ll ARQ scheme was detennined by simulation. Also 

found were the corresponding values for the probabilities ofloss and undetected error. The following 

figures are a record of the results. For the Gilbert Channel, the parameter y was set to 1.5, and the 

probability of bit error was varied. 

5:"" 
o.a r~----"'---

cf 
c:: 
<I.) 

~ 0.6 
'a> 
......... 

::;::, 

_g-0.4 
~ 
::;::, 

e 
::5 

0.2 

. . 
Gilbert Channel 

y: 1 .5 

1 o-~ 1 o-• 1 o-.:s 
bit error rate. p 

Figure 7.1 Throughput of the GH-ll ARQ on the Gilbert Channel 
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Noiseless 
Feedback 

Gilber~ Channel· 

y=1.5 

Figure 7.2 Probability of Undetected Error on the Gilben Channel 

1 o- 7 

Gilbert .Channel. 
")'= 1 .5 

Figure 7.3 Comparison of Packet Loss Probabilities on the Gilben Channel 
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Figure 7.4 Probability of Spurious Delivery on the Gilbert Channel 
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It is evident from these results that the throughput efficiency is lower when feedback errors are 

included. Also more undetected errors occur. Further, the loss of packets cannot be ignored. The 

superiority of the GH-ll ARQ scheme over the SR-ARQ scheme is seen in its lower probabilities 

of packet loss and spurious delivery. 

7.2 Simulations on The Markov Channel 

To describe the method used for simulating the Markov Channel, we will fmt construct an 
appropriate error process. After the error process has been described, a method of generating an 

error pattern of a given length and weight is given. The process and the method are combined to 

generate the results given later. 

7.2.1 Construction of a First-Order Markov Error Process 

Let e,. = ae,._ 1 + (1- a)u., where { u.} are independent identically distributed random variables, 

with mean m and variance 0:. The interval of definition for u,. must be set such that for each 

n, the interval of e,. is not changed. That is, if N is the maximum value of e,. and the minimum is 

zero, then we must have 
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min{ uJ = 0, and 

max{uJ = N. 

From this, e,. can expressed as 

" . 
e. = a.-e0 + (1-a) l: cf-'u;. 

i•l 

where each U; is independent of e0• For k < l, e1 can be written as 

1-k 
1-k (1 ) ~ 1-k-i e1 = a e11 + -a .L. a u; •11• 

i•l 

From (7 .2), it follows that 

11 • 

ell = a"e0 + (1-a) l: a"-'ii;. 
i•1 
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(7.1a) 

(7.1b) 

(7.2) 

(7.3) 

(7.4) 

It is assumed that the error process e,. has a constant mean. Letting Jl be the mean, the above 

equation yields 

mr:i'-1 
Jl = a"Jl + (1- a) _

1 
(1- a-~~). 

1-a 
(7.5) 

Solving this for Jl, gives Jl = m. The variance cl of e11 is 

= a'bt e; + 2(1-a)~mJl i a_. 
izl 

The double sum is evaluated by first isolating then tenns for which i=j and taking the remaining 
n(n-1) tenns together. The following intermediate result is obtained after cancelling out tenns: 

(7.7) 

Assuming that the variance is independent of time for the error process, the expression for the 

variance becomes 
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~(1-a.)l 
cf(l- a.211

) = .. (a'-- 1). 
ct-1 

(7.8) 

which fmally gives 

cl' = c~:.( 1 - «). 
• 1 +a. 

(7.9) 

Autocorrelatjon Function; The autocorrelation function ru of the process is 

(7.10) 

Using the independence of the Uj's results in 

(7.11) 

Evaluating the sum and rearranging gives. 

(1 1-k) ,_, 2 -ex 'u = a. e, + JJm(l-a.) . 
' 1-a. 

(7.12) 

Using the relationship between J..L and m found earlier in (7 .5), the autocorrelation is 

1-k .-2 1 (1- a. L1-L . .2 1 r,,. = ex 0 + J..L • = 1 +a. r o. + J..L • (7.13) 

This result has been obtained under the assumption that k < I, from which it is seen that if k > I, the 

roles will be reversed; therefore, 

The autocovariance function c1J of the process is seen to be 

c - ci'a.''-'' .. ,- . 

(7.14) 

(7.15) 

The random variables {u11 } are chosen to be binomial with parameters Nand Pt where pis the 

probability of error. The mean of U11 is therefore Np, and the variance is Np (1 - p ). The mean and 

variance of the constructed process are, therefore, given by 
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IJ. = m = Np (7.16) 

a- ~('-a) ('-a) = = Np(l-p) l+a. (7.17) 
• l+a 

Thus, with the indicated assumptions (constant mean and constant variance) we have constructed 

a weakly stationary process {e.}. The errors that occur in many channels can be adequately 

represented by a decaying autocovariance function of the type found here [54]. This error model 

is used in the simulations with the parameters a= 0.8 and N = 504. The quantity p is varied with 

each u. being a binomial random variable with parameters 504 and p. 

7.2.2 Calculating the Conditional Probabilities 

Every event referred to here occurs when the number of errors lies in a particular interval. Let 

S0 = {error interval corresponding to event Q}. With the error model given by 

e. = ae. _1 + (1- a)u., where the u; s are independent and identically distributed random variables, 

the conditional probability P(TID1) used in the GH-ll ARQ scheme can be found as follows. First, 

we define the random variable W0 ,(a} as 

(7.18) 

From (7.3) we can write 

(7.19a) 

D 
= a" e,. + WDP(a). (7.19b) 

Then the conditional probability P(TID1) is given by 

(7.20) 

where Sr- j a
0

' is a translation of the interval Sr- Similar expressions can be found for the remaining 

conditional probabilities. The random variable W0,(a) is not necessarily an integer; it is, however, 

discrete. 
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7 .2.3 Generating an Error Pattern of a Given Weight and Length 

Using the process constructed above, we first note that successive transmission times of blocks that 

belong to the same packet are separated by Dp packet times. So, we are interested in generating 

e,. +D once we have e,.. From (7 .3), we have , 

(7.21) 

Let wr be the integer closest to euo,· Then we wish to generate an error pattern of weight wr 

and of length N. The algorithm for accomplishing this is given in the pseudocode in Figure 7 .5. 

From this procedure, the vector E, of dimension N, is the error pattern of the required weight This 

vector is added modulo-2 to the transmitted block in the simulations to represent the effect of the 

noise in the channel. ~e bit error rate is given by the parameter pin the binomial random variable 

u •. By setting the round-trip delay to 15 (Dp=l5), and varying the bit error rate p, several results 

were found The sit_uation for p= 104 and a=0.8 is summarized in Table 7.1, which is a repnxluction 
of Table 5.3. The rest of the results are given later in Figures 8.9-8.15. 

1 Nl=N 
P(i)=i, i=l,2, ... ,Nl 
If WT=O goto step 5 
IfWT=Nllhen 

{ 
E(i)=l, i=l ,2, ... ,Nl 
exit 
} 
count=O 

1 If count=wr goto 4 
3 generate a random number in the closed interval [ 1 .Nt] 

letj =the integer nearest to this number. 
E(P(j))= 1 
count=count+ 1 
Ifj<Nl then P(i)=P(i+l), i=jj+1J+2, ... ,NI-1 
Nl=Nl·l 
goto stepl 

4 If Nl=O exit 
5 E(P(i))=() i=l,2,3, ... ,Nl 

exit 

Figure 7.5 Generating an Error Pattern of a Given Weight and Length 
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Table 7.1 Simulation Results For a Markov Channel with BER=lO"". 
Dp=15, a=0.8 

Noiseless Noisy 
Feedback Feedback 

throughput 11 0.85 0.70 

undetected Puo 2.12xto·' 9.3lxl0"7 

packet PL - 2.llxt0·8 

iloss 

spurious Psp - 8.92xlo·• 
delivery 

c 
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In this chapter, we consider some ways of improving the performance of ARQ schemes which take 

into account the errors in the return channel. The methods discussed are later used in simulations 

to determine how much improvement they provide. 

8.1 ARQ Scheme with a Predictor 

Since the channel noise level varies with time, it is desirable to have an idea of what it is going to 

be in the next transmission slot; this would facilitate choosing the appropriate coding parameters. 

Suppose that for each decoding. the decoder produces the weight of the corresponding error pattern. 

These weights could then be fed into a predictor to produce an estimate of the noise level in the 

channel for the transmission slot This estimate can be sent to the transmitter, where it can be used 

to determine the starting depth for the next packet to be transmitted. This idea is illustrated in 

Figure 8.1. The output marked E is the number of errors in the received block. 

Figure 8.1: ARQ with a Predictor at the Receiver 

Suppose the transmission time for a packet is T, seconds, and the propagation delay is T P 

seconds, with Tp = DpT,. TheGH-ll ARQ scheme always starts the packet transmission at depth-1. 

If the channel is in a state suitable for depth-1, then the scheme will require 

T1 = l(Tp + TJ = l(Dp + l)T, seconds to transmit a packet With a predictor, all the l blocks will be 
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transmitted together, giving a total time of T2 = Tr + T,l = (Dp + l)T, seconds. The ratio of the 

throughputs isTtff2 = /(Dp + 1)/(Dp + l). ForOpl> 1, T1/T1 = l. This shows that for large round-trip 

delay, the throughput improvement due to the predictor is approximately equal to the actual depth 

that is appropriate for the channel. Table 8.1 gives the ratios for some values of Dr and l. 

[ f1pnt I(D,. + 1)] 
Table 8.1 Throughput Ratio '"'il = D,.+, for Various Round-trip Delays1 

l=l 1=2 /=3 1=4 

0,=15 1 1.88 2.67 3.37 

0,=20 1 1.91 2.74 3.50 

0,=30 1 1.94 2.82 3.65 

0,=40 1 1.95 2.86 3.74 

Another advantage of using a predictor is that while with the conventional method time is 

spent decoding each depth (starting with the lowest) until the final depth, with the predictor only 

one decoding is done. In this way, all the intermediate decodings are eliminated. 

8.2 Predictor at the Receiver 

One problem with the arrangement of Figure 8.1 is obvious: there may be a long travel time delay 

between the transmitter and the receiver, so that by the time the noise estimate arrives at the 

transmitter it is obsolete. Besides, the noise in the return channel can also alter the value of the 
estimate so as to render it misleading. So, although at a fJTSt glance, the approach appears to have 

some merit, the arrangement has some obvious shortcomings. We now consider a method that 

circumvents some of these difficulties. 

8.3 Predictor at the Transmitter 

When the main traffic is from the transmitter to the receiver, the return traffic, being much lighter, 

is used for indicating the status of the channel and the status of previous transmissions. We propose 

to place the predictor at the transmitter. In this way, the predictions of the channel noise level do 

0 1 The quantity 1lpn~ is the throughput efficiency with prediction, and 11 is the throughput efficiency without prediction. 
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not suffer from the long travel time delay mentioned above. Besides, the predictions do not incur 

any corruption by the noise in the channel, as was the case in the above arrangement. Figure 8.2 

illustrates the procedure. 

1...----1 Predictor 

Figure 8.2: ARQ with a Predictor at the Transmitter 

Now the ACK/NACK message can be encoded into a relatively short codeword (28 bits long, say). 

The predictor then takes the number of errors (available from the decoder) and combines this with 

the previous values to produce an estimate e,. for the number of errors in the next block. This 

expanded ACK/NACK message tells the source whether or not to supply a new packet If necessary, 

the length of the feedback code can be increased so as to detect more errors. 

8.4 The Predictor 

The prediction of a parameter from the observations of a random process is a topic that has received 

considerable attention in engineering and science; it has even been given attention in such areas as 

economics and the social sciences. It is not the intention of the present work to duplicate any results 

that have been obtained on this topic. The aim here is to demonstrate that prediction does provide 
some performance improvement in the GH-II ARQ scheme. 

We propose to use the predictor with the GH-II ARQ scheme, discussed in Chapter II, as 

follows. When a request is made for a retransmission, GH-II ARQ is used. When a delivery is made, 

the predictions are used to determine the starting depth. Once the depth is set, the original GH-II 

ARQ scheme takes over. The idea behind this is that sometimes the number of errors in the channel 

may suit a depth other than depth-1. The predictor will hit the proper starting depth (hopefully) 
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most of the time. This will certainly increase the reliability of the scheme. It must be noted that it 

necessarily increases the complexity of the scheme. If the error-detecting code C ED is powerful 
enough, then adding a predictor will also increase the throughput efficiency. 

The time difference between the receiver and the transmitter is D, packet times. First estimate 

the mean ~ of the error process, as 

(8.1) 

Suppose the predictor is of order p and is linear. Then, the prediction e,._l+D, of e,._l+D,• given 

e •. 1 and all the preceding P-1 values, is given by 

(8.2) 

The predictor coefficients a;, i=l ,2, ... ,P, are then determined by minimizing the mean square error 
f!- of the predictor. The mean square error is given by 

f!- = E(e,._ 1• 0, -1,._ 1• 0,)
2 = E(e•-t+D, -~ - r a;(e,._;-~)Y 

\ i=l ) 

p p 

= Co + L L a.c .. a. 
i=lj•l ' I-} J 

where c;1 = tia"-fl as found earlier. Optimizing with respect to each a, gives 

,. 
I, O;Ci-1 = Co,-t-1 
i•l 

which can be written as 

p · D,+l-1 L a.a'' _,, = a 
i•l ' 

I= 1,2, ... ,P, 

1=1,2, ... ,P. 

(8.3a) 

(8.3b) 

(8.3c) 

(8.4) 

(8.5) 



8.4 The Predictor 105 

This set of equations can be solved to find the predictor coefficients ai, i=l ,2, ... ,P. In matrix-vector 

fonn, the equations become 

1 a a'l . . . r~-1 at 1 

a 1 a . r~-2 ~ a 
rl a 1 . . . r~-3 a, a2 

. . = 
o,. 

{8.6) 
. . . 

1 a, r~-· 

Since the matrix is Toeplitz, the system of equations can be solved using the Levinson-Durbin 

algorithm [89-92] tO obtain the prediCtOr coefficientS. The prediction t 11 -t +D,. of t 11 _1 +D,. is then 

given by 

.. 
i•-1+0,. = Jl + {8.7) 

With the example process given above, the solution is found to be quite simple. We have that 

o,. 
a1 = a 

for i ~ 2, 

resulting in the prediction, 

with mean square error 

i' = E[(e•-t+o,.-ii)-a
0
"(e,._t-ii>Jt 

= E[( ,. )21 w,.E [( .. ):z. e•-t+D,.- Jl J +a e,._t- Jl J 

0 The mean square error simplifies further to 

(8.8) 

(8.9) 

(8.10) 

(8.1la) 

(8.llb) 

(8.1lc) 
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(8.12) 

In applications, the values of the autocorrelation function are not known and have to be estimated 

from past observations. One way [89,90] to estimate these is 

k=O,l,2, ... ,P. (8.13) 

It is evident that, for 0 < a < 1, the mean squared error increases as the delay (Dp) increases. 

The effect of this delay on the perfonnance of the predictor was studied and was found to exhibit 

the trend shown in Figure 8.3 for M=40, BER=lO .... , a=0.8, and a packet size of 504 bits. These 

results were also found to depend on the choice of the parameter M used in estimating the mean, 

as shown in Table 8.2. 

Table 8.2 Effect of M on Prediction Error 

M 10 20 30 40 50 

f!'lrn 0.092 0.051 0.032 0.011 0.006 

A value of 40 was used for M in the simulations that are reponed here. Two cases were 

considered-one with a bit error rate (BER) of I 0_. and varying the round trip delay (Dp), and the 
other with Dp= 15 and varying BER. The results are reponed in Figures 8.1 0, 8.12. 8.14, and 8.1 S. 
Table 8.3 gives the results when both parameters are fixed (D,=l5 and BER=lO .... ). 



0 

0 

8.4 The Predictor 107 
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p=·, o-4 

c:x=.Q.B 

0.80 

0 · 78 o 20 40 60 so 
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Figure 8.3 Effect of Round-Trip Delay on Throughput 

Table 8.3 Effect of Prediction on OH-II ARQ Perfonnance 

For BER=l0-4, Dj.=l5, a=O.S 

- Noisy Feedback Noisy Feedback Noiseless Feedback 
Without Prediction With Prediction Without Prediction 

throughput efficiency 11 0.70 0.80 0.85 

undetected error prob. Puo 9.31 x w-' 3.22 X 10'7 2.12 X 10'7 

packet loss prob. PL 2.11 x w-s 5.10 x 10-9 -

spurious delivery prob. PSP 8.92 x 10·8 2.01 x 10·• -

We see from Table 8.3 that the predictor has increased the throughput efficiency ,lowered the number 

of lost packets, and reduced the probability of undetected error. 
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8.5 The Feedback Encoder with a Threshold 

At the receiver, an all-1 sequence is used for a NACK, and an all-0 sequence is used to indicate an 

ACK. At the transmitter, the number ofO' s is found, and denoted by W •. The decision rule regarding 

the status of the previously sent packet is 

send a new packet if w. > 8 

retransmit the packet if w. S 8, 

where 8 is some preselected threshold It is interesting to observe (as is demonstrated later) that 

some performance parameters, such as the throughput efficiency and the probability of loss, are 

sensitive to this threshold. Incidentally, this type of decoding can be traced to Schwartz, who in [90] 

mentions this idea just briefly. Let us consider the situation where we interpret the return message 

to mean "ACCEPTED" only when the message is all O's, i.e., 8 = 0. Let us also defme a false start 

to be the transmission of a new packet when, in fact, a retransmission is required Then in this case, 

the probability of false start has been greatly reduced The problem is that the throughput has also 

been reduced, and unnecessary transmissions are quite frequent. By allowing some margin 

(increasing the threshold), we obtain a higher throughput It is then seen that there is a trade-off 

between reducing the probability of a false start (which leads to the loss of packets) and having a 

reasonably high throughput The effect on the probability of loss is illustrated in Figure 8.4 and 

the effect on the throughput efficiency is shown in Figure 8.5 
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8.6 Using an Invertible Code to Avoid Packet Loss 
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In variable redundancy transmission, it is possible to virtually eliminate the loss of packets. At the 

price of some added complexity, the following procedure could be adopted. Suppose the block 

received is divided into sub-blocks, so that 

B (i) = [b(t) b(t)l t•···• Lh (8.14) 

where each bj*> is exactly k1 bits long, with k1 = NIL, and N is the length of the block s<t>. In the 

simulations N = 504 and L=72, giving k1 = 7. If the block s<n is the frrst block of a packet in an 

ARQ scheme that uses a code with invertible sub-blocks, then each bj1> can be invened to form the 

vector 

(8.15) 
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The vector C is then checked for errors. If errors are found, C can be used at the receiver to determine 

the next block to be received. Let us call this 8<2>. The received block is compared with this, and, 

if found to differ beyond some acceptable threshold, it is considered to belong to a different packet, 

and is rejected; otherwise, it is taken to belong to the same packet and is combined with the previous 

one for decoding. If it is rejected, then a request is made for the retransmission of the previous 

packet The procedure is illustrated in the flowchart of Figure 8.6. 

It is crucial to note that the procedure is possible only for a code with a generator matrix 

whose blocks are invertible. The invertibility of the first block is assumed by the box labelled 

"decode a<t>". If the transmission is other than the ftrSt, it can be combined with the previous ones 

for decoding. The result of this decoding is then used in determining an estimate of the expected 

block; thus, only the first block needs to be invertible. Invertibility is a propeny of many KM codes, 

a fact which creates room for additional strength in the GH-II ARQ scheme that uses these codes. 

The results of this method are shown in Figure 8.8. As was to be expected, the throughput efficiency 

is reduced by using this scheme. The effect on the loss of packets is shown in Figure 8.9, from 

which we see that the loss of packets has been tremendously reduced. Sometimes it is imponant 

that no message be lost. In such a case, a lower throughput may be tolerated in order to have a lower 

probability of packet loss. 
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8. 7 Results For The Markov Channel 

Using the process constructed in Section 7 .2.1, simulations were perfonned. The results presented 

here show that noise in the feedback channel results in a higher probability of undetected error and 

a lower throughput efficiency. A comparison is also made between the perfonnance of the GH-TI 
ARQ scheme and the SR-ARQ scheme. It is found that OH-TI ARQ has better perfonnance in tenns 

of the probabilities of packet loss and spurious delivery. Figure 8.10 and Figure 8.15 show the 

results when a predictor is used with GH-TI ARQ. These figures indicate that significant 

improvement is possible when prediction is used. 
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The applicability of the methods described in this work was discussed in Section 1.1, with the 

conclusion that significant performance improvement can be realized over a wide range of 

application areas. The effect of feedback errors on ARQ schemes has been examined by looking at 

the selective repeat ARQ scheme and the GH-ll ARQ scheme using a Markov channel and a Gilben 

channel. In the analysis of these systems for the Markov channel, appropriate variables were 

introduced that greatly facilitated the derivation of expressions for the relevant performance 

parameters. To provide a means of comparison, the noiseless assumption was also considered, and 

a parallel set of expressions were derived. 

Since KM codes play an imponant role in the GH-ll ARQ scheme treated here, their discussion 

was also included in Appendix A, with a detailed look at the (28,7,10) KM code. The encoder and 

decoder for this code were discussed, and the hardware diagrams provided for the decoder. 

Channel models were also briefly considered; two models were singled out and used in the 

simulations to produce the results presented here. These were the Gilben model and the Markov 

error model. An analysis of the Gilben model was also given, a result of which was that the number 

of errors in successive blocks did not constitute a Markov chain. Despite this, the results of the 

Markov channel can be adopted in the Gilben channel after some necessary modification. This is 

made possible by the fact that the events associated with cenain conditional probabilities are 

separated by time intervals such that the performance evaluation can proceed as if the blocks were 

statistically independent. Using the above two models, performance results were compared under 

the noisy feedback and the noiseless feedback assumptions. 

Finally, improvements were considered that cope with the effects of feedback errors. Two 

methods are proposed. One uses a predictor at the transmitter and the other uses the invenibility of 

KM codes in avoiding packet loss. For each improvement, simulation results are provided. In 

general, the following conclusions can be drawn from the analysis and simulation studies: 



0 

9 CONO..USIONS 119 

Effects of Feedback Noise on ARQ Performance 

Noise in the feedback channel degrades the perfonnance of ARQ schemes. In this work, the 

degradation has been studied by looking at individual events and seeing how their corresponding 

parameters are affected. The events of concern are, packet loss, spurious delivery, and undetected 

error. A brief summary of each of these is given in the following paragraphs, including their effects 

on the throughput efficiency and packet delay. 

Packet Loss and Spurious Delivery 

The loss of a packet is one undesirable consequence of errors in the return channel, and is more 

frequent the more noisy the return channel becomes. It would not occur in a system with an error-free 

feedback channel. 

Throughput Efficiency and Packet Delay 

Noise in the feedback channel introduces two undesirable events. One is the unnecessary 

retransmission of a packet that has already been delivered (either in error or error-free). The other 

is the loss of packets. Both of these tend to lower the throughput efficiency. As discussed in 

Section 3.6, a lower throughput efficiency results in a greater packet delay. 

Undetected Error 

From the results given here, the conclusion is that errors in the return channel increase the chance 

of making decoding errors. For the methods employing variable redundancy transmission, feedback 

errors cause the decoder to combine transmissions belonging to different packets and decode them 

as though they belonged together, thus creating obvious errors. For other methods, such as selective 

repeat ARQ, the unnecessary transmissions of a packet may still be delivered to the destination. 
These contribute to undetected errors. Both forms of ARQ will have increased undetected errors 
due to feedback errors. 

The Predictor 

The use of a predictor with the GH-II ARQ scheme was found to yield a significant performance 
improvement. For example, for a bit error rate of 10""', a round trip delay of 15 packet times, the 

improvement in throughput was found to be from 70% to 80%. A similar improvement was observed 

in the reliability. The predictor improvement was found to decrease as the link gets longer. 
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A conclusion is usually where one decides to take a break; it is rarely the end of all inquiry. 

Quite often, a lot more questions are brought into view than are answered. In the case at han<L we 

end by giving some issues that future work could address. 

Suggestions for Further Work 

Some problems that could be investigated are given below. This list is not exhaustive; other problems 

can easily be added. 

I. Other forms of predictors could be studied. An example assuming a Markov error model is 

to estimate the state transition probability matrix, and use the estimate to decide on the 

starting depth for the next packet after a packet has been delivered. A simple method would 

be to choose the most likely next-state from the current state. The state space may be 

partitioned into classes to make the problem more manageable. 

2. A two-way communication system could be studied. The KM scheme could be applied in 

both directions. An attempt can be made to see if expressions can be derived for the 

performance parameters of such a system. 

3. The role of modulation on ARQ could be studied as welL This could be done with any of 

the above suggestions. Using modulation allows one to consider soft-decision decoding, 

and it is known that soft-decision decoding has an advantage over hard-decision decoding. 

For KM codes soft-decision decoders are easy to implement. 

4. If data can be collected from real channels, then non renewal models could be considered. 

The parameters of the models can be assigned values as dictated by the data. 
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APPENDIX A: KM CODES 

The reason for discussing KM codes here is that these codes were used in the simulations found in 

this work. In the course of the work, the encoder and decoder for one particular KM code were 

developed. Binary KM codes are obtained from algorithms for the computation of the aperiodic 

convolution of two sequences of lengths k and d over GF(2) [7]. The length n of the code equals 

the multiplicative complexity of the algorithm used. In the brief discussion of these codes given 
here, we skip several details, and concentrate on presenting what is necessary for the construction 

and decoding of these codes. A sequence {y,; r = 0, 1, ... , a- 1} is represented as the polynomial 

Y(u), where 

a-1 
Y(u) = I. y,u' (A.l) 

T=O 

The aperiodic convolution of the two sequences { zi j = 0,1 ,2, ... , k-1} and { y1,1 = 0,1 ,2, ... , d-1} 

overGF(2), is another sequence {<I>;; i = 1,2, . .. ,N -1} where N=k+d-1. The parameterd is called 

the design minimum distance of the code. It is shown in [7] and [8] how the generator matrix for 

an (n, k,d) code results from the aperiodic convolution computations, where a is the actual 

minimum distance of the resulting code. It is found that d ~ d The resulting convolution sequence 
can be represented as a polynomial <l>(u) =Z(u)Y(u). Since <l>(u) is of degree N-1, it is 

unchanged if it is defined modulo any polynomial P(u) whose degree is at least N. Now, if P(u) 

is a product of mutually prime polynomials P;(u ), i = 1, 2, ... , t, that is, 

t 

P(u) = fl P;(u), (A.2) 
i•l 

where P.{ u) andP f u) for j ~ i have no common factors, then the polynomial product can be computed 

by first reducing each of the polynomials Y(u) and Z(u) modulo P,{u), to obtain 
Z;(u) ::Z(u) modulo P;(u) and Y;(u) = Y(u) modulo P;(u). Next, the partial products 
<l>;(u) = Z;(u )Y;(u) modulo P;(u ), i = 1, 2, 3, ... , t, are then computed. From these 

products, <l>(u) can be uniquely reconstructed using the Chinese Remainder Theorem. Let 

M(P(u),N) be the multiplicative complexity of the polynomial product Z(u)Y(u) modulo P(u), 

(P(u) has degree N). If in the computation, it is found that a polynomial P'(u) of degree N-1 

exists such that M(P'(u),N -1) < M(P(u),N)- 1, then it is more efficient to compute Z(u)Y(u) 

using P'(u) with one extra multiplication. In this case, it is said that one wraparound has been 



APPENDIX A 122 

intnxluced. More wraparounds can be examined and the number yielding the lowest complexity 
chosen. The important fact for our purpose here is that the generator matrix of the code is block 

structured. having t+ 1 blocks. The first t blocks can be arranged so as to correspond to the factor 

polynomials P.{u) with the last block corresponding to the wraparound computation. 

Example 1: Suppose k=4, d=S P(u) = u2(u2+ l)(u2 + u + 1), and s = 2. This choice results in the 

(12,4,5) code,' with the generator matrix2 

PI (u) = u2 
101110111111000 

p2 (u) u2 + 1 
011101110111000 = 

M = p3 (u) = u2 + u + 1 000110111011011 
000101111101101 

2 s = 
For For For wrap 
P1(u) P2(u) P3(u) s = 2 

(A.3) 

The codewords of this code are given in Table A.l. 

Table A.l shows that the actual minimum distance of the code is 6, whereas the design minimum 

distance is 5. The construction of KM codes is well-documented in [7]; here we present the 

construction of these codes by considering the (28, 7, 1 0) KM code. This code was found in an earlier 

work [51] to have better performance than other codes of the same depth. For this reason, it is used 

in the simulations presented. For this code, the polynomial P(u) is taken to be 

I This code is referred to here as (12,4.5) to reflect that the design distance d=5; it is shown next that the actual 
minimum distance is 6. 

C l We will show shortly how the columns of the generator matrix are obtained from the factor polynomials. 
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Table A.l Oxlewords of the (12,4,5) KM Code [94] 

CODEWORD WEIGHT 

IIOIIIOriOO 6 0010181 1188 6 
u 61y 1 18 g 01 1 1 0 11 
Yooo818~ot11 i 6161 1611 1 10 1 11 
AY 1 68 1 8l8Y~I i oAt 8tttt 1 610811111801 

AI 06118 18 1 111 11 11 

01~0 80rlf~ 
6 

68 6 6 66 A 8 
WEIGHT DISTRIBUTION 

WEIGHT 0 1 2 3 4 5 6 7 8 9 10 11 12 

#CODEWORDS 1 0 0 0 0 0 12 0 3 0 0 0 0 

(A.4) 

and three wraparounds ( s = 3) are selected. In the following section, we will include the factors u 
and (u+ 1) and also two wraparounds ( s = 2 ), as these are used in the other codes that are subcodes 

of the (28,7,10) code. This point will become clearer as we proceed. 

A.l The Encoding Units 

The information polynomial is the degree k-1 polynomial Z(u), (k = 7). The polynomial Y(u) has 

degree d-1. The number of multiplications used in computing their product is the length of the code. 
Z(u) is written as 

Z(u) = (A.5) 

The computation of the polynomial products necessitates reducing the polynomials Y(u) and Z(u) 

modulo each of the factor polynomials, P.(u). Note that 

Z(u) = z0 modulo u 

= C00 (A.6) 
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where c0 corresponds to the first column of the generator matrix of the code. Also, 

{A.7) 

The contribution of the degree d-1 polynomial Y{u) is not discussed here, but the combined effect 

results in the first two columns of the generator matrix being equal to 

Co et 

1 1 
0 1 
0 and 1 
0 1 
0 1 
0 1 
0 1 

From this point on, the column labels are going to be out of order; the reason for this is that we 

would like larger codes to contain smaller ones as subcodes. We now have 

modulo u2+ 1 

By adding c16 and c17 modulo-2, we obtain c1• 

Z{u) = {z0 +z2 +z3 +z5 +zJ + (z1 +z2 +z4 +z5)u modulo u2 +u+1 

The columns corresponding to the last two factor polynomials are given below. 

{A.8) 

(A.9) 

{A.lO) 
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ct6 c. C11 Cz c 8 c1 

110 110 
011 011 
110 101 
011 110 
110 011 
011 101 
110 110 

Z(u) = (z0 + z3 +z4 + z5) 

= z c3+c4u +c<}l, 

2 = c21 + CzzU + c23u , 

The columns arising from the preceding two factors are 

111100 
100010 
001111 
110011 
010001 
011110 
100101 

111000 
100110 
001011 
110011 
010101 
011110 
100101 

125 

(A.ll) 

(A.12a) 

(A.l2b) 

(A.12c) 

(A.13) 

(A.l4a) 

(A.l4b) 

(A.14c) 
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For the wraparound s = 2 we use the polynomial 

Z(u) = z5+ z6u 

126 

(A.IS) 

We add c 12 and c6 modulo-2 to obtain c13• For the wraparound s = 3 we use the polynomial, 

Then, 

(A.l6) 

(A.11a) 

(A.l7b) 

(A.17c) 

These factors contribute to the first two blocks below; the third block (which is a single column) is 

for c27 and is obtained by adding the ftrst 27 columns modulo-2. 

ct2c13c6 CtoCtsCt~t2cl3c6 CZI 

()()() 000000 0 
()()() 000000 0 
()()() 000000 0 
()()() 000000 and 0 
()()() 110000 0 
110 100110 0 
011 001001 1 

We observe from the encoding units that the number of columns produced by each factor polynomial 
of degree ~ and the wraparound-(s) are, respectively, 

~ + (i) and s + ~) 
With polynomial factors of degree at most three, higher-degree polynomials can be obtained by 

selecting these lower-degree polynomials as factors. So, to obtain an (n, k, d) KM code, we need 

to choose the polynomial factors and the wraparound (s) so that the following conditions hold: 
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1. GCD{Pi(u), Pi(u)} = 1 for j '# i; and i,je {1,2, ... ,t}. 

2. .±I~ + (i] + s + (~) = n with a; = deg{P;(u)}. ,. 

3. de~ .fl P;(U )] - s = k+d-1. 
J•l 

Each factor polynomial is then used to reduce an information polynomial of degree k·l. From these 

reductions, the columns of the generator matrix for the code are obtained as was done above for 

the (28,7, 10) KM code. In [7], tables of polynomials of increasing degree are given and can be used 

in the steps above. We proceed to consider an example. 

Example 2: Consider k=7, d=3 and N = k + d·l = 9, that is, P(u) is a degree-9 polynomial. We 
can, however, use a degree-7 polynomial, P(u) = u(u + l)(u2+u + l){u3 +u2 + 1), and 

two intentional wraparounds (s=2). Then, applying the second requirement above, we see that 

n = {1)+ (1)+ (2+ 1)+(3+ 3)+ (2+ 1) = 14. This approach leads to the (14,7,3) KM Code. Using 
the columns from the preceding discussion, we find the generator matrix of the code as 

0 111111011110001000 

0 

OfliO 1111001101000 
011110110010111000 

M = 011111011100111000 
011101110101011000 
011110110111101110 
011111011011011011 

At this point, the construction of KM codes should be clear; we now present the reverse process. 

A.2 The Decoding of KM Codes 

The decoder is obtained in three steps. First, we use the redundancy introduced by the encoding 

units to detect any unconectable errors. At this stage, we form parity equations for each decoding 

unit. A decoding unit conesponds to one of the polynomial factors. Those decoding units whose 

parity equations are not satisfied, are ignored in the next stage. Second, we form combinations of 

decoding units that will enable us to recover the information vector. If too many parity failures have 
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occurred, leaving us with no candidates for deccxling, we declare a decoding failure. Third, we take 
the deccxling from each candidate and obtain its corresponding c<Xie vector. The difference between 

this vector and the received vector is called the error pattern corresponding to the candidate. The 

candidate whose error pattern has the smallest weight is selected. More precisely, let the received 

vector be r = (r1r2 •. .. 711 ) and let Zj = (zj,lzj,2• • • zj,i ), k<n, be the OUtpUt from the jth candidate. This 

can be fed into a KM enc<Xier to produce a code vector Ci = (ci. 1 ci.2 ••• ci.• ). The number of places 
where Ci and r differ is the weight of the error pattern for the jth candidate. We denote this difference 

by w.(j). The decoder then accepts z, as the information vector whenever 

w,(/)= min {w.(j)}, 
jl SjSh 

(A.l8) 

wherej1 andj2 are determined by the candidates examined. From the enccxling units, we see that 

the factor polynomials of degree 2 and 3 introduce redundancy, since extra columns are produced 

by modulo-2 addition. Suppose Z(u)=vl+(v2)umodP2(u) and 
Z(u)=wl+(w2)u+(w3)u2 modP3(u), where deg{P2(u)}=2 and deg{P3(u)}=3. Then, 

Figure A.l shows how the other columns are obtained from the coefficients v 1, v2, w 1, w2, and w3. 

Degree 2 Degree 3 

vl v2 wl w2 w3 

xl x2 x3 ql q2 q3 q4 q5 q6 

Figure A. I Enccxling Units 

Before we can recover the original information bits, we must fust remove the redundancy. This 

redundancy provides us with an over determined system of equations -we have more equations 
than unknowns. This can be exploited to correct/detect some of the transmission (or storage) errors. 

For the degree-2 polynomial, there is one extra equation which can be used to detect a single error 

inthethreebits.LetP =xl +x2 +x3 (modulo2).IfP = 0, weacceptvl = xl andv2 = x3,otherwise 

we reject the combination of xl, x2, and .x3. Now v 1 and v2 are expressed in terms of the z;' s. So 
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from vl and v2, we get a pair of equations which we can use with other equations (other units) in 

the reconstruction of the information vector. The simple parity check decoder is a (3,2,2) decoder. 

This is shown in Figure A.2. This decoder is referred to later by the function 

P(xl,x2,x3) = (vl,v2) (A.19) 

From the degree-3 polynomial we need wl, w2, and w3. The equations for the qi's are given in 

TableA.2. 

ql=wl+w2 

q2=wl 

Table A.2 Determining the q's from the w's 

q3=wl+w3 

q4=w2 

P(xl,x2,x3) = (vl,v2) 

,___ _ _., ReJect 

Figure A.2 The (3,2,2) Decoder 

q5=w2+w3, 

q6=w3. 

From the q's we obtain the equations for thew's shown in Table A.3. 

wl=q2 

wl=ql+q4, 

wl=q3+q6, 

Table A.3 Determining thew's from the q's 

w2=ql+q2, 

w2=q4, 

w2=q5+q6, 

w3=q4+q5, 

w3=q2+q3, 

w3=q6. 

It is observed that each wi is found in three possible ways. If there are errors, some of these ways 

will be different. The decoding procedure is to decide in favour of the majority: if two or three ways 

agree, then wi is the common value of these. A one-step majority logic decoder would suffice. This 

is shown in Figure A.3. This decoder is represented henceforth by the function 
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M(q1,q2,q3,q4,q5,q6) = (wl,w2,w3). (A.20) 

This procedure corrects any single error in the six bits, ql, q2, q3, q4, q5, and q6. To detect two 

errors, some further equations are needed. The three parity equations 

pl =ql +q2+q4, 

P2 =q2+q3+q6, 

P3 = q4+q5 +q6, 

ql 
q4 

M(ql,q2,q3,q4,q5,q6) = (wl,w2,w3) 

q2----e 
q3 
q6 

>---Wl 

Figure A.3 The (6,3,3) Majority Logic Decoder 

(A.2la) 

(A.2lb} 

(A.2lc) 

can be used to detennine when two or more errors have occurred. This is illustrated by the logic 

diagram of Figure A.4. 
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PI ---1----.., 
P2 )----.. 

Pt ---r---...., 
P3 )-------~ 

P2 ------l 
P3 ---L____, 

Figure A.4 Double Error-detector for a Degree-3 unit 

In this way, the unit can correct one error and detect some patterns with two errors; some two-error 

patterns are not detectable. For example, if ql and q2 are both in error, then the decoder will not 

detect this. 

Again, to make the discussion concrete, we use the (28,7,10) code. This code contains the (14,7,3) 

code, and the (21,7,6) code. These are referred to, respectively, as depth-2 and depth-3 codes. The 

(28,7,10) code is a depth-4 code. The polynomials used are 

(14,7,3)Code:u(u + l)(u2 +u + 1)(u3 +u2 + 1), s =2 

(21, 7,6)Code:u2(u2 + 1)(u2 + u + 1)(u3 + u2 + l),s = 3 

(28, 7,10)Code:u2{u2 + 1)(u2 + u + l)(u3 + u2 + l){u3 + u + 1),s = 3 

plus an overall parity bit (c27). 

We note here that in going from depth-4 to depth-3, we ignore the factor (u3 + u + 1). This is 

useful in adaptive ARQ schemes, in which it is desirable that, in going from one code to a larger 

one, the decoder configuration should stay more or less the same. We see that depth-3 and depth-4 

differ only through the above factor polynomial. In going from depth-3 to depth-2, we disable the 

units corresponding to (u2
), (u 2 + 1), and (s=2) and activate the decoding units for (u) and 

(u+l). Using the columns derived earlier on, the generator matrix is found to be 



APPENDIX A 

1111000101011001011 ()()()()! 10010 10 
0100110111010001110100010101100 
0110010110101001001000010010110 

M= 0111010101110001000100011100110 
0101100111100001001011110111010 
0111110110001111000100111110000 
0110101101111011001001011011101 

From this matrix, one obtains the encoding equations in Table A.4. 

Table A.4 Encoding Equations 

132 

(A.22) 

From these equations, we find that the first three blocks are invertible, and have the inversion 

equations given in Table A.5. 
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Block-1 

Zo=Co 

Zl =Co+C2+Cs+C6 

z2 = c0+ C1 +c2+c3+c5 

z3 = c2 + c3 + c4 + Cs 

z4 = Co+ct +cs+C6 

Zs = c. + c2 + c4 + c6 

z6=c6 

Block-2 

z0 = c1+c9+c10 +c12 

z. = Ca +c9+Cn +ct3 

z2=c1+c9+c1o+Cu +c,2+c13 

z3=c7 +c8 +c11 

Z4 = Ca+Cto 

Zs = C12 

z6=c12 +c13 

Table A.S Inversions 

Zo= ct4 +cu 

z, = Ct4 

z2 = c,4 +ct6+c,9 

z3 = ct4 +c.s+ cl7 +eta +c20 

24 = Cta 

Zs =cll+c20 

z6 = c.a+ct9 

Block-4 is not invertible 

133 
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A.3 Decoding Candidates 

The candidates are combinations of polynomial factors whose product has degree at least 7. We 

potentially have 19 candidates, but at any one time, only a few of these are used. We shall use the 

numbers 1 to 9 to represent the polynomials, as shown in Table A.6. 

Table A.6 Unit Indexing 

1 2 3 4 5 6 7 8 9 

TheselectionS1 = { 1,2,4} correspondstothepolynomialproduct u2(u2 + 1)(u3 +u2 + 1). This 

is a degree-7 polynomial, and can be used to recover the information polynomial, provided the 

appropriate parity equations are satisfied. Many other combinations are selected to satisfy the 

equation 

(A.23) 

The P; are the factor polynomials mentioned above, and s refers to the wraparound. The selections 

are denoted S;, i = 1,2, ... ,19 and are given in Table A.7. 

sl = { 1,2,3} 
S2 = (2,3,6} 
s3 = { 1,2,6} 
s4 = { 1.3,61 
Ss= { 1,3,4} 
s6 = {2,3.4} 

Table A.7 Decoding Selections 

s, = {1,4,6} 
S8 = {2,4,6} 
s9 = {3,4,6} 
s.o = { 1,4,5} 
S11 = { 1,2,5} 
S12 ={1,3,5} 
s13 = {2.4,51 

St4 = { 1,5,6} 
s.s = {2,5,6} 
s16 = { 2,3,5 1 
S11 = {3,4,5} 
sll = (3,5,61 
s.9 = (3.4,71 

Each selection gives a set of equations which can be solved to find the coefficients of the information 

polynomial Z(u). The steps are omitted. The frrst two selections are given below with the respective 

decoding equations. A complete listing of the selections and their equations is given in Appendix D. 
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S1 = {1,2,4} 

s2 = {2,3,6} 

In the above tables, the vector r = (r0,r1, ••• ,r26,rv) is the received vector. 

A.4 Determining the Decoding Candidates 

Parity equations are used here to determine the eligible decoding selections. The computation of 

these parity equations begins with the logic diagrams in the following figures. The additions are 

modulo-2. 
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A.4.1 Depth 2 

A.4.2 Depth 3 

Q2 __ -r-........ 
Q4 r-~ 

03---r-........ 
Q5 r-----~ 

Q4 -----1 

Q5---L...:.....__, 

Figure A.S Depth-2 Candidate Selection 

Here we use P1• P.,. and P3, P6, and P7 (given below) 

Figure A.6 Depth-3 Candidate Selection 

A.4.3 Depth 4 

136 
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Q11--~--
Q12 J-------. 

Gll ----~--~~----~ 
Q13 ---;_ _ _.,~ 

Q12-----t 
Q13 ----; _ ___.., 

Figure A. 7 Depth-4 Candidate Selection 

A.4.4 Depth-2 Decoding 

This is the simplest of them all; only one parity equation (A0 = P 1P I' 4) is needed, and only 

one candidate (S19) is examined. If the parity fails (P 1P I' 4 = 0), we declare a decoding failure. 

P1P2P~4~-----------~--
J -

<S19) 

y - FAILURE 

Figure A.8 Depth-2 Decoding Failure Detection 

A.4.S Depth-3 Decoding 

There are sixteen possible sets: A0, A 1, A2, ••• , A14 A15,each A; selecting a subset of decoding 

selections. Appendix D lists the corresponding decoding selections. The decoder has to indicate 

whether or not a decoding failure has occurred. This is done by examining 

FAILURE= NOR(A., A2, A3, ••• ,A14, A15). 
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A.4.6 Depth-4 Decoding 

Herewehave37 options: FAILURE= NOR( A 16,A 17, A 18,A 19, ... ,A51,A52 ),and their details 

are also found in Appendix-D. Finally, the weight distribution of the (28,7,10) KM code is given 

in Table A.8. The list has omitted those weights for which there are no codewords. The decoder for 

a general KM code is available in [7]. For the specific (28,7, 10) KM code, the descriptions given 

above are summarized in the diagrams of Figures A.9- A.l2. This is the decoder used in the 

simulations presented in this thesis. 

Table A.8 The Weight Distribution of the (28,7,10) KM Code 

WEIGHT 0 10 12 14 16 18 20 22 

#CODEWORDS 1 10 29 26 38 27 9 1 
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Depth 02 03 04 
2 1 0 
3 0 1 0 

0 1 

DEC 

• • • • 

P. ~ 

04 
P, P_, P. P. P, P, 

Candidate Examination and Selection 

See Figure A.1 0 

Decoded Output Error Pattern 

Figure A.9 The (28,7,10) KM Decoder. 
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Of the input variables, ~,A1,A2, ••• ,A52, in Figure A.lO, only one can be active at a time. That is, 

A1=1 and At=O for j~. The active A1 determines the decoding candidatesS11 ,S~:a,S;, etc., as 

described in Sections D.l and 0.2 of Appendix D. 
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ENl 

Input Vector 

DeterMine the weights and choose the sMallest one 
<See the next two figures) 

EN2 EN3 EN4 EN5 EN6 EN7 

Dnl y one oF these will be n:c tive 0: t 0: tiMe 

Figure A.lO Examination of Decoding Candidates. 
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D2 D3 D4 #Shif'ts 

1 0 0 14 
0 1 0 21 

4 0 0 1 27 

• 

D2 D3 D4 

Counter 

Figure A.ll Detennining Error Weight. 

0 

Counter 
o-13 
o-eo 
0-27 

}
i ... .... 
t 
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0 

c 

k l 

k > l 
k ,< l 

Eco.h rectQnglt' in the f'.gurt> IS o 
c~rator o~ the ~or" above 

Figure A.l2 Selecting the Smallest Weight. 
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APPENDIX B: DECODER TRANSITIONS 

The KM decoder takes the received block and partitions it into sub-blocks for decoding as shown 

earlier in Figures 3.3 and 3.4 of Chapter III. For each sub-block, the decoding can end in one of 

three ways: errors may be correctable, detectable, or undetectable. Once enors are detected in one 

sub-block, the whole block is rejected. If errors are undetected, then the whole block is considered 

to contain undetected errors. These considerations give rise to the transition diagram of Figure B.1 

below for the KM decoder. 

1-(p+q) 

0......-or'S~o.lll• 
l lrfT'OI"11 dlltKta.lllor 
2 ~ ,...wctQIII 

Figure B.l: State Transition Diagram of the KM Decoder 

In order to decode the block, the decoder undergoes (n1//c2J- 1 transitions. where n1 is the length of 

the outer code C ED and k2 is the number of information bits in the KM code. The (28, 7,1 0) KM code 

is used here, since it was found in an earlier work [91] to be better than other codes of the same 

depth. The packet length used is n1 = 504 and k2 = 7. This gives the decoder a total of71 transitions. 

The transition probabilities are given by the matrix 

[

p q 1-(p+q)} 
PKM = 0 s (1-s) 

0 0 1 

It can be shown [ 40] that 

(B.l) 
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= 
p• q(p•-s•) 

(p -s) 
1_({p -s)p* +q(p• -s•>) 

(p -s) 

1-s• 
1 

144 

(B.2) 

For each decoding, the decoder always starts in state 0. The performance of the decoder can be 

evaluated once p, q and s are known. These can be determined from the error statistics. 
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APPENDIX C: CHANNEL TRANSITIONS 

We have determined all the expressions required for the performance evaluation parameters. We 

now face the task of determining the state transition probabilities, as these are needed in the 

expressions. To begin, we note that there is a time lag between the reception of a packet and the 
arrival of its acknowledgement at the transmitter. This is depicted in Figure C.l. 

tro.nsMitter Receiver 

Delo.y (\:> CPo.cl<et TiMes) 

· Figure C.l: Delay Between Packet Arrival and Its Acknowledgement 

In order to take this delay into account, we introduce the matrices given below. Let P be the matrix 
of one-step transition probabilities.3 

P(CIC) P(DIC) P(EIC) 

P = P(CID) P(DID) P(EID) (C.l) 

P(CIE) P(DIE) P(EIE) 

Let Q be the matrix of one-step transition probabilities from the set { C,D,E} to the set {T ,F). The 

D, transitions required are broken into D,.1 transitions plus a final transition. By appropriate 
manipulations, it can be shown that 

3 It is assumed here that tbe states of tbe chain have been partitioned to accord with the events C. D, and E as used 
here. 
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P(TIC) P(FIC) 

P
0
"-

1
Q = P(TID) P(FID) (C.2) 

P(TIE) P(FIE) 

To keep the expressions simple, we assume that the same code is used on the return channel as in 

the forward channel. In this case a false feedback message is equivalent toE, and a true feedback 

message is equivalent to CuD. This implicitly says that the feedback message will be false 

only when the errors are undetectable. With this in mind, we define the matrices Q, R, and S as 

given below. 

[

P(C uD/C) P(EIC)) [P(CIC) + P(DJC) P(EIC)J 
Q = P(CuDID) P(E/D) = P(CID)+P(DID) P(EID) 

P(CuDIE) P(EIE) P(CIE)+P(DIE) P(EIE) 
(C.3) 

R = (P(CuD/CuD) P{E/CuD)) 
P(C uDIE) P(EIE) ) 

(C.4) 

Q and 

0 

S = (P(C/CuD) P(DICuD) P(E!CvD)J 
P(CIE) P(DIE) P(EIE) ) 

With these matrices, we have 

P(TIC) P(FIC) 

p
0
"-

1
Q = QR

0
'-

1 = P(TID) P(FID) 

P(TIE) P(FIE) 

= (
P(C/T) P(DIT) P(EfT)J 

Ro,-ts = sPo,.-• 
P(CIF) P(DIF) P(EIF) 

(C.5) 

{C.6) 

(C.7) 

The number of packet times from one feedback message to the next ( for the same packet) is 20p. 

Using this fact, we have 
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R20 = (P(T/T) 
P(TIF) 

P(FIT)) 
P(FIF) 

(C.8) 

Finally, we need the matrix p2D given as 

P(CIC) P(DIC) P(E!C) 

p2D = QR20
"-

2S = P(CID) P(DID) P(EID), (C.9) 

P(CIE) P(DIE) P(EIE) 

where the entries are now 2Dp-step transition probabilities. All the quantities appearing in the 

previous expressions are elements of the matrices above. The matrix P can be determined 

experimentally, and from it, the other three matrices can be determined. Since R is lower in 

dimension than P, it is easier to calculate R
0

' -
1
• In fact, if we let 

y = P(CuD!CuD)+P(EIE), 

then 

1 (P(CuD)IE 

a·= (2 -'Y) P(C uD)IE 

P(E!CuD))+ (y- 1)"'( P(EICuD) 

P(E/CuD) (2 -y) -P(CuD)IE 

-P(E/CuD)J 

P(CuDIE) 

(C.10) 

(C.ll) 

Therefore, all the quantities needed in determining the performance parameters can be found once 

Pis known. The parameter y is called the clustering coefficient [37], as it measures the tendency 

of transmissions of the same type to follow each other. 
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APPENDIX D: DECODING SELECTIONS AND THEIR EQUATIONS 

This appendix gives the equations of the decoding selections from Table A.7 of Appendix A. 

s, = {1,2,4} Zo=eo 

z. = et4 

(eo,e, .. ) = P(ro,rts•'t4) z2 = e0+e4 +e9+e14 +c11 

(e16,e17) = P(r160 r 1,r11) Z3 =eo+ e9+e16 

Z4 = eo+ e3 + el4 + Cn 

(c3,e4,e9) = M(rto•'3•'w'4•'s•'9) Zs =eo+ e9 +el4 +et6 +c., 

z6 = Co+e3+ C4+e9+c16 

S2={2,3,6} Zo= ez+ e6 +e,+ct,+cta 

Zt =ez+e16+en+eu 

(e,6, e17) = P(rt6• '•• rn) Zz = ez + e,+ ell +e,6 +cl1 

(e2, c1) = P(r2, r1, r1) z3 = e2 +e12 +et6 +en 

z4 = euJ 

(e,.,etz•eJ = M(rzo•'l8•'t9•'t2•'t3•'J Zs = e,z 

z6=e6 
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S3 = {1,2,6} Zo=Co 

zt = ct4 

(Co,Ct4) = P(ro,rts•rt4) Z2 = Co +c6 +c,6 + C11 

(cwc11) = P(r16,r1,r17) z3 = c12+ct• +c11 

z4 = c18 

(eta• Ctz• cJ = M(r20, rts•rt9• rt2•rt3• r J Zs = Ctz 

z6=c6 

S4 = {1,3,6} Zo=Co 

z. = et• 

(eo, ct4) = P(ro, rts• rt4) z2 = c,+ ct2+ct4 +eta 

(c2, c1) = P(r2, r8, r7) z3 = c0+c2+c6+c7+c14 +c18 

z4 =eta 

(cta•Ct2•cJ = M(r20,rts•rt9•rt2•rt3•r6) Zs = C12 

z6=c6 

s, = {1, 3,4} Zo=Co 

zt = ct4 

(eo, et .. )= P(ro, rts• rt4) Z2 = C0+C2+c7+C9+C14 

(c2, c7) = P(r2, r8, r7) z3 = c2 + c3 + c9 

z4 = c2 + c3 + c4 + c1 

(c3, c4, c9) = M(r10, r3, r11 , r4, r5, r9) z5 = c0+c4+c1+c9 

z6 = c0+c2+c4 +c9+ c14 

c 
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0 
S6= {2,3,4} Zo = c2 + c3 + c6 

zl = c3 + c4 + c, + c16 + Cn 

(c2, c7) = P(r2, r8, r7) z2 = c4 +c9+c1, 

(c16,c17) = P(rw '1• '11) zl = c2+c3 +c9 

z4 = c2+c4 +c7 

(cl, C4, c9) = M(rlo• r3, 'n· '4•'s• r9) zs = c2+c4 +c,+c9+cl6 

z6 = c2 + c4 + c9 

S7 = {1,4,6} Zo=Co 

Zr = C14 

(eO> C14) = P(ro, 'rs• 'r4) z2 = c0+c3 +c6 +c9+C12 

Z3 = Co +Cl +Crz+Cra 

(c3,c4, c9) = M(rro•'3•'w'4•'s• 79) Z4 = Cta 

(c18,Ct2,cJ = M(r20•'•••'t9•'rz•'t3•' J Zs =ell 

z6=c6 

s. = {2,4,6} Zo = c2 +c4 +c6+ct2+c., 

z1 = c4 + c6 +c1l +c18 
' 

(cwc17) = P(rwr1,r11) Z2 = c3 +c4 +cr2+cr,+Crs 

zl =c.+ c6 +et, +ell 

(cl, c4, c9) = M(rro• '3• 'u• '4• 's• 79) z4 = ctB 

(Cta• ell• cJ = M(r 20• 'ts• ,19• ,12• 'n· r6) Zs = c,2 

z6=c6 

c 
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S9= {3,4,6} z0= c2+c9+c12 +c18 

z1 = c2+c3+c6 +c,+c12 

(c2,c7} = P(r2,r1,rJ Zz = Cz+C3+c, +eta 

z3 = c2 + c3 + c9 

(C3,C4,c,) = M(rto•'3•'u•'4•'s•r,) Z4 = Cts 

(eta• Ctz• cJ = M(r20, 'ts• rt9•'t2• '•3• r,) Zs = Ctz 

z6=c6 

S10 = { 1, 4, 5} Zo=Co 

zt = C14 

(eo, C14) = P(ro•'ts•'t4) Zz = c4 +et• +c23 

z3 = c3 +c4 +c9+c14 +c23 

(c3,c4,c,) = M(rto•'3•rwr4,rs,r,) z4 = c0+c3+c9+c23 

(Czt• C22, c23) = M(r2A, 'z••' 26•'22• r 25• r 23) zs = c3 +c4 +et• +Czt 
. 

z6 = c0+c9+c21 +c23 

S11 = {1,2, 5} Zo=Co 
' 

zt =ct4 

(c0,c14) = P(r0,r15,r14) Zz = ct4 +c.,+ Czt + Cn 

(cwc11) = P(rwr1,rt,} z3 = c0 +c14 +c16 +c11 +c23 

z4 =c17+cn 

(ell• C22, Cn) = M(r 2A• 'zv'26•' 22• r25, r n> Zs = Co +et,+ C23 

z6 = c0 +c14 +c11 +C21 

0 
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s.2 = {1,3,5} Zo=Co 

z. =c ... 

(co,Ct4) = P(ro•'ts•'t4) Zz =Cz+Czt 

(c2, c1) = P(r2, r8, r11) z3 = Cz + c, + Czt + Cn 

z4 = c0 + C1 + c21 + C22 + C23 

(cw Cn, c23) = M(r2A•'z•·'~·'n•'25·'~ z5 = c0 +c14 + c22 + c23 

z6 = c1+ct4 +c23 

S13 = {2,4,5} Zo = c3 + c4 + c9 +ct6 +c.,+ Czt 

z1 =c4+c9+c16 +c1,+C2t 

(cw c11) = P{rwr1,r17) z2 = c4 +c9+c11 

z3 = c3 +c .. +cn+Czt 

(c3,c4,c9} = M(rto•'3• 'w'4•'s• 79) z4 = c11 +c22 

(Czt• Cn,C23} = M(r24•'z•·'~· rwr25,r23) zs = c3 +c9+ct6 +cn+Cn 

z6 = c3 +c.,+ Czt +en 

S14 = {1,5,6} Zo=Co 

z1 = c14 

(c0, c14) = P(r0, r15, r1J Zz =ell +eta+ c23 

Z3 = Co + c6 + c 12 + C11 

(cu,Ctz,CJ = M(r20,rll,rt9•'tz•7t3• 7J z4 =c18 

(clt• Cn,c23) = M(r 24• 7zt• r ~· r 22•'25• 723) 2s = C12 

z6=c6 

0 
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S15 = {2,5,6} Zo = Ctl+ct6 +c23 

z. =c6+c.2+ct6+ct1+c2t +c23 

(c16,c17) = P(r16>r1,rd z2 = c, +ctl +cu + c23 

z3=c6+cl6+clt +c22 

(Cts•Ctl•cJ = M(r20,rts•'t9•'tz•'t3•r6) z4 = CIS 

( clt' c22, c23) = M(r 24• r lt' r u.• r 22• r 25• r 23) zs = c12 

z6=c6 

s., = {2, 3, 5} Zo = c, +c.,+ Czt + c23 

z1 = c2+c16 +c22 

(c16, c17) = P(r16> r1, r17) Zz =cz+Czt 

(c2, c7) = P(r2,r8,r17} z3 = c2 + c1 + c22 

z4 = c11+c22 

(c21, c22, c23) = M(r 24, r11, r w r 22, r 25, r 23) Zs = c1 + Ct6 + Cn + Czt 

z, = Cz + c1 +et,+ c22 + c23 

S11 = {3,4,5} z0= c2+c4 +c1+c9+c23 

z1 = c2 +c4 +c21 +c23 

(c2, c7) = P(r2,r8,r17} z2 = Cz+C2t 

z3 = Cz + c1 + c2t + c22 

(c3, c., C9} = M(rto• r3, 'n• 74• 's• r,} z4 =cz+c4+Czt +c22 

(c2t• C22, c23) = M(r 24• '21•' 26• r 22• r 25• r 23) zs = c1+cl6 +cn+clt 

z6 = c2+c1+c16 +c22 +c23 
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S11 = {3,5,6} zo= c2+c6 + c7 + e,2+e22 

z1 =c6+c7+e23 

(e2,e7) = P(72,78,77) Zz = e6 + c tl + c •• +ell 

z3 = e6 + e7 + c12 +c18 +e22 + c23 

(cta•etl•eJ = M(720, 7ta• 7t9•7t2•7t3•7J z4 = c18 

(e21, e22, c23) = M(7 24, 72v 7 26,7 22,7 25,7 23) Zs =ell 

z6=e6 

S19 = {3,4, 7} Zo =cl+ e4 + c7 + c9 + e,z 

z1 =e2+c3+e6+e7+e12 

(e2,e7) = P(72,78,77) Zz = e4 +e6+e1 

z3 = ez + c3 + e6 + c9 

(e3,e4,e9) = M{710,73,711, 75,75, 79) z4 = e2 + c3 + c4 + c6 + e7 

Zs=C12 

z6=e6 

D.l Depth-3 Decoding 

We int:nxluce A0, A1, A2, ••• , AJJ and A14 as follows: 

0 
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0 

AI = p JP ,P 4p J' 1 (St ... Sg) A,= P tp 3P 4p J' 1 (St) 

A2 =P1P ,P 4P /'1 (S1, S3, S7, Ss) A10 = P1P ,P ~ J'1 (Ss) 

A, = P tp ,P 4P J' 1 (S4, Ss, S7, S9) A11 =P1P,P4P J'1 (S4) 

A4 =P 1P3P4P J'1 (S2,S3,S4) A12 = P tp3p 4P J', (Sg) 

As = P tp ,P ~ J' 1 (S1,Ss,SJ A 13 = P1P,P4PJ'1 (Ss) 

A6 =P 1P,P 4P J'1 (S2, S6, S8, S9) At4 = P tp ,P4P J'1 (SJ 

---
A1 = P1P3P 4P J' 1 (S7, Sg) Ats =P tp 3P .P J'1 (SJ 

A8 =P1P3P4P /'1 (S3) 

FAILURE = NOR(A1, A2, A3, ... ,A14> Au) 

D.2 Depth-4 Decoding 

Here we have 37 options: 

0 
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A 16 = P 1P .J' 4P ;' J' 7 A27 =P1P3P4P ;' /'7 A 40 = P ,P .J' 4P ,j' /' 1 

-----
A 11 = P 1P .J' 4P ;' /' 1 A28 =P1P3P4P ;' /'1 A41 =P1P.J'~,j' /' 1 

- - --
A 18 =P 1P.J' 4P ;' J' 1 A29 =P 1P3P4P/' /'7 A42 =P1P.J'~ /'/'7 

A19 =P 1P3P4P/' /' 1 A30=P 1P3P4P 5P/'1 A43 = P1P .J' ~ /' /'7 

--- --
A20=P 1P,P ~sf'J'1 A31 = p IPJP ~ /' 1'1 A44 =P1P.J' ~/'/'1 

A21 =P 1P/'4P;'J'1 A32 =P 1P3P4P/' /'7 A45=P1P/'~/'J'1 

A22=P 1P3P ~;' /'7 A33 =P 1P/'4P sf'/'1 A46=P 1P3P~,j'J'1 

A23 =P1P3P4P;' /'7 A34 = P 1P 3P4P 5P /'1 A47 =P 1P.J'~,j'J'1 

A24 =P1P 3P ~ ;' J' 7 A35 =P 1P3P4P/'J'1 A48=P 1P3P~/'/'1 

A25 =P1P3P ~;'/'1 A 36 = P 1P 3P 4P 5P /'1 A49=P1P3P ~/'/'1 

A26 =P1P 3P 4P ;',/'7 A37 = P 1P .J' 4P ;' /'7 ASO=P 1P.J' ~/' /'7 

----
A27=P1P/'~;'/'7 A38 =P1P/'4P/' /'7 A51 =P1P.J'~,j'J'1 

A 39 = P 1P 3P 4P /' J' 7 A 52 =P 1P /' ~/' J'7 

FAILURE = NOR(A 16, A 17, A 18,A 19, ... , A51, A52) 

The selections are made according to the following list. 

0 
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Al6 SI, S2, . "., S18 

A11 SI, S3, S1, S8, SlO, Sll, S14, SIS 

Al8 S4, ss, S1, S9, SlO, Sl2, Sl4, Sl7, Sl8 

Al9 S2, S3, S4, Sll, S12, Sl3, SIS, Sl6, S18 

A20 Sl, S2, ... , S9, Sl4 

A21 Sl, ss, S6, SlO, Sll, Sl2, Sl3, S16, Sl7 

A22 S2, S6, S8, S9, Sl3, SlS, Sl6, 511, S18 

A23 S1, 59, SlO, S14 A33 Sll,Sl2,S13,Sl6 A43 SIS 

A24 S3,Sll,S14,S15 A34 S2,Sl3,SlS,Sl6,SI8 A44 SI 

A2S Sl, S3, S7, S8, Sl4 A3S Sl,SS,S6 A4S S8 

A26 SI, SlO, Sll A36 S2, 56, S8 A46 S4 

A21 S8,SIS A37 S6, S 13, Sl6, S 17 A41 S18 

A28 S4, Sl2, Sl4, 18 A38 Sl A48 ss 
A29 S4, SS, S1, S9, Sl4 A39 S14 A49 59 

A30 SS, SlO, Sl2, Sl7 A40 SIO ASO S11 

A31 59,511, Sl8 A41 S3 A 51 52 

A32 S2,S3, S4 A42 Sll AS2 Sl3, S16 

0 
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