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ABSTRACT i

ABSTRACT

Noise affects all channels used for communication, causing errors in the transmitted messages,
thereby creating the need for error control. With a few exceptions, the methods of error control that
use a feedback channel have assumed this channel to be error-free in their analysis. This thesis
considers the effect of feedback channel errors in two methods of error control, the Generalized
Type-II Hybrid ARQ Scheme and the Selective ARQ Scheme. Expressions are derived for the
throughput efficiency, the probabilities of undetected error, correct delivery, and packet loss. It is
found that noise in the feedback channel lowers the throughput efficiency, causes the loss of packets,
and increases the number of undetected errors. Methods are suggested for reducing the degradations
caused by feedback channel errors. Simulation results are also provided. From the results and the
analysis, the conclusion drawn is that feedback channel noise has an important effect on the
performance of ARQ schemes, and should be taken into account to provide a more realistic
assessment of their performance.
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Résumé

Le bruit affecte tous les canaux de communication, ce qui se traduit par des erreurs dans les méssages
transmis. Il y a donc un besoin pour les techniques de correction d’erreurs. A quelques exceptions,
prés toutes les techniques de correction d’erreurs qui utilisent la rétroaction dans le canal font
I’hypothése que celui ci est sans erreurs pour en faire I’analyse. Cette thése étudie 1’effet de la
rétroaction dans le canal sur deux techniques de correction d’erreurs, la méthode hybride ARQ
type II généralis€ et la méthode du ARQ sélectif. On y présente des expressions pour I’efficacité
du débit, la probabilité des erreurs non-détectées, des méssages regues correctement et des paquets
perdues. On y montre que le bruit dans la boucle de contre-réaction réduit ’efficacité du débit,
cause des pertes de paquets et augmente le nombre d’erreurs non-détectées. Des moyens sont
présentés pour réduire la dégradation causée par les erreurs dans le canal avec rétroaction. Des
résultats obtenues par simulation sont présentés. A partir des résultats, et de 1’analyse de ceux-ci,
on conclut que le canal avec rétroaction a un effet important sur la performance des méthodes de
type ARQ et que ceci doit étre pri en compte afin d’évaluer de fagon réaliste leurs performance.
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CLAIM OF ORIGINALITY

To the author’s best knowledge:

1. The treatments of the GH-II ARQ Scheme and the Selective Repeat ARQ Scheme with noisy
feedback are given here for the first time.

2. The analysis of the above two schemes as presented here is new; the expressions obtained here
for the throughput efficiency, the probabilities of undetected error, and correct delivery are
given here for the first time.

3. The demonstration of the loss of packets in both the ARQ schemes is also new. The discussion
of the transmissions (spurious deliveries) that are made of packets that have already been
delivered is new here, and so are the expressions derived for these events.

4.The use of a predictor with the GH-II ARQ technique is an original contribution of this thesis.

5. The use of codes with invertible subblocks to avoid packet loss is an original contribution of this
work.

6. Finally, the main contribution of this work is that it has demonstrated that the performance
evaluation of error control methods is more realistic when the feedback noise is taken into
account. Besides, the work has shown that expressions can be derived for the relevant
performance parameters.
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CHAPTER 1
INTRODUCTION

Communications channels contain errors that necessitate some form of error control to ensure
acceptable reliability. Shannon’s theorems [1] demonstrate the existence of codes that can provide
error-free communication, provided the transmission rate is below the capacity of the channel in
question. Since Shannon’s theorems are existence statements, they do not give suggestions on how
to construct (or implement) the codes that yield the promised performance. As a result of Shannon’s
work, many people have been involved in seeking error control methods that would satisfy the
promises of the theory. Many methods of error control have been devised. In general, a specific
signal is assigned to one of M possible messages. The selecting rule for making this assignment is
the code. The first codes that were developed were block codes, in which a sequence of kinformation
symbols is encoded into a longer sequence of n symbols (n > k). The added n-k symbols are called
parity symbols. There are good block codes for which the post-decoding error rate decreases
exponentially with the length n of the block.

The other class is that of convolutional codes, which have been studied greatly. The
applications of these codes to communication systems can be found in [2]. Briefly, in convolutional
codes the present information symbol is combined with a certain number of previous symbols to
compute the channel outputs. In this way the data stream is encoded continuously, rather than on
ablock basis. Even with the most powerful codes, block or convolutional, it is found that no practical
coding scheme has so far been able to achieve the capacity and error-free transmission. In the hope
of obtaining improved performance with low complexity, methods that use a feedback channel have
been proposed. Feedback does not increase the capacity of the channel [3]; it serves as a means of
lowering the probability of undetected error.

All these methods aim at matching the error control method to the channel. The optimality
principle given later in the thesis is a statement of the criterion used to develop the methods. While
the simplicity of nonadaptive methods is practically beneficial, better performance is provided by
adaptive methods. This point is discussed in more detail later.

Those methods that use a feedback channel have almost invariably assumed it to be error-free
in their analysis, ignoring the effects that errors in this channel have on the results. In reality, no
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channel is error-free. It is therefore worthwhile to inquire into the performance degradations that
will arise due to the errors in the feedback channels. Among the exceptions is Turin, whoin Chapter 5
of his book [4] gives a brief discussion that assumes the possibility of errors in the feedback channel.

The justification for ignoring the effects of feedback channel errors is that the data rate in this
channel is much lower than in the forward channel; so it is possible to find a long enough code to
guarantee virtually error-free performance in the retumn channel. Indeed, there are many cases in
which this applies. But there are yet many other practical communication systems that are largely
two-way, requiring as much information transmission in the feedback channel as in the forward
channel. The acknowledgement from the receiver is usually made part of a frame sent with data in
the return channel. The retumn channel will be no better than the forward one. Therefore, the amount
of error correction coding that can be placed in the return channel is as limited as in the forward
channel. The present thesis takes into account the effect of these feedback channel errors.
Expressions are derived for the relevant performance parameters on a Markov channel.

There are two fundamental error control techniques in digital communication systems:
forward error correction (FEC) and automatic repeat request (ARQ) schemes (5]. In FEC schemes,
an error correcting code is used at the transmitter. The receiver decodes the arriving data, and
assumes that the code has corrected any errors that may have occurred. In an ARQ system, a single
high-rate error-detecting linear block code is used. When a message of k bits is ready for
transmission, n-k parity bits are added to it to form a codeword, which is then transmitted in the
channel. If the receiver detects errors in this transmission, a request is made for a retransmission;
otherwise the next packet is transmitted. In principle, this process continues until the packet is
correctly received. When FEC and ARQ are combined, the result is what is now known as type-I
hybrid ARQ, in anticipation' of type-II hybrid ARQ, which combines the two methods with some
redundancy retransmission. A full discussion of these ARQ methods is given in Section 2.7 (entitled
Hybrid ARQ Schemes).

The performance of the type-II ARQ scheme depends very much on the choice of the error
correcting code Cgc. Both the performance of the type-II ARQ scheme and its advantage over the
type-I ARQ scheme are givenin [6]. A generalized version of this is presented in Chapter III, where
a method of analysis is developed and used to obtain expressions for the throughput efficiency, the
probability of undetected error, and the other parameters needed in evaluating the performance of

1 We say "in anticipation" here only for the order in which we present the concepts. Chronologically, the type-I scheme
wasknownas "hybrid ARQ scheme" until it was found that another (the present type-II hybrid ARQ) could be developed.
The latter was named type-II and its predecessor, type-1.
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the GH-II ARQ scheme. In a parallel fashion, Chapter IV analyses the selective repeat ARQ scheme
with noisy feedback. To provide a means of comparison, Chapter V discusses the situation without
noise in the feedback channel. Chapter VI looks at the performance on the Gilbert channel. It is
established in this chapter that the expressions derived for the Markov channel cannot be used on
the Gilbert channel, since the resulting error process in the Gilbert channel is not first-order Markov.
Chapter VII presents the simulations on the Gilbert and Markov channels. One channel captures
the statistical dependence at the bit level, the other captures the dependence at the block level.
Besides, either method can be particularized to cover the independent-error channel.

In Chapter VIII, some methods are presented for improving the performance under noisy
feedback. These are the use of a predictor with the GH-II ARQ scheme, the use of invertible codes
to prevent packet loss, and the use of a threshold at the transmitter to reduce spurious transmissions.
The corresponding improvements are also discussed. Finally, Chapter IX gives the summary and
conclusions. Material that was considered necessary, but whose details seemed a great digression
from the objective of the thesis has been relegated to an appropriate appendix. The KM codes,
which are used in the GH-II ARQ scheme discussed here, are presented in Appendix A. This
discussion of the codes is only a brief one; fuller knowledge of these codes can be obtained from
[7] and [8]. Other appendices are referred to in the body of the thesis.

Onchannels where the error bursts (of maximum length B) are separated by a gap (of minimum
length G), burst trapping techniques can be used. Early contributions to this area are found in the
works of Gallager [9], Forney [10], Burton, Tong and Sullivan [11-13]. In the basic form, an
information vector is transmitted two times, the first time in the information part of a codeword,
and the second time it is added to the parity part of the next codeword. When the first transmission
is received in error, it is assumed that the second will be error-free, hence the requirement that the
gap length G be longer than some minimum. The information part of the second transmission is
then extracted and given to a local encoder, which produces the parity bits. These parity bits are
then used to recover the previously transmitted information. Burst trapping methods have been
generalized [12-14] to cope with a wider variety of channel types. These techniques differ markedly
from the GH-II ARQ scheme described here, in that they require certain statistical properties in the
bursts, requirements that are not needed in ARQ systems [15].

1.1 Where Can We Use These Methods ?

Some practical channels where the methods of this thesis are applicable are satellite channels [5]
and HF troposcatter channels [16,17]. The satellite channel varies from a very noisy state (during
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rain and bad weather) to a more benign state (during good weather). The variation is slow enough
for the GH-II ARQ to provide a reasonable performance improvement. The parameters used to
model the HF channel can be found in [16,17]. Since these models specify a Markovian dependence,
the methods of this thesis would be applicable.

In variable rate ARQ systems, the return channel is used to adaptively control the forward
transmission rate [18]. This form of ARQ may be attractive for satellite links where the feedback
delays are large and the changes in channel characteristics, such as deep fades, are slow. In the same
paragraph of the cited reference?, it is said that the principal drawback of such adaptive rate systems
is an increase in system complexity, since each allowed rate may require a distinct modulator and
demodulator.

However, there now exist some codes that can have variable rates while maintaining nearly
the same complexity. With these codes, the same modulator-demodulator pair can be used and the
transmission rate altered by varying the code parameters.

Examples of transmission systems where the GH-II ARQ can be used are: HF, land mobile,
cellular radio, terrestrial digital radio, satellite communication systems. The corresponding
frequency bands are given below.

1.1.1 HF Communication Channels

Highly reliable, long-distance communication can be realized using HF radio
waves (3-30 MHz) [19]. These links take advantage of the fact that HF signals can be reliably
reflected by the ionosphere and returned to the earth at greatdistances from the transmitter. Distances
of 6000 km are realizable.’ As the frequency increases, tropospheric impairments typically increase
while ionospheﬁc effects decrease [19].

The dominant effects at HF frequencies are ionospheric. The E Layer (90-140 km) of the
ionosphere exhibits sporadic activity, requiring appropriate precautions for reliable link operation.
For example, the operating frequency may have to be altered a few times over a 24-hour period to
coincide with the ionospheric changes [19]. The remaining drawback is from multipath fading due
to reflections from buildings and other electrically conducting objects within a few miles from the
receiving antenna.

2 Bhargava et al., p.337.

3 Microwave tropospheric scatter techniques in which line-of-sight transmissions are scattered by refraction and
reflection in the troposphere (sea level to about 11km) fit somewhere between LOS and HF.
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1.1.2 Mobile Radio Communication Systems

Mobile radio is used for transmitting weather, road and traffic information. The frequencies used
here are:

VHF (25-50 MHz)
VHF (150-174 MHz)
UHF (450-470MHz )*
800 (806-947 MHz)

The US Weather Bureau provides weather information using 160 MHz. Small suburban airports
and others interested in timely weather information can monitor these transmissions. A number of
cities broadcast road and traffic advisory information using low-power transmitters.

The main impairment is shadowing, or substantial transmission loss due to hills, buildings,
and trees in the transmission path. It increases with frequency and is to some extent offset by
reflections from objects not located in the direct path. Troposcatter is seldom a cause of interference
in mobile services, but can be used for communication between fixed stations [20].

1.1.3 Cellular Radio Systems

The frequencies used are:
UHF (825-848 MHz) transmitter
UHF (868-895 MHz) receiver

The main propagation impairments are:

1. multipath propagation due to scatter from nearby obstructions
2. multipath propagation due to large echoes from distant reflectors
3. shadowing of the direct path.

The effect of multipath propagation is a standing-wave pattern in space determined by the amplitude
and phase relationship of the direct and reflected and/or scattered energy components. A vehicle
moving through this pattern will experience short-term fluctuations in signal intensity, typically
with a period of a fraction of a second.

Shadowing, by contrast, produces an overall reduction in signal intensity which changes more
slowly with time as the vehicle moves about.

4 The allocated frequency range is actually 150-512 MHz.
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1.1.4 Terrestrial Digital Radio

This type of system uses microwave frequencies. Here, since the transmission is fully digital, ARQ
methods can provide performance gains for all the transmissions, the level of performance
improvement being determined by the channel conditions. This can be said also for satellite
communications links, described below.

The main impairments are multipath fading, sky noise, radio interference, and rain attenuation.
These impairments vary sufficiently slowly for the predictor described in the sequel to improve the
performance of the GH-II ARQ scheme. The radio interference will vary from one region to another,
peaking around urban centres.

1.1.5 Satellite Communication Links

Examples of satellite communication systems given in [18] has a signalling rate of Rg = 10* bits/s
and a round trip delay of AT = 512 ms. If we take a packet size of By = 504 bits (as used in the
present thesis), the round-trip delay D; (in packet times) will be equivalent to

D, = Al{%‘;] = 051 %) = 10.24 packet times

This number is well below the threshold of Dp = 15, beyond which the predictor improvement
becomes increasingly negligible. However, the scheme without a predictor is still applicable.

1.1.6 Remarks

The above list of applications, although not exhaustive, covers the essential portion of the spectrum
used for communications. The methods of this thesis are applicable in each case. The only note of
caution that must be sounded is that when the links get too long, the method with prediction may
not yield sufficient performance improvement. Table 1.1 lists some qualitative summary of what
one might expect when the predictor is used.
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Table 1.1 Summary of Predictor Perforrnance

Application

Propagation
Impairments

E-Layer absorption

e e

The E-Layer effects are slowly-varying and the
propagation delays are reasonably short. Consequently,
sufficient performance improvements are possible.

radio interference

Mobile Radio  |shadowing Currently, most of the traffic in this application is
& multipath analogue; the control signals are digital. It is for these
Cellular Radio |radio interference signals that ARQ can be used; therefore, the improvement
in performance is limited. But in future, when the
transmissions become increasingly digital, there will be
greater gains when GH-II ARQ is used.
Terrestrial multipath Some improvement is possible, due to the short distances
Microwave rain attenuation between repeaters. The dominant limitation will result
sky noise from multipath fading.

Satellite
Links

multipath
rain attenuation
sky noise

Increased buffering will be required at both ends if the link
is too long. Predicior Improvement diminishes with the
length of the link. For long links, the scheme with predictor
is no better than the one without.
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CHAPTER II
BACKGROUND

As mentioned at the end of the preceding chapter, there are two areas where the applicability of the
methods of this work is obvious—the satellite channels and the HF troposcatter channels. There
are other areas that can be studied in order to determine the applicability of these methods. This
will require data collection to determine the model parameters. It is clear, however, that whenever
the channels do not vary too rapidly’, these methods will yield an improvement.

A look at the recent issues of the IEEE Transactions on Communications indicates that error
control is receiving increasing attention. A component of error control is channel coding, which is
fast becoming a widespread technique for improving the reliability of data in digital communication
systems. However, the design and fabrication of decoders remains difficult. The reason for this is
that the extensive memory required takes much chip area. Lavoie, Haccoun and Savaria [21,22]
have considered architectures that would facilitate the implementation of CODECs for convolutional
codes®. Continuing work in code design, and advances in high speed processing technology will
soon make it possible to implement fast CODEC:s for both convolutional codes and block codes.

Errors in communication channels occur due to noise and other channel impairments whose
combined effect is to generally cause errors to occur in bursts separated by long error-free gaps.
Over a given period of time, the channels tend to be either very good or very bad. Since neighbouring
time intervals have similar error rates, this biased behaviour has been termed memory [23]. This
memory can be exploited to control the errors in some manner to ensure a tolerable error rate. The
goal of error control is to achieve an acceptable error rate in the most cost-effective manner. An
indispensable tool in this is the channel model.

2.1 Channel Models

The manifestations of nature are so abundant in facts that we must all the time find some orderly
way of representing the facts so as to make any meaningful statement about them. We are forced
toabstract from nature what we call representations or "models." These models are understood to
be adequate representations of those aspects of nature in which we are at present interested. Any
model will therefore have its scope and obvious limitations, as specified in the assumptions in its

§ That is, whenever the channel noise level stays fairly constant within a period of at least 15 packet transmission times.
6 A CODEC is a two-way device that performs the operations of coding and decoding.
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formulation. A general discussion of models, with very entertaining examples, can be found in
Casti’s [24] book.” For our purposes here we shall focus our attention on the models of channels
with memory, and their use in developing error control methods.

In principle, it is possible to evaluate the performance of error control methods without
recourse to a model. For example, raw data from a channel can be used to test the performance of
a code. An approach of this type normally requires an enormous amount of computation time. As
an example [25), a tape drive specifies bit error rates as low as 102, With an average transfer rate
of 5§ Mb/s, it may take 20 days to collect enough data for a reliable bit error rate estimate. All this
time is spent on one code. On the other hand, a model can be used to evaluate the performance of
a code on a channel in minutes. From such an evaluation, it is possible to predict the post-decoding
bit error rates. Furthermore, when many codes are to be tested, using the model it is possible to
select the one most appropriate for a given channel and specified constraints.

Many models have been proposed for channels with memory. In an effort to develop models
that adequately represent the behaviour of real channels and are mathematically tractable, the search
for models took many directions. According to Kanal and Sastry [23], the models fall into two
categories: generative and descriptive. Generative models are those that specify an underlying
mechanism that produces error sequences similar to those being modelled; descriptive models are
those that give the structure of the error sequence in terms of some statistics. The utility of models
in this area is exemplified by the work of several authors. Knowles and Drukarev [26] considered
estimating bit error rates on channels with memory. They used a model developed by Fritchman [27],
called the Fritchman model. The authors report that they used this model "because of its simplicity
and fairly good agreement with experimentally observed channel statistics.” Tsai [16] applied some
known models to data obtained on an HF channel. He obtained the corresponding values for the
parameters of the models. These values can now be used by others interested in applying the models
to their studies. MacManamon [17] obtained a similar set of parameter values assuming a bit-level
Markov model.

The models assumed by these authors have been those whose parameters can be uniquely
determined from the observed channel data [23]. Yet another contribution to the field is that of
Vucetic and others [28), who proposed a quasistationary model which they analyzed and from which
they obtained expressions for the performance parameters. The conclusion drawn from the survey

7 This book does not have the final word on models; it offers discussions, examples, and exercises intended to provoke
the reader to develop his own view (his own altemate reality).
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of the work on models is that concentration has been on applying existing models to given data in
order to find the corresponding parameter values. From these values, the experimenters attempt to
operate the models to see if the observed output is in agreement with the data. In this way, it has
been possible to find the models most appropriate to a given channel. The problem faced by these
workers is that while the model gives a representation of the entire time behaviour of the error
process, extending into the remote future, the data available is finite. A further problem is
determining the length of the data record that will give adequate parameter estimates for the models.
These problems notwithstanding, people have tried to obtain working models. Analytic models for
some real channels can be found in [29] and [30].

2.2 The Error Process

The error process in a communication link can be viewed as a discrete-time binary stochastic
process [20]. That is, it can be viewed as a family of binary random variables {E; t € Z}, where
Z is the set of all integers. A realization of the error process is represented by the sequence
.-»€_1,€0, €y, ... This can be related to the channel output sequence as follows. Let {a,} be the input
sequence and let {b,} be the corresponding output sequence. Then b, = a, + e,. The addition is done
modulo-2. The characterization of the error process as a binary stochastic process in discrete time
is assumed almost universally in the analysis of error control methods. Some approaches incorporate
modulation in ARQ error control analysis; notable among are the works of Benneli [31], and Kasami
and others [32], who consider a coded modulation scheme with code concatenation.

Here, we use the binary process approach. We shall consider three channel models in this
work: the partitioned Markov Chain Model with one error state, the Gilbert Model (a special case
of the former), and the Markov Error Model, developed from the descriptive category.

2.3 The Partitioned Markov Chain Model

This model is characterized by a set of states {1,2,3,...,N} and a state transition probability matrix
P = (p;). The state transitions of the chain are synchronized with the error digit transitions in the
channel. Let g, be the probability of error when the chain is state k. Then in the most general setting,
onewouldhaveq, #0, for ke {1,2,3,...,N}.This would yield the unpartitioned Markov chain
model. Unfortunately, determining the parameters of the model from channel data is quite
costly [30]. To create a model that is not as costly, and still represents the real channel reasonably
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066 000 034
P = [0.00 09991 0.0009 (2.2)
044 034 022

Turin [4] gives a discussion of single-error-state models. He provides numerical results for the
matrix P for such channels as the troposcatter and T1 digital repeatered line. The results for the T1
line can also be found in the work of Brilliant [33]. By setting N=2 in the general single-error-state
model, we obtain the Gilbert model, first proposed by Gilbert [34]*. Gilbert used this model to
model the data supplied by Alexander and others [37]. Figure 2.2 illustrates the model proposed by
Gilbert. If in this model we set q = r, we obtain the random error channel, usually called the binary
symmetric channel (BSC).

Figure 2.2 The Gilbert Channel Model.

2.4 The Markov Error Model

Following the analysis given by Leung, Kikumoto and Sgrensen [38], in which a Markov error
model is assumed, we envisage here the number of errors in a block of size N as a realization of a
Markov chain. Specifically, let e,(N) be the number of errors in such a block at a general time k.
Then the model we seek is such that the sequence {e,(N); k=...,-1,0,1,...} is a Markov chain. Since

8 This was later modified by Elliott [32,33] to form what is called the Gilben-Elliott model, which has errors in each
state.
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we are giving here the specification of the error sequence, this would be termed a descriptive model,
in Kanal and Sastry’s terminology, referred to earlier.’ As it stands, the underlying space of states
is N-dimensional. If N is about 500, as it usually is, then the state transition probability matrix will
have N? = 250000 entries. This will be too large. To trim down this number, the state space is
partitioned into three classes. Figure 2.3 shows the state transition diagram of this model, where
D» i=1,2,3 is the probability of error in the ith class.

Figure 2.3: Transition Diagram For the Markov Error Model.

The use of a Markov model is also found in the work of Meyer and Sastry [39], who considered an
end-to-end burst error link, generating results that, as they report, are of particular interest to ISDN.
Since their work does not address ARQ schemes, we will not discuss their details here. For the
same type of link, Lai and others [40] have analyzed the undetected error probability. In a practical
situation, the decision to use a Markov model can be made by examining the autocovariance function
of the error process [38]. The autocovariance function can be estimated from the observations
according to the equation

c(t)

p() = Oy

(23)

where e =ph-| ¥ (e, -Der, -] and =t 3 e,

9 See Channel Models above (Section 2.1).
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If this estimate is an exponentially decaying function of the lag, the channel can be taken as a Markov
channel, and the model of this section will be most appropriate. An example is given later in which
a process is constructed that has a decaying autocovariance function of the type required here. If
the autocovariance function closely resembles a delta function, the channel is best represented by
a random noise model.

An autocovariance function of the above form is reported in [41] to be very common and to
be a very good approximation to many random phenomena encountered in practice. More detailed
studies of the modelling of errors on real channels are found in [42].

2.5 Compound Models

Models that combine two or more simpler ones have also been considered. The hope is that the
compound model will have the strengths of its constituents in giving a more realistic representation
of the channel. One method models the channel noise as a sum of a random Gaussian noise
component and an impulsive noise component'’. The impulsive component is a series of impulses
whose occurrence times are taken to be the arrival times of a Poisson process. The ith impulse 8(1-z,),
which occurs at a random time ¢, is considered to have a random "tail" area A;. The areas are
considered to be statistically independent of each other and of the arrival instants. The noise is
characterized by the number of impulses per symbol duration. This number is denoted by ¥*'. Highly
impulsive environments will have Y» 1. Several applications with large values of ¥ have been
reported [43]. The value of ywill restrict the choices of error control coding method to be used. For
example [44], sequential detection does not work well for very large values of .

To characterize the clustering phenomenon, a compound Poisson model has been proposed.
The error cluster arrivals are represented by a Poisson distribution with parameter m,, and the
number of errors within each cluster also have a Poisson distribution with parameter m,. The
chi-square method is used to test the validity of the model in representing the actual error process
inadigital transmission system. Results of tests conducted in France on 2 Mb/s and 140 Mb/s digital
links, from which a lot of data has been gathered, suggest that this compound Poisson model
(sometimes called the Neyman model) does not adequately represent the bit errors, but represents

10 The intention here is to represent the presence of the random and the impulsive components in one model. The task
then is to determine the parameters that are relevant to this type of model, and then to devise experiments that can be
used to find their values.

11 The symbol vy as used here has no connection with its use later in characterizing the Gilbert Channel (in Chapter 6).
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well the occurrence of errored seconds in a one-minute interval. Another approach models the error
process at the bit level. As yet no model has been found that encompasses all cases of errors on a
digital communication channel [45].

2.6 Error Control Methods

Ttis assumed in this thesis that the messages have been broken into packets. A packet is a standard
unit used in communication systems. The messages may be of arbitrary length. For purposes of
coding, each channel will tend to have its own optimum packet length. For example, for an error
rate of 10 on an additive white Gaussian noise channel, Bhargava and others [18] give a length
of 500 bits for the packets. The same value can be inferred from Martins and others [46], who
adaptively measured the channel bit error rate and used it to adjust the packet size to yield the
optimum throughput. All this is in agreement with the derivations of the optimum packet length
found in [47].

There are two fundamental error control techniques in digital communication systems:
forward error correction (FEC) and automatic repeat request (ARQ) schemes [5]. In any ARQ
system, a single high-rate error-detecting linear block code is used. When a message of k bits is
ready for transmission, n-k parity bits are added to it to form a codeword, which is then transmitted
in the channel. If the receiver detects errors in this transmission, a request is made for a
retransmission; otherwise the next packet is requested. In principle, this process continues until the
packet is correctly received. In FEC, the transmitter employs an error-correcting code (block or
convolutional) to combat transmission errors. The difference between this method and ARQ is that
here there are no retransmissions, and so no feedback channel is required. Since the probability of
a decoding error is always higher than the probability of undetected error (using the same code),
FEC schemes cannot provide as high a system reliability as do ARQ schemes. For FEC schemes
to have the same undetected error probability as ARQ, a longer, powerful error-correcting code is
used to correct most of the error patterns. Owing to these factors, ARQ schemes are generally
preferred.

To evaluate the performance of error-control methods, two parameters usually considered
are the throughput efficiency and the data reliability. The throughput efficiency is the proportion
of the transmission time spent in transmitting useful information; the reliability is the probability
that a received message contains no errors. This is called the probability of correct delivery, which
is complementarily related to the probability of undetected error.
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As a consequence of feedback channel errors, two other parameters to examine are the
probability of packet loss and the probability of a packet being transmitted unnecessarily. A packet
is lost when the errors in the feedback channel cause a retransmission (R) request to be converted
into an acknowledgement (A). This (R—A) error causes the transmission to begin sending the next
packet instead of retransmitting the present one. The receiver considers this packet as a
retransmission and proceeds with decoding. This discussion is treated in greater detail in
Sections 3.1 and 4.1.

Since there are no retransmissions in FEC, the throughput efficiency is constant, and is set
by the code rate, independent of the channel conditions. The reliability of FEC schemes is highly
sensitive to the channel conditions, and degrades as the channel gets poorer. Although ARQ schemes
have a lower throughput efficiency, they can be made to have increased reliability, regardless of
the channel conditions. FEC and ARQ), therefore, are two methods which tend to affect one of the
two parameters and leave the other one more or less unchanged as the channel error rate fluctuates.
In situations where the error rate is too high to guarantee acceptable throughput using ARQ alone,
a combination of FEC and ARQ is used. Such a scheme is appropriately termed hybrid ARQ [5].
Naturally, this scheme inherits the advantages of both techniques.'? High reliability is achievable
as a result of error-detection and retransmission (the ARQ contribution), and high throughput
efficiency is possible through the correction of frequent error patterns (the FEC contribution).

Most channels used for communication have error rates that vary with time from a very poor
state to a very good state, as mentioned earlier. The methods of error control have tended to select
codes that provide acceptable performance when the channel is in its worst state. Such worst-case
codes must have low rates. Communications channels generally hit their worst state only a small
fraction of the time. A code matched to the worst-case channel conditions will, therefore, result in
alow efficiency. This is stated more formally by the optimality principle that is soon to follow. We
firstdefine T; = { x: 1;, < x<t; }, where ¢; is the maximum number of errors that can be detected by
the ith code.

12Itisquite fortunate here that we have twomethods whose combination retains their individual strengths and overcomes
their individual weaknesses.
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The Optimality Principle: If on the average, the error process stays in T; with probability x;, then
givena set of codes with rates R;, i=1,2,...,m, where the ith code is suited to the ith channel state (T),
the optimum code rate R,, is given by

R, = 2‘ TR, 24)

o .
i=

where m is the ratio of the length of the longest code in the set to the number of information bits.
In Chapter I1I, this is referred to as the depth of the code.

Proof: Suppose the code assignment probabilities are instead b,, b,,..., with some n; for which
b"; #T,. Then let us form the difference

AR = SbR - 3 mR. 2.5)
This gives
AR = Xb,-T)R, + Ell(b,,‘-—n, R, , (2.6)
j J ! 1

where the sum over j is for those terms for which b,j -7, > 0 and the sum over ! is for terms for
which b, —x, <O.

Let AN, be the change in the number of errors correctable in those cases corresponding to
the first term above, and AN, the change in the number of errors correctable in the second set of
cases. Since the rate of the resulting code is higher in each term of the first sum, the resulting error
correcting power will be lower for that sum. Therefore, AN, <0. Now let us consider the second
sum. The rate of the code is lower in each term of the second sum. The number of errors correctable
would be higher. But since the number of errors that occur will not exceed the level correctable by
the original assignment (using =;’s) we must have AN, = 0, because although we have a more
powerful code assignment, the channel does not need the extra power. If we now denote by AN the
change in the number of errors correctable, then

AN = AN, + AN, 2.7
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from which we see that AN <0 so long as there is at least one case for which b; # x;. In other

words, the optimum assignment probabilities for any set of codes with rates R; is the one for which
b; = ;. That completes the proof of the optimality theorem.

Corollary 2.1: A code designed for the worst case channel condition will have a lower throughput
efficiency than the optimal code.

Proof: The worst-case assignment is done by choosing b,, = 1, and b; = 0 otherwise. This implies
that

AR = (1-m)R, - f_i: xR, (2.8a)
- R - R, (2.8b)

which is necessarily positive, since R,, > R,,. Therefore the throughput efficiency will be lower

than for the optimal assignment, which completes the proof.

One channel that has a varying signal-to-noise ratio (SNR)—and therefore a varying error
rate—is the meteor burst channel, which has an SNR that decays exponentially with time, i.e.,

SNR = (SMR)e ™™™ 1>y, 2.9)

where t, is the starting time for signal transmission [48]. The parameters (SN R), and @ may be
random variables. One task in applying the methods of error control would be to collect enough
data to characterize the statistical nature of these parameters. The author of this thesis had the
opportunity to survey the work in this area, some of whose findings and projections are reported
in [49]. Metzner [48] and Mui [50] have addressed the issue of the possible coding strategies for
the meteor burst channel. Pursely and Sandberg [49] have discussed the use of incremental
redundancy in meteor burst channels. This area is still new, and a lot of work is still needed before
the appropriate error control methods can be established.

At present, the techniques of error control that approximate the optimality best are the
generalized ARQ techniques (discussed later). These perform far better than many alternative
approaches. Fantacci [52] gives some discussion of this fact, with some convincing details.
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Many attempts have been made to improve the performance of ARQ schemes. The use of
soft-decision decoding with the GH-II ARQ scheme appears in [53], where the advantage of
soft-decision decoding is observed in the throughput efficiency. Other methods using soft-decision
are presented in [54] and [55]. Fantacci [56] has demonstrated the advantage of soft-decision
decoding in a generalized compound go-back-N (CGBN) ARQ technique. More recently, Martins
and Alves [46] have shown that by monitoring the bit error rate in the channel, it is possible to
adaptively vary block size (packet size) to bring about a performance improvementin ARQ schemes.
They have shown that around the optimum block length, the throughput curve is fairly flat; this fact
allows even a sub-optimal packet length to yield a practically high throughput efficiency, provided
the length used is not too far from the optimal. There are other methods such as code combining,
which was proposed by Chase [57], in which packets received in error are stored and combined
with later transmissions, while a running measure is computed each time. When the measure exceeds
a threshold, a decision is made regarding the packet. In another paper [58], code combining and the
selective repeat ARQ are combined, and a performance improvement is found. Kallel [59] has
shown that the merits of Type-II Hybrid ARQ" can be combined with those of code combining to
produce even greater performance improvements. Earlier, Kallel and Haccoun [60] analyzed an
error control system thatinvolved sequential decoding and code combining, from which they showed
that the throughput efficiency of the ARQ schemes were much higher with code combining than
without it.

In addition to the above methods, other adaptive ARQ methods have been developed to
approximate the optimality referred to above as nearly as possible. Vucetic and others [61] have
given an algorithmic approach to the synthesis of an adaptive ARQ system. They also proposed a
quasistationary model, for whose parameters they were able to find values. The method of
VYucetic [61], although not a hybrid ARQ method, is an alternative that can be used to handle
time-varying channels. Drajic and Vucetic [62] evaluated several adaptive ARQ methods, giving
simulation results to support their conclusion that adaptive methods perform better. In [63] and [64]
Feldman and Li presented and analyzed an adaptive ARQ method, estimating the number of errors
in a transmission slot and using this estimate to choose the coding parameters for the next
transmission slot. Chase’s code combining [57], already referred to, is an adaptive ARQ method
since it uses retransmissions and combines a number of packets determined by the prevailing channel
conditions.

13 A description of the generalized type-Il ARQ Scheme will given shorly.
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Another adaptive ARQ method is the Generalized Type-II Hybrid ARQ
Scheme (GH-II ARQ) introduced [8] as a generalization of variable redundancy transmission first
proposed by Mandelbaum [65]. The method uses the redundant information available upon
successive retransmissions of a codeword to provide high throughput during poor channel
conditions. A class of codes developed by Krishna and Morgera [7] is used to provide the adaptive
feature. The codes can be made to have a nested structure in which longer codes contain smaller
ones as subcodes. The longer codes necessarily have a greater minimum distance and can, therefore,
correct more errors. The adaptation is effected by selecting a longer code as the channel gets poorer.
In this way, the system can correct more errors. The main advantage of this class of codes is that
the encoder/decoder configuration stays essentially the same as the code length is varied. This allows
the receiver to maintain the same complexity even with a longer code.™

Regarding punctured convolutional codes, codes of a similar nature have been constructed
by Du and others [64]. These have been called separable codes, implying that the redundancy
symbols of the code can be isolated from the code, and within the redundancy part itself, further
divisions are possible. When applied to GH-II ARQ, more redundancy is transmitted as the number
of retransmissions increases. In this context, the term separable codes seems to encompass the block
codes used in this thesis and the convolutional codes in [66].

This thesis takes an approach that can be used to analyze the performance of ARQ schemes
when the noise in the feedback channel is taken into account. The analysis assumes that the noise
is such that the number of errors in a packet forms a sequence that can be taken as a Markov chain.
Since the Gilbert channel is used quite often, it is also considered, and it is shown that the number
of errors in a packet does not form a Markov chain. Therefore the results derived under the Markov
assumption cannot be used forit. The thesis concentrates on the GH-II ARQ scheme and the selective
repeat ARQ. The reason for considering the selective ARQ scheme here is that it may be considered
as a special case of the GH-II ARQ. As a preliminary step towards the GH-II ARQ, we present the
ARQ schemes from which it developed.

14 A discussion of KM codes is given in Appendix A. From the discussion in this Appendix, and the description of
the ARQ scheme that uses them (to be given in Chapter II), these points will be evident.
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2.7 Hybrid ARQ Schemes

Hybrid ARQ schemes are those that combine pure ARQ with forward error correction (FEC). As
has already been said, these methods retain the strengths of ARQ and FEC and do not have the
disadvantages peculiar to either method. The hybrid ARQ schemes are broadly classified as type-1
hybrid ARQ and type-II ARQ systems [6].

2.7.1 Type-I1 Hybrid ARQ Schemes

Type-I hybrid ARQ schemes employ one code for forward error correction (FEC) and another for
error detection as shown in Figure 2.4. At the receiver, the decoder first attempts to correct any
errors it finds. It then tries to detect if any errors have been left in the received block. If uncorrectable
errors are detected, the received block is rejected and a request is sent to the transmitter for a
retransmission. This request is usually called a negative acknowledgment (NACK). This procedure
is repeated until no post-decoding errors are detected, at which time the receiver sends an
acknowledgement (ACK) to the transmitter, to ask for the next block to be transmitted. Since hybrid
ARQ uses codes for error detection and error correction, it requires more parity bits than pure ARQ,
which uses codes for error detection only. For good channels, therefore, the throughput efficiency
of a hybrid ARQ may be lower than that of the corresponding pure ARQ scheme [6]. When the
channel error rate is high, a type-I hybrid ARQ method provides a higher throughput, because its
error-correcting code corrects the most frequently occurring error patterns, thereby reducing the
number of transmissions. Due to this, type-I hybrid ARQ schemes are suited for use on channels
whose characteristics are known a priori to be fairly constant.

When the channel characteristics change, the type-I hybrid ARQ schemes may not be as
efficient. When the channel is "quiet”, that is, when the error rate is practically zero, no error
correction is required. The parity bits for error correction are not needed at this time, and their
presence results in a lower throughput. When the channel is noisy, that is, when errors occur
frequently, the error-correcting code may be inadequate. As a result, the number of retransmissions
will be high, resulting in a lower throughput. It is difficult to design error correcting codes for
channels with varying characteristics. An example of such a channel is the satellite channel, which
is very quiet in good weather and behaves rather poorly during rain [67]. The variable characteristics
of communication channels lead one to ask whether it would be possible to design a system that
adapts to the channel fluctuations so as to maximize the throughput. Such a method would use an
algorithm that implements the optimality theorem discussed earlier. The type-Il hybrid ARQ scheme
is one of the best such methods presently available.
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Figure 2.4 Type-I Hybrid ARQ Scheme

2.7.2 Type-II Hybrid ARQ Systems

As mentioned above, when the channel has extremely variable characteristics, an adaptive hybrid
ARQ scheme is desirable. Error detection with retransmission is adaptive. Retransmission of
redundancy is increased when errors occur. The concept of variable redundancy transmission was
introduced by Mandelbaum [65], and based on this, the first type-II hybrid ARQ scheme was
proposed by Metzner [68]. In the type-Il ARQ scheme, the parity bits are transmitted only when
needed. Two linear codes Cgp, and Cg. are used for error detection and error correction, respectively.
Cgc is a half-rate invertible code used for error correction. A rate-1/2 code is said to be invertible
if, knowing the parity bits of a codeword, the associated information bits can be uniquely determined
by an inversion process.

A message D is encoded by Cg, to give a block of length n. Denote this block by L. A
corresponding parity block P(I), also of length n, is formed from I. At first, the transmitter sends I
to the receiver. If the receiver detects any errors, it sends a NACK to the transmitter, which then
sends the parity block P(l). The receiver combines this block with the previous reception (called I)
for decoding with the error correcting code Cg.. The result of this decoding is then checked for
errors using Cgp,. If errors are still found, the receiver again sends a NACK to transmitter. The
transmitter, on receiving the NACK sends the original block I. This alternate transmission of I and
P(I) continues until the receiver detects no errors. The receiver keeps the latest value of I in a buffer,
updating as new values arrive. The same is done for the parity block P(I).
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One method that uses the retransmissions of type-Il ARQ scheme with diversity combining
and majority-logic decoding is that of Wicker [69]. In this method, the first transmission is the
normally encoded packet (information block plus a parity block). The second transmission consists
of two copies of the information block, and the third transmission, two copies of the parity block.
Subsequent even numbered transmissions will be two copies of the information block, while odd
ones will be two copies of the parity block. In this way, there will be an odd number copies of the
information portion of the codeword, and an odd number of copies of the parity portion of the
codeword. So in a voting procedure, used in majority-logic decoding, there will be no ties. This
method uses diversity combining, which differs from code combining, in that it combines a fixed
number of transmissions each time. The author admits that diversity combining is not as efficient
as code combining; it is, however, much simpler to implement [69].

Kallel and Haccoun [70] discuss the construction of rate-compatible convolutional codes.
They present an algorithm that is very simple to implement. They report that, despite its simplicity,
the algorithm produces good codes. After this, they proceed to use these codes in a generalized
type-IThybrid ARQ scheme (GH-II ARQ) that combines the benefits of code combining with those
of the ARQ scheme of Hagenauer [71]. Hagenauer, of course, has made contributions to this field
in another paper [72] where the treatment of hybrid ARQ systems is given for fading channels. The
work is restricted to the use of rate-compatible convolutional codes.

The GH-II ARQ scheme of Kallel and Haccoun [73] employs a set of convolutional codes
designed from a common structure. As requests are made for retransmission, the method sends
more sections of the convolutional code. The end result is that as more and more sections of this
code are transmitted, it is soon possible to correct the errors in the received packet.

There is similarity between their approach and the one taken this thesis. The methods share
the use of increasing redundancy transmission (using a code of lower rate as the channel gets poorer).
The differences are that where they use convolutional codes, this thesis uses block codes, and where
they use a noiseless feedback channel, this thesis pays great attention to a noisy feedback channel. -

Shiozaki and others [67] present a method of error control that uses codes of varying error
correcting power. Their transmission uses the HDLC-REJ protocol, which has a frame check
sequence (FCS) thatis used to determine whether or not a frame is error-free. When the FCS indicates
the presence of errors, the receiver sends a NACK to the transmitter. The transmitter then uses a
more powerful code to encode the information sequence. The decision as to which code to use is
based on a bit error rate estimate. The identity of the code has to be transmitted to the receiver.
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There are two differences between this method and that of this thesis: where these authors
use a different code for each transmission, the method of the thesis uses variable redundancy, and
where they use a noiseless feedback channel, the thesis uses a noisy feedback channel. In the next
chapter, we present the generalized type-II ARQ scheme using a special type of block codes.



3 THE GENERALIZED TYPE-IIl ARQ SCHEME 25

CHAPTER III
THE GENERALIZED TYPE-II ARQ SCHEME

In the type-II hybrid ARQ scheme, the first transmission of the parity provides the receiver with n
redundant digits. Consider now the situation in which the first retransmission is the first parity block
P,() and the second retransmission is another parity block P,(I). These two parity blocks can be
used with the information block I to form a codeword for a (3n,n) error correcting code. As more
parity equations can be formed, this code can correct more errors. In principle, such a scheme can
be generalized to any number of retransmissions before the transmitter resends the information
block. A scheme so generalized is called the Generalized Type-I Hybrid ARQ Scheme
(GH-II ARQ). Of the two codes used, the code Cgc, which is used adaptively for error correction,
is designed in such a way that its generator matrix can be partitioned into m sub-blocks. The integer
m is called the depth of the code used [7]. The code rate is 1/m. the generator matrix G of the code
can be partitioned into sub-blocks G, to give

G = [GIG)Gy...G,]. 3.1)

For the code Cg. to be useful for adaptive error correction, it is designed so that the sub-code C,,
with the generator matrix G® given by

G? = [G,G,JG4...IG], is<m, (3.2)

has minimum distance d;such thatd; < d;for 1 <i < j <m. The code C,, is the final code Cy itself.

In the GH-II ARQ scheme, the information codeword produced from the original information block
can be represented as

c = [elelel. el (3.3)

where each ¢; corresponds to G, i=1,2,...,m. The data block I can be recovered from ¢, if and only
if G, is invertible. The sequence of transmitted blocks until successful decoding is ¢, €55 €3y wey €.
When ¢; is received, the receiver inverts it and determines if there are any errors in the result. If
errors are found, ¢; is combined with previously received blocks for decoding followed by error
detection. If errors are found, a NACK is sent to the transmitter to request the block ¢;,,, and the
procedure continues. If no errors are found, an ACK is sent to the transmitter and the next packet
is transmitted. With the sequence of blocks above, the receiver performs error correction based on
the codes C,, C,, ..., C,, having minimum distances d,,d,, ..., d,. With each retransmission,
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therefore, a code of a larger minimum distance is used for error correction until the code C,, is
reached. It is clear from this description that the type-II ARQ scheme is a special case of the GH-II
ARQ scheme, obtained by setting m=2. We consider the use of KM codes in the GH-II ARQ scheme.
The generator matrix of a KM code is block structured as M = [M,| M| ...|M,]. The matrix G, is
related to M, as

™M, 0 0 0 0)
0 M 0 00
0 0 M O -0 0
G = 0 = diagM;,M,,...,M,) (3.4a)
. . . . . .0
o 0 0 - - - 0 M)
G!' = diagM \M,....M;"). (3.4b)

The generator matrix G is then formed as G =[G,|G,| ...|G,]. The code with generator matrix
[GiI G, ...| G] is a depth-i code. For example, the (12,4,5) KM code has the generator matrix

1011]0111]1000
_|ot1oj110111000| _
M = lo001j0110/1011| = MIMIM] (3.5)

0000|1111}0101

and is a depth-3 code. In the generator matrix, the first two blocks form the generator matrix for
the (8,4,3) KM code. It is evident that the matrices M,, M, and M; are invertible. This means
that for an information vector d, if B® = dG;, then d can be recovered from B® by the inversion
processd = BOG.
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Figure 3.1 The GH-II ARQ Scheme

Code Concatenation

A block diagram of the GH-II ARQ scheme is shown in Figure 3.1, from which it is evident that
the method uses code concatenation, a topic that has received considerable attention. Code
concatenation was first proposed by Forney [74] as a practical technique for implementing a code
with a very long length and a higher error correcting power. This is further discussed by Mokrani
and Solimani [75], who pointout that as the error rate in a channel increases, a longer, more powerful
code is needed. The longer code, however, may have a greater encoder/decoder complexity, creating
doubt as to whether there would be any overall gain. They suggest (in agreement with Forney) that
code concatenation can provide the required error correcting power with a lower complexity. This
fact is also stated by Clark and Cain [76].

The CCSDS' has recommended a concatenated coding scheme as a standard for telemetry
channel coding [77]. This coding system uses, as outer code, the (255,223) Reed-Solomon code
and a rate-1/2 convolutional code as an inner code. These concatenated coding systems have even
been used by ESA? in the Halley’s Comet mission [77].

1 The Consultative Committee for Space Data Systems (Commité Consultative des Systémes de Donnés Spatiales), a
constituent of the CCITT.

2 The European Space Agency (ESA) is an organization that is committed to developing more efficient space
communications systems, and also space experimentation stations. It has as its technical branch the European Space
and Technology Centre (ESTEC). _
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Kasami, Fujiwara, and Lin [78] have given an excellent analysis of a concatenated coding
scheme for error control using block codes. They obtained expressions for the probability of
successful decoding and showed how to find the complexity for the computation of this probability.
Klgve and Miller [79] showed that there is a condition that the minimum distances of the two codes
must satisfy for concatenation to improve reliability. This condition (hereafter called the
Klgve-Miller condition) is stated as follows:

The Klgve-Miller Condition: Given a code C, with codewords ¢, each of length n. Denote the
distance between any two codewords ¢ and y by d(y,¢). Further, define the following:

m(y) = min{d(y,c)|ce C} forally € {0,1}" (3.6a)
d.=min{m(y) |y € {0,1}"}, (3.60)

where m(y) is the distance to the nearest codeword from y, and d. is called the covering radius of
the code. If two codes C and D are concatenated so that D is the outer code and C is the inner code,
then for there to be an improvement due to concatenation, it is necessary and sufficient that

de > 2y €N))

This condition is stated here without proof, as its proof is found in [79]. Therefore, good codes
cannot be constructed by arbitrary concatenation. We show below that the minimum distances used
in the thesis do satisfy the Klgve-Miller condition.

For the BCH code used here dj, 2 5, since the code was obtained by shortening a distance-5

code. Experimentally, the minimum distance was found to be 13. For the derived variable depth
code, d. > 3n,, where n, is the number of sub-blocks into which the BCH codeword has been divided,
and 3 is the minimum distance of the depth-2 (14,7,3) KM code. Since n,=72 (giving d. > 216), we
see that these numbers satisfy the Klgve-Miller condition.

Deng and Costello [80], in their discussion of code concatenation, also discussed the channel
models that are appropriate for the errors handled by the inner and outer codes. They found that
concatenation can reduce the number of undetected errors and, at the same time, provide a high
throughput. Code concatenation can yield a much more powerful coding scheme using relatively
simple codes. It must be mentioned here that the overall complexity is not reduced by using
concatenation. However, when compared to other coding schemes of equal power, it is found that
the complexity is much lower when concatenation is used.
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The GH-II ARQ Scheme

The matrices G, and G;" may suggest that we will be handling rather large matrices, but their
implementation is considerably simplified when we consider the partitioning of the data into blocks
that are convenient for encoding by a KM code. In the GH-II ARQ scheme, the information vector
is first encoded by the error detecting code (which is a shortened BCH code here). The output of
this encoder is the input to the KM encoder. To effect this encoding, the BCH encoder output is
first partitioned into sub-blocks of n, bits each. Each sub-block is then encoded to produce mn, bits.
Since the KM code has a generator matrix with invertible blocks, the n, input bits can be recovered
from the blocks by an inversion process. For transmission, the first blocks are selected as shown in

Figure 3.2.
| BCH Encoder |
[ ny bits]n, bits| e o e o [ny bits |n, bits]
[n, bits | e o o o [y bits |
Depth— —m |
Encoder” A Encoder
[ny bits[ny bits[n, bits | © e e e [r1 Bits Tny bits [n; bits]
| ny bits [ny bits | e o o o [ny bits [n, bits

Figure 3.2 Creating the First Transmission Block
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The receiver inverts the first transmission and applies BCH decoding to the result for error detection.
When the receiver detects errors in this first transmission, the transmitter is asked (by sending a
NACK signal) to send the second block. The sub-blocks for the second block are selected in a
manner similar to that of the first. The receiver inverts the block, and follows this with error detection.
If errors are detected, it combines these blocks as shown in Figure 3.3 and proceeds with decoding
using the first two blocks of the KM code. This is referred to as depth-2 decoding.

F‘ rst Tronsmission Second Tronsmission
[ e e e L] I e e 0 L I
Depth-2 pth ~2
Decoder Decoder
[ ] [ ] L ]
BCH Error
Detection

Figure 3.3 Selection of Blocks For Depth-2 Decoding

The BCH code is then used for error detection. If errors are still detected, the transmitter sends the
third block. The selection of which is the similar to that of the first. This block is then first inverted.
It is then checked for errors. If errors are found, this block is combined with the previous two for
decoding with the first three blocks of the KM decoder. This is called depth-3 decoding. After this
decoding, error detection follows. The procedure is as shown in Figure 3.4. If errors are still found,
the transmitter is requested to transmit the fourth block, and the procedure repeated. In an infinite
order system, the blocks transmitted will keep on coming from later sections of the KM encoder.
Practically, it is found that there is little to be gained by going beyond depth-4. In fact, there is very
little advantage in going from depth-3 to depth-4 [53]. '
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Figure 3.4 Selection of Blocks For Depth-3 Decoding

The flow chart of Figure 3.5 shows the overall procedure. The decoder divides the packets
into sub-blocks of length n, bits, and decodes each one. The entire packet is considered polluted
if at least one sub-block is found to contain uncorrectable errors. Similarly, if the errors are
undetectable in one of them, the whole packet is considered to contain undetectable errors. Therefore,

there are three states for the decoder. The manner in which the decoder undergoes transitions among
these states during decoding is given in Appendix B.
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3.1 Performance Evaluation

In this section, it is assumed that the error process in the channel can be taken as a Markov chain.
Specifically, let ¢,(N) be the number of errors in a block of length N bits at time . the sequence
¢,(N), eN), ex(N),..., is taken as a Markov chain. The way in which this is an adequate representation
of several real channels is discussed in [21,79]. With this assumption, we can derive the expressions
for the probabilities of correct delivery, undetected error, and packet loss. In addition, we can also
derive the expression for the throughput efficiency. These calculations are the subject of the pages
that follow.

+

Transmit
Block(k)

\F@ 4§

Trcmsmat
- Block(k+1)

k+1F @ E k+1

Figure 3.6 State Transition from One Transmission to the Next.

Let C,, D,, and E,, be the events that the errors at depth-k are, respectively, correctable, detectable,
or undetectable. Further, let T and F be the events, respectively, that the feedback message is received
as true or false. A packet transmitted may be retransmitted. The decision to retransmit is made
after the corresponding feedback message has been received. The feedback message can be true (T)
or false (F). The reception of a packet can result in one of three possibilities. The errors may be
correctable, detectable, or undetectable. Referring to Figure 3.6, the packet may end in one of the
circled states, C,T, C;T, etc, which are the absorbing states. These states C,T are actually obtained
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by concatenating states, so that C,T means C, followed by T. Figure 3.6 shows how the depth changes
from one event to the next, until the final depth (depth-4) is reached. The state transitions at the
final depth are illustrated in Figure 3.7, where the depth subscripts are omitted for simplicity.

Figure 3.7 Transitions After Reaching the Maximum Depth

The absorbing states are now CT, DF, and ET, as these indicate the termination of the transmission
of a packet. When the transmission of a packet ends, it can be viewed as having been absorbed into
one of these states. One way to evaluate the performance of the ARQ scheme is, therefore, to first
obtain the first entry probabilities, and then use them to obtain the other required expressions. If
we represent the transition probabilities as p;, and the probability of going from state i to state j in
n steps, as p” then

py = Eo;;”pg'-ﬂ, @ =1 £ =0 for i#j), (3.8)

where [ is the probability that starting in state , the first entry into state j occurs at the kth step.

Defining the moment generating functions P,(z), and F {z) as,

Pie) & Zpl  and (39)
F@) & If (3.10)

it can be shown that
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_ Py2) :
Fz) = P,G) and (3.11)
1
Fuz) = 1 - Pad) (3.12)

The first entry probabilities can be found by inverting the above moment generating functions.
Since the determination of the performance parameters necessitates the determination of Py(z), a
process which requires a lot of computation, this work does not use this approach, and instead finds
the fi¥s directly.

3.1.1 Correct Delivery at the kth Transmission

The probability of correct delivery at the kth transmission is given by the following lemma.

Lemma 3.1: Let P (k) be the probability that a packet is correctly delivered for the first time at its
kth transmission. Then

P(C)P(TIC)) k=1
P(D)P(TID,)B, k=2
PO = pojpamipe, k=3 G149
P(D)P(TID,)Bos;™ k24,
wherea, = P(D/T)P(TID,)

o, = PO,TP(TID,)P(DJST)PTID,)
o, = POJTPTID,), and
B. = P(C/T)P(TIC,).

Proof: With the help of Figure 3.8, we can see that the probability P (1) of correct delivery on the
first transmission is given by P.(1) =P (C,)- P(T/C,). The possible sequences of events leading to
the departure of a packet at the second transmission are as illustrated in Figure 3.9
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Figure 3.8 Departure of a Packet on the First Transmission
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Figure 3.9 Departure of a Packet on the Second Transmission®

3 In Figure 3.9, and in others to come, the points labelled ** denote the loss of a packet that has already been delivered.

Q Th:s is not a real loss, since there has already been a delivery. It is really a spurious transmission that has turned into
a"loss.”
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using the Markovian assumption, we can find the probability P (2) of correct delivery at the second
transmission as

P.2) = P(D)P(T/D)P(CJTIP(TIC). (3.15)
We proceed to find the corresponding expressions for the third transmission. We use Figure 3.10,

where we use the fact that D, = C, \UE, in order to simplify the diagram. The probability of correct
delivery at the third transmission is given by

P.3) = P(D)PT/D)PD/TIP(TIDYP(CYT)P(TICy). (3.16)
D1 T
D1 |~

Dy F D F
D T Da T
Dz F
Da ¢ De T
T Pa F

D1 /—3—7— Correct
Da 1 Ea -

FllLost

~ Figure 3.10 Departure of a Packet at the Third Transmission

We notice that in Figures 3.8, 3.9, and 3.10, the depth changes in some cases, while in others it does
not change. For example, when D, is followed by a false feedback (F), the transmission of a new
packet begins. The transmission of a packet begins at depth-1; therefore, there is no depth change
when 5, is followed by a false feedback (F). If D, is followed by a true feedback (T), however, the
depth increases, since the requested transmission is used in a higher depth (D,,,) upon its arrival.
This action of depth change is summarized in the illustration of Figure 3.11.
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Figure 3.11 Change of Depth For the GH-II ARQ scheme

The labels on the arrows in Figure 3.11 indicate the events causing the changes. From this
figure, it can be seen that extension to higher depth systems is quite possible. This can be done by
appropriately modifying the transitions from depth-4. Since the procedure is assumed clear at this
point, several steps are omitted here, and only the results are given. We have

P.(4)

P(D)P(TID)P(DJT)P(TIDYP(DJT)PTIDYP(C/TP(TIC).  (3.17)

At this point it is fitting to introduce some variables that will simplify the expressions. We define

a, = P(D,/T)P(TID,) (3.18a)
a, = PDT)PTID)PDyT)PTID,) (3.18b)
a, = PMDOJP(TD,), and (3.18¢)

= P(CJT)P(TIC), (3.18d)

e B
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and proceeding as above, we obtain the general expression as

P(C)P(TIC,) k=1
P(D,)P(TID,)B, k=2

Pk) P(D)PTID B, k=3 (3.19)
P(D)P(TID B0~ k24,

which completes the proof (a rather long proof).

3.1.2 Incorrect Delivery at the kth Transmission

The probability of incorrect delivery at the kth transmission of a packet is given by the lemma that
follows.

Lemma 3.2: Given B=P(F/F),d=P(D,)P(T/D,)P(FIT), and o =P(D,)P(T/D,)P(EJT), we
denote by P (k) the probability that a packet is erroneously delivered at its kth transmission. Then

P(1) = P(E), (3.20a)
P2) = P, + P(D)P(TID)P(E,T), (3.20b)
P,3) = PP(FIF) + P(D,)P(TID,)P(FIT)

+ PDYPTID)PD,T)P(TIDYP(EJT), (3.20¢c)
P4 = PPFIFY + PD)PTID)PFIT)PFIF)

+ P(D)P(TID,)P(D,T)P(T/D)P(FIT),

+ P(D)YP(TID,)P(E/T), (3.20d)

P (k)

(Pfﬁ2+5B+50,)[3k—4+0a3a:_4+5%ﬁk-sfi:[%}’ k25. (3.203)
1= .

Proof: The proof proceeds by reading the event sequences from the departure diagrams given above.
Let P;=P(D,)P(F/D,) be the probability that a delivery on the first transmission is followed by a
false feedback message. From the events leading to delivery with undetected errors, we have
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P(1) P(E)), (3.21a)
P2 = P, + P(D)P(T/D,)P(E,T), (3.21b)
P,3) = PP(FIF) + PD)PTIDYPFIT)

+ P(D,)P(T/D)P(D,T)P(TID,)P(EST), (3.21¢)
P4 = PPFIFY + PO)PTID)PFEMPEFIF) + PO)IPTID)PE/TI,

+ P(D,)P(TID)P(D,T)P(T/D,)P(FIT). (3.21d)

Define B = P(F/F) to prevent the expressions from becoming too long. The probability of incorrect
delivery at the fifth transmission is then given by

P,5) = PB + PD)YPTID)PFMP + POD)IP(TID)P(FT)B
+ P(D)P(TID)P(E/T)00, (3.:21¢)
= PF + PO)YPTID)YPFET)F +ap+0]
+ P(D)P(TID,)P(E/T),0,. (3.21)
We further introduce 8 = P(D,)P(T/D,)P(F/T) and & = P(D )P(TID)P(E,T). Then
P©6) = PR + SP+afrafroa] + oo (321g)
P.(7)

]

PE + O[B'+of+af+ooB+ood + oo (3.21h)

The general expressionfor k& 2 5 is

k-5 '
Pk) = (PP+5B+3a,)p “+00,05 +d0,p*° T (%‘-} k=5. (3.22)
. j=0
This completes the derivation of the probability of incorrect delivery at the kth transmission. This
expression will be used later in determining the average probability of incorrect delivery. As for
now, we proceed to derive a similar expression for the loss of a packet.



3.1 Performance Evaluation 41

3.1.3 Packet Loss at the kth Transmission

A condition necessary for the loss of a packet is the detection of errors in a packet. This, by itself,
is not sufficient to cause the loss of a packet, but if this is followed by a false feedback message
then a packet will be lost if the subsequent feedback message is true. Thus, the loss of a packet
occurs whenever the event sequence is

[Errors Detected] [Falée feedback message] [True feedback message]

So, in deriving the expressions for the loss of a packet, we will trace the event sequences that end
withthe sequence DFT. The loss occurs in this case for the following reason. If the feedback message
following error detection is false, the transmitter will start the transmission of the next packet instead
of a retransmission. The receiver will combine the two transmissions for decoding, and, since these
transmissions belong to different packets, the decoding will be meaningless. The receiver will not
be able to detect the problem since the equivalent number of errors will be greater than the error
detecting power of the code used. A delivery will be made to the user and the transmitter informed
accordingly. If this message reaches the transmitter unaltered (true feedback) the transmitter will
begin transmitting the next packet. Two things have happened here. A packet has been delivered
in error, and another has been lost. The scenario described here is illustrated in Figure 3.12.
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Figure 3.12 The Loss of a Packet

The probability P(k) of packet loss at the kth transmission is given by the following lemma. The
proof is omitted here because by tracing the event sequences ending with the sequence DFT, the

results will be evident.

Lemma 3.3: The probability of packet loss after a number of transmission attempts is given by

P(1)
P(2)
P(3)
- P@4)

Pk)

P(D)P(FID,)P(T/F)

P(D)P(FID)P(TIF)P(T/D,)P(D,/T)

P(D,)P(FID,)P(TIF)P(T/D,)P(D,/T)P(T/D)P(DyT)

P(D,)P(FID )P(TIF)P(T/D,)P(D,/T)P(TID)P(D,T)P(TID)P(D,T)

P (&)™,

kK 25

(3.23a)
(3.23b)
(3.23¢)

(3.23d)

(3.24)

We are now in a position to derive the expressions for the average probabilities of correct delivery

and undetected error.

3.2 Average Probability of Undetected Error and Correct Delivery

Suppose we have P packets to transmit. We define the probabilities of undetected error and of
correct delivery as the limits
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. {number of erroneous deliveries for P packets}
r~=| total number of deliveries for P packets

. {ﬁ.(P)}
= limy= .
?=No(P)

. {number of correct deliveries for P packets}
p-=| total number of deliveries for P packets

. {M(P)}
= lmy= .
P={Ng(P)

We consider here the number of deliveries made, rather than the number of packets, because multiple

deliveries of the same packet are possible. The following definitions are needed in the theorem that
is soon to follow.

o = PD)P{TID)o,0,, (3.25)
Q, = PB + 3B + b, (3.26)
5, = TP, ad S = 1P 621

Theorem 3.1: Given o, @Q,, S, and S, asdefined above, the probabilities of undetected
error and of correct delivery are given by the equations

S1-Pl-o) + Q(1-a)p + P
(S, +S.)(1=o)(1 - B) +oy(@+00,) (1-B)+ 3B+ O, (1 - )B
S(1-B)(1-a) + o l-P)

Fe = (S, +5.) (1 — o) (1 = B) + o (@ + 60) (1 — B) + 8o,B + Qa(1 —a)B” (3.29)

PUD

(3.28)
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Proof: Since N,(P) Pé‘,l Pk), and Ny P) = Phil Py (k), we have

3 P.) I P.@)
Pyp = :' = — (3.30)
2’ P (k) ‘§l[P.(k)+Pc(k)]
The following sums are needed in evaluating Pyp. The first sum is
[l ot 4
Pk = S, + kZSP,(k), where S, = &2-11 P,(k), and
using Lemma 3.2, we have
- - - - k-5 '
LPKk) = PR+8P+8x) I P +oa, 3 o™ +808 T B E[E} (3.31)
k=S k=5 k=5 k=5 j=o B

- k-S i
There are two ways of evaluating the double sum st B Y (%)’ One way is to evaluate the

j=0

inner sum and then the outer one. This gives

s ety g e 1-(@/B)
"ESB '§°(_B-I - ESB 1[ 1-a/p [ (3.32a)
Evaluating this, we obtain
s 1I-@B ) s BT-™ [B o
*E':SB ( 1-o/B J - *>=:5 B-a, = P-al1-p 1-0a (3.32b)
1 (G-aB)-@-oB)) _ 1
B_a‘( (l_ad)(l_ﬁ) ) - (l_a.q)(l—ﬁ). (332C)

The other way is to change the indices and write the sum as

M

(5} = 3 op, (333)

B k=0=0

s p
k=0 j

0
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which immediately shows that the double sum is actually a product of two sums

S % ki - ovptv g = (L)L
k§0j§oa‘l‘ﬁ B k§0B j§oai B (I—B)(l—m} (3.34)
which is the same as above. The result is then
< — 2 _E__ GO, 0y S,
.,Z:f'("’ = PP +8[3+8a,)[1_ﬂ] + o + =B -0 (3.35)
The other sum needed is
5Pk = SP® + 3P® (3:36a)
k=1 k=1 k=S

=5, + é‘.sPc(k), (3.36b)

‘where S, represents the first sum. Using the expressions of Lemma 3.1, we have

) m4
= + —_— ) .
IPK) = S, (1 - m] (337)
The probability of undetected error is then found by substituting the above quantities in (3.30),
which leads to

S(1-p(-o) + Q(1-a)f + S0P
(S, +S5) (1 — ) (1 - B) + a0+ o0u) (1 - B) + S0P + 0(1 ~ o)’

Pyp (3.38)

where © = P()P(T/D)a;e, and Q, = PP + 8B + 80, The probability
of correct delivery is similarly found from

X P.(k) 2 P.(k)

k=1 k=1

P, = £ . , (3.39)
kzll Py(k) 2 Plk)+P k)

Substituting from previous expressions, we obtain

P - S.(1-P(1-a) + oo(l-P) (3.40)
¢ (S, +5.) (1 —0) (1 - B) + o+ o) (1 - B) + 3o,B + O(1 — )’ '
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3.3 Throughput Efficiency

The preceding expressions can now be used to derive the expression for the throughput efficiency
for the ARQ scheme. The result is given in the theorem that follows.

Theorem 3.2:
Givenw = P(D)P(T/D)osq,, (3.41)
N, = DHPW+POFPEL + HPO+P@N - 7o (342)
0, = o + oo, + abP4), (3.43)
Q, = PR + 8 + 8o, (3.44)
5(1-B)* (1 -0, )’ + (B + 0, — 20,,B)
= . 3.45
& (T=ay (1- Y (49
Then the throughput efficiency is given by the expression
1
n = (3.46)

G-4a) 5a,

(5-4pP
M+ T2 Y aw 2t e

Proof: Defining P, (k) = P (k)+P (k)+P{k), the average number of transmissions per packet is
N = 3:; kP, (k) = kZlk[P,(k) +P,(k)+P,k)]. (3.47)

Usingw = P(D,)P(T/D,)a,a,, and taking the sums separately, we have

é:lkP,_.(k) = P(1)+2P,2)+3P.(3) + a)é;‘kaf" (3.484)
= P()+2P.Q+3P.B) + gooM 3.48b

‘ ‘ ‘ (1-o) (3:430)

= P()+2P.Q)+3P3) ~ O 4 20T (3.48¢)

1-a, (1 -a,)
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The second sum is
SkP() = TKPK) + 3 KP(K). (3.49)
k=1 k=1 k=5
Substituting from (16), we obtain
-4
): kPe(k)=(PB +8B+5a2)B(5 4[? 000G ~ dou) +5a, T kBt ): (3.50)
(1-B) (1- o) k=$
The double sum can be written as
> kB“’k_is(g‘—‘] = Z(5+k)B' O[a‘] (3.51a)
k=S i=o{ B j=
= + 1 B2 - ai
a- B)(l o)  B-a{(-BP (-0
5 B+, —20.B
PR T a-prie g 3.518)
Putting these together, we obtain
- _ o BG-aB) | ooa(5-40y)
ZHPe® = 0T Tee Y Ty
581, oo,(B + o - 20,B)

¥ (1-B1-ay) ¥ (1-BY 1 -0y (3:52)
The last sum we need is
= _ P(4)(5-
2:‘ kP(k) = P(1)+2P(2)+3P(3)+P4) + M (3.53)

(1-oyy

Let us define N,, Q,, Q,, and Q; as follows:



3.3 Throughput Efficiency 48

N, = ZHPM+PO+PEN + HP@+P@] - 7o (3.54a)
Q0 = 0 + oo, + oP(4), (3.54b)
0, = PP + 3 + 8o, (already defined), (3.54¢)
5(1 - a)* (1 - B)* + (B + 0y —2a,B)

= 3.54d
% (1-a)’(1-Py (:>4)
Then, the average number of transmissions per packet may be written as
S (5-40) (5-4p)p 0,
No=N+ T2 * aopy Q + A-prd-w 2 (3.55)
The throughput efficiency m = 1N  is then given by

1

n = o = . (3.56)

N,

4ay) (5-4pB
+ + —
u-a‘)’Q‘ (1-pp 2 (n—s)’uwo’Q’
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3.4 Spurious Transmissions

A packet delivered may be transmitted again if the feedback message incurs undetectable errors, a
problem that is caused by an (A — R) error.* This unnecessary transmission is called here a spurious
transmission, and, in this section, an expression is derived for the probability of its occurrence. It
turns out that the preceding work has eased the derivation. In deriving the probability of undetected
error, this event was included. That is, spurious transmissions were assumed to automatically result
in undetected errors.

Lemma 3.4: With the quantities already defined, the probability of a spurious transmission at the
kth attempt is given by

’

0 k=1
P, k=2
PB+d k=3
Polk) = 1P,B2+SB+8a., k=4 (3-57)
(P B +3B+8a)p ™ + 60.,[3“":2[%‘} k25

Proof: All that is needed in the proof of this lemma is to identify the terms in P,(k) that correspond
to spurious transmissions. When the term oo, ~* is subtracted from P,(k) in Lemma 3.2, the
result is the probability of spurious delivery at the kth attempt. The term removed here, co,o ~*,
represents erroneous delivery without any unnecessary transmissions. We can therefore write

P,k) = P,(k) - oo™ (3.58)

Substituting from Lemma 3.2 gives the probability that the delivery of a packet at the kth
transmission is spurious, i.e.,

4 That is, the receiver has accepted a packet but the feedback channel has changed the Accepted message into a
Retransmit message. There is another problem that arises from an (R — A) error in the return channel. This is the loss
of packets, which has already been discussed.
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K k=1
P, k=2
PB+d k=3
P = 1 poyspea, 4 (3.59)
(PB4 +Bo)f " + Sa,a""fi:[%—‘} k2
\ 1=

The result can then be used to derive the average probability of a spurious transmission. As
transmission proceeds, some will be legitimate, and others will be spurious. For P packets, we can
count the illegitimate transmissions, and also find the total number of transmissions. The ratio of
these two numbers will give the relative frequency of illegitimate transmissions.

N (P
Given Py, A lim{ S ( )},
= ra=| N(P)

where N (P)

average number of spurious transmissions for P packets, and

NP) average number of transmissions for P packets.
With these definitions, we have

Theorem 3.3: The average probability of a spurious transmission is given by

0, Sat, J

1-B (1-P)(1-0) (3.60)
Proof: The numbers Ng(P) and N(P) are given by the equations
NgeP) = P 3::, P,) and NP) = P é, kP,,(k) = PN. (3.61)
Thus, using the definition of Pg given above, we have
Pe = WMIP,0) = n I P, (3.62)

where 1 is the throughput efficiency. Substituting from Lemma 3.4, we have

P, = n(P,+P,+8+Q2§4BM + aaglgsﬁ“’:g(%‘-lj} (3.63)
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where Q, = P,+08B+ 3w, (as already previously defined). The result is then found by

evaluating the sums in the expression. This gives

. 0, %,
Po = n(P’+P’5+l—ﬂ+(l~B)(l-ou))’

as required. This unwanted transmission is one important consequence of feedback errors in ARQ
systems, and one which needs to receive more attention.

(3.64)

3.5 The Average Probability of Packet Loss

The average probability of packet loss is given by the following theorem:

Theorem 3.4: Define the average probability of packet loss as follows:

P = 1im { average number of packets lost in P packets }
L r »-{ average number of packets transmitted in P packets

4
Using §;, = kEl P/(k), the average probability of packet loss is then given by

(3.65)

oP4)
1-oy

PL = SL + [
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Proof: With the average probability of loss as defined above, we have

P,

{ average number of packets lost in P packets }
r - average number of packets transmitted in P packets

= lim {P k§l P'(k)}

P o= P

= IP(K) = S, + TP (3.66)
k=1l k=S

Substituting for P,(k) from Lemma 3.3, gives

(3.67)

o,.P,(4)
1-o0y )

PL = SL + [

as required. The loss of packets is another undesirable consequence of feedback errors in ARQ
schemes. We shall consider later (in the chapter on improvements) one method that reduces the
number of lost packets.

3.6 Packet Delay

A packet entering the system is first queued (incurring queuing delay) then transmitted (incurring
transmission delay). The total delay, d, therefore, has two components. If the mean arrival rate is
A packets per second and the mean service time is m seconds, then for the M/G/1 queue, Hayes [81]
shows that the mean delay is given by the following equation, which is known as the
Pollaczek-Khintchin formula:

Am?

d = m + 20=py

(3.68)

where m is the mean time to transmit a packet once it is out of the queue, p=Am is the load on the

system, and m? is the second moment of the service time. The mean service m is related to the
throughput as follows:

_ T
m = NT, = —, (3.69)
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where 1) is the throughput efficiency, N is the mean number of transmissions per packet, and Tp is

the transmission time for one packet’. A lower bound to the delay can be obtained by noting that
T2 (2
m*2(m)”.

In this case, the delay is given by

d = -T—‘i(l + P ) (3.70)
n 2(1-p)

It is evident from this equation that for constant load conditions, the delay is inversely proportional

to the throughput efficiency. For very light loads (p very small), the second term in the large

parentheses can be ignored; the delay can be inferred entirely from the throughput efficiency. As

the load approaches unity, the queuing component of the delay dominates. The results presented in

the thesis can be used to obtain the delay lower bound provided the load is known.

3.7 Summary

In this chapter, expressions have been derived for the performance parameters of the GH-II ARQ
scheme. These are now gathered here as a summary in Table 3.1. Since the GH-II ARQ scheme
as presented here is an improvement on the selective repeat ARQ scheme (SR-ARQ) scheme, it
seems reasonable to examine the performance of the SR-ARQ with errors in the feedback channel
and to determine if the advantages of GH-II ARQ still apply here, as they do in noiseless feedback
situations. In the next chapter, the SR-ARQ scheme is given the same kind of treatment that the
GH-1I ARQ scheme has been given. Inalater chapter, both methods will be examined under noiseless
feedback and comparisons will be made.

5T, =P, /R, where P, (bits) is the packet size and R (bits/s) is the transmission rate.
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Table 3.1 Performance Parameters of the GH-II ARQ with Noisy Feedback

Probability of

S(1-p)(1-0) + O(1-a)f + daP

P = .
Undetected Error up (S, +S.)(1 = a) (1 - B) + 0 (@ + 604) (1 ~ B) + S + 051 — a )P
Probability of P - S(1-B)(1-a) + wo(l-B)

. =

(S +5.) (1~ ) (1 = B) + oy(@ + 60) (1~ B) + 30,8 + (1 - 0)f

Probability of oP(4) )
Packet Loss P, = § + [ -0,
Probability of 0, Sat,
Spurious Delivery Py = n[P/+P/5+1_B'+(1 -Bl-o)/
Throughput Efficiency 1
n = (5-40) S-app %o,
M 0-ap R (1-5)’(1-0.)‘Q’
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We further assume that the error process in the channel, as it affects each transmission, can be
modelled as a Markov Chain. Finally, for the return channel, we define the events T and F to be

T = { the feedback message as received is true },

F = { the feedback message as received is false }.
The assumption made here is that we have only forward error correction in the feedback channel.
Each transmitted packet may give rise to one of four events. The first three events are the following.
The packet may be completely lost, delivered with errors, or delivered without errors. These events
correspond to the packets departure from the queue at the transmitter. Finally, the packet may be
retransmitted. In this case, it still remains in the queue at the transmitter. Our goal in analyzing this
scheme is to finally be able to obtain expressions for the throughput efficiency, the probability of
undetected error, and the probability of packet loss. To find the above performance parameters, we
would need to first determine the probability that at its kth transmission, a packet

(1) leaves the queue at the transmitter (Dep),

(2) is correctly delivered (C),

(3) is delivered with errors (E),

(4) is lost (L).
These probabilities are P,,,(k), P(k), P (k), and P{k), respectively. The events given here are such
that the last three are an exhaustive decomposition of the first, i.e., Dep = CLUE UL. This allows
us to write

P, (k) = P(k) + P,(k) + Pyk), 4.1)
a fact which will be used later.
4.1 Packet Loss and Correct Delivery at the kth Transmission

We begin our analysis by seeking the expression for P(k), the probability that a packet is lost at the
kth transmission. When the packet is transmitted, it can end up with correctable errors (C),
undetectable errors (E), or detectable, but not correctable errors (D)'. Following the arrival of a
packet, the receiver determines its status, then sends a feedback message on the return channel.
There are four possibilities, 1(a), 1(b), 2(a), and 2(b), as described below.

1 The number of errors detectable is larger than the number of errors that a code can correct. So there will be instances
when 2:1 reuaé\‘simission will have to be requested, in the hope that the extra information provided will help correct the
errors detected.
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1(a) If the arrival of a packet ends in either C or E, the feedback message should indicate that
a delivery has been made. Thus a true feedback message will terminate the transmission of
the packet on the first try.

1(b) However, if the packet’s arrival results in either C or E as above, and the feedback message
is false, another transmission of the packet will follow. The result is that transmission of the
packet continues beyond the first try.

2(a) Suppose, on the one hand, that the arrival of the packet results in D, and the feedback message
is false. The transmitter will begin sending the next packet, which means that the transmission
of the original packet terminates with the first try.

2(b) On the other hand, if the arrival results in D and the feedback message is true, then another
transmission of the same packet will follow, which means that transmission of the packet will
continue beyond the first try.

We have in 1(a), a delivery (correct or incorrect); in 1(b), an unnecessary transmission; in 2(a), a
packet loss; and in 2(b), a retransmission. Although explicit reference will not always be made to
the items in the list given here, the scenarios they represent will be heavily used in the derivations
that are soon to follow.

Let us introduce the variables 6,, ©,, and o« as follows:

6, = PD)PT/D)P(CITP(TIC), (4.2a)
6, = P@D)P(FI/D), and (4.2b)
a = PT/D)PDIT). (4.2¢)

Lemma 4.1: With the variables defined above, we let P (k) be the probability that a packet is
correctly delivered at its kth transmission, and P,(k), the probability that a packet is lost at its kth
transmission; then,

P(1) = P(C)P(TIC), (4.3a)
Pk) = oo k 2 2 (4.3b)
Pk) = oo, k 2 2 (4.3¢)
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Proof: The proof continues by following the event sequences that terminate in correct delivery
and the loss of packets. Taking the possibilities given by 1(a) and 2(a), we obtain the events leading
to the termination of transmission on the first try. They are illustrated in Figure 4.1.

c T Correct
Start E LI Erroneous
D F Lost
Receiver
Tronsmitter Tronsmitter

Figure 4.1 Departure of a Packet at the First Transmission

The events leading to the departure of a packet at the first transmission, as depicted in Figure 4.1,
have probabilities

P(l) = P(TIC)P(C) (4.4a)
P(1) = P(T/E)P(E) (4.4b)
P(1) = PFID)P(D) = o, (4.4¢)

Taking 1(b) and 2(b), and following the same line of reasoning, we obtain the events leading to the
termination of transmission at the second try, the third try, etc. A packet’s transmission will terminate
when it is either delivered or lost. Figure 4.2 illustrates the loss of a packet at the first try. A loss
after many transmissions is also possible, as will be apparent later.

In Figure 4.3, we illustrate the departure of a packet on the second transmission. From this
- diagram, we have
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Transmitter Receiver
Packets ] A _Tronsnitted — [ Jerrors
A :‘ctectcd
B = | [
C
! —3_transnitted | Hopestond
5 ’ __ | / A has hees tort
Figure 4.2 The Loss of a Packet
P(2) = P(T/IC)P(CIT)P(T/D)PD), (4.5a)
P(2) = PF/IDWPOMTPT/DPD). (4.5b)

From this point on, we shall determine only P (k), and P(k), leaving out P,(k), since the information
provided by P (k) can, in fact, be obtained from the other two. Extending the above procedure to
three steps results in the diagram of Figure 4.4.
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Figure 4.3 Departure of a Packet on the Second Transmission?
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Figure 4.4 Departure of a Packet on the Third Transmission

2 In this Figure, and in subsequent figures, the points labelled ** denote the loss of a packet that has already been
c dcliwégr_ed. Tlu§ is not a real loss, since there has already been a delivery. It is really a spurious transmission that has
tuned into a "loss.”
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In Figure 4.4, D is the complement of D, and is the union of C and E; i.e., D = CUE. The circled

numbers show the termination of transmission at the try indicated by the numbers. The expressions
for the probabilities of correct delivery and packet loss are found by following the highlighted paths
in Figure 4.4. Reading the event sequence, we have

P,(3) = P(TIC)P(CIT)P(TID)P(DIT)P(T/D)P(D)

= PO)T/D)P(CT)PTIC)-[PDT)P(TD) (4.6a)
P(3) = P(FI/D)P(DIT)P(TID)P(D/T)P(T/ID)P(D)

= P(D)(F/D)-[POMPTID)’ (4.6b)

Defining ©,=P(CT)P(TIC), ©,=P(D)P(F/D), and oa=P(T/D)P(DIT), and continuing

as before, we obtain the following expressions

P(1) = P(C)P(T/C), 4.7a)
Pk) = oo k 2 2 (4.7b)
Pk) = o' k 21 4.7¢)

and completes the proof of the lemma. We turn next to the delivery of a packet after a certain number
of transmission attempts.

4.2 Delivery of a Packet at the kth Transmission

The expression for the probability of delivery at the kth attempt is given by the Lemma 4.2 below.

Let p, = P(IDTUDF)/[DTUDF]), and ‘ (4.8a)
6, = POT/DTUDF])P(IDT UDF]). (4.8b)

Lemma 4.2: Let P,(k) be the probability of packet delivery at the kth transmission, then this
probability is given by

]
—

P(DT)P(TID), k

P,lk) = { o0t k 4.9)

v
N
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Proof: Here, we again have D = C UE. The probabilities of delivery at the first and the second

transmissions are, respectively,

P(DT)P(T/D), and (4.10a)

P(1)

P.Q2)

P([DT gD‘F]BT). (4.10b)

The events are read from left to right; thus, [DT UDF]DT means that the square brackets precede
the DT. Continuing, we obtain P,(3) as

P,(3) = P(DTUDFI’DT), @4.11)
where we have used [DTUDF]® to mean the occurrence of the event in square brackets two
times. In general, we find that

P (k) = P(UDTUDF) 'DT). (4.12)

We must now determine the following two probabilities: P([DT UDF|/[DT UDF]) and
P(IDT)/[DT WDF]). We begin with the first,

P(OTDT UDTDF UDFDT UDFDF)

P(IDT UDF)/IDTUDF)]) = P OTODF)

(4.13)

Both the numerator and denominator are now the probabilities of unions of disjoint events. The
numerator is the sum of the following terms:

P(DTDT) = P(D)P(T/D)P(DIT)P(TID), (4.14a)
P(DTDF) = P(D)P(T/D )P(B/T)P(F/b’), (4.14b)
P(DFDT) = P(D)P(F/D)P(DIF)P(TID), (4.14c)
P(DFDF) = P(D)P(F/D)P(DIF)P(FID), (4.14d)

and the denominator is the sum of P(DT) = P(D)P(T/D) and P(DF) = P(D)P(FID).
Similarly,
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P(DTDT UDFDT)

P(DTIDT UDFI) P OTUDF)

(4.15a)

P(DTDT) + P(DFDT)
P(DT) + PDF)

(4.15b)

Occurrence of the event [DTUDF] k-1 times is equivalent to k-2 transitions

from [DTUDF] to itself. In the expression for P,(k), we have one final transition to the
event [DT]. Thus, the probability of delivery at the kth transmission is

P (k) P(IDT UDF] - (P(IDT UDF/[DTUDF1)' - P(DT/[DT UDF)). (4.16)

Let p, = P(DTUDF/DTUDF]) and 6, = P(DT/DTUDF])-P((DT UDF]). Then,

the expression for P, (k) can now be written as

Pu(k) =

{P(E ). P(T/D), 4.17)

k-2
0sp,

~x~ =

1
2 2,

which completes the proof. Thus far, we have used the preceding diagrams to guide our progress.
In what follows, we shall apply what has so far been acquired to derive the expressions for
performance parameters such as the throughput efficiency, the probabilities of undetected error,
packet loss, and correct delivery. We shall begin with the throughput efficiency.

4.3 The Throughput Efficiency of the SR-ARQ Scheme

There are two ways in which a packet may leave the transmitter’s queue: it can either be lost or
delivered to the user. If delivered, it may be error-free or contain undetected errors. The events
leading to a packet leaving the queue at the kth transmission are then

E = { erroneous delivery }

C = { error-free delivery }

L = { packet loss }
The previously defined events F, D, T and E still remain as defined. The departure probability at a
general transmission is given by Lemma 4.3.
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Define o, = P(D)P(FID), (4.184)
o, = P(D)PIT/D)PDIT)P(T/D) + P{D)PFI/D)P(DIFP(TID), (4.18b)
o = P(T/D)P(D/T), and (4.18¢)
p = P(DTUDF]/[DT UDF)). (4.18d)

Lemma 4.3: Let P, (k) be the probability of departure at a general transmission, then

o, + P(DT)P(TID), k =
P,k) = {

4.19
o, 4+ aop;, k2 2 (4.19)

Proof: The departure at time-k is the union of the events E, C, and L, as defined above. That is,
Dep = CUE UL, and the probability of this event is sum of the individual probabilities, since the
events are mutually exclusive. We have

P,, = PEUC) + P(L)
= P{delivery at the kth transmission} + P{packet loss at the kth transmission }
= P,k) + Pk (4.20)

Substituting for P,(k) and P(k) from Lemma 4.1 and Lemma 4.2, we obtain

o = [T L L
where o, = P(D)P(FID), (4.22a)
o6, = PD)PTID)P(DITPTID) + PD)PFID)PDIFPTID), (4.22b)
o« = P(/D)P(DIT), and (4.22¢)
p = P(DTUDF]/[DT UDF]). (4.224)

This completes the proof. The throughput efficiency is then given by the following theorem.



4.3 The Throughput Efficiency of the SR-ARQ Scheme 65

Theorem 4.1: With the definitions given above, the throughput efficiency is given by the following
expression

) (1-pSf(1 -0y
[0,+P(D)-P(TD) - (1 -p)* (1 -0+ 00,2 — ) (1 = py)* + 652 - py) (1 — @)

n (4.23)
Proof: The proof uses the results of Lemma 4.3 by first finding the average number of transmissions
per packet and then takes the reciprocal. To proceed, suppose that we have P packets to transmit.
The average number of transmissions is

— P e
NP) = X kZ kPr{ith packet departs at the kth transmission } (4.24a)
i=lk=1
P -
= 3 3 kPyf®) (4.24b)
= Pki‘ kP, (k) = PN, (4.24¢)

where N isthe average number of transmission per packet. Substituting for P,,,(k) from above,

we obtain
N = [0, + POPTDY + ézlozot*"+c,p',‘”]. (4.25a)

Evaluating the sum gives the result as

00,(2 - a) c5(2-p1)

N = [0, + PD)PT/D) + . 4.25b
’ a-of * a-py (4:230)
The throughput efficiency 7 is then the reciprocal of N, and is given by
(1-p) (1 -0
1 P (4.26)

“16,+PD)-PTDY - (1-pfi(l - ) + 00,2 - o) (1 - P’ +0,2-p)(1 -

This completes the proof of the theorem.
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4.4 Correct Delivery

Correct delivery is the delivery of a packet without any errors. Let P be the probability that a packet
is correctly delivered. Then, the following theorem gives the probability of correct delivery

average number of correct deliveries for P packcts}

Let Pe = hm_{ average number of total deliveries for P packets

P
Theorem 4.2: Given 6, = PD)P(T/D)P(CTP(TIC), p,, O3, and o as defined
previously, the probability of correct delivery is

_ P(C)-P(TIC) + o/(l-a)
€ " PD)-PTD) + oyl-p)

(4.27)

Proof: Define the random variable Cy{k) as follows. The average probability of correct delivery is
found from its definition given above as

.{Nxm}
P, = limi= ,
P = Nu(P)

where the numerator and denominator represent the average numbers, respectively, of correct
deliveries and total deliveries, in P packets. The numerator is given by

N.P) = -)::ugE{c‘(k)} (4.28a)
= PIP® = PN, (4.285)

and PN, is the average number of packets correctly delivered, with N, given by

N. = éch(k) = P(l) + é}zo,a"”, (4.29)

and o, = P@D)-P(T/D)-P(CT) -P(T/C). Evaluating the above sum, we obtain,

N, = P(C)-P(TIC) + ( :‘a). (4.30)

Similarly, N_(P) = PEIPM(I:) = PN, (4.31)
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where PN, is the average number of deliveries made for the P packets. Since multiple deliveries

are possible, this number need not be equal to P. The quantity N, is found from the sum

N, = é P, (k). 4.32)
Using (4.17), we have

N, = P®)-PTD) + .);in o,pt? (4.33)

which, when evaluated, results in

N, = PD)-PTD) + [lf’p] 4.34)

The expression for the probability of correct delivery is then found by taking the ratio of these two

averages. We have that

_ P(C)-P(TIC) + o/(1-a)
€ 7 PD)-P@D) + oj(l-p)

(4.35)

This ends the proof.

4.5 The Loss of a Packet and Erroneous Delivery

Theloss of a packet for a general transmission isdiscussed in Section 3.1. The expressions developed
there will now be used to derive the average probability of a packet loss. Let P be the probability
that a packet is lost, with the following definition:

P - { average number of lost packets for P packets }
L™ p-laverage number of packets transmitted for P packets) "

We have also the previously defined 6, and a, as being
6, = P(D)-P(F/D), and (4.36a)
o = P(T/D)-P(DIT) (4.36b)

The following theorem gives the probability of packet loss.
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Theorem 4.3: With P,, G,, and a as given above, the probability of packet loss is

o,

= . 4
P, (1 _ a) (4.36¢)
Proof: From the definition of P, given above, we have

. IV,(P)}_ {l( ?
P, = Phgl.{ P = Jimy o (\P 3321 Py(k) (4.37a)

P
= lim ( z P,(k)). (4.37b)
P e\k=1

Therefore, the probability of packet loss is given by the sum
P, = tZ‘ P(k). (4.38)

Substituting for P(k) from Lemma 4.1, results in

P, = Toot! = ("’} (439)

k=1 l1-a

and the proof is complete.

The loss of packets occurs because of errors in the feedback channel. If the return channel
were error-free, the probability of loss would be zero, however, there is no physical channel that
is error-free. In practical systems, quite often there is as much information transmitted in the reverse
direction as in the forward direction. Therefore, if error control is employed in both directions, the
error performance will be the same in both cases. The argument that the reverse channel has a lower
data rate holds only in those cases previously described.

4.6 Erroneous Delivery

The probability of incorrect delivery, otherwise called the probability of undetected error, can be
derived in a manner similar to that employed for the probability of correct delivery. The definition
of the probability of undetected error is

average number of incorrect deliveries for P packcts}

Py = ki {
vb e average number of deliveries for P packets

P
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Theorem 4.4: The probability of undetected error is

P(E)-P(TIE) + oJ(1-p) - o6/(1-0)

Puo P(D)-P(TID) + o/(1-p,)

(4.40)

Proof: Using the fact that P¢ + Pyp, = 1, we can use the result of Theorem 3.4 to write the probability

of undetected error as
P(C)-P(TIC) + o,/(1-0)
Poo = '[P(B)-P(T/b') ¥ o;/(l—-p.)] (“441a)
_ P(D)-P(TID) - PC)-P(TIC) + oy(1-p,) - oll(l—a)‘ (4.41b)

P(D)-P(TID) + oy(1-p))

Using the fact that D = C UE, and noting that P(D)- P(T/D)—P(C)-P(T/C)=P(DT)~-P(CT),

we have

P(D)-P(T/D)-P(C)-P(TIC) = P{DT) - P(CT) (4.42a)
= P((CUE]T) - P(CT) (4.42b)
= P(CT) + P(ET) - P(CT) (4.42c)
= P(ET) = P(E)-P(TIE). (4.42d)

This ends the proof.

4.7 Spurious Transmissions

When the result of a transmissionis D, i.e., when there has been a delivery, a true feedback message

should indicate that a delivery has been made, so that the next packet can be transmitted. If the
feedback message is false following D, another transmission of the already delivered packet will
follow. This is an unnecessary transmission, which is called a spurious transmission.

{average number of spurious deliveries for P packets}
P e ’

fine Ps, = i
Define Pgp m average number of deliveries for P packets

andlets, = P(DTUDF)-P(DF/IDT UDF]). (4.43)
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Theorem 4.5: The average probability P, of a spurious transmission is given as

_ o,
Py = n[P(DF) + ] (4.44)
1-p,

Proof: The probability P,(k) that the kth transmission of a packet is spurious is found by following
the event sequences that end in DF. By selecting those sequences, we have

P,(1) = O, (4.45a)

P2 = P(DF), (4.45b) |

P,3) = P(DTUDF]DF), (4.45¢)

P,k) = P(DTUDFI"DF), k 2 3. (4.45d)

As before, we have P(DF/[DTUDF]) = © (lz :’; g ;t’gﬁ] E)F ) (4.46a)
_ POFDT) + P(EFEF). (4.46b)

P(DT) + P(DF)

The following quantities are defined as

p, =P([DT WDF}/[DT UDF)), (4.47a)

6,=P(DT/[DT UDF))- P(IDT UDF]),and (4.47b)

0,=P(DT UDF))- P(DF/[DT UDF]), (4.47¢)

where p; and o, are as previouély defined,and o, isnew.Withthesequantities, and the preceding

expressions for P,(k), we have

00 k =1 |
P,={POF), k = 2 (448)
op; >, k 2 3
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p = 1 {averagc number of spurious deliveries for P packets}
7 s average number of deliveries for P packets

um{N_"(P )} = lim{P Aﬁ’} = um{d_ﬂ} (4.49)
P e N(P) P« PN Poe| N

Since the term in curly brackets is independent of P, we have

Py = — = nMNg, (4.50)

where we have used the fact thatn = 1/N is the throughput, already derived. Continuing to substitute

for P, (k), we have
Pe = m IPW® @5la)
= n{P(EF) + J (4.51b)
1-p,

@ This ends the proof.
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4.8 Summary

By introducing variables that simplify the notation, this chapter has derived expressions for the
performance parameters of the selective repeat ARQ scheme. These are now presented here as a
summary.

Table 4.1 Performance Parameters of the Selective Repeat ARQ Scheme

(1-p) (-’

Throughput

Efficiency [0, +P(D)- P(TID)I (1-p,)*(1 - @)+ 0042~ 0) (1 -p, +05(2~ p,) (1 — @)
Prob. of P(E)-P(TIE) + oJ(1-p) - o,/(1-0)
Py, = — —
Undetected PD)-P(T/D) + oy(1-p)
cIror

Prob. of p _ PC)-PAIC) + o/(1-0)

Correct " PD)-PTD) + oy(1-py)
Delivery

Prob. of o,

PacketLoss |/t~ 1-a

Prob. of

Spurious

Transmission
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CHAPTER V
NOISELESS FEEDBACK AND NOISY FEEDBACK COMPARED

In this chapter we shall derive the performance parameters under the assumption of noiseless
feedback. In the first part, the results are for the selective repeat ARQ scheme, and in the second
part, they are for the Generalized type-I ARQ scheme (the GH-II ARQ).

5.1 Selective Repeat ARQ Scheme with Noiseless Feedback

Let the events C, D, and D be defined as before, i.e.,

C ={ errors are correctable }
D = { errors are detectable but not correctable }
E = { errors are undetectable }.
In this case of noiseless feedback, there is no loss of packets. Figure 5.1 shows the transitions among

the states C, D, and E from one transmission to the next.

Figure 5.1 Transition Diagram For Error-Free Feedback

Since there are no errors in the feedback channel, once a packet is removed from the queue at the
transmitter, it is definitely delivered; there are no lost packets. In fact, there are no spurious
transmissions either.

5.1.1 Correct Delivery and Erroneous Delivery

A packet may be error-free or contain errors. The relevant probabilities here are denoted by P and
Pyp for correct delivery and undetected error, respectively. The following theorem gives the
corresponding expressions.
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Theorem §.1: Given the events C, D, and E as defined above. The probabilities of correct delivery
and undetected error are given, respectively, by

P(CI/D)-P(D)

P. = P(C) \_POD) ’ and (5.1a)
P(E/D)-P(D
Py = P(E) i—lpzpu;))' (5.1b)

Proof: Correct delivery of a packet occurs on the first try with probability P(C), i.e.,

P(1) = PC). (5.2a)
And similarly, the probability of undetected error at the first try is given by

P (1) = P(E). (5.2b)

If the result of the first transmission is the event D, then transmission continues to the second
transmission. At this time, the probabilities are given by

P.2) = PMD)-P(C/D), and (5-2c)
P,(2) = P(D)-P(E/D), (5.2d)
where P(C/D), P(E/D), and P(D/D) are Dy-step transition probabilities, and Dy/2 is the number of

packets transmitted in the time a packet travels from the transmitter to the receiver. Therefore, Dy
is the round-trip delay expressed in packet times. In general, we find that

P(C) k =1

Py = {P(E/D)-P(D)-(P(D/D))"z k2 2 (53)

The probability that a packet is delivered at its kth transmission is the sum of P (k) and P,(k). The
average number of deliveries per packet is unity. So, if we use the definition of the probability of
correct delivery as the ratio of the average number of correct deliveries to the average number of
deliveries made, we find that

P, = .)::. P.(k). (5.4)

When we substitute for P(k) and evaluate the sum, we obtain
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P(C/D)-P(D)

P. = PC) + 1_POD) (5.5)
By the same token, the probability of undetected error is

_ P(EID)-P(D)
Pw = PE) 1-POD) (5.6)
This ends the proof.

5.1.2 Throughput Efficiency

With a noiseless feedback channel, all the packets that leave the transmitter are delivered; there are
no lost packets. Therefore, the delivery of a packet is equivalent to its departure from the queue at
the transmitter. The probability that a packet departs at its kth transmission is denoted by P_(k),
and the corresponding probability for a delivery at the kth transmission is denoted by P,(k). By
the preceding argument, we have that P, (k) = P, (k).

Theorem 5.2: The throughput efficiency 1 is given by the expression

_ 1-P(DI/D) 57
"= 1+ PD) - POD) 5.7)
Proof: The average number of transmissions per packet is
N = PAMORE ZKIP(k) + Pk). (5.8a)
Substituting from previous equations, the expression N becomes
N = P(C)+P(E) + P(D)-[P(C/ID)+P(EID) ,i k[P(DI/D)*"2 (5.8b)

. =2
The geometric series can be summed to obtain
N = P(C)+P(E) + P(D)-[P(CID)+P(EID) _2-POD) (5.8¢)

[1-P(D/D)?

Noting that P(E/D)+P(C/D) = 1-P(DI/D), we get
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P(D)-[2-PDI/D)]

N = 1-PD) + \_POD) (5.9)
This expression is further simplified to
N = 1”1’(_0’3(;)71()’;”) ) (5.10)
The throughput efficiency ism = 1/N which becomes

1-P(D/D)
M = 1+PD)-POD) (5.11)
This ends the proof.

For the random-error channel, the conditional probability P(D/D) is equal to P(D), and the
throughput efficiency would then be given by the simple expressionn = 1 —P (D). This is the form
usually quoted for the throughput efficiency of the selective repeat ARQ scheme, found, forexample,
in [6].
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5.1.3 Summary

In this section, expressions have been derived for the performance parameters of the selective repeat

'ARQ scheme under the assumption of a noiseless feedback channel. These are now presented as a

summary in Table 5.1.

Table 5.1 Performance Parameters of the Selective Repeat ARQ Scheme
With Noiseless Feedback
____1-P(ID)
Throughput Efficiency n= 1+P(D)-P(DID)
_ P(E/D)-P(D)
Prob. of Undetected error Pyp=P(E)+ 1-P(D/D) °

P(C/D)-P(D)

Pe=P O+~ "p0OD)

Prob. of Correct Delivery

Prob. of Packet Loss P, =0

Prob. of Spurious Transmission |Pg =0

|

We now proceed to derive the expressions for the GH-II ARQ scheme when feedback errors are
ignored.

5.2 GH-II ARQ Scheme with Noiseless Feedback

We rely heavily on the work already done in the preceding pages. Figure 5.1 has been modified to
obtain Figure 5.2, in which we see that the depth changes from one transmission to the next. From
this figure and earlier procedures, we obtain the probabilities of correct delivery and erroneous
delivery at the kth transmission. These are given below.
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P(1) = P(C), P,(1) = P(E), (5.12a)
P¢(2) = P(DI)P(CZIDI)’ P‘(2) = P(Dl)P(Ez/Dl)’ (5-12b)
P(3) = PO)IPODYPCID).  P,B3) = PD)PD/D)PED,). (5.12¢)

Figure 5.2 GH-II ARQ Scheme with Error-Free Feedback®

Continuing for k& 2 4, we obtain

P = POIPCD) PO, D), 5.124)
P(5) = P(DOP(CJD)in[lP(DjH/Dj), (5.12¢)
P@4) = P(D,)P(E/D,)jli[lP(Dj,,/Dj), (5.12f)
P5) = P(D,)P(EJD‘)jli[lP(Dj+,/Dj). (5.12¢)

In general, for k 2 5, we obtain

P(k) = P(D,)-P(C4/D4)-LﬁlP(Dj-+l/Dj)J-(P(D4/D4 Nl k > 5 and (5.13a)
P(k) = P(D,)-P(E,,/D‘)-LIS_IIP(D,-,,,/DJ.)J-(P(D4/D4 N, k 2 5 (5.13b)

3 Note that after four transmissions the labels in the Figure are the same; the reason is that once the maximum
depth (depth-4) has been reached, there is no further depth-change.
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5.2.3 Correct Delivery

By retracing the steps for finding Py, we find the probability of correct delivery as

- 3 - B i
P; = ZPK) = He * 7o with (5.18)
4 3
Be = E‘Pc(k), W = P(C4/D4).P(Dl)-jl:[lP(Dj,,lle), (5.19)
and p, as before.
5.2.4 Summary

The key equations of this section number only three, since there are no packets lost, and there are
no unnecessary transmissions either. The corresponding parameters are zero. The results are
summarized in Table 5.2.

Table 5.2 Parameters of the GH-IT ARQ Scheme With Noiseless |
e Feedback

throughput _ (1-pa)?
(1 = Ba) + (5~ 4p,)

spurious P, =0
delivery L
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5.2.5 Comparisons of Results for the GH-II ARQ Scheme

Simulations were run on a Markov channel with and without feedback errors. The results for a bit
error rate (BER) of 10™are given in Table 5.3, from which it is clear that feedback noise lowers
the throughput efficiency, increases the probability of undetected error, and creates the loss of
packets and unnecessary transmissions of packets already delivered.

“Table 5.3 Results For a Markov Channel with |
BER=10%, alpha=0.8,Dp=15*

st S ————————

throughput
undetected Py, [2.12x107 9.31x107

packet P, — 2.11x10°®
loss .

8.92x10°*

spurious Py § —
delivery

©

4 For the meaning of a and D;, see Chapter VII
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CHAPTER VI
PERFORMANCE ON THE GILBERT CHANNEL

The expressions for the performance of the GH-II ARQ and the Selective Repeat ARQ Scheme are
given in this thesis with the assumption that the channel errors are Markov. Since the generating
mechanism of the Gilbert channel is a Markov process, the impression created is that the resulting
error process (from one transmitted block to the next) would be Markov. We show below that the
number of errors in a packet, observed as the transmission proceeds, does not constitute a Markov
chain. This fact means that the expressions derived so far cannot be used on the Gilbert channel.
But, since the memory in the Gilbert channel decays rapidly, packets separated by at least one
packet can be taken to be practically statistically independent. This is shown later. Therefore, the
results of the Markov channel can be modified for use in this channel by disregarding the conditions
in the conditional probabilities.

NEO O8%

Figure 6.1 Gilbert’s Model of a Burst Error Channel
G is the Good State and B is the Bad State

For a three-state model a very detailed analysis has been given by Dravida and others in [85],
where the desired distributions are given in terms of generating functions. The corresponding
probabilities can be found from these generating functions by an inversion process. For our purposes,
we present an analysis of the two-state Gilbert channel. This error model is given by the state
transition diagram of Figure 6.1. The state transitions are synchronized with the error digit transitions
in the channel. It is taken that in the good state the output is a 0 (no error), and in the bad state the
output is a 1 (an error). Therefore, as the chain makes transitions in {G,B}, the error digits make
corresponding transitions in {0,1}.
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6.1 Performance Evaluation

As shown in the next section, the amount of memory in the channel is practically limited to a block,
a fact which means that the blocks can be taken as statistically independent. Within a block, the
memory will create burst errors to occur. We assume that many of these errors will be corrected by
the codes used. What remains then is the probability distribution of the number of errors in a block.
Once this is known, the performance parameters can be determined. These are the topics of the
following sections.

6.1.1 Extent of Memory in the Gilbert Channel

From Figure 6.1, the bit transitions are given by the matrix

G (1-q gq ) (6.1)
r

where the transitions are taken to be from the state on the left of the matrix to the state above. It
can be shown that

1-¢ q Y 1 (r q q-1)(q -gq
(r l—r) (q+r)[r q) + (q+r)[—-r r/ ©2)

where Y = p+s = 2-(q+r), is called the clustering coefficient [40], as it measures the tendency of
like symbols to follow each other. This parameter is very important in characterizing the Gilbert
channel. We digress a little to discuss its importance. Let us consider y-I. We notice that
¥-1 = p-r = 5-q. If -1 > 0, then (0—0) and (1—1) transitions are more frequent than (1—-0) and
(0—-1) transitions. This condition is equivalent to’y > 1. Fory < 1, the situation is reversed; (0—1)
and (1—0) transitions are more frequent. In this case, bursts are very rare. Therefore, to exhibit the

bursty nature of the channel, we should have ¥ > 1. The simulations given later are run withy = 1.5.
The channel can be described by the average probability of bit error P, and the clustering coefficient
Y. Given these two parameters, the other parameters of the model can be found since P,=g/(q+r)
and y=2-(q+r). We have q=(2-Y)P,, p=1-q; then, s=y-p and r=1-s.
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In the matrix equation above, fory = 1.5, we see that 0 < (y-1)* < 10" for k > 40. So beyond
40 bits, the statistical dependence is lost since

1-.¢ ¢} _ 1 (r ¢
( r l—r) ) (q+r)(r q) (6.3a)

Since block lengths are typically 500 bits or more, it is safe to say that the memory in the channel
does not extend beyond the block, except, of course, at the block edges. These end cases are ignored
here because the transition probabilities of interest are those for events separated in time by at least
half the round-trip delay, whichis obviously larger than a packet slot. More precisely, the conditional
probabilities of interest are P(e,,p, € Sk | €, € S;). Since the events referred to are separated by
several packet slots, we can write

P(e,.p, € Sxle,€S,) = Ple,p, € Sg), (6.3b)
showing that independence can be assumed.

6.1.2 The Number of Errors in a Block

In this section, an expression is derived for the probability distribution of the number of errors in
a block of length N. Let us define a cycle as a sequence which begins with a 1 and ends when a 1
next occurs. Let C, be the length of the nth cycle; then the event {C, =1} is equivalent to the
event {111). In fact, {C, =k} is equivalent to {0*~'1| 1}, by which we mean the occurrence of k-1
0’s in succession terminated by a 1, conditioned on there having been a 1 at the beginning.

Lemma 6.1: The cycles as defined above are statistically independent, that is

P(Cos1=jl1Cy=i) = P(Cyiy=))- | (6.4)
Proof: We obtain the following probabilities

PC,=1) = s, (6.5a)
P(C,=2) = gqr, (6.5b)
P(C,=3) = g, (6.5¢)
P(C,=4) = g’ | (6.5d)
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qp’, (6.5¢)

P(C,=6) = qrp*. (6.5

P(C,=5)

Continuing this, we find that in general,

0 m < 0
P(C,=m) = S m =1 (6.5¢)

grp™? m 2 2

We now prove that the cycles are statistically independent.
PC _ C_. P(Cn+l=jtcu=i) 66a
( u+l—-’| .—l) . P(C,‘=i) ( . )
-1 i-

P10y 1(0) '])’ 6.60)

P([10Y™'1D

where, as before, we have used the notation (0Y to denote the occurrence of j uninterrupted
successive 0’s. Using the expressions just derived, we obtain

j-2 i-2
P(C,.,=j|C,=i) = X (6.7a)

qsp
@@s)p’ = P(C,,,=)) (6.76)

From the above, we have the result P(C,.,=j|C,=i)=P(C,.,=J), proving that successive

cycles are statistically independent. In fact, all the cycles are statistically independent. This ends
the proof.

We now proceed to find the probability distribution of a finite sum of cycles. We begin by
noting that a sequence of weight k+1 has exactly k cycles. Let Y, be the sum of these k cycles, i.e.,

Y, = C + C + G + ... + C,. (6.8)

Theorem 6.1: Given the events Y, as defined above, let P,(m) be the probability of having k cycles
whose length add up to m, and Q,(m) be the probability of having k zero-cycles whose lengths add
up to m. Then
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(0 < k
st = k
m-k —F — !
Pem) = i S [ﬂ (’" 1 _'_‘1 1} (%'S-J ko< < 2k, (69
: & k m-k-1 qr ' S
4 (IJ (l—l ) (ps) mo= ko
and
(0 m < ,
p' m = ,
m-k —l - /
Q,m) = ‘p‘ 12‘,1 GJ (ml_l_cl IJ (Z—:) k < < 2 k , (6.10)
k L] k m-k-1 g’_‘_l S
B E e

Proof: Since the cycles are statistically independent, the moment generating function of Y, is the
product of the individual moment generating functions of the cycles. The cycles are identically

distributed. So they have a common moment generating function, C(z), giving,

Y@ A ERY

= [Cce)"
so we must first find C(z), which is defined as
Cz) A E{z}

Using the previous expressions, C(z) is found to be
C(z)=sz+qrz> 3 (pz)""z.

j=2
Evaluating the sum, we obtain

2
C(z)=s2 +( qrz ),
' 1-pz

which can be written as

(6.11a)

(6.11b)

(6.12)

(6.13)

(6.14)
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z(qr/s)

- 6.15
C@) sz( 1-p: (6.15)
where the convergence of the sum is guaranteed for|z| < 1/p. Taking the kth power of C(z), gives

k z(qris) k_k (k) qr ks
= = + —_— . 6.16
[CE (l *1pz 1-pz ) 52 1§1 L)is j( -pz)' ( )

Expanding the term 1/(1 — pz)/, we obtain

[CEY* =5'2* +5*2* z(l)("s’)z )_:o(' ’;f;l)(pz)' (6.17a)
- _ ]
=sttastt 3 6| ) (ﬂ) . (6.17b)
=im=08I )\ =1 ]\ ps
The double sum can be broken into two parts to give
k_ bk, k ke s [k)m=1) gr k_k 'km—lﬂ_‘m
[CEN =5z +572 lz:ln{:z(lj(l—lJ(p }z tez lzxm=§+|(lJ(l—l)(ps]z ) ©.18)

We now change the order of summation in both sums, and then alter the indices to facilitate the
recognition of the coefficient of z"; the result is

e, 2 MR (m—k=1)(qrY..
[CEN =52+ m=§+u§n[l)[ 1-1 J[ps)z

PR Llk\fm—-k-1 _ql'_ ! m
s ..=§+u§l(l)( 1-1 )(ps]z (6.19a)
= ikP,,(m)z"'. (6.19b)

The first double sum contains powers of z from k+1 to 2k, and the second contains powers larger
than 2k. Itis also evident that powers of z less than k are absent. Using these observations, we obtain
Pym) as
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0 m<k,
st m=k,
_odaoma (k) (m-k-1) (ar)
P(m) = 18 1§1 (J ( -1 0 k<m <2k, (6.20)
{J
$ i k m-k-1 qr m2 %,
\ =t \l 1-1 DS

and Py(m) is the coefficient of the mth powerof zin { C(z) }* and is the probability of having k
cycles whose lengths add up to m. It is also useful to know the distribution of zero-cycles. The
probability that k zero-cycles have a total length equal to m is denoted by Qy(m). By replacing s
and r by p and q, respectively, we can obtain the relevant results by similar reasoning. We have

(0 m<k,
' m=k,
e "ot (k m-k-1 grY <
= — < 6.21
Q.(m) Pz [[) [ -1 ) (ps) k<m <2k, (6.21)
PR k m-k-1 QLI S
RO

This completes the proof.

Now we are ready to find an expression for the probability that at time n a sequence of length
N has weight k. A O cycle is defined as a sequence that begins with a 0 and ends when a 0 next
occurs. When a sequence begins with a 0 and ends with a 0, it can be viewed as consisting of
0-cycles. Such sequences that begin and end with a 0 have probability P, Qy.,. ,(N—I ), by which we
mean that after the first 0, the rest of the bits must be N-1 in number and the weight (the number
of 1’s) must be k. So the number of 0’s must be N-k-1. A similar argument shows that sequences
of weight k beginning and ending with a 1 have probability P, P, ,(N-1), since after the first 1, the
remaining digits must be N-1 in number and the number of 1’s they contain must be k-1. Sequences
beginning with a 0 and ending with a 1 will initially have 0-cycles (possibly), undergo a (0—1)
transition somewhere (certainly), and end (possibly) with a string of 1’s. The number of trailing 1’s
will vary from one sequence to another. If the last 0 occurs m positions from the very first 0, then
the 0-cycles must have a total length of m. The remaining N-m-1 slots must be filled with 1°s, which
means there are N-m-1 (0-»1) transitions. These will contribute a factor of s*™? to the expression
for the probability of these sequences. There is an initial (0—1) transition from the last O to the
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first 1. This transition contributes the factor g. Noting that the number of 0’s, excluding the very
first one, must be N-k-1, we must have m=N-k-1. Summing over all possible values of m, we get
the probability of sequences beginning with a 0 and ending witha 1 as

N-2
P, T Qy.iy(mgs" "2 (6.22)

m=N-k-1

The sum ends at N-2 because the first position has been taken by the beginning 0 and the last position
must be a 1, leaving a maximum of N-2 for m. For sequences beginning with a 1 and ending with
0, we follow parallel paths in the reasoning and obtain their probability as

N-2
P, X lP,_,(m)nn"'""’. (6.23)

m=k-

Putting our results together, we obtain the following probability that a length-N sequence has k 1°s:

N2 N 2
Ple,=k) = Pl(mz,_ll’,,_,(m)rp T+ P,_,(N—l)}

N=2
+ P Z IQN_,_,(m)qs"""z + QN_,_,(N-l)]. (6.24)

m=N-k~

If we know the error detecting power of the code, we can determine the probability of undetected
error as

Pp= 3 Ple,=k), (6.25)

k=l+eg
where g, is the maximum number of errors the code can detect.
Theorem 6.2: The sequence, ¢, ¢,, €3, ..., as defined above, is not first-order Markov.
Proof: We note that the process {X,}7_,is Markov, with X, € {0,1} and X, is the nth error bit in

the Gilbert channel. The transition probabilities are those of the Gilbert channel model. The number
of errors in a packet of length N is a new process { e, } defined as follows:



6.1 Performance Evaluation

e, = X, + X, + X, + ... + X,
e = Xy, + Xy, + Xy + 0+ Xy,
& = Xeogwer + Xgoiwezr + Xeogwes + o0+ Xy

LetP(m,l,k) = P(e,,,=m,e,, =l e =k),

P(l,k) P(e

A+l

=l,e,=k),

Pk) P(e,=k),
P(m,l[Xy=i) = P(e,,,=m,e,,,=1|Xy=i),

Pe,, =1, Xy=i).

P(|Xy=1)
Then
P(m,l,k)=P(m,l|Xy=0)-Ple,=k,Xy=0)+P(m,l|Xy=1) -Ple,=k,Xy=1)

PU,k) = P(|Xy=0)-Ple,=k,Xy=0)+P(|Xy=1)-Ple,=k,Xy=1)

_ P(m,Lk)

P(m|Lk) PUE)

Substituting from the preceding expressions, we obtain

P(m,l|Xy=0)P(e,=k,Xy=0)+P(m,l | Xy=1)P(e, =k, Xy=1)
P\ Xy=0)P(e,=k,Xy=0)+P(|Xy=1)P(e,=k,Xy=1)

Ple, =k X, =1)
Pim,l|Xy=0)+P(m,l|Xy=1) p(.,=k.x,,=0))

Pl =k Xy=1)
P(e,=kX,=0)

P(m|1,k)=

Pl Xy=0)+P(|Xy= 1)[

_P(m,11Xy=0)+P(m,l|Xy=1p,(N)
~ PUIXy=0)+P(|Xy=1pN) ’

where p(N) is given by the ratio

Ple,=k,Xy=1)
Ple,=k,Xy=0)

pN)=

(6.26a)
(6.26b)

(6.26¢)

(6.27a)
(6.27b)
(6.27¢)

(6.274)
(6.27¢)

(6.28a)
(6.285)

(6.28¢)

(6.29a)

(6.29h)

(6.29¢)

(6.30)
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If p@®N)=Py/P, , then

P(m,l|Xy=0)Py+P(m,l | Xy=1)P, P(m,l)
PU|Xy=0Py+P(|Xy=1)P, ~ P()

Pm|Lk) = =P(m|1). (6.31)
The dependence on k would be lost. This condition is the minimum requirement for the sequence
to be Markov. If we show that p,(N) = P/P, then we will have shown that the process
{ e, } cannot be Markov. For N=2, we consider k=1 and k=2.

P(e,=k, Xy=1) P(01) Py

k=1: PN = BTk X,=0) - Pa0) - Py - D ©632)

where we have used the fact that P, = r/(q+r) and P, = g/(q+r), giving P, = (r/q)P,.

- Pabh

k=2 p(N) @)’

(6.33)

where (¢) denotes the null set. In this case, p,(N) is infinite, since the denominator is zero. These

calculations, and others, are summarized in the following table.

—— —eeee e

Ny= Ple,=k,X;=1)
PN)= 5 kX, =0)
k =2 N=3
0 _ P _ P@©)
Po(2) = POO) 0 Po(3) m 0
1 _ PO _ Py _ . __Pooy) Papq
r Pn® = pao) = Py T ! P = Feoco) = Par+fip
2 = ﬂQ s P(1010011) P,rq + Pygs
p(2) = P@)’ infinite p,(3) = iy = Fa
3 -
p3) = %2, infinite
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For N=4, it s easily verified that p,(N) =0 for k=0, and p,(N) is infinite for k=4. Since p,(N) is

seen to vary with the value of k, it cannot equal the ratio P,/P,; thus, the process { e, } cannot be
first-order Markov. This ends the proof.

The consequence of this is that the expressions derived earlier for performance parameters
cannot be used directly to establish performance on the Gilbert channel. From the remark made
earlier about the extent of memory in the Gilbert channel, however, the conditional probabilities in
the Markov channel can be replaced with unconditional probabilities. Once this is done, a parallel
set of expressions can be found for the present channel. Realistic conclusions can then be drawn
from the simulation results provided here.
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CHAPTER VII
SIMULATIONS

The simulations described here are presented first for the Gilbert channel and then presented for
the Markov channel. Some of the results for the Gilbert channel are given here; the rest are given
later. For the Markov channel, a preliminary discussion is provided to show how the channel is
modelled. The model is then used to show how the round-trip delay D; enters into the simulations.

7.1 Simulations on The Gilbert Channel

The parameters of the channel were varied to yield different bit error rates. For each set of parameter
values, the throughput efficiency of the GH-II ARQ scheme was determined by simulation. Also
found were the corresponding values for the probabilities of loss and undetected error. The following
figures are a record of the results. For the Gilbert Channel, the parameter y was set to 1.5, and the
probability of bit error was varied.

1.0 ——— 1 ——rrr e T
“o.8 |
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o Feedback T
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-5 i Nois ]
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= 0.6 Feedbdck ]
o5 - )
et t T
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Figure 7.1 Throughput of the GH-II ARQ on the Gilbert Channel
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Figure 7.4 Probability of Spurious Delivery on the Gilbert Channel

It is evident from these results that the throughput efficiency is lower when feedback errors are
included. Also more undetected errors occur. Further, the loss of packets cannot be ignored. The
superiority of the GH-II ARQ scheme over the SR-ARQ scheme is seen in its lower probabilities
of packet loss and spurious delivery.

7.2 Simulations on The Markov Channel

To describe the method used for simulating the Markov Channel, we will first construct an
appropriate error process. After the error process has been described, a method of generating an
error pattern of a given length and weight is given. The process and the method are combined to
generate the results given later.

7.2.1 Construction of a First-Order Markov Error Process

Lete,=0e,_,+(1 -o)u,, where {u,} are independent identically distributed random variables,

with mean m and variance o2. The interval of definition for u, must be set such that for each
n, the interval of e, is not changed. That is, if N is the maximum value of e, and the minimum is
zero, then we must have
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min{u,} = 0, and (7.1a)
max{u,} = N. (7.1b)

From this, e, can expressed as

e. = a'e, + (1-a) T o, (7.2)

i=1

where each ; is independent of ¢,. For k < I, e, can be written as

1~k .
e, = o', + (1-) X o, (7.3)

i=1
From (7.2), it follows that

g, = o', + (l—a)}::‘a"""d,., (7.4)

It is assumed that the error process e, has a constant mean. Letting p be the mean, the above
equation yields

-1
B = o'n + (l—a)ma“l(l—a"'). (7.5)
l-a
Solving this for t, givesp = m. The variance o®of e, is
e - 1 = o™ &+ 2(1—a)a"mui‘.‘a“'
A8 LA
+ (-’ Y 3 o™ wu; - a"‘(?o + (1-a)m Za“]. (7.6)
i=1j=1 i=1

The double sum is evaluated by first isolating the n terms for which i=j and taking the remaining
n(n-1) terms together. The following intermediate result is obtained after cancelling out terms:

e - @ = de - W)+ (- Tt - m). a7
i=1

Assuming that the variance is independent of time for the error process, the expression for the

variance becomes
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— )2
o’(1-o™) = oi(i—_(:)(a"‘—l). (7.8)
which finally gives
1-a
¢ = of(m]. 79)

Autocorrelation Function: The autocorrelation function r,, of the process is

-k .
n, = Elee} = E{(Jt"'e,k2 + e(l-o) X a"*"u,.,,,,}. (7.10)

i=1

Using the independence of the u;’s results in

1-k

ra = o™t e+ wn(l-a)gla""“ (7.11)
Evaluating the sum and rearranging gives,

— eyl -k
r, = ot e + pm(l-a)(l ¢ J (1.12)
’ l_a .
Using the relationship between . and m found earlier in (7.5), the autocorrelation is
r, = ot & + W = 1-a k@, 2 (7.13)
L ) l1+a . ' '

This result has been obtained under the assumption that £ < /, from which it is seen that if £ > [, the
roles will be reversed; therefore,

Ny = Ni_y- (1.14)
The autocovariance function c¢;, of the process is seen to be
¢ =ocath (1.15)

The random variables {u,} are chosen to be binomial with parameters N and p, where p is the

probability of error. The mean of u, is therefore Np, and the variance is Np(1 — p). The mean and
variance of the constructed process are, therefore, given by
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B =m = Np (7.16)
l-a 1-a
g = o‘i[mj = Np(1-p) [m} (7.17)

Thus, with the indicated assumptions (constant mean and constant variance) we have constructed
a weakly stationary process {e,}. The errors that occur in many channels can be adequately
represented by a decaying autocovariance function of the type found here [54]. This error model
is used in the simulations with the parameters a = 0.8 and N = 504. The quantity p is varied with
each u, being a binomial random variable with parameters 504 and p.

7.2.2 Calculating the Conditional Probabilities

Every event referred to here occurs when the number of errors lies in a particular interval. Let
So = {error interval corresponding toevent Q}. With the emor model given by
e, =0e,_, +(1-o)u,, where the u,’s are independent and identically distributed random variables,
the conditional probability P(TID,) used in the GH-II ARQ scheme can be found as follows. First,
we define the random variable W,(a) as

D, _
Wor(@)=(1-0) T o "u, (7.18)

From (7.3) we can write

D, o Dp-i
tp, = OG'¢, + (1-)Xa”’ u,,, (7.19a)

i=1
= aD"e, + W) (7.19b)
Then the conditional probability P(TID,) is given by
PT|D) = Ple,.p,€Srle,€Sp) = I S PWy@=x), (1.20)

j€Sp, x€Sp—ja

. D, . . . .. .
where §7— ja ” isa translation of the interval . Similar expressions can be found for the remaining

conditional probabilities. The random variable Wy,() is not necessarily an integer; it is, however,
discrete.
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7.2.3 Generating an Error Pattern of a Given Weight and Length

Using the process constructed above, we first note that successive transmission times of blocks that
belong to the same packet are separated by D, packet times. So, we are interested in generating
e, .p, once we have e,. From (7 .3), we have

_ » o % o2
€p, = 0 € + ( 2o U, (7.21)

i=1
Let WT be the integer closest to e, , p,. Then we wish to generate an error pattern of weight WT

and of length N. The algorithm for accomplishing this is given in the pseudocode in Figure 7.5.
From this procedure, the vector E, of dimension N, is the error pattern of the required weight. This
vector is added modulo-2 to the transmitted block in the simulations to represent the effect of the
noise in the channel. The bit error rate is given by the parameter p in the binomial random variable
u,. By setting the round-trip delay to 15 (Dp=15), and varying the bit error rate p, several results
were found. The situation for p=10" and a=0.8is summarized in Table 7.1, which is a reproduction
of Table 5.3. The rest of the results are given later in Figures 8.9-8.15.

1 Ni1=N
P(i)=i, i=1.2,...N1
If WT=0 goto step §
If WT=N1 then

{
E@)=1, i=12,..N1
exit
)
count=0
2 If count=WT goto 4
3 generate a random number in the closed interval [1,N1]
let j = the integer nearest to this number.
E®@) =1
count=count+1
If j< N1 then P(i)=P(i+1), i=j,j+1j+2,...N1-1
N1=N1-1
goto step 2
4 If N1=0exit
5 EP())=0 i=123,..N1

exit

Figure 7.5 Generating an Error Pattern of a Given Weight and Length
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Table 7.1 Simulation Results For a Markov Channel with BER=10" |

Noisy
Feedback

0.70
9.31x107

2.11x10°®
loss

Spurious P SP -_— 8.92x 10_8
delivery
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@ CHAPTER VIII
IMPROVEMENTS

In this chapter, we consider some ways of improving the performance of ARQ schemes which take
into account the errors in the return channel. The methods discussed are later used in simulations
to determine how much improvement they provide.

8.1 ARQ Scheme with a Predictor

Since the channel noise level varies with time, it is desirable to have an idea of what it is going to
be in the next transmission slot; this would facilitate choosing the appropriate coding parameters.
Suppose that for each decoding, the decoder produces the weight of the corresponding error pattern.
These weights could then be fed into a predictor to produce an estimate of the noise level in the
channel for the transmission slot. This estimate can be sent to the transmitter, where it can be used
to determine the starting depth for the next packet to be transmitted. This idea is illustrated in
Figure 8.1. The output marked E is the number of errors in the received block.

- BCH KM I‘ Forward KM BCH :
c Source Encoder Encoder Channel oder oder

A £

ARQ (N_Oi;;) Predictor ARQ
| l

Feedbock Feedbock Feedbock
Decoder Chonnel Encoder

Figure 8.1: ARQ with a Predictor at the Receiver

Suppose the transmission time for a packet is T, seconds, and the propagation delay is Tp
seconds, with T, = DpT,. The GH-II ARQ scheme always starts the packet transmission at depth-1.
If the channel is in a state suitable for depth-/, then the scheme will require
Ty = I(Tp + T) = I(Dp + 1)T, seconds to transmit a packet. With a predictor, all the / blocks will be

e
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transmitted together, giving a total time of T, =T, + T,/ = (Dp + /)T, seconds. The ratio of the
throughputs is T,/T, = I(Dp + 1)/(Dp + [). For D, » 1, T,/T, = I. This shows that for large round-trip
delay, the throughput improvement due to the predictor is approximately equal to the actual depth
that is appropriate for the channel. Table 8.1 gives the ratios for some values of D, and /.

Table 8.1 Throughput Ratio | == ",‘,’::,"] for Various Round-trip Delays'
=1 1=2 | =3 I=4
Dy=15 1 1.88 2.67 337
D,=20 I 1.91 274 3.50
D,=30 1 1.94 282 3.65
Dj=40 1 1.95 2.86 374

Another advantage of using a predictor is that while with the conventional method time is
spent decoding each depth (starting with the lowest) until the final depth, with the predictor only
one decoding is done. In this way, all the intermediate decodings are eliminated.

8.2 Predictor at the Receiver

One problem with the arrangement of Figure 8.1 is obvious: there may be a long travel time delay
between the transmitter and the receiver, so that by the time the noise estimate arrives at the
transmitter it is obsolete. Besides, the noise in the return channel can also alter the value of the
estimate so as to render it misleading. So, although at a first glance, the approach appears to have
some merit, the arrangement has some obvious shortcomings. We now consider a method that
circumvents some of these difficulties.

8.3 Predictor at the Transmitter

When the main traffic is from the transmitter to the receiver, the return traffic, being much lighter,
is used for indicating the status of the channel and the status of previous transmissions. We propose
to place the predictor at the transmitter. In this way, the predictions of the channel noise level do

1 The quantity N is the throughput efficiency with prediction, and 7 is the throughput efficiency without prediction.
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not suffer from the long travel time delay mentioned above. Besides, the predictions do not incur
any corruption by the noise in the channel, as was the case in the above arrangement. Figure 8.2

illustrates the procedure.
BCH K Forword | . [¥M 8CH n
Source Encoder Encoder Chonnel I_'IM _ﬁ.m
ARQ IARQI
Fesdbock Feedbock Foacbock
Predictor |Decoder Channel Encoder 4

Figure 8.2: ARQ with a Predictor at the Transmitter

Now the ACK/NACK message can be encoded into a relatively short codeword (28 bits long, say).
The predictor then takes the number of errors (available from the decoder) and combines this with
the previous values to produce an estimate €, for the number of errors in the next block. This
expanded ACK/NACK message tells the source whether or not to supply a new packet. If necessary,
the length of the feedback code can be increased so as to detect more errors.

8.4 The Predictor

The prediction of a parameter from the observations of a random process is a topic that has received
considerable attention in engineering and science; it has even been given attention in such areas as
economics and the social sciences. It is not the intention of the present work to duplicate any results
that have been obtained on this topic. The aim here is to demonstrate that prediction does provide
some performance improvement in the GH-II ARQ scheme.

We propose to use the predictor with the GH-II ARQ scheme, discussed in Chapter 11, as
follows. When a request is made for a retransmission, GH-I ARQ is used. When a delivery is made,
the predictions are used to determine the starting depth. Once the depth is set, the original GH-II
ARQ scheme takes over. The idea behind this is that sometimes the number of errors in the channel
may suit a depth other than depth-1. The predictor will hit the proper starting depth (hopefully)
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most of the time. This will certainly increase the reliability of the scheme. It must be noted that it
necessarily increases the complexity of the scheme. If the error-detecting code Cpy, is powerful
enough, then adding a predictor will also increase the throughput efficiency.

The time difference between the receiver and the transmitter is Dp packet times. First estimate
the mean [l of the error process, as

- 1 X
u ?VI—I‘Z:I i (81)

Suppose the predictor is of order P and is linear. Then, the prediction é,_,,p, of e,_;, p,» given

e,.; and all the preceding P-1 values, is given by
~ ’ "~
€ao1ep, = H + '§1 ale,_;—}). (8.2)

The predictor coefficients a;, i=1,2,...,P, are then determined by minimizing the mean square error
€ of the predictor. The mean square error is given by

—_ . P .\
82 = E(eu—l+D,-éu—l+D’)2 = E(e,-“.D,—p‘ - iglai(e“-i—u)) (83(1)

- rr . X
= Ele,rin,~M} + I SaEle,_.-De_-Mlg

i=lj=1

P -~ -
- 221 aE{(e,_;— 1) (e.-no, - W} (8.3b)
P P P
= co + '§] jgj a"c,' _Jal - 2 '§1 a,-CD’ —i=-1 (8,3C)

where ¢;; = 0’a"” as found earlier. Optimizing with respect to each a;, gives

P
3 ac;_; = Cp,_1 1=1,2,...,P, 8.4)

i=1
which can be written as

P
. D,+1-1
z a,-a‘ i o (4

i=1

[=1,2,...,P. (8.5)
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This set of equations can be solved to find the predictor coefficients a;, i=1,2,...,P. In matrix-vector
form, the equations become

3\

( 1 a o ... QP-]\ (al\ (1
a 1 a ... d?Ya o
@ a 1 ... d?a o
=] (8.6)
l- .— C- - . . - ° .—l
Lt e

Since the matrix is Toeplitz, the system of equations can be solved using the Levinson-Durbin
algorithm [89-92] to obtain the predictor coefficients. The prediction é,_,,p, of e,_,. p, isthen
given by

~ ’ -
beien, = B+ Xale,;i—W) 8.7

With the example process given above, the solution is found to be quite simple. We have that

a = o - (838)
g =0 for i 2 2, 8.9)
resulting in the prediction,

a D’
én-—l+D, = u + a eu—l’ (810)

with mean square error

= Efterrun,—i-0"e, -]} @.11a)

E[(€,-140,— Y] + 0™ El(e, , ~ )]

]

20 El(e, 1. p, ~ ) (€, ~ D] 8.11b)

2D D
Cota "co—2a ¢y . 8.11¢)

The mean square error simplifies further to
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e = 1-o™) 8.12)

In applications, the values of the autocorrelation function are not known and have to be estimated
from past observations. One way [89,90] to estimate these is

M-k

;k(n) = (—M—_l—.—k-) 2 e._je._j_k, k =0, 1,2,...,P. (8.13)

Jj=1
Thené, = 7, - (W-

It is evident that, for 0 < & < 1, the mean squared error increases as the delay (D;) increases.
The effect of this delay on the performance of the predictor was studied and was found to exhibit
the trend shown in Figure 8.3 for M=40, BER=10", a=0.8, and a packet size of 504 bits. These
results were also found to depend on the choice of the parameter M used in estimating the mean,
as shown in Table 8.2.

Table 8.2 Effect of M on Prediction Error
30 40 50
0.032 | 0.011 | 0.006

A value of 40 was used for M in the simulations that are reported here. Two cases were
considered—one with a bit error rate (BER) of 10* and varying the round trip delay (D), and the
other with Dp=15 and varying BER. The results are reported in Figures 8.10, 8.12, 8.14, and 8.15.
Table 8.3 gives the results when both parameters are fixed (Dp=15 and BER=10).
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Figure 8.3 Effect of Round-Trip Delay on Throughput

Table 8.3 Effect of Prediction on GH-II ARQ Performance
: For BER=10", Dp—15 a=0.8

Noisy Feedback Noisy Fcedback Nmseless Fcedback
Wlthout Prcdlcnon With Prodlcuon thout Prcdxcuon

3.22 x 107

5.10x 10?

201x10%

We see from Table 8.3 that the predictor has increased the throughputefficiency, lowered the number
of lost packets, and reduced the probability of undetected error.
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8.5 The Feedback Encoder with a Threshold

At the receiver, an all-1 sequence is used for a NACK, and an all-0 sequence is used to indicate an
ACK. At the transmitter, the number of 0’s is found, and denoted by W,. The decision rule regarding
the status of the previously sent packet is

send a new packetif W, > 0
retransmit the packet if W, < 6,

where 0 is some preselected threshold. It is interesting to observe (as is demonstrated later) that

some performance parameters, such as the throughput efficiency and the probability of loss, are
sensitive to this threshold. Incidentally, this type of decoding can be traced to Schwartz, who in [90]
mentions this idea just briefly. Let us consider the situation where we interpret the return message
to mean "ACCEPTED" only when the message is all 0’s, i.e., 8 = 0. Let us also define a false start
to be the transmission of a new packet when, in fact, a retransmission is required. Then in this case,
the probability of false start has been greatly reduced. The problem is that the throughput has also
been reduced, and unnecessary transmissions are quite frequent. By allowing some margin
(increasing the threshold), we obtain a higher throughput. It is then seen that there is a trade-off
between reducing the probability of a false start (which leads to the loss of packets) and having a
reasonably high throughput. The effect on the probability of loss is illustrated in Figure 8.4 and
the effect on the throughput efficiency is shown in Figure 8.5
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Figure 8.5 Effect of Threshold on the throughput Efficiency

8.6 Using an Invertible Code to Avoid Packet Loss

In variable redundancy transmission, it is possible to virtually eliminate the loss of packets. At the
price of some added complexity, the following procedure could be adopted. Suppose the block

received is divided into sub-blocks, so that

(3 k k
B =bp",...,b%,

(8.14)

where each b{" is exactly k, bits long, with k, = N/L, and N is the length of the block B®. In the

simulations N = 504 and L=72, giving k, = 7. If the block B™ is the first block of a packet in an
ARQ scheme that uses a code with invertible sub-blocks, then each b{” can be inverted to form the

vector

C = [C,C,....CJ.

8.15)
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The vector C is then checked for errors. If errors are found, C can be used at the receiver to determine
the next block to be received. Let us call this B®. The received block is compared with this, and,
if found to differ beyond some acceptable threshold, it is considered to belong to a different packet,
and is rejected; otherwise, it is taken to belong to the same packet and is combined with the previous
one for decoding. If it is rejected, then a request is made for the retransmission of the previous
packet. The procedure is illustrated in the flowchart of Figure 8.6.

It is crucial to note that the procedure is possible only for a code with a generator matrix
whose blocks are invertible. The invertibility of the first block is assumed by the box labelled
"decode B®". If the transmission is other than the first, it can be combined with the previous ones
for decoding. The result of this decoding is then used in determining an estimate of the expected
block; thus, only the first block needs to be invertible. Invertibility is a property of many KM codes,
a fact which creates room for additional strength in the GH-II ARQ scheme that uses these codes.
The results of this method are shown in Figure 8.8. As was to be expected, the throughput efficiency
is reduced by using this scheme. The effect on the loss of packets is shown in Figure 8.9, from
which we see that the loss of packets has been tremendously reduced. Sometimes it is important
that no message be lost. In such a case, a lower throughput may be tolerated in order to have a lower
probability of packet loss.
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8.7 Results For The Markov Channel

Using the process constructed in Section 7.2.1, simulations were performed. The results presented
here show that noise in the feedback channel results in a higher probability of undetected error and
a lower throughput efficiency. A comparison is also made between the performance of the GH-1II
ARQ scheme and the SR-ARQ scheme. Itis found that GH-II ARQ has better performance in terms
of the probabilities of packet loss and spurious delivery. Figure 8.10 and Figure 8.15 show the
results when a predictor is used with GH-II ARQ. These figures indicate that significant
improvement is possible when prediction is used.
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Figure 8.9 Throughput Efficiency on The Markov Channel
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CHAPTER IX
CONCLUSIONS

Overview

The applicability of the methods described in this work was discussed in Section 1.1, with the
conclusion that significant performance improvement can be realized over a wide range of
application areas. The effect of feedback errors on ARQ schemes has been examined by looking at
the selective repeat ARQ scheme and the GH-II ARQ scheme using a Markov channel and a Gilbert
channel. In the analysis of these systems for the Markov channel, appropriate variables were
introduced that greatly facilitated the derivation of expressions for the relevant performance
parameters. To provide a means of comparison, the noiseless assumption was also considered, and
a parallel set of expressions were derived.

Since KM codes play an importantrole in the GH-II ARQ scheme treated here, their discussion
was also included in Appendix A, with a detailed look at the (28,7,10) KM code. The encoder and
decoder for this code were discussed, and the hardware diagrams provided for the decoder.

Channel models were also briefly considered; two models were singled out and used in the
simulations to produce the results presented here. These were the Gilbert model and the Markov
error model. An analysis of the Gilbert model was also given, a result of which was that the number
of errors in successive blocks did not constitute a Markov chain. Despite this, the results of the
Markov channel can be adopted in the Gilbert channel after some necessary modification. This is
made possible by the fact that the events associated with certain conditional probabilities are
separated by time intervals such that the performance evaluation can proceed as if the blocks were
- statistically independent. Using the above two models, performance results were compared under
the noisy feedback and the noiseless feedback assumptions.

Finally, improvements were considered that cope with the effects of feedback errors. Two
methods are proposed. One uses a predictor at the transmitter and the other uses the invertibility of
KM codes in avoiding packet loss. For each improvement, simulation results are provided. In
general, the following conclusions can be drawn from the analysis and simulation studies:
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Effects of Feedback Noise on ARQ Performance

Noise in the feedback channel degrades the performance of ARQ schemes. In this work, the
degradation has been studied by looking at individual events and seeing how their corresponding
parameters are affected. The events of concem are, packet loss, spurious delivery, and undetected
error. A brief summary of each of these is given in the following paragraphs, including their effects
on the throughput efficiency and packet delay.

Packet Loss and Spurious Delivery

The loss of a packet is one undesirable consequence of errors in the return channel, and is more
frequent the more noisy the return channel becomes. It would not occur ina system with an error-free
feedback channel.

Throughput Efficiency and Packet Delay

Noise in the feedback channel introduces two undesirable events. One is the unnecessary
retransmission of a packet that has already been delivered (either in error or error-free). The other
is the loss of packets. Both of these tend to lower the throughput efficiency. As discussed in
Section 3.6, a lower throughput efficiency results in a greater packet delay.

Undetected Error

" From the results given here, the conclusion is that errors in the return channel increase the chance
of making decoding errors. For the methods employing variable redundancy transmission, feedback
errors cause the decoder to combine transmissions belonging to different packets and decode them
as though they belonged together, thus creating obvious errors. For other methods, such as selective
repeat ARQ, the unnecessary transmissions of a packet may still be delivered to the destination.
These contribute to undetected errors. Both forms of ARQ will have increased undetected errors
due to feedback errors.

The Predictor

The use of a predictor with the GH-II ARQ scheme was found to yield a significant performance
improvement. For example, for a bit error rate of 10 a round trip delay of 15 packet times, the
improvement in throughput was found to be from 70% to 80%. A similar improvement was observed
in the reliability. The predictor improvement was found to decrease as the link gets longer.
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A conclusion is usually where one decides to take a break; it is rarely the end of all inquiry.
Quite often, a lot more questions are brought into view than are answered. In the case at hand, we
end by giving some issues that future work could address.

Suggestions for Further Work

Some problems that could be investigated are given below. This list is notexhaustive; other problems
can easily be added.

L Other forms of predictors could be studied. An example assuming a Markov error model is
to estimate the state transition probability matrix, and use the estimate to decide on the
starting depth for the next packet after a packet has been delivered. A simple method would
be to choose the most likely next-state from the current state. The state space may be
partitioned into classes to make the problem more manageable.

2. A two-way communication system could be studied. The KM scheme could be applied in
both directions. An attempt can be made to see if expressions can be derived for the
performance parameters of such a system.

3. The role of modulation on ARQ could be studied as well. This could be done with any of
the above suggestions. Using modulation allows one to consider soft-decision decoding,
and it is known that soft-decision decoding has an advantage over hard-decision decoding.
For KM codes soft-decision decoders are easy to implement.

4 If data can be collected from real channels, then non renewal models could be considered.
The parameters of the models can be assigned values as dictated by the data.
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APPENDIX A: KM CODES

The reason for discussing KM codes here is that these codes were used in the simulations found in
this work. In the course of the work, the encoder and decoder for one particular KM code were
developed. Binary KM codes are obtained from algorithms for the computation of the aperiodic
convolution of two sequences of lengths k and d over GF(2) [7]. The length n of the code equals
the multiplicative complexity of the algorithm used. In the brief discussion of these codes given
here, we skip several details, and concentrate on presenting what is necessary for the construction
and decoding of these codes. A sequence {y,; r =0,1,...,a— 1} is represented as the polynomial
Y(u), where

Ymp%bﬂ A.1)

The aperiodic convolution of the two sequences { z; j = 0,1,2, .., k-1} and { y, 1= 0,12, ..., d-1}
over GF(2), is another sequence {®;; i =1,2,...,N — 1} where N=k+d-1. The parameter d is called
the design minimum distance of the code. It is shown in [7] and [8] how the generator matrix for
an (n, k,d) code results from the aperiodic convolution computations, where d is the actual
minimum distance of the resulting code. It is found that d > d. The resulting convolution sequence
can be represented as a polynomial ®(u)=Z(u)Y(u). Since d(u) is of degree N-1, it is
unchanged if it is defined modulo any polynomial P(u) whose degree is at least N. Now, if P(u)
is a product of mutually prime polynomials P,(u), i=1,2,...,t,thatis,

HM=§EM, A2)

where P{u)and P{u)forj # i have no common factors, then the polynomial product can be computed
by first reducing each of the polynomials Y(u) and Z(u) modulo Pfu), to obtain
Zu)=Z(u) modulo Piu) and Y,(u)=Y(u) modulo P;(u). Next, the partial products
O,(u)=2Z,u)Y,(u) modulo Piu), i=1,2,3,...,t, are then computed. From these
products, @(u) can be uniquely reconstructed using the Chinese Remainder Theorem. Let
M(P(u),N) be the multiplicative complexity of the polynomial product Z(u)Y(u) modulo P(u),
(P(u) has degree N). If in the computation, it is found that a polynomial P’(u) of degree N-1
exists such that M(P’(u),N — 1) <M (P(u),N)— 1, then it is more efficient to compute Z(u)Y(u)
using P’(u) with one extra multiplication. In this case, it is said that one wraparound has been



C

APPENDIX A 122

introduced. More wraparounds can be examined and the number yielding the lowest complexity
chosen. The important fact for our purpose here is that the generator matrix of the code is block
structured, having t+1 blocks. The first t blocks can be arranged so as to correspond to the factor
polynomials P{u) with the last block corresponding to the wraparound computation.

Example 1: Suppose k=4, d=5 P(u) = u’(u*+1)(u*+u +1), and s = 2. This choice results in the
(12,4,5) code,' with the generator matrix?

2
101}101]111/000 Py =
M - |0111011/011j000 P, (w) = v’ +
~ 1000/101/101j011 P, ) = u + u + 1
000/011}110}101
s = 2

For For For wrap

Pu) Pu) P,u) s=2 A.3)

The codewords of this code are given in Table A.1.

Table A.1 shows that the actual minimum distance of the code is 6, whereas the design minimum
distance is 5. The construction of KM codes is well-documented in {7]; here we present the
construction of these codes by considering the (28,7,10) KM code. This code was found in an earlier
work [51] to have better performance than other codes of the same depth. For this reason, it is used
in the simulations presented. For this code, the polynomial P(u) is taken to be

1 This code is referred to here as (12,4,5) to reflect that the design distance d=5; it is shown next that the actual
minimum distance is 6.
2 We will show shortly how the columns of the generator matrix are obtained from the factor polynomials.
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WEIGHT

CODEWORD
00010

OO0
OO

Ot et et et ot s D EHCD

OO OO s bt b bt s OO D

O et o et ) bt () bt () e ) ot 0 et ) st
OOt vt s et O OOt O ot et O it
QO et 1t O Ot bt bt it O Ot bt O
Ot 10 O 1t Ot it () bt et ) pet
OOt et Ot CHO et b OO et (O et st
Ot O D et vt T bt et bt I et et

OOC
(=
OO
[~

i ©ONNOCONGONNNNOONNN

WEIGHT DISTRIBUTION
WEIGHT 01234567 891011 12
#CODEWORDS 1000001203000_9

_

P@=w?@+ D@ +u+ )@+ + D@ +u+1) (A.4)

and three wraparounds (s = 3) are selected. In the following section, we will include the factors u
and (u+1) and also two wraparounds (s = 2), as these are used in the other codes that are subcodes
of the (28,7,10) code. This point will become clearer as we proceed.

A.1 The Encoding Units

The information polynomial is the degree k-1 polynomial Z(u), (k = 7). The polynomial Y(u) has
degree d-1. The number of multiplications used in computing their product is the length of the code.
Z(u) is written as

ZWw) = zg+zu+zu’+...+zu’. Aa.5)

The computation of the polynomial products necessitates reducing the polynomials Y(u) and Z(u)
modulo each of the factor polynomials, P{u). Note that

Z(u) = 2z, modulo u

= ¢, (A.6)
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where ¢, corresponds to the first column of the generator matrix of the code. Also,

Z(u) (zg+2,+2,+...+2) modulo u+1

= ¢ A7)

The contribution of the degree d-1 polynomial Y(u) is not discussed here, but the combined effect
results in the first two columns of the generator matrix being equal to

Co 4
N
0 1
0 and 1
0 1
0 1
0 1
\0, \1,

From this point on, the column labels are going to be out of order; the reason for this is that we
would like larger codes to contain smaller ones as subcodes. We now have

Z(u) (zp+2,+2,+2) + (z,+2z,+2zu modulo u’+1

= CtCplh. (A4.8)

By adding ¢4 and ¢;, modulo-2, we obtain c;.

ZW) = (p+n+z+2z+2) + (y+z+z+zJu modulo u'+u+l
= ¢ + cu (A.9)
= G+, : (4.10)

The columns corresponding to the last two factor polynomials are given below.
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Ci6C1 C17 €G3 €

(110  (110)

011 011

110 101

011 110

110 011

011 101
Zu) = (gp+z3+2z,+2z) + (g +zz,+z5+zu + (zz+z,+z4+26)u2 modulo u#*+u’+1

= cytcu+c’, A.11)
Ci1o=C3+Cy (A.12a)
€1 =C3+Cy, (A.12b)
Cs=C4+C,. (A.12¢)
Zu) = (zp+z;+z,+z5+2) + (+z;+z,+zu + (z,+2,+25+2Ju> modulo wiu+l

= Cy ¥ Cogll +Cpat’s (A.13)
Cou =Cyy +Cp; (A.14a)
€= Cy +Cp3, : (A.14b)
Cos = Cpr+ Cps. (A.14c)

The columns arising from the preceding two factors are

€10€3€11€4C5Cy C2CnC2%CnCa5Cn

(111100)  {111000)
100010 100110
001111 001011
110011 110011
010001 010101
011110 011110
(100101) (100101,
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For the wraparound s = 2 we use the polynomial
Z(u)=zs+zu

= Cpp+ Cel. 4.15)
We add c,2 and ¢, modulo-2 to obtain c,;. For the wraparound s = 3 we use the polynomial,

Z(u) =z, +2z5u + 2u°

= €+ Cpld + Cold. (A.16)
Then,
Cop=Cia+Cyg (A.17a)
C9=C1g+Cg (A.17b)
Ci3=Co+Cyy | (A.17¢)

These factors contribute to the first two blocks below; the third block (which is a single column) is
for c,; and is obtained by adding the first 27 columns modulo-2.

€12€13Cs €10C18C19C12C13C6 Cxn

(000)  (000000) (0)
000 000000 0

000 000000 0

000 000000 and (O

000 110000 0

110 100110 0
011) 1001001, 1,

We observe from the encoding units that the number of columns produced by each factor polynomial
of degree o, and the wraparound-(s) are, respectively,

“t () e ()

With polynomial factors of degree at most three, higher-degree polynomials can be obtained by
selecting these lower-degree polynomials as factors. So, to obtain an (n, k, d) KM code, we need
to choose the polynomial factors and the wraparound (s) so that the following conditions hold:
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1. GCD{P(u), Pw)} = 1forj=i; and ije{1,2,...1}.

2. }':‘[a,. + [‘;]] s o+ {;) = n  withe, = deg{P.w).

3. de lilP.-(u)]—s = k+d-1.
j=1

Each factor polynomial is then used to reduce an information polynomial of degree k-1. From these
reductions, the columns of the generator matrix for the code are obtained as was done above for
the (28,7,10) KM code. In [7], tables of polynomials of increasing degree are given and can be used
in the steps above. We proceed to consider an example.

Example 2: Consider k=7, d=3 and N = k + d-1 = 9, that is, P(u) is a degree-9 polynomial. We
can, however, use a degree-7 polynomial, P(u) = u(+1)@*+u+1)@*+u*+1), and
two intentional wraparounds (s=2). Then, applying the second requirement above, we see that
n=(1)+(1)+2+1)+(3+3)+(2+ 1) = 14, This approach leads to the (14,7,3 ) KM Code. Using
the columns from the preceding discussion, we find the generator matrix of the code as

(1]1]110]111000]000)
0{1/011]100110/000
0/1/101/001011(000
M = ]0j1j110/110011j000
01/011j010101j000
0{1{101j011110{110
L01/110{101101(011,

wrap

u u+l w+u+1 W+ut+d s=2

At this point, the construction of KM codes should be clear; we now present the reverse process.

A.2 The Decoding of KM Codes

The decoder is obtained in three steps. First, we use the redundancy introduced by the encoding
units to detect any uncorrectable errors. At this stage, we form parity equations for each decoding
unit. A decoding unit corresponds to one of the polynomial factors. Those decoding units whose
parity equations are not satisfied, are ignored in the next stage. Second, we form combinations of
decoding units that will enable us to recover the information vector. If too many parity failures have
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occurred, leaving us with no candidates for decoding, we declare a decoding failure. Third, we take
the decoding from each candidate and obtain its corresponding code vector. The difference between
this vector and the received vector is called the error pattern corresponding to the candidate. The
candidate whose error pattern has the smallest weight is selected. More precisely, let the received
vector be r = (r,r,....r,) and let Z,- = (2,12} 2. .-Zj 1 )» k<n, be the output from the jth candidate. This
can be fed into a KM encoder to produce a code vector C; = (c; ¢; ».- ¢;. ). The number of places
where C ; and r differ is the weight of the error pattern for the jth candidate. We denote this difference
by w,(j). The decoder then accepts Z, as the information vector whenever

w()= min {w,()}, (A.18)

hSisi

where j; and j, are determined by the candidates examined. From the encoding units, we see that
the factor polynomials of degree 2 and 3 introduce redundancy, since extra columns are produced
by modulo-2 addition. Suppose Zu)=v1+(v2)u mod Py(u) and
Zu)=wl+W2u +(w3)u’mod Py(u), where deg{P,(u)} =2 and deg{P;(u)} =3. Then,
Figure A.1 shows how the other columns are obtained from the coefficients vi, v2, wl, w2, and w3.

Degree 2 Degree 3

bl oot

qQl g2 q3 g4 g5 qb6

Figure A.1 Encoding Units

Before we can recover the original information bits, we must first remove the redundancy. This
redundancy provides us with an over determined system of equations — we have more equations
than unknowns. This can be exploited to correct/detect some of the transmission (or storage) errors.
For the degree-2 polynomial, there is one extra equation which can be used to detect a single error
inthe three bits. Let P =x1 + x2 4+ x3 (modulo2).If P = 0, we acceptv] = xI andv2 = x3, otherwise
we reject the combination of x1, x2, and x3. Now vI and v2 are expressed in terms of the z;'s. So
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from vI and v2, we get a pair of equations which we can use with other equations (other units) in
the reconstruction of the information vector. The simple parity check decoder is a (3,2,2) decoder.
This is shown in Figure A.2. This decoder is referred to later by the function

P(x1,x2,x3) = (v1,v2) (A.19)

From the degree-3 polynomial we need wi, w2, and w3. The equations for the gi’s are given in
Table A.2.

Table A.2 Determining the q’s from the w’s

s ———————

q3=wl+w3 =

o

L .Reject

Figure A.2 The (3,2,2) Decoder

From the g’s we obtain the equations for the w’s shown in Table A.3.

Table A.3 Determining the w’s from the q’s

w3=q4+4q5,
w3=q2+q3,
w3=q6.

It is observed that each wi is found in three possible ways. If there are errors, some of these ways
will be different. The decoding procedure is to decide in favour of the majority: if two or three ways
agree, then wi is the common value of these. A one-step majority logic decoder would suffice. This
is shown in Figure A.3. This decoder is represented henceforth by the function
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M(qgl,92,93,94,45,q6) = (wl,w2,w3).

(A.20)

This procedure corrects any single error in the six bits, g1, g2, ¢3, ¢4, g5, and ¢6. To detect two

errors, some further equations are needed. The three parity equations

P,=ql+q2+44,
P,=q2+q3+q6,

Py=q4+495+46,

(A.21a)
(A.21b)
(A.21c)

M(ql,92,93,94,95,96) = (wl,w2,w3)

I P P

wl

‘w8

w3

Figure A.3 The (6,3,3) Majority Logic Decoder

can be used to determine when two or more errors have occurred. This is illustrated by the logic
diagram of Figure A 4.
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Pl
Pe

P1
P3

P2
P3

— FAILURE
__q—/

oy

Figure A.4 Double Error-detector for a Degree-3 unit

In this way, the unit can correct one error and detect some patterns with two errors; some two-error
patterns are not detectable. For example, if ¢/ and g2 are both in error, then the decoder will not
detect this.

Again, to make the discussion concrete, we use the (28,7,10) code. This code contains the (14,7,3)
code, and the (21,7,6) code. These are referred to, respectively, as depth-2 and depth-3 codes. The
(28,7,10) code is a depth-4 code. The polynomials used are

(14,7,3)Code:u(u + D)@ +u+ 1) @' +u’+1), s=2
(21,7,6)Code:u’(w + 1) Wl +u+ )@’ +u’+1),5s =3
(28,7,10)Code:u® (W + D@ +u + D+’ + N +u+1),5 =3
plus an overall parity bit (c,,).

We note here that in going from depth-4 to depth-3, we ignore the factor (u*+u +1). Thisis

useful in adaptive ARQ schemes, in which it is desirable that, in going from one code to a larger
one, the decoder configuration should stay more or less the same. We see that depth-3 and depth-4
differ only through the above factor polynomial. In going from depth-3 to depth-2, we disable the
units corresponding to (1%, (u*+1), and (s=2) and activate the decoding units for (u) and
(u+1). Using the columns derived earlier on, the generator matrix is found to be
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C (1111000/0101100{0110000{1001010)
0100110{1101000{1101000/0101100
0110010{1010100{0010000/0010110
M =|0111010/0111000{00010001 100110 |. (4.22)
0101100]1110000j0010111j0111010
0111110{1000111{0001001(1110000
0110101/0111101(0010010/1011101,

From this matrix, one obtains the encoding equations in Table A.4.

Table A.4 Encoding Equations

Ce=2 Cl=2

=2+t 2+t z, 25+ 2 Cis=2y+2

=2+ 2, +2,+ 25+ Z¢

C=2y+2z,+2,+2

€=z, +2,+25+ 2
Cs=z,+2,+2,+ 2

Cie=2t 2+ 2,+ 2
Cp=2,+ 23+ 2
Cis=2,
Cro=2,+ 2

C,=2,4+2,+2,+2
=2y +2,+2,+2,+ 2
Co=2+ 23+ 2, +7
Co=2+2,+2,+ 2,
W=tttz
Cu=12s

C= 25+Z6

Coy =2+ 2, +2+2
Cn=2‘+23+2‘+25
023=22+Z4+25+Z6
Cu=Zo+Z,+Z‘+26
Cs=2,+2,+2,+72
Cos =2+, +2,+ 2,

Cp=14

-

From these equations, we find that the first three blocks are invertible, and have the inversion

equations given in Table A.S.

C
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I TJabTe A.S Inversions
Block-1 Block-3
2,=C, Z,=Cp+Cys
2, =Co+Cy+C5+C 2, =0

,=Co+ 0+ 0+ 0

Z,=Cp+ G+ C s

2, =CFH gt Cyy

Z3=Ct s+ C 1+ g+ 0y

z,=Cotc,+Cs+ ¢ Z,=Cyg

Z3=C;+C,+ ¢+ ¢ Zg=C3+Cy

2g=Cs Zg=CtCy

Block-2 Block-4 is not invertible

Zy=C+Cg+ 0y +Cy,

2, =Cy+Cy+ €y + €y

2, = Cy+ Cot Cp+ €+ €+ €y
2, =Cy+Cgt+ 0y

Z,=Cg+Cy

Z5=Cp

Zg=Cp+Cyy




APPENDIX A 134

A.3 Decoding Candidates

The candidates are combinations of polynomial factors whose product has degree at least 7. We
potentially have 19 candidates, but at any one time, only a few of these are used. We shall use the
numbers 1 to 9 to represent the polynomials, as shown in Table A.6.

Table A.6 Unit Indexing

4 5 6 7 8
W+l w+u+1l wd+u®+1 wPru+1l s=3 s=2 u u+l

The selection S, = { 1,2,4 } corresponds to the polynomial product  u?(u®+1)(u®+u?+1). This

is a degree-7 polynomial, and can be used to recover the information polynomial, provided the
appropriate parity equations are satisfied. Many other combinations are selected to satisfy the
equation

s+ degre{f]l P,.(u)] > k (4.23)

The P; are the factor polynomials mentioned above, and s refers to the wraparound. The selections
are denoted S, i = 1,2,...,19 and are given in Table A.7.

Table A.7 Decoding Selections

6}
Sl = {1»2’3} Ss = [2:416}
SZ = [2)3,6) S9 = {3,4v6}
S;=1{1,2,6) S10={14.,5)}
S4 = [1’3’6} 11 = {1’2’5)
SS= {1’3)4} SlZ- (1v3a5}
Se = (2,34} S =1{2,4,5)

Each selection gives a set of equations which can be solved to find the coefficients of the information
polynomial Z(u). The steps are omitted. The first two selections are given below with the respective
decoding equations. A complete listing of the selections and their equations is given in Appendix D.
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Sl = {1’234}

(€o: C10) =P(ro,1y55110)

(¢16:C17) =P(ry, 7y, 1)

(c3’ c4, C9) = M(rlo’ r3’ ru)r4) r5’ r9)

=6

7 =Ch
Z=CptCy+Cyt+cy t ey,
Zy=Co+Co+Cyg
Z4=C°+C3+Cu+cl7
ZS=C°+C9+C“+C16+C17

Sz= {2’ 3:6}

(CresC12) =P(rigo 71, 117)

(Cz’ C7) = P(rza rs, r7)

(C18:C12:€6) = M(r0, 715, T19s 120 T13: T6)

Zp=CytCe+C;+C13+Cyg
21 =C+Cig+Ciy+Cyy
22=C2+C7+C12+C16+C17
2,=C+Cpp+CgtCyg
Z,=Cyg

Z5=0Cyy

26=Cs

In the above tables, the vector r = (r,, 7y, ..., 26 Iz) is the received vector.

A.4 Determining the Decoding Candidates

Parity equations are used here to determine the eligible decoding selections. The computation of
these parity equations begins with the logic diagrams in the following figures. The additions are

modulo-2.
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A.4.1 Depth 2

Pl=rytr41y Py=tgtry41,

QR
Q4

Q3
QS

Q4

QRS___ |-

Qetytrtryy Q=Tytrgtry  Qg=r 4151,

:%5} Pa
O

- ]

Figure A.S Depth-2 Candidate Selection

A.4.2 Depth 3

Here we use P, P,, and P,, P,, and P, (given below)

Q8
QS

a8
Q10

QS

RIO—

P3=r)41,6+1;; Py=rotri 40y Qp=Tetrp 41,3 Qu=Tetrigtryy Qyo=ryptr gty

S—

[ —
— == >—Pe
e

Figure A.6 Depth-3 Candidate Selection

A.4.3 Depth 4

This part uses P,, P; ,P, P, P;, and Ps (below).
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Qi =T 4Ty Q=T+ +ry,  Qua=Ty+n+r

Q1
S S— D ey
s—1 >

Q13 ———J}

Figure A.7 Depth-4 Candidate Selection

A.4.4 Depth-2 Decoding

This is the simplest of them all; only one parity equation (4, = P,P,P,) isneeded, and only
one candidate (S,,) is examined. If the parity fails (P,P,P,=0), we declare a decoding failure.

P1P2P4__ o (S19)

l. = FAILURE

Figure A.8 Depth-2 Decoding Failure Detection

A.4.5 Depth-3 Decoding

There are sixteen possible sets: Ao, Ay, Ay, ..., Ay Ajs,each A; selecting a subset of decoding

selections. Appendix D lists the corresponding decoding selections. The decoder has to indicate
whether or not a decoding failure has occurred. This is done by examining
FAILURE = NOR(A,, Aj, A,, ..., Ay, Ajs).
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A.4.6 Depth-4 Decoding

Here we have 37 options: FAILURE = NOR(A16,A17,A18,A19,...,A51, AS52 ), and their details
are also found in Appendix-D. Finally, the weight distribution of the (28,7,10) KM code is given
in Table A.8. The list has omitted those weights for which there are no codewords. The decoder for
a general KM code is available in [7]. For the specific (28,7,10) KM code, the descriptions given
above are summarized in the diagrams of Figures A9 - A.12. This is the decoder used in the
simulations presented in this thesis.

I Table A.8 The Weight Distribution of the (28,7,10) KM Code

rWEIGHT 0 10 12 14 16 18 20 22

I#CODEWORDS 1 10 29 26 38 27 9 1
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o Ay f‘"u A s “1J A Agy
pepth (D2 D3 D4
g (1) ? 0 Condidate Examination and Selection
4 10 0 1 See Figure A.10
Aq Ay Aw Au As
Decoded Output Error Pattern
DEC

Figure A.9 The (28,7,10) KM Decoder.

Of the input variables, Ay,A},A,,...,As,, in Figure A.10, only one can be active at a time. That is,
A=1 and A;=0 for j#i. The active A, determines the decoding candidatesS,l,S,,, SL,, etc., as
described in Sections D.1 and D.2 of Appendix D.
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Figure A.10 Examination of Decoding Candidates.
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l Clock l

Depth|]] D2 D3 Dal ashicts|counter
2 1 0 0 14 0—=13
3 o] 1 o] 2l 0 —=20
4 o] (s} 1 27 0O—e=27
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Figure A.11 Determining Error Weight.
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Figure A.12 Selecting the Smallest Weight.
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APPENDIX B: DECODER TRANSITIONS

The KM decoder takes the received block and partitions it into sub-blocks for decoding as shown
earlier in Figures 3.3 and 3.4 of Chapter III. For each sub-block, the decoding can end in one of
three ways: errors may be correctable, detectable, or undetectable. Once errors are detected in one
sub-block, the whole block is rejected. If errors are undetected, then the whole block is considered
to contain undetected errors. These considerations give rise to the transition diagram of Figure B.1
below for the KM decoder.

0 errors correctoble
1 errors detectoble
2 errors undetectabie

Figure B.1: State Transition Diagram of the KM Decoder

In order to decode the block, the decoder undergoes (n,/k,) — 1 transitions, where n, is the length of

the outer code Cpp and k, is the number of information bits in the KM code. The (28,7,10) KM code
is used here, since it was found in an earlier work [91] to be better than other codes of the same
depth. The packet length used is n, = 504 and k, = 7. This gives the decoder a total of 71 transitions.
The transition probabilities are given by the matrix

p q 1-(p+gq)

Poy = |0 5 (-s5) | (B.1)
0 0 1
It can be shown [40] that
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e a0t 1_(@—s)p*+q<p‘—s*))
b= P9 3.2)

p
P,
v 0 st 1-5
0 O 1
For each decoding, the decoder always starts in state 0. The performance of the decoder can be
evaluated once p, g and s are known. These can be determined from the error statistics.
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APPENDIX C: CHANNEL TRANSITIONS

We have determined all the expressions required for the performance evaluation parameters. We
now face the task of determining the state transition probabilities, as these are needed in the
expressions. To begin, we note that there is a time lag between the reception of a packet and the
arrival of its acknowledgement at the transmitter. This is depicted in Figure C.1.

transmitter Receiver

s Delay Dp (Packet Times) ]

[~ %

Z Z
Packet Transmited - ré

Z )

L~ Acknovledgement arrives L~

% After Dp Packet Ties %

] — A

% -

" Figure C.1: Delay Between Packet Arrival and Its Acknowledgement

In order to take this delay into account, we introduce the matrices given below. Let P be the matrix
of one-step transition probabilities.

P(CIC) P(DIC) P(EIC)
P = |P(C/D) P({DID) P(EID) (C.1)

P(C/E) P(DIE) P(EIE)

Let Q be the matrix of one-step transition probabilities from the set {C,D,E} to the set {T,F}). The
D, transitions required are broken into Dj,, transitions plus a final transition. By appropriate
manipulations, it can be shown that

g It is assumed here that the states of the chain have been partitioned to accord with the events C, D, and E as used
ere.
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P(TIC) P(FIC)
P> 'Q=|Pam) PED) €2

P(T/IE) P(FIE)

To keep the expressions simple, we assume that the same code is used on the return channel as in
the forward channel. In this case a false feedback message is equivalent to E, and a true feedback
message is equivalentto CuD.  This implicitly says that the feedback message will be false
only when the errors are undetectable. With this in mind, we define the matrices Q, R, and S as

given below.
(P(CUDIC) P(EIC) P(C/IC)+P(DIC) P(EIC)

Q = |P(CuD/D) P(EID)| = |P(C/D)+P(DID) P(EID) (C3)
\P(CUDIE) P(EIE) P(C/EY+P(DIE) P(EIE)

_ (P(CuD/CuUD) P(EICUD)
R =\ pcubE)  PEE) €4

and
g - [PCICUD) POICUD) PEICUD) c
= | pPiE) P(DIE) P(E/E) (€.5)
With these matrices, we have
P(TIC) P(FIC)
Pr'Q = QrR™' = |p@D) P(FID) (C.6)
P(T/IE) P(FIE)
P(CIT) PDIT) P(ET)
R”7's = sp”' = ok

P(C/IFy P(DIF) P(EIF)

The number of packet times from one feedback message to the next ( for the same packet) is 2D,.
Using this fact, we have
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w _ (P(IT) P(FIT)
R™ = bGW)PWWJ €8
Finally, we need the matrix P*° given as
P(CIC) PDIC) P(EIC)
P® = QR™’s = |PC/D) PDID) PEIID)| (€.9)

P(C/IE) P(DIE) P(EJE)

where the entries are now 2D,-step transition probabilities. All the quantities appearing in the
previous expressions are elements of the matrices above. The matrix P can be determined
experimentally, and from it, the other three matrices can be determined. Since R is lower in
dimension than P, it is easier to calculate R™" ™", In fact, if we let

Yy = P(CuD/CuUD)+P(EIE), (C.10)
then
P(CUD)YE P(EICUD) - PEICUD) -PEICUD)
R"'=—1——- +(1——ll- (C.11)
2-v 2-7

P(CUD)E P(EICUD) -P(CUD)E P(CUDIE)

Therefore, all the quantities needed in determining the performance parameters can be found once
P is known. The parameter ¥ is called the clustering coefficient {37], as it measures the tendency
of transmissions of the same type to follow each other.
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APPENDIX D: DECODING SELECTIONS AND THEIR EQUATIONS

This appendix gives the equations of the decoding selections from Table A.7 of Appendix A.

S1=1{1,2,4}

(€0 1)) =P(ro,1i5,1)

(c16€17) =P(ri6: 71, 117)

(€3:€4sC3) = M(r1g, 73,114, Tas 75, )

2,=C,

2)=Cq

2,= Cyt €+ Co+ €y +Cy
Z3=C0+C9+C16

Z,=Cyt 3+ ¢+ €y
Z3=Cyt Cy+Cy+CigtCpy

S2= {2’ 3’6}

(€16 €17) =P(rie 115 117)

(Czy c1) =P(r 21T 7)

(€185 €120 C6) = M(F20, 715, T19s T120 713, 76)

Zy=CotCgt Cat iyt Cyy

24=Cyg
25=Cyy
Zg=Cg
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§,=1{1,2,6} Zp=Co
2)=Cyy
(€0 €1) =P(ros 15 1) 2,=Cpt e+ Ciet (g
(C16€1) =P(rie 11, 719) 2, =C1p+Cy 0y
Z,=Cyg
(C18: €125 € = M(ry, 716 T1 13, 7135 T6) =0,
2= Cg
5,={1,3,6 0=y
21 =Cyy
(€os €1) =P(ro, 1155 714) 2, =04 C+H 0 0y
(€2 ) =P(ryry 1) Z3=CotC+ Gt 3+ 0+ Cyg
Z,=Cyg
(C185€12:€6) = M(rpg, 15, 719, T125 T135 T'6) 23=Cyy
Zg=C
S,={1,3,4} 2,=¢,
2)=Cyy
(€0, €10) = P(ro, 1y, 710) | 2, = Co GG+ G+ Cyy
(c,,¢)=P(ry,ry,17) Z3=Cy+ 3+ €
=6+t 0
(€3,€4,€9) = M(ryo, 73,711, 74, 75, ) Z3=Cot €+ 6+ G
Zg=CotC+C,+Cy+Cyy
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S,=1{2,3,4}

(€, 67) =P(ry,rg,r)

(C16€17) = P15 71, 717)

(03, C4, Cq) = M(rloa r;: r",r4,r5, r9)

Z,=Cy+ 3+ ¢
2, =Cy+C+CHCtCyy
2,=C+CytCyy
Zy=C,+Cy+ ¢,
2, =C+C 4G
Z3=C+C ¢+ Cyt+ Cog

S;={1,4,6}

(Cp C1a) =P(ro, 15, 710)

(03’ CA’ C9) = M(rlo’ r3) r]p r4, rs: r9)

(€18, €12 C) = Mg, 715, 7195 F12 7135 T)

Zy=Cy
) =C
22=Co+Cg+C6+C9+Cn

Z,=Cyg
25=Cyy
26=Cs

Sy ={2,4,6}

(C16€17) =P(rygo 715 1y7)

(Cgs Ca Cg) = M(rw, Fy Vi las s, r9)

(€185 €120 C6) = M(r g, 716, 719, 712 13, T6)

Za=Cy+ it et Cpteyy
Zy =C4+C6+Cu+cls
Z,=Cy3+C,+C+Cp+ 0y
Zy=Ct gt et o
24,=Cyg

Z3=Cpp

24=0Cg
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Sy =1{3,4,6} Zp=C+CytCpt Gy
Z‘ =02+C3+C‘+C7+cl2

(€3€4,€9) = M1y, 73,1y, T, Ts, 7o) 2,=Cy4
(€18 C12:€6) = Mg, P18, T19s T120 7135 Te) ,=¢,,
Z4=C;
S0=1{1,4,5} 2y=Cp
Z)=Cy
(Coa 014) = P(ro, I's "14) Z,=CHC+Cpy

2, =03+ 0+ Co+ €+ 0y
(C3,C4,C9)=M(rlo,r3,ru,r4,r57r9) Z4=CO+C3+C9+03
(Czl,cn,cn)": M(rusrzprzmrzzarzyrn) Z4 =C3+C‘+C"+C2)

Su={l,2,5} 2 =Gy
7, =Cy
(€0 €1) = P(ro, s, 114) 2)=CuHC gt €y + iy
(c160€17) =Py, 11, 117) 2, =Co+ Cr+Cig+ €+ Cy
Z=CptcCp
(€215 €201 €39) = M(Fyy Ty, oy T, T s, T3) 25=Co+ Cig+Cp3

Zg=CotCtCyytCy
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S1=1{1,3,5} Z,=0Cy
2 =Cy4
(€0 €1a) = Plro, 115, 10) 2, =Cy+Cy
(c &) =Pry, 1y i) Z;=C,+C;+Cy +Cpy

Z,= Co+ Cy+ Cyy + Cpp+Cpa
(Ca1s €2 €23) = My, Py Fagy s Tas T23) 2= Co+ Cpy+ Cop + Cpe

26=C7+C1‘+C23

S3=1{2,4,5} 2a=Cy+ €+ CotCist+ €+ Cy
L= C4+C9+C16+C17+C21
(€160 €1) = P(ri6s 715 117) ,=Cot Gt ey
23 =C3+C + ¢+ 0y
(C3:€4,€9) = MUy, 73, 11y, Fas s 7) 2, =Cppt+Cpy
(Ca1s €20 €33) = MUroys 731, T T3 a5 ) Z3=Cy+ Cy+ Cig+Cyy+Cp

Se=1{1,5,6} Z=Co
2 =0y
(Cos C1a) =P(rg,ry5,710) 2,=Cp+Cig+Cy

(€18 €12:€C6) = MU(rog, T8y T19s 7125 7135 Te) Z,=Cy

(€215 €220 €23) = MU(Fogs 7215 265 230 P55 T3) Zs=Cy,

Zg=Cs
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S,5=1{2,5,6} Z,=CpptCt iy
(NOED (PN 2,=CetCptCig+Cpy

Zy=CeHCigt+Cyy+Cpy

(€18 €12 C6) = M0, P16, 719, T120 V13 T) Z,=C
(Ca1> C22s C) = M(P4 Ty T T3 P25 T23) Z3=Cyp,
Z=Cs
S6=1{2,3,5} 20=C+C1+Cy +Cpy

(€16:€17) =Plrye, 1y, 117) 2,=C+Cy

(€2 6)) =P(ry, 1, 1y9) Z3=C+ 0+ Cp
Z,=Cptly

(Ca1 €22 €23) = M(Pps T30, Tags 22 Toss T) Z3=C+ 0+ Cpp €y

$17=1{3,4,5} 2= Cy+Cy+ 0+ Co+Cypy
2,=C+C+Cy +Cpy
(c267) =Py, 1, 1y7) 2,=C+Cy
23 =0+ 0+ 0y +Cpy
(C3:€45€9) = M(ryg, 73, 111, T4 s Fg) 2,=CHC+Cy +Cyp
(€215 €220 €3) = M0, 721 T26s T2 T25: T3) Z3=Cr+ 0+ Cpp+ Cyy
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$:=1{3.5,6} Zp=Cp+ e+ Cy+Cptey
2,=Ce+Cy+Cp
(e ) =P(ry, 1y, 1) Z,=Cg+Cp+Cy+Cp
Z3=CgHCy+Cpa+ €yt ot 0y
(C18s€12:€6) = M(ry, 15, T19: 710y T3 T) Z,=Cyy
(Ca1> €220 €10) = M(Foys Ta1s P T2y P25 ) 3=¢p,
24 =Cg
S1s=13,4,7} FAEER R F o Y
2y =C, e+ g+ 010y
(¢ ) =P(ry,ry,1y) ,=Cot+ e+,
Zy=Cy+ 3+ Cgt+ Gy
(€3€4:€5) = M(ryo, 73, 7113 52 753 To) =0+t e+
2,=Cp,
Zg=¢C4
D.1 Depth-3 Decoding

We introduce Aj, A,, A,, ..., A;; and A,, as follows:
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A,=P,P.P PP, ¢S, ... S) A,=PPpPPP, )
A,=PP.,P PP, (5,,5,,5,,8;)  A,,=P,P,P.PP, (S,)
A,=P,PPPP, (5.5:,5,5) A,=P,P,P PP, (S)
A,=P,P.,PPpP, (52,55,5,) A,=P.PPpPP, (S5
A,=P,P,P PP, (51,85, 55) A,=P,P.,P PP, (S5)
A,=P,P.,P PP, (S S SesSs)  Ap=P PP PP, S,
A,=PP,P PP, S5 Sy A,=PPpPPP, (So
Ag=PP,PPP, (S,)
FAILURE = NOR(4, A, A,...A., Ay

D.2 Depth-4 Decoding

Here we have 37 options:
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Al7=PPPPPP,
A18=P,PP PP P,
A19=PPPPPP,
A20=PPPPPP,
A21=PPPPPP,
A2=PPPPPP,
A23=PPpPPPP,
A24=PP.PPP P,
A25=PP,P PP P,
A26=P,P,PP PP,

A21=PPP PP P,

FAILURE = NOR(A1l6, A17, Al8,A19,

The selections are made according to the following list.

A27=P,P,P.PPP,
A28=PPPPPP,
A29=P,PPPPP,
A30=P,P,PP PP,

A31=PPpPPPP,

A37=PP,PPPP,
A38=P,P,PPPP,

A39=PPPPPP,

seey

A40=P,P,P P PP,
A41=PPpPPPP,
A42=PP.PPPP,
A43=PP PP PP,
A44=PPPPPP,
A45=P,P,P PP P,
A46=P.PPPPP,
A47=PpPPPPP,
A48=P PP PP P,
A49=P PP PPP,
AS50=P,P,P PP P,
A51=PPpPPPP,

A52=P PP PPP,

A52)
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Al6 S1, S2, .., S18

Al17 S1, S3, §7, S8, S§10, S11, S14, S15

Al8 S4, S5, S§7, 89, S10, S12, S14, S17, S18
Al19 S2, S3, S4, S11, S12, S13, S15, S16, S18
A20 S1, S2,.., §9, Sl4

A2l S1, S5, S6, S10, S11, S12, S13, S16, S17
A22 S2, S6, S8, S§9, S13, S15, S16, S17, S18

A23 §7,59,510,514 A33 S11,512,513,516 A43 S15
A24 S3,511,514,815 A34 §2,513,515,516,518 A4 S1
A25 S1,583,57,8§8,514 A35 S1,S5,56 A45 S8
A26 S1,510,8511 A36 S52,56,58 A46 S4
A27 §8,S15 A37 S6,513,516,817 A47 S18
A28 S54,512,514,18 A38 S1 A48 S5
A29 §54,S55,57,89,514 A39 S14 A49 S9
A30 S5,810,512,517 A40 S10 AS0 S17
A3l §9,517,518 A41 S3 AS51 S2

A32 §2,S83,54 A42 S11 A52 S13,S516
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