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Abstract

The Internet evolved from an experiential packet-switching network called the

ARPANET. This network has grown exponentially since its conversion from an ex­

perimental to an operational network in 1975. However~ the need for confidential and

secure data channel has dissuaded manyenterprises from using this ubiquitous pub­

lic infrastructure. The IPSec protocol suite developed by the Internet Engjneering

Task Force (IETF) makes it possible to implement secure communication channels

or virtual private network (VPN) over the Internet. Corporations cao benefit from

substantial financial savings by utilizing VPN for inter-company or intra-company

communications rather than using expensive lease or privately own network infras­

tructure with its associated high maintenance costs. In this thesis, we will discuss

the architecture, design and use of IPSec base VPN.

Résumé

L'internet a évolué d'un réseau expérimental de "paeket-switching" appelé

ARPANET. Ce réseau a grandi exponentiellement depuis sa transformation d'un

réseau expérimental à un réseau opérationnel en 1975. Cependant~ les besoins de

média de transfert de données à la fois confidentiels et sécuritaires ont dissuadé beau­

coup d'entreprises d'utiliser cette infrastructure publique omniprésente. La suite de

protocoles IPSec dévelopée par la Internet Engeneering Task Force (IETF) rend pos­

sible rimplémentation de canaux de communication ou de réseau.x privés virtuels

(VPN) par-dessus Internet. Les entreprises peuvent bénéficier d!économies monétaires

substantielles en utilisant les VPN pour leurs communications internes ou externes

plutôt que d'utiliser des infrastructures privées coûteuses qui de plus coûtent très

cher à maintenir. Dans ce mémoire, nous discuterons l'architecture~ la conception et

rutilisation d'un VP~ basé sur le protocole IPSec.
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Chapter 1

Introduction

1.1 Motivation

In the rnid 1960's [Tan96] in the height of the cold war, the Department of Defense

(000) in the USA wanted a command and control network that could survive a nu­

clear war. The DoD consequently cornmissioned its research arm- ARPA (Advance

Research Project Agency)-to invent the technology that could get data to its desti­

nation reliably even if arbitrary part of the network disappeared without warning as

a result of a nuclear attack.

Traditional telephone technology called circuit switching would not work because

it had serious drawbacks. In circuit switching, a route for data ta get from one place

to another is set up by using relays ta make physicaI connections among pieces of

cable. Therefore, if part of the circuit fails, a new circuit must he set up. which

could he quite difficult and time consuming depending on the severity of the damage

[CQ93}.

ARPA used a different kind of technology called packet switching. The idea of

packet switching network was proposed by Paul Saran (Bar64]. In packet S\\;tching,

data to he sent over the network is divided up into discrete parts called packets. Each

packet is routed independently from one computer ta the next over the network until

it reaches its final destination.

The first experimental network-calle1 the ARPANET-went into being in De-
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cember 1969. It consisted of subnets and hosts computers. The subnets consisted of

minicomputers called INIPs (Interface ~[essage Processors) connected by transmission

lines. This network contained four oodes, one each at UCLA (University of Califomia

at Los AngelesL UCSB (University of Califomia at Santa Barbara), SRI (Stanford

Research Institute) and University of Utah. Each node of the network composed of

an Il'JIP and an hast in the same room, connected by wires. These four sites were

chosen because all had large ARPA contracts; additionally, all four sites had different

and completely incompatible computers. This experimental network grew rapidly: in

July 1970 it grew to eight nodes, by ~[arch 1971 it expanded ta sixteen nodes, in

April 1972 it grew ta twenty three nodes and by September 1972 it consisted of thirty

four nodes [Tan96J.

In the 1983 TCP/IP protocois were adopted as the only official protocol of the

ARPANET. During the same year the term Internet came into common usage. The

old ARPANET was divided into ~nL~ET, the unclassified part of the Defense Data

~etwork (DON), and a new smaller ARPANET. The "Internet" was used to refer

to the entire network: the ~nLNET plus the ARPANET [Hun98J. Many regional

networks in the USA joined up to the Internet. In the rnid 1980~s trans-Atlantic fiber

optic cables were laid and consequently, networks in Europe, the Pacifie region and

Canada were conneeted to the Internet. Growth of the Internet eontinued exponen­

tially~ and by 1995 there were multiple backbones, hundreds of regional networks, tens

of thousands of Local Area :'1etworks (LA~'s), millions of hasts, and tens of millions

of users. At the close of the twentieth century almost every nation is connected to

the Internet.

The ubiquitous nature of the Internet has raised many security concerns. The

principal concern over the years is the fact that IP packets are inherently insecure.

It is relative easy to forge IP addresses, modify the contents of IP packets. replay oid

content and inspect the content of packets in transit. Therefore, there is no guarantee

that the IP datagrams originated from the source it daims to originate from~ or that

it will get to the intended destination, or that the contents have not been modifiE'd or

examined by a third party while it was in transit from the source to the destination.

5
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These security concems have dissuaded many corporation from using the Internet

to transmit sensitive electronic data even though the price of bandwidth over the

Internet has fallen considerably over the years. These corporations continue to use

expensive leased or privately own oetworks infrastructure with their high associate

support and maintenance cost to transmit intra or inter-company electronic data.

IPSec-the IP security protocol developed by the Internet Engineering Task Force

(IETF) in the late 199ü's-has addressed most of the security issues of the IP data­

gram. With IPSec authenticatioo, it is possible to detect if an original IP datagram

has been modified, thus adding sorne guarantee to the origin and integrity of the data;

it also provides data content confidentially and replay protection.

The main contribution of this thesis is to examine the components of IPSec and

present different designs of IPSec based Virtual Private Network (VP:'I) that enter­

prises can use to transmit confidential electronic data over the Internet.

1.2 Thesis Organization

This thesis is organized as follows: Chapter 2 gives an overview of TCPIIP. Section

2.1 gives a brier history presenting the motivation for the development of this protocol

suite; and Section 2.2 looks at the TCPIIP protocol architecture and the four layers

of the TCPIIP protocol stack.

Chapter 3 gives an overnew of cryptographie techniques relevant to the IPSec pro­

tocol. Section 3.1 examines the Data Encryption Standard (DES) and other private­

key cryptographic protocols. Section 3.2 looks at the design principle and application

of commonly used public-key cryptosystems. Section 3.3 examines the design of two

cryptographie hash functions and a ~[essage Authentication Code (~IAC). The final

Section in this chapter looks at digital signatures and examines the Digital Signature

Standard COSS).

Chapter 4 examines the IPSec architecture and introduces sorne of the campo­

nents of this seeurity protocol. Section 3.1 explains what IPSec does~ section 3.2

explains how IPSec works. section 3.3 presents the concept of Security Association

6
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(SA), section 3.4 looks at IPSec Security Association Databases and finally, Section

3.5 looks at SA and key management.

Chapters 5 to 7 give detail OD the main components of IPSec. Chapters 5 and

6 look at IPSec Authentication Header (AH) and Encapsulating Security Payload

(ESP) respectively; each chapter discusses the the component's format, the different

modes of these components, and the processing of the components. Chapter 7 looks

at the Internet Key Exchange (IKE) protocol. Section 7.1 examines the cornponents

of Internet Security Association and Key Management Protocol (ISAK:\tlP) that IKE

utilizes. Section 7.2 discusses the IKE exchange types; and the final section in this

chapter presents the groups that cao be utilized for the Dîffie-Hellman key e.xchange.

Chapter 8 presents sorne IPSec based VPN solutions; and discusses relevant issues.

such as addressing and routing. Finally, Chapter 9 concludes the research and make

sorne recommendations for further study.

7
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Chapter 2

TCP/IP Overview-

2.1 Sorne History

In December 1969 ARPA (Advance Research Project Agency)-the research arm of

the USA Department of Defense (000) commissioned the first experimental network.

This network-called the ARPA~ET consisted of four nodes, one each at CCLA

(University of California at Los Angeles), UCSB (University of California at Santa

Barbara), SRI (Stanford Research Institute) and University of Vtah. The network was

developed in response ta the DoD desire for a network that could withstand a oudear

\Var. The DoD \Vanted a network that \Vould keep connections intact provided that

the source and the destination machines were functioning, even if sorne components

of the network disappear without warning. This network worked weIl in its early

stage when there \Vere few nodes. However~ as the number of nodes increased the

network was subjected to a number of system crashes [An098]. Additionally! when

satellite and radio networks \Vere added to the ARPANET in the early 1970's. ~etwork

Control Protocol C~CP) [~KPC70I, the existing protocol of the ARPAXET! had

trouble working \Vith these networks. As a result~ research for a new protocol that

\Vas robust and able to \Vork well with different kinds of network! started in the early

1970's. The research effort culminated with the development of the TCP/IP protocol

suite in 1974 [CK74]. A later perspective of this protocol is given in [LCP~I85] and

its design philosophy is describe in [CIa88) .

8



• The Tep/IP protoeol suite prove<! to he quite robust and was very adaptable to

the diff'erent networks. This along with the faet that is was an open protoeol, it was

freely available, it was developed independently of any specifie computer hardware or

operating system, and it was simple and easy to implement-made it very popular.

By 1983 TCP/IP was integrated into release 4.2 of Berkeley Software Distribution

(BSD) UNIXr and the same year r the DoD adopted this protocol suite as ~lilitary

Standard (~IIL STD) and it beeame the standard of the Internet.

Today, TCP/IP continues to be the standard for the Internet. The faet that this

protocol was designed to he independent of any specifie physical network hardware has

allowed it to be integrated into many different kinds of networks. TCP/IP is currently

integrated into Ethernets, token ring r dial-up networks and just about every other

type of physical transmission medium r and virtually ail modern operating systems.

2.2 Tep/IP Protocol architecture

:"Ietworking protocols are normally developed in layers r with each layer responsible for

a diff'erent faeet of the communication (Ste94]. The TCP/IP pratoeol suite consists of

four layers. Each layer has distinct functions and consists of a combination of different

protocols as shown in Figure 2.1. The functionalities of the layers are discussed below.

1
FTP Il TELNETII DNS Il SMTP

1

1 1 11
TCP UDP

1
IP

1 1
ICMP 1

1
IGMP

1

1
ARP

t 1
RARP[

Application layer

Transport layer

Network layer

Data-link layer

•
Figure 2.1: Protocols at the four layers of the TCP/IP protocol suite.
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2.2.1 Data-link Layer

The data-link layer is a1so called the link or network access layer. 1t is the lowest

layer of the Tep/IP protocol stack. Example of data-link layers are Ethernet, Token

Ring and ATM (Asynchronous Transfer Mode). For information on Ethernet refer ta

[MB76], for information on Token Ring see [LR..-\92], and for further detail on ATM

see [FWWD94], [Gor95] and [Kya95]. The protocols in data-link layer provide means

for the system ta deliver data ta other devices on the network. These protocols must

know details such as the packet structure and addressing scheme of the underlining

network. Two of the protocols in tbis layer are ARP (Address Resolution Protocol)!

which maps IP address to Ethernet address; and R...\RP (Reverse Address Resolution

Protocol), which maps Ethernet address to IP address. See [Plu821 and [FT~[T84]

for further information on these protocols.

\Vhen the data-link layer receives a packet from the network layer-the layer

above it-it encapsulates the packet with the appropriate header then sends it via the

physical network to the specified device. The reverse occurs when a packet arrives

from the physical network to the data-link layer: the layer removes the data-link

header then sends the packet up to the network layer for processing. This is illustrated

in Figure 2.2.

2.2.2 Network Layer

The network layer is also called the internet layer. This layer is responsible for the

routing of packets from the source to the destination. The network layer consists

of three protocols: Internet Control Protocoi (IC~fPL Internet Group ~Ianagement

Protocoi (IG~IP) and Internet Protocol (IP).

The official spec:fication of ICMP is outlined in [Pos81bl. IC~IP is the protocol

that is used ta communicate error conditions that occurred during the transmission of

IP packets. The IC~[P message is usually encapsulated in the IP datagram. Another

important raIe of IC~!P is the debug of network connectivity problems. The popular

debugging tools: ping and traceroute use this protocol.

10
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IHeadctl Header: Header : Header : Data

+ Send
.. Rcceive

•

Figure 2.2: Encapsulation and de-capsulation of data as it goes down and up the

protocol stack, respectively.

IGAfP is the protocol that is used by hosts and routers ta ascertain information

about the hosts in a multicast groups: groups of hasts ta which IP datagrams are to

be sent simultaneously. As is the case with ICNIP, IG~IP messages are encapsulated

in IP datagrams. For further detail on IGNIP rerer to [Dee89] which contains the

original specification of IG~[P.

IP is the protocol that holds the whole Tep /IP protocol suite architecture to­

gether. The data of the protocols in all of the layers of the Tep/IP protocol stack~

except the data-link layer~ are transmitted as IP datagrams. IP allows hosts to in­

ject packets into the data-link layer-which eventually puts them on the physical

network-and have them travel on potentially different networks to their final desti­

nation. IP offers a connectionless service. In connectionless services~ each message or

datagram carries the full destination address, and is routed independently of the other

datagrams. \Vith connectionless services, it is possible for the datagrams to arrive at

Il
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their destination in ditrerent order that they were sent. Whereas, this is not possible

with connection-oriented services, since the latter is like a telephone system which

establishes a connection or a path from the host to the destination, uses the path to

send data, then releases the connection after the data transmission is completed.

There are two versions of IP that are available for use with the TCP/IP protocol

suite: IPv4 and IPv6 l. The format of the datagrams of these t"'o protocols are

discussed in the following two sections.

IPv4 Datagrams Format

An IP datagram consists of a header portion and a data portion. The header portion

consists of a 20 bytes fixed part and a variable length optionai part. The data portion

is of variable length. Figure 2.3 shows the format of an IPv4 datagram. An IP

datagram is transmitted in big endian byte order: from left to right! that is, lower

order bytes are transmitted first. This is the byte ordering required for ail binary

integers in the TCP/IP headers as they traverse a network. This is called network

byte order. ~Iachines such as Pentiums, which uses Little endian byte ordering format

must convert header values to network byte order before transmitting the data.

The version field indicates the version of the IP protocol that the data belongs.

This field is usually use for backw~rd compatibility.

The [HL field is the length of the header in 32-bits words. The minimum value is

5 words (20 bytes) whicb is the case when no options are present: and the ma."<imum

value is 15 words (60 bytes) which applies when the options field is 40 bytes.

The type of service (TOS) field indicates the traffic requirement of the datagram

in terms of the combination of delay, throughput and reliability.

The totallength field is the total length of the IP datagram-header and data-in

bytes. The maximum length is 65!535 bytes. This field is used in combination with

the IHL field to indicate where the data portion of the IP datagram begins.

The identification field allows a host to detennine which datagram that a newIy

arrived fragment belongs ta. Each datagram has a unique identification number. and

l !PvS is a real-time stream protocol

12
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4-bits li 4-bits IS-bits type of service 16-bits total lengthversion IHL

16-bit identification 3-bits 1 13-bits fragments offsettlags

S-bit time to live l S-bit protocol 16-bit checksum

32-bit source address

32-bit destination address

,
option (0 or more words length) <'

1 data (variable leng'h) J
l1 .

Figure 2.3: IPv4 datagram.

each fragment of a datagram has the same identification number.

Only 2 of the 3 bits flags are used. The first of the two bits is called the DF (don ~t

fragment) bit; it indicates whether or not the IP datagram should be fragmented. If

this bit is set! it indicates that the datagram should not be fragmented. \Vhen a

router receives a datagram with DF bit set~ it usually sends back an [C~fP mes­

sage ta the hast from which the datagram originated indicating its y[Tl" (~Ia"{imum

Transfer (;ni t). This bit is therefore used to determine path ~ITU (path ~1a."<Ïmum

Transfer Unit): the ma"<Îmum size oC an IP datagram that will be allowed to pass

through a given network path on route to the destination without been subjected to

fragmentation. The next bit is called .~[F (more Cragment) bit. This bit indicates

when the last fragment of a datagram arrives. This bit is set for aH of the fragments

of a datagram except the last fragment.

The fragment offset tells where in the current datagram this fragment belongs.

AIl fragments except the last one in a datagram must be a multiple of 8 bytes.

The time to live (TTL) field is used to limit the liCe time of a datagram! thus

13
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preventing datagram from looping infinitely within a network segment. The TTL

field is set ta a default value by the hast. Each router that the datagram passes

through, decrements the TTL value byone. If a router receives a datagram with a

TIL value of 1, it discards the datagram and sends an ICMP message to the source

indicating that the TTL value of the datagram has expired.

The protocol field tells which transport protocol is used for the data encapsulated

within the IP datagrarn. It allows destination hosts to demultiplex IP datagrams

among the different transport protocols.

The header checksum is computed on the IP header and is used ta determine the

integrity of the IP header. It should he ootoo that the checksum is not encrypted

and it can easily he forged.

The source and destination address fields indicate the 4 bytes IP address of the

hast that generated the datagram, and the destination hast respectively.

The variable length options field carries optional information about a datagram

such as the security and handling restriction. This field is rarely used and is usually

ignored by most routers.

The data portion of the IP datagram is of variable length and it contains the IP

payload. For further detail regarding the format of the data or header portion of

an IPv4 datagram refer to [PosSI] which contains the official specification of IPv4

protocol.

IPv6 Datagram Format

IPv4 suffers from a major limitation: it limits IP address to 32 bits. \Vith the current

rate of growth of the Internet. there is a real possibility that if the size of IP addresses

does not increase~ then there IDight not be enough IP addresses to rneet the demand.

The designated successor of IPv4: IPv6~ overcomes this limitation as weIl as simplifies

the IP header and adds more flexibility to the IP datagram. Sorne of the changes

from IPv4 to IPv6 are outlined helow.

• IPv6 increases the IP address size from 32 bits to 128 bits. thus increasing the

addressahle nodes by many foids.

14
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• The number of header fields is reduced from 13 in IPv4 to 7 in IPv6. The

smaller number of headers allows routers to process packets faster and therefore,

increases throughput.

• IPv6 provides better support for options. The options are treated as separate

headers instead of being a part to the IP header. This change allows routers

to skip over headers that are not intended for them. This feature speeds up

packet processing time; it also allows for less stringent limits on the length of

options and provides greater ftexibility for the introduction of new options in

the future.

• IPv6 provides new capability ta label paekets belonging ta particular traffie

stream for which the sender requests special handling, such as non-default quaI­

ity of service.

• IPv6 does not support any fragmentation for packets in transit. The host that

generates the paeket must perform path ~[TU to ascertain the ma."<imum size

of the IP datagram that will he allowed to pass through the network segment

on route to the destination hosto

• IPv6 specified extension ta support authentication, data integrity and (optional)

data confidentiaIi ty.

Figure 2.4 shows the required IPv6 fixed headers.

The version field is similar ta IPv4 version field (see Section 2.2.2).

The priority field is used ta indicate the quality of service that a packet requires.

The flow label field is still experimental, but is likely that it will be used in the

future to set up a pseudo-eonnection with particular properties and requirements

[Tan96I·

The payload length is a 16 bit unsigned integer which indieates the length of the

IP payload, that is, the rest of the packet following the IPv6 headers.

The next header field identifies the type of header immediately following the the

IPv6 header. This field facilitates the reduction in the number of fields in the IPv6

15
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4-bits II 4-bits 1 24-bits tlow labelversion priority

16-bits payload length
1

8-bits next header 1 8·bits hop limit

- -

~ 128-bits source address -

r- -

- -

-- 128·bits destination addrcss -

!-- -

Figure 2.4: IPv6 Header Format.

header compared to that of IPv4. It tells which extension header~ if any, follows this

one; if this header is the last IP header~ it tells which transport protocol the packet

should he passed to. For information on the number assigned to each protocol see

[RP94].

The hop limit field is the same as the TTL field in IPv4; see Seêtion 2.2.2.

The source and destination address fields represent the 128-bits IPv6 addresses of

the source and intended recipient of the packet, respectively.

Extension Headers

IPv6 introduced the concept of optional extension headers. These headers can be

supplied to provide additional information. There are currently 6 extension headers

defined by IPv6~ and each has a unique identification number (described in [RP94]).

The extension headers, if present~ are inserted between the IPv6 header and the

16
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transport header. If more than one extension header is present, the order of the

headers is important and should be as detailed in [DH95] (the original specification

of IPv6).

2.2.3 Transport Layer

The layer above the network layer in the Tep/IP protocol stack is the transport layer.

This layer provides a 80w of data between two hasts, for the application layer above.

Two protocols are implemented at the transport layer: Tep (Transmission Control

Protocol) and UDP (User Datagram Protocol).

Tep is a reliable connection-oriented 2 protocol that allows bytes streams from a

host to be delivered without error to any other hosts on networks that are reachable.

Tep protocol also breaks up packets it received from the application layer into apprû­

priate fragment sizes, acknowledges received packets, re-assembles packet fragments

it received from the network layer, and perform ftow control ta ensure that a fast

hosts does oot ~wamp a slower host with more packets that it cao handle. See RFC

793 [Pos8Ie] (the original specification document for TCP) for further detail on this

protocol.

UDP, unlike TCP, offers an unreliable connectionless J service. It does not perforrn

any error checking or flow control; It just sends datagram from one host to another

and does not provide any guarantee that the datagram will get ta its destination.

There is mueh less overhead involves in processing UDP datagram~ compared to Tep

packets. Consequently, the throughput for COP datagrams is usually greater than

that of TCP. UOP protocol is usually use by applications for which prompt delivery

is more important than accurate delivery; such as in the transmission of speech or

video. RFC 768 [PasSn] outlined the original specification of CDP.

2Section 2.2.2 on page 12
3Seetion 2.2.2 on page 11
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2.2.4 Application Layer

The top of the Tep/IP protocol stack is the application layer. This layer includes

ail processes that use the transport layer protocols to deliver data. Application layer

protocols usually provide services to the users of the system. There are many ap­

plication protocols. The ones that just about ail Tep/IP implementation provides

include:

• Teinet: The Network Terminal Protocol, which provides remote login.

• FTP: File Transfer Protocol, which is used for file transfer ta or from remote

hosts.

• SMTP: Simple ~Iail Transfer Protocol, which delivers electronic mail.

• SNMP: Simple N"etwork ~Ianagement Protocol, which is used for monitoring

network segments.

• DNS: Domain N"ame Service! which is used for mapping host names ooto their

IP addresses.

• HTTP: Hypertext Transfer Protocol! which is used for fetching web pages on

the \Vorld \\ïde \Veb.
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Chapter 3

Cryptographie Techniques

3.1 The Data Encryption Standard

In 1973 the USA :"Iational Bureau of Standards (~BS), currently known as National

Institute of Standards and Technology (NIST)~ issued a request for proposai for a

national cryptosystem standard. A number of cipher systems \Vas proposed. ACter

a review of the proposals NBS adopted the cryptosystem developed at IB)W[ as the

Data Encryption Standard (DES) on July 1977. This cipher system is based on

a cryptographie algorithm caUed LUCIFER [Fie73] that a research team at IB~I­

headed by Horst Feistel-deveJoped in 1971.

DES became the most widely used cipher system in the world. It was reaffirmed

as national standard in 1983, 1988, 1993 and on October 25, 1999 NIST adopted

triple DES-a more secure variant of DES-as the national standard.

.-\ complete description of DES is given in Federal Information Processing Stan­

dards Publication 46-3 (FIPS PLa 46-3) [:'IIST99]. DES takes a 64-bit black of

plaintext x and a 56-bit key K and output 64-bit ciphertext c. The DES algorithm

proceeds in three stages:

1. The 64-bit black plainte.xt x is first ran through to an initial permutation func­

tian IP which gives a 64-bit output IO' \Ve can represent this as xo = 1P(x) =

LoRo~ where Lo represents the the first 32 bits of xo, and Ro represents the last
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32 bits. The permutation function IP is shawn in Table 3.I(a). It is interpreted

as follows: the first three bits of the output from this function are the 58th,

50th and 42nd bits of the input to the this function; similarly~ the 62nd, 63rd

and 64th bits of the output are the 23rd, 15th and 7th bits respectively of the

input bit string.

2. Xo is then subjected ta 16 iterations of key-dependent computations involving

a cipher function f and a key scheduling function K S. If we represents the

output from each iteration as Xi = LiRt, where 1 ~ ·i ~ 16, then

Li = llï-l

Rt = Li E9 f(llï-l' Ki)

where œdenotes the exclusive-or of two bit strings. The Ki's are 48-bit blacks

which are derived from the original 56-bit key using the key scheduling function

K S. The key scheduling function. the derivation of the KI ·s. and the cipher

function f will be discussed later.

3. The inverse permutation function 1p-L is then applied to R 16 L 16 to give a 64­

bit block ciphertext c. that is, c = 1p- L(R L6L 16 ). ~ote the change in arder

of R L6 and L16 • The inverse permutation function is shown in Table 3.I(h).

It is the inverse of IP: if it is applied ta the output of (P, the result would be

identical ta the bit string inputted ta IP; that is, IP-l(IP(x)) = 1. Figure 3.1

illustrates the DES algorithm.

The cipher function f involves the following steps:

• The Rt!s is subjected ta an expansion permutation E which takes as its input

the 32-bit black Rt and yields a 48-bit black output. The expansion pennutation

is shawn in Table 3.2(a). lt is interpreted as follows: The first three bits of the

48-bit output E(R,,) are the bits in positions 32, 1 and 2 of ~; whereas. the

last 3 bits of the output are the bits in positions 31. 32 and 1 of ~ .
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Figure 3.1: Illustration of DES encryption algorithm.
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• Table 3.1: Initial permutation (IP) and inverse permutation 1p-l functions.

(a) IP

58 50 42 34 26 18 10 2

60 52 44 36 28 20 12 4

62 54 46 38 30 22 14 6

64 56 48 40 32 24 16 8

57 49 41 33 25 17 9 1

59 51 43 35 27 19 Il 3

61 53 45 37 29 21 13 5

63 55 47 39 31 23 15 7

(h) IP-l

•

-l0 8 18 16 56 24 64 32

39 7 47 15 55 23 63 31

38 6 46 14 54 22 62 30

37 15 45 13 53 21 61 29

36 4 44 12 52 20 60 28

35 3 43 Il 51 19 59 ?--,
34 2 42 10 50 18 58 26

33 1 41 9 49 17 57 25

• The 48-bit output E(Rd of the expansion permutation is exclusive-or with the

48-bit Kt>

• The -l8-bit output tbat resulted from the E(R;) €a Kt operation is broken up

inta eight 6-bit blacks and each block is passed through aS-box which gives

an output of length 4 bits. The eight S-boxes are shown in Table 3.4. The

permutation of the S-boxes can be described as fallows: The first and tbe last

bits of a 6-bit input of a given S-box Si forms a 2-bit binary number to select
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Table 3.2: Expansion function and permutation function P.

1 (a) E bit-selection table

32 1 2 3 4 5

4 5 6 7 8 9
1

8 9 10 Il 12 13

12 13 14 15 16 17

16 17 18 19 20 21

20 21 22 23 24 25

24 25 26 27 28 29

28 29 30 31 32 1

(d) P

16 720 21

29 12 28 17
115 23 26 1

1

;) 18 31 10 ;
1

2 8 24 14 1

1

32 27 3 9

13 30 61 19
1

1

122 Il -1 ?- i-v ,
1 !

one of the four rows in Si; whereas! the inner four bits form a binary number

in the range 0 to 15 to select one of the 16 columns in Si' For example. if an

input to St is 101011. The 2-bit binary number obtained from the first and the

last bits is Il ~ the decimal equivalent is 3; therefore! the row 3 is selected. The

inner four bits are 0101. the decimal equivalent is 10; hence! column 10. The

number in the 3rd row and 10th column of St is 9; therefore! the output from

St for this example is IOOI! which is the -l-bit binary representation of 9.
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32-bit R

+®
+

Figure 3.2: Illustration of f( R. K) calculation.

• The 4-hit output of each the eight S-boxes is concatenated as shown in Figure

3.2 ta yield a 32-bit output which is then fed into a permutation function P.

Finally! P yields an output of 32 bits which is the result of f(~, Kt). The

permutation function P is shown in Table 3.2(b) and Figure 3.2 illustrates the

computation of feR, K).

The key scheduling function K S is used to generate the 48-bit Ki!s from the 56-bit

original key. :\ctuaIly! DES keys are 64 bits in length. However. 8 of the bits are used

for error detection: the bits in positions 8, 16! 24,. ..! 64 are used for assuring that

each byte has an odd parity! that is! each byte has an odd number of 1!s. KS invalves

two permutation functions: permutation choice one (PC-l) and permutation chaice

two (PC-2). The functions are shawn in Table 3.-1. The algorithm far determing the

Ki's where. 1 ~ i ~ 16. cao be described as follows:
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Table 3.3: Tables used for DES key schedule calculation.

(a) PC-l

57 49 41 33 25 17 9

1 58 50 42 34 26 18

10 2 59 51 43 35 27

19 Il 3 60 52 44 36

63 55 47 39 31 23 15

7 63 54 46 38 30 22

14 6 61 53 45 37 29

r 21 13 5 28 20 12 4

(b) Schedule of left shifts

Iteration number 1 2 3 .. 5 6 7 8 9 10 Il 12 13 14 15 16

left shifts 1 1 2 2 2 2 2 2 1 2 2 2 2 2 2 1
j
1

(c) PC-2

14 17 11 24 1 ,)

3 28 15 6 21 10

23 19 12 -l 26 8

16 7 27 20 13 2

4 -? 31 37 47 55.J_

30 40 51 45 33 48

i 44 49 39 56 34 53
i

46 42 50 36 29 32
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• 56-bit key

+( PC-I)

iCo Do

~ +@J

+ +
Cl Do 1---... (PC-2)-1 KI

, ,
@ @

1 1
1 1, ,

Ci. Di 1---... (PC-2)-----1 KI
1

1, ,
(LSI 6) ( LSI 6)

1

++
C l 6 D I 6 1---'" (PC-2)--1 K 16

Figure 3.3: Illustration of DES key schedule calculation.

1. Given a 64-bit key K~ discards the 8 parity bits and apply the the fixed permu­

tation PC-l to the remaining 56 bits of K. \Ve can represents this as

PC-l(K) = CoDa, where Co and Do represent the tirst and last 28 bits of K.

respectively. [n Table 3.4(aL PC-l is divided into two halves. The tirst half

determines the bits in Co and the second half determines the bits in Do.

2. Compute Ci. and Di! such that

•

Ci = LSi(Ci.-d

Di = LSt(Di-d!

where LSi is either 1 or 2 and it represents the number of cyclic left shifts that

the bits in Ci or Di. are to be shifted bYe Table 3.4(c) shows the LSi 's for the

16 iterations.
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• 3. Concatenate the bits of Ci and Di and apply the fixed permutation PC-2 to

the result. The output from PC-2 is the key Ki, ie Ki =PC-2(Ci Di ). The key

schedule computations are illustrated in Figure 3.3.

Table 3.4: DES eight S-boxers.

14 4

o 15

4 1

15 12

13 1

7 4

14 8

8 2

2

14

13

4

15 Il

2 13

6 2

9 1

8 3 10

1 10 6

Il 15 12

7 .:> Il

6 12 5

12 Il 9

973

3 14 10

9 0

5 3

10 5

o 6

15 1

3 13

o 14

13 8

8 14 6

4 7 15

ï Il 10

10 1 3

Il 3 4 9 7

2 8 14 12 0

4 13 5 8

15 4 2 Il 6

2 13 12 0

1 10 6 9

12 6 9 3

7 12 0 5

5

Il

2

14

10 !

5

15

9

10

13

13

1

o 9

7 0

6 4

10 13

14 6

9 3

9 8

o 6

3

4

15

9

15

6

3

8

5

10

o
7

1

2

Il

4

13 12

8 5

1 2

15 14

7 Il 4 2

14 12 Il 15

12 5 10 14

3 Il 5 2

8

1

7

12

•

7 13 14 3

13 8 Il 5

10 6 9 0

3 15 0 6

o 6

6 15

12 Il

10 1

9 10 1 2

o 3 4 7

7 13 15 1

13 8 9 4
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1 14 Il

4 2

Il 8

4 1

2 12

1 Il

12 7

55

7 10 Il 6 8

4 7 13 1 5

10 13 7 8 15

1 14 2 13 6

5 3 15 13 0

o 15 10 3 9

9 12 5 6 3

15 0 9 10 -1

14

8

o
5

9

6

14

3

12 1 10 15 9

10 15 -1 2 7

9 14 15 5 2

4 3 2 12 9

2

12

8

5

6 8 0 13

956 1

12 3 7 0

15 10 Il 14

3 4

13 14

4 10

1 7

14

o

1

6

7 5

Il 3

13 Il

o 8

Il

8

6

13

4

13

1

6

Il 2 14 15 0

o Il 7 -1 9

4 Il 13 12 3

Il 13 8 1 4

8 13 3

1 10 14

7 14 10

10 7 9

12 9

3 5

15 6

5 0

7 5

12 2

8 0

15 14

10 6

15 8

5 9

2 3

1

6

2

12

15 Il 1 10 9

3 ( -1 12 5

13

1

7

2

2 8 -1

15 13 8

Il -1 1

1 14 7

6

10

9

-1

12 14

10 8

206

13 15 12

3 14 5

6 Il 0

10 13 15

903

o
14

3

12

9

5

6

7

2

8

Il

•

The deciphering of DES utilizes the same key and algorithm as that which is

used for enciphering, except that the algorithm is applied in the reverse arder.

3.1.1 DES Mode of Operation

The specification of DES specified four possible modes of operation. :\ brief descrip­

tion of each of the four modes is given below.
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• Electronic Godebook (EGS) mode: This is the direct application of the DES

a1gorithm as described in the pervious section: given a bitstring of plaintext

x = XIX2 •. , break up the bitstring in blocks of 64 bits Xi 's~ and apply the DES

algorithm to each Xi to produce a block of ciphertext, Ci. \Ve write Ci = Ek(X1 ),

where eft: is the DES encipering algorithme The complete ciphertext C is the

concatenation of the c;'s in numerical order. That is, C = CIC2 •••

• Gipher Black Ghaining (GBG) mode: Given a bitstring of plaintext x = X1X2 ••••

where the Xi 's are 64-bit blocks; the first black Xl is first exclusive-ored with

a 64-bit initial vector IV~ then the DES encryption algorithm is applied to the

result to give the first block of 64-bit ciphertext Ct. The consequent blocks of

plaintext Xi'S are then exclusive-ored with the previous block of ciphertext C1-l

and the encryption algorithm applied. This can be represented as:

Cl = eft:(xl e IV)~ C2 = eft:(x2 e cd and Ci = ek(xi €a Ci-d

• Cipher Feedback (CFS) mode: This mode uses previosly generated ciphertext

as input to the DES algorithm to generate pseudo-random outputs which are

exclusive-ored with the plaintext ta produce the ciphertext. The steps can be

described as follows: apply DES algorithm to an initial vector IV' to produce

a cipher output Zh then e.xclusive-or Xl with Zl ta produce the first block of

ciphertext Cl. The subsequent blocks of ciphertext c; 's are produced by applying

the DES algorithm ta the previous block of ciphertext, then exclusive-or the

output with the corresponding block of plaintext Xi, ie

Zl = ek(I~r), Cl = Xtffizt, Z2 = ek(cd, C2 = X2e Z2, Zi = ek(c,-d and Ci = XieZi

• Output Feedback (OFB) mode: This mode is similar to the CFB mode, except

that OFB does not chain the ciphertext; instead, the initial vector IV is en­

crypted in turn ta produce the =1 's. Sa,

Zl = ek(Ilr~), Cl = Xl €a Zl~ oZ, = ek(zi-d and Ci = Xl e Zt
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3.1.2 DES implementation

The popularity of DES can be attributed to the fact that the algorithm can be im­

plemented very efficently in either software and hardware. The only computations

that are involved in the DES encipher or deciphering are exclusive-or operations.

The permutation and expansion functions can be implemented using lookup tables;

therefore, these operations cao ail he performed in constant time. This contrasts

with puhlic-key cryptographie aJgorithms which usually involve computationly inten­

sive operation such as the exponentation of large numhers. DES enciphering and

deciphering can therefore be performed much more quickly than all of the current

public-keyencryption algorithm. As a result! DES or variants of the DES algorithm

have enjoyed widespread use, particularly in applications where the speed of encrypt­

ing and decrypting the data is of much importance.

3.1.3 Thiple DES

Given a 64-bit plaintext x and the corresponding 64-bit ciphertext c that resulted from

enciphering x with DES, the 56-bit DES key K can he found within 256 operations.

As the speed of computing systems increases it becomes more feasihle to perform large

number of operations within limited time periods. In 1997, RSA laboratories issued a

challenge which involved a reward of$lO!OOO ta find the DES key of a ciphertext which

was perceded by a known block of text which contained the the phrase ·'the unknown

message is: l
'. A project! headed by Roche Verse-an independent consultant-which

involved over 70,000 computer systems linked over the Internet used a brute-force L

program to find the correct DES key in approximatly 96 days [RSA97J. This successful

attack on DES accelerated the search for a more secure replacement of DES. In

October 25, 1999~ ~IST affirmed triple DES as the new data encryption standard for

the Federal Bureau.

The triple DES algorithm can be described as follows: Let ek(x) and dk(x) repre­

sents the encryption and decryption of the 64-bit bitstring x using the DES algorithm

la brute-force attack involves tr)'ing all possible keys untiI the correct one is round.
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with key K, then the 54-bit ciphertext x is obtained by performing the following op­

eration:

c = eK3(dK'l(eKl (x)))

Where Kil K 2 and K 3 are 56-bit DES keys.

The deciphering of triple DES to derive the plaintext x from the ciphertext c is

the reverse of the enciphering process and it can be described as:

For greater security~ the three keys should all be different; this in essence cor­

responds to enciphering with a key of length 168 bits-which should be relatively

secure against brute-force attack for many years. For data requiring a lesser degree

of security, KI can be equal to K 3 • In this case, the key is effectively of length 112

bits.

3.1.4 Other Private Key Cryptosystems

Over the years, a number of private key cryptosystems have been proposed as possible

replacement for DES. Sorne of these cryptosysems will be introduced below.

• Blowfisb: Blowfish was developed by Bruce Schneier [Sch93]. It uses a key

of variable length: from 32 to -.148 bits to encrypt blocks of 64-bit plaintext

into blocks of 64-bit ciphertext. Blowfish has a simple structure which makes it

easy to implement. Currently, Blowfish is one of the fastest encryption system.

The variable length key allows for varied degree of security. It is believed that

blowfish is very secure~ particularly when longer keys are used.

• CAST-128 CAST was developed by Carlisle Adams and Stafford Tavares

[Ada97]. It uses a key that varies for 40 to 128 bits in length~ in 8-bits in­

crements; and produce 64-bit blocks cipherte.xt from blocks of 64-bit plaintext.

The CAST algorithm involves 16 rounds of computations which are quite com­

plex. This algorithm has received widespread re"iew and it is believed to be

quite sare.
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• International Data EncryptioD Algorithm (IDEA): IDEA was developed

by Xuejia Lai and James ~lassey at the Swiss Institute of Technology. The

original specifications and later modifications are outlined in [L~190} and (LM91]

respeetively. IDEA uses a 128-bit key and and encrypts plaintext in bloeks of

64 bits and output 64-bits block ciphertext. IDEA enciphering algorithm has

received a fair bit of attention and it is believed that it should ta he quite secure

for a number of years.

• RC2 RC2 was developed by Ronald Rivest (Riv98]. ft is was designed to be

easily implement on 16-bit mieroprocessors. The algorithm uses a key of variable

length: from 8 bytes ta 128 bytes and enciphers blacks of 64-bit plaintext and

outputs blacks of ciphertext of length 64 bits.

• RC5 RC5 was developed by Ronald Rivest (Riv94}; a later description is given

in [BR96]. RC5, like DES is suitable for both hardware and software implemen­

tation. It is adaptable ta processor of different word length: the number of bits

in the processor7s word is one of the input to the RC5 algorithm. RC5 algorithm

aIso has variable number of rounds, which allows tradeoff between higher speed

and higher security. The algorithm uses a variable length key to encrypt blacks

of 32, 64 or 128 bits plaintext and output blacks of ciphertext of corresponding

length. RC5 has a low memory requirement; which therefore makes it suitable

ta be used in applications sueh as smart cards which have limited memory.

3.2 Public Key Cryptosystems

Private-key cryptosystems suffer from a major drawback. These cryptosystems are

symmetric, that is, the same key is use for encrypting and deerypting the data:

therefore, the sender and receipent of the message need to exchange the "secref'

cryptographie key \-;a a relatively secure channel~ which may not be available. Public­

key cryptosystems address t his issue. These systems are asymmetric systems: the

key that is used to decipher the data is different from that which is used to encipher
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it. The encrypting keys-commonly refered to as the public keys-do not need to be

kept secret. This therefore eliminates the need for a secure channel to exchange keys.

The ideas on which public-key cryptosystems are based was first published in

1976 by Whitfield Dime and ~[artin Hellman [DH76). These systems are based on

the concept of trapdoor one-way functions. One-way functions are functions that

are easy to compute but hard to invert. Whereas, trapdoor one-way functions are

one-way functions which cao he inverted eMily with the knowledge of sorne additional

information; this additional information is refered to as the trapdoor.

Over the years a numher of public-key cryptosystems have heen proposed; three

of the more commonly used ones will be presented in this section.

3.2.1 RSA Cryptosystem

The RSA cryptosystem was developed in 1977 by Ronald Rivest, '-\'rii Shamir and Len

Adlemar at ~nT [RSA781. This system is based on the difficulty of factoring large

integers. The RSA system can he described as follows:

1. Generate two large primes p and q.

2. Compute the product of the primes n = pq.

3. Compute the numher of integers that are less than n and relatively prime 2 to

n. This is equal to the Euler phi function cP(n) = (p - 1) (q - 1).

4. Select a random number b such that 1 < b < tj)(n) and b is relatively prime ta

n, ie gcd(b.dJ(n)) = 1.

5. Compute a = b- l morl cP(n).

6. Keep a, p and q secret and make n and b available to any one who wishes to

send you encrypted messages.

The primes p and q should he large enough such that, given their product n, it

should be computationally infeasihle ta factor n without prior knowledge of either p

ZTwo numbers a and b are relatively prime if gcd(a, b) = 1.
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or q. For secure systems it is recommended that n be at least 200 digits which is

equivalent ta 200 x [092 10 ~ 664 bits in length. We will now turn to to question of

how are these primes of suitable Bize generated. Currently, the MOst practical way

of doing this is use a pseudo-random number generator to generate sufficiently large

add numbers, then use a probabilistic primality testing algorithm ta determine if the

number is a prime. A commonly used algorithm that tests for prime is the i\liller­

Rabin primality testing algorithm. This algorithm along with other probabilistic

primality testing algorithms are outlined in [Sti95}.

The Encryption Decryption Processes

Plaintext are encrypted in blacks. Each block should be less than the binary repre­

sentation of n in bits, that is, each block should be less than {092 n bits in length. For

a block of plaintext x, the public keys (b, n) are used to generate the corresponding

block of ciphertext c by computing: c = x b mod n. The black of plaintext x can then

be generated from the block of ciphertext c by calculating: x = c! mod n.

3.2.2 EIGamal Cryptosystem

The EIGamal cryptosystem was developed by EIGamal and published in 1985 in

[EIG85]. This system is based on the Discrete Logarithm problem. The Discrete

Logarithm problem can he described as follows: Consider the equation /3 = fT mod p,

if p is carefully chosen it is considered to be very difficult to compute the values of

x given ;3, 9 and p. However, ,3 can he computed quite efficiently if g, x and pare

given. In other words, exponentiation modulo p is a one-way function for suitahle p.

\Ve will no\,.. describe the EIGamal system. First, a suitable prime p is choose

such that the Discrete Logarithm prohlem is difficult for integers less that p. Then

suitahle 3, 9 and a are chosen such that 3 == gQ mod p. 3 ~ 9 and p are then made

public and a kept private.
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Encryption and Decryption Processes

To encipher a plaintext x, Alice chooses a secret random integer k such that k <

(p - 1); then if eK is the encryption process, we write:

where Yt = yi' mod p

and Y2 = X j31c mod p

Note that since the ciphertext depends on the value of k that Alice chooses, a plaintext

x can be encrypted into many different ciphertext; therefore, the EIGamal cryptosys­

tem is non-deterministic.

If dK is the decryption process, we write:

[n simple terms, a plaintext x is "masked" by multiplying it byBfc; the product Y2

and glc are then sent to Bob--the holder of the private key. Bob can then use his

private key a to compute afc from glc: finally, the plaintext x can be determined by

dividing Y2 by the "mask"! .BIc
•

3.2.3 Diffie-Hellman Key Exchange

The Diffie-Hellman Key Exchange was the first published public-key cryptosystem. It

was published in 1976 in [DH76J. This key exchange protocol is base on the Discrete

Logarithm problem. See Section 3.2.2 for the discussion on the Discrete Logarithm

problem. [f Alice and Bob w1sh to exchange a secret key over an insecure channel

using the Difie-Hellman Key Exchange protocol, they would proceed as follows:

1. Alice and Bob decide on a suitable prime p and an integer Q such that Q is a

primitive foot of p; Q and p cao be make public.

2. Alice chooses a secret integer a.-\. and compute Y.4. = (kaA mod p

and sends Y.4. ta Bob.
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3. Bob chooses a secret integer aB and compute YB = 04B mod p

and sends YB ta Alice. Y..\ and YB are refer to as Dîffie-Hellman public values.

4. Alice generates the secret key K by computing K = (YB)a A mod p.

5. Bob generates the secret key K by computing K = (YA)4 B mod p.

Alice and Bob will generate the identical key K since:

K - (YB)aA mod p = (04B mod p)4A mod p

= (oa B )4A mod p = oBsaA mod p

= (04A )aB mod p = (oa" mod p)aB mod p

= (y..t}4S mod p

The security of Dîffie-Hellman Key Exchange îs base on the assumption that it is

computationally infeasible ta compute a.ol or aB from YA or YB and Q; since this is

equivalent to solving the Discrete Logarithm problem.

Man-in-the-middle Attack

The Dîffie-Hellman Key Exchange is vulnerable to a man-in-the-middle attack where

an intruder-let 's call her Eve--intercepted messages, modified them and sent the

modified messages to Bob and Alice as iIlustrated in Figure 3.4. Alice thinks that

she is using Bob's YB to generate the key; whereas, she is actually using Eve~5 value

YB" Similarly, Bob thinks that he is using Alice's Y.-t to generate the key; whereas~

he is actually using Eve's value Y.ol'. Hence. the the key that Alice and Bob generate

will-unknowingly by both parties-be shared by Eve. The man-in-the-middle attack

can be thwarted by usîng an authenticated Dîffie-Hellman Key exchange.

y UA'Alice ---..lI:..:.:."':....--_-3I~~ Eve --..........----........Bob

YB' YBAlice ....EE-----=------ Eve ....Ee---~----- Bob

Figure 3.4: Illustration of man-in-the-middle attack.
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Autbenticated DifBe-Henman Key Excbange

A possible modification to the Diflie-Hellman Key Exchange that can foil the rnan-in­

the-middle attack is the use of digital signature J ta sign and authenticate the integers

YA and YB that Alice and Bob exchange. This scheme is similar ta the Diffie-Hellman

exchange, ~~cept that Alice signs YA using a digital signature algorithm and generates

the signature sig(Y.-t); she then sends YA and sig{Y.-t) ta Bob. Bob can then use Alice's

public verification algorithm ta determine whether sig(Y.-t) is indeed Alice's signature

for Y~t. Bob, similarly signs YB and sends bath YB and Sig(YB) to Alice who will be

able ta use Bobls public verification algorithm ta ascertain whether or not Sig(YB) is

Bob's signature for YB. Bath parties will therefore be able to determine whether or

not the messages that they received from each other have been tampered with. Thus.

Alice or Bob will not be foolOO iota receiving components for the generation of the

key from Eve, thinking that it came from Bob or Alice respectively.

3.2.4 Other Public-key Cryptosystems

Over the years a number of other public-key cryptosystems have been proposed. Sorne

of the more popular ones are base on:

• Elliptic Curve: These cryptosystems are based on the difficulty of solving

problems involving elliptic curves. These systems are becoming very popular

because, compared to other public-key cryptosystems, they appear to offer equal

security for much smaller key size.

• Knapsack Problem: These cryptosystems are base on the Subset Sum prob­

lem, which is a member of the group of a large class of problems called ;VP­

complete. for which there are no known polynomial-time algorithm to solve

them.

For further information on these as weIl as other public-key cryptosystem. two

good source of reference are: [Sti95] and [Sta99].

3 Digital signature will be discussed in Section 3.4.
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3.2.5 Comparison of Private and Public-key Cryptosystems

Public-key cryptosystems sucb as RSA-as discussed Section 3.2-resolve the problem

of having to use a secure channel or a key exchange protocol to exchange secrete keys.

However, compared to private-key cryptosystems, public-key systems encrypt data

much more slowly than the the former. This is so, since public-key cryptosystems

usually involve modular exponential calculation involving large integers-which cao

be quite computationally intensive. \Vhereas, the computations involve in private­

key systems are usually primitive operations such as exclusive-or of bit stings~ which

cao he done much more quickly. If we compare speed of encryption of RSA using a

512 bit modulo p, RSA is 1500 times slower than DES (Sti95]. As a consequence of

this big difference in the speed of encryption of private-key cryptosystems compared

to public-key systems, applications-sucb as IPSec-which require high throughput.

currently, almost exclusively, use private-key cryptosystems for enciphering of data.

On the other hand, digital signature applications as weIl as other applications that

do not necessarily require high throughput, mainly utilize public-key cryptosystems.

3.3 Hash Fonctions and MAC

A cryptographie hash function is an algorithm that takes a message x of any arbitrary

length and produces a fixed length output h(x), called message digest or fingerprint.

Hash functions are used to verify the integrity of messages or files. For example, a

message digest can he generated for a binary file and compare the digest with that

generated for the same file 00 a seeure site or medium; if the file has not been tampered

with, the digests will he identical. A another commoo use of hash funetions is with

digit signature: the message to he digitally signed is first hashed then the fixed length

message digest ran through the digital signature algorithm. This will be discussed

further in Section 3...t.

If an hash function is to he useful eryptographically~ it must he strongly collision­

free. That is, it should he eomputationally infeasihle to find two messages x and

x' such that x =1= Xl and h(x) = h(x'). Two hash functions, :\ID5 and SHA-l will
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he discussed in this section; we are also going to present an example of a Message

Authentication Codes (MAC). ~[AC are similar to hash functions, except that a secret

key is required to produce the fixed length message digest.

3.3.1 MD5 Hash Fonction

The MD5 message digest algorithm [Riv92b] was developed by Ronald Rivest at rvflT.

It is an extension of an earHer version called ~[D4 [Riv92a]. MD5 takes a message

x of arbitrary length and output a 128-bit message digest h(x). The ~[D5 algorithm

consists of 5 steps. A description of these steps follows.

• Step 1: Append Padding Bits

The message x is padded by adding a single ·'1" bit followed by an appropriate

number of ~'O" bits~ such that the length of the message lx' = 448 mod 512.

That is, the message is extended such that the length of the padded message

is 64 bits less that a multiple of 512. Padded bit(s) is/are always added, even

if the original message is already 64 bits less than a multiple of 512 in length.

50, the number of padded bits added is between 1 and 512 inclusively.

• Step 2: Append Length

The 64-bit representation of the length of the original message is appended to

the padded message. If the length of the original message is greater than 264 •

then the lower order 64 bits are appended to the message instead. At this point,

the message has a length that is an exact multiple of 512 and consequently it is

divisible by 16. Let ~,[[O 1 ... n-1] represents the words of the resulting message.

where n is divisible by 16.

• Step 3: lnitialize MD buller

a 128-bit buffer is used to compute the message digest. The buffer can be rep­

resented by four 32-bits registers A~ B~ C and D. These registers are initialized

ta the following hexadecimal values:

.-\: 01 23 45 67
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B: 89 ab cd ef

C: fe de ba 98

D: 76 54 32 10

The values are stored in little-endian byte format, that is: lower order bytes

first .

• Step 4: Process Message in 16-word (512-bits) Blacks

Let X represents a 16-word black of the message. If ..\"'[i) and l\-f[i] denotes the

word at index i in the 16-word block and n-word message respectively, then

process the message according ta the follows algori thm.

For i = 0 to n/16 - 1 do

For j = 0 ta 15 do

set ..Y"[jl ta A-/[i * 16 + JI.

end /* of loop j */

.41\ .4 = il

BI\B=B

CI\C=C

DI\D=D

Round!

Round2

Round3

Round4

.4 = (A + .4A) mod 232

B = (B + B B) mod 232

C = (C + CC) mod 232

D = (D+ DD) mod 232

end /* of loop i */

The four rounds indicated in the algorithm utilize four auxiliary functions and

a 64-element table T[1. ..64J, where T[i) = 232 x abs(sinCi))' where i is the index

in the table and T[il is element at index i. The auxiliary functions each takes
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three 32-bit words as input and output a 32-bit word. The functions are defined

below.

F(x, y, z) - x A Y V « IX) A z)

G(x, y, z) - x A z V (y V -.z)

H(x, y, z) = xEByœz)

/(x,y,z) - y €ô (x V -.z)

Where x A y is the bit-wise "and" of x and y

x V y is the bit-wise "or" of x and y

x EB y is the bit-wise "'exclusive-or" of x and y

-.x is the bit-wise "complement" of x

A description of the four rounds follows.

Round 1

Let (abcd k s 'il represents the operation

a = b+ «a + F(b~ C, d) + .\'"[k} + T[i} «< s).

where Y «< s represents the circular shift of Y by s positions (0 ~ s ~ 31).

Do the following 16 operations.

[.olBCD 0 7 1] [DABC 1 12 2} [CDAB 2 17 3] [BCDA 3 22 ~]

[.olBCD 4 7 5] [DABC 5 12 6] [CDAB 6 17 7] [BCDA 722 8}

[.4BCD 8 7 9} [D.4BC 9 12 la] (CDAB la 17 Il] [BCDA Il 22 12]

[.olBCD 12 7 13J [D.4BC 13 12 14] (CD.4B 14 17 15] [BGDA 15 22 16J

Round 2

Let [abcd ksi] represents the operation

a = b+ «a + G(b~ c~ d) + .\'"[k} + T[i}) «< s).

Do the following 16 operations.

[.4BCD 1 5 17] [DABC 6 9 18J [CD.4B Il 14 19] [BCD.4 0 20 20J
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[ABCD 5 521] [DABC 10 922] [CDAB 15 14 23] [BCDA 4 2024]

[ABCD 9 5 25] [DABC 14 9 26] [CD.4B 3 14 27] [BCDA 8 2028]

[ABCD 13 5 29] [DABC 2 9 30] [CDAB 7 14 31} [BCDA 12 2032]

Round 3

Let [abcd k s t] represents the operation

a = b + ((a + H(b, c, d) + X[k] + T[i]) «< s).

Do the following 16 operations.

[ABCD 5 433J [DABC 8 Il 34] [CDAB Il 1635J [BCD.4 14 2336]

[ABCD 1 437J [DABC 4 Il 38) [CDAB 7 16 39] [BCD.4 10 2340]

[ABCD 13 441] [DABC 0 11 42] [CDAB 3 16 43! [BCD.4 6 2344]

[ABCD 9 445] [D.4BC 12 Il 46] [CDAB 15 16 47] [BCDA 2 23 -l8I

Round 4

Let [abcd k s t) represents the operation

a =b+ ((a + I(b, c, d) + .K[k] + T[i]) «< s).

Do the fol1owing 16 operations.

[ABen 0 6 49] [D.4BC 7 10 50] [CD.4B 14 15 51] [BCD.4 5 21 52]

[ABCD 12 6 53] [DABC 3 10 54] [CDAB 10 15 55J [BCD.--\ 1 21 56}

[ABCD 8 6 57] [D.4BC 15 10 58] [CDAB 6 15 59] [BCDA 13 21 60}

[ABCD -1 661] [DABC Il 1062] [CDAB 2 15 63] [BCDA 921 64]

• Step 5: Output

The 128-bit message digest is the content of the four registers: A. B, C and D

appended in little-endian byte formaL that is, starts with the lower byte of A

and ends with the higher byte of O.

The computations involved in this algorithm are ail primitive operations; aIso. the

algorithm does not require any large lookup table; as a result, the ~ID5 algorithm is

quite fast on a 32-bit processor.
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3.3.2 Secure Hasb Algoritbm (SHA-l)

The Secure Hash Algorithm (SHA) was developed by the National Institute of Stan­

dard and Technology (NIST) and adopted as the Secure Rash Standard in 1993. The

revised version of the the algorithm, SHA-l, was issued as Federal Information Pro­

cessing Standards Publication 180-1 (FIPS PUB 180-1) [NIST95] in 1995. SHA-l

takes a message of length < 264 bits and output a 160-bit message digest. The design

of the SHA-I a1gorithm is similar to that of ~lD5. A description of the five steps

invalve in the processing of the SHA-l message digest follows. The first two steps are

the same as Steps 1 and 2 in for the ~[D5 algorithm (see Section 3.3.1).

• Step 3: Initialize buffeTS

The SHA-I computation uses three buffers: two buffers each consists of five

32-bit registers and a sequence of eighty 32-bit words; and a single ward buffer

TE~[P. The words of the 80-word sequence are depicted as ~Vo , ..., nl79 • The

five registers of the first buffer are labeled A. B, C~ D and E; whereas those of

the second buffer are designated Ho, H b H2 , H3 and H4 . A. B. C. D and E

are initialized to the following hexadecimal values:

:\: 67 45 23 01

B: ef cd ah 89

C: 98 ha dc fe

0: 10 32 54 76

E: c3 d2 el CO

the initial values of A, B, C~ and 0 are the same as those for the four ~[D5

registers except that for SHA-l, the values are stored in big-endian byte format,

that is, higher byte order first; whereas, the values are stored in little-endian

byte format for .\105.

• Step 4: Process message in 16-wvrd (512-bit) blocks

SHA-l uses a sequence of logical functions fOt fit ... ! 119. Each of the fi~s takes
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three 32-bit words as input and output a 32-bit word. The fi's are defined as

follows:

fi (x, y, z) - (x A y) V (""y J\ z) (0 ~ i ~ 19)

fi (x, y, z) - xEByEez (20 ~ i ~ 39)

fi (x, y, z) = (x A y) V (x J\ z) V (y A z) (40 ~i $ 59)

fi (x, y, z) = xEByEez (60 $ i ~ 79)

SHA-1 also uses a sequence of constant words K n• KI . .... K 79 • The hexadecimal

values for these words are shawn below.

Ki = 5a827999 (0 ~ i ~ 19)

Ki = 6edgebal (20 ~ i ~ 39)

Ki = 8flbbcdc (40 ~ i $ 59)

Ki = ca62cld6 (60 ~ i ~ 79)

Before we proceed, it is necessary to define sorne terms.

.X + Y represents the addition of modulo 32 of two bit strings~ that is~

.X + Y = ..X" + Y mod 32

sn(..\") represents the circular left shift of the bit string ..X" by n bits (0 ~ n ~ 32)

that is, sne_y) = (_X" « n) V (X' » 32 - n); where « and » represents

left and right shift respectively.

Let AIl, 1\'12, ••• , JIn (n is an integer divisible by 16) represents 16-word black

sequences of the message that resulted from Step 2. Process each ~\!i as follows:

1. Divide Ali ioto 16 words t'lio, t-Vl ~ ... trls , where ~Jt..o is the left-most ward.

2. for t = 16 ta 79 do

let ~Vt = Sl(llt"t_3 6 t-rt - 8 e urt-loi e ttt"t-i6)

3. Let Ho = .-\~ Hl = B, H2 =C. H 3 =D and H 4 = E
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4. for t = 0 ta 79 do

TE.~P = 55 (Ho) + II.(Hr, H2t H3 ) + H" + WI. + Kt

H4 = H3 H3 = H 2 H2 = S30(Hd Hl = Ho Ho = TEMP

let .4 = A + Ho B = B + Hl C = C + H2 D = D + H3 E = E + H4

• Step 5: Output

The 160-bit message digest is the content of 5 words A, B, C~ D and E appended

in big-endian byte format.

SHA-l executes more slowly than ;\tl05 since more steps are involved in producing

the 16D-bit SHA-l message digest compare to the number of steps executed in the

processing of ~[D5 128-bit message digest. However, the additional 32 bits in length

of the message digest of SHA-I makes it less susceptable to brute force attack than

MD5.

3.3.3 HMAC

~Iessage Authentication Codes (~IAC) are similar to hash functions (Section 3.3).

excepts that a secret key is required to produce the message digest. ~tAC's are typi­

cally used to validate information transmitted between two parties that share a secret

key. H~IAC are algorithms that perform message authentication using cryptographie

hash functions. H~IAC can be used in combination with any iterated cryptographie

hash function such as ~[D5 and SHA-l, without modification of the hash function.

A brier description of H~[AC follows.

Let H denotes a cryptographie hash function,

K denotes a secret key.

B represents the byte length of the black that is used ta compute the message,

digest (64 bytes for ~'!D5 and SHA-l).

L denotes the byte length of the message digest,

ipad represents the byte Ox36 repeated B times and

opad represents the byte Ox5c repeated B times.

K can be of any length up to B bytes; however, it is recommended that K be not
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shorter than L in Iength. Applications that use key with length greater than B need

to hash the key using H then use the resulting L-byte string as the actual key to the

HMAC algorithm.

To compute HMAC of a data 'text' do the following:

1. Append zeroes to the end of K to create a B byte string.

2. Exclusive-or the B-byte string obtained from step 1 with ipad.

3. Append the data stream 'text' to the B-byte string resulted from step 2.

4. Apply H to bit string generated in step 3.

5. Exclusive-or the B-byte bit string generated in step 1 with opad.

6. Append the message digest that resulted from step 4 to the B-byte string that

resulted in step 5.

ï. Apply H to the bit sting generated in step 6 and output the result.

The above can be represented as H (K€!à, H (K e ipad, text) ).

The security of HrvIAC depends on the hash function H that is used. If H is strongly

collision-free, then the H~[AC will also be strongly collision-free. For further discus­

sion on the security and design of H~IAC refer to [KBC97j which contains the original

specifications of H:\[AC.

3.4 Digital Signatures

Digital signatures schemes are methods that are used ta sign messages stared in elec­

tranic from, wbich cao then be transmitted over a computer network. A signature

scheme consist of a signing algorithm and a verification algorithm. The signing al­

gorithm utilizes a private key to generate the signature sig(m) for a messsagem;

the pair (m, sig(m)) is then sent to the recipient. The verification algorithm. on the

other hand~ uses the signatory public keys and takes the pair (m, y) as input and

return true if y = sig(m) and faIse if y =F sig(m). Digital signatures can therefore
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he used to detect unauthorized modifications of data and authenticate the identity

of the signatory.

3.4.1 Digital Signature Standard

The National Institute of Standards and Technology (NIST) adopted a signature

scbeme-known as the Digital Signature Algorithm (DSA)-as the Digital Signature

Standard (DSS) in December 1994. The DSS specification was revised in 1998 and

published as FIPS PUB 186-1 [NIST98) in December 15, 1998. FIPS PUB 186-1

specified that either OSA or RSA signature schemes can be used to generate digital

signatures for the Federal agencies. A description of these signature schemes follows.

Digital Signature Algorithm

OSA is a modification of the the EIGamal signature scheme [EIG85] (see Section 3.2.2

for a description of the EIGamal scheme). DSA cao be described as follows: Let

• p be a prime such that 2L - 1 < p < 2L for 512 '5 L '5 1024 and L is a multiple

of 64

• q be a 160-bit prime that divides p - 1

• 9 = h(P-l)/q mod p! where h is any integer \Vith 1 < h < p - 1. such that

h(p-l)/q mod p > 1: that is. 9 has arder q mod p

• a= ga mod p! where a is a random or pseudo-randomly generated integer such

that 0 < a < q

• k be a randomly or pseudo-randomly generated integer sucb that 0 < k < q

The values p! q, 9 and .3 are public and a and k are private. A new k should be

generated for each signature.
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The signature of a message m for a given k can be defined as:

sig(m l k) - (y, s) where

y _ (gk mod p) mod q and

s - (k- 1(SHA-l(m) + ay)) mod q

The SHA-l hash function is used to reduce the variable length message m to a

16o-bit message digest which is then signed using the digital signature scheme.

Let ver(m, y, s) be the verification algorithm which takes as input the messagem and

y and s as defined above.

The verification of a signature is done by performing the following computations:

dl - ((SHA-1(m))s-l) mod q

d2 - (ys-l) mod q

uer(m l y, s) - true ~ ((gdl,Bd2) mod p) mod q =y

The signature for the message m is valid if and only if ver(m. Yl s) returns true.

If uer(m, Y, s) retums faIse, then either the message m has been modified or the

signature is not that of the signatory.

RSA Signature scheme

The RSA public-key cryptosystem (see Section 3.2.1) can be used to provide digital

signatures. :\ description of the RSA signature scheme follows.

Let n =PQ, where p and q are primes. Select two integers a and b such that ab =l(

mod dJ(n)). Let the values of n and b be public and the values p, q and a be private.

The signature sig(m) for a messagem is generated by computing:

sig(m) = (h(m)t mod n

where hem) is the message digest that resulted from hashing the message m with a

cryptographie hash function such as SHA-1 or ~ID5.

The verification algorithm verem, y) which takes as input the message m and the

signature y, can be defined as:
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ver(m, y) = true ~ hem) == yb(modn)

Anyone can verity a signature because the verification algorithm uses the sîgnatory

public keys; however, only the signatory will he able to generate a valid signature

since this requîres the signatory private keys.
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Chapter 4

IP Security Architecture

4.1 What IPSec Does

IP packets are inherently insecure. It is relative easy to forge IP addresses, modify

the contents of IP packets, replay old content and inspect the content of packets in

transit. Therefore~ there is no guarantee that an IP datagrarn originated from the

source it daims to originate from, or that it will get to the intended destination. or

that the contents have not been modified or examined bya third party while it \Vas in

transit from the source to the destination. IPSec is designed to address these security

eoneerns of the IP protocol.

IPSec addresses security of datagrams at the network layer-the layer in the

TCPjIP protocol stack that contains the IP protocol. The security that IPSec af­

fords is provided by the use of a combination of cryptographie protocols and security

mechanisms. IPSec enables systems to select required security protocols~ select the

algorithms tbat will be used for the security services, and generate and put in place

any cryptographie keys that are required to provide the requested services(s).

The security services that IPSec affords include access control to network elements.

data origin authentieation~ connectionless integrity for protoeols sueh as CDP that

offer conneetionless sen;ees~ deteetion and rejeetion of replayed packets, the use of

encryption to provide data confidentiality~ and limite<! traffie ftow confidentiality.

The services that IPSec provides are at the network layer-layer two of the TCPjIP
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protocol stack; consequently, these services can he used by any of the upper layer

protocols such as Tep, UDP, IC~[P, IGMP or anyapplication layer protocol.

4.2 How IPSec Works

IPSec is designed to provide high quality, interoperable cryptographic based secu­

ritY for IPv4 and IPv6 datagrams. IPSec achieves these objectives by use of two

traffic security protocols-Authentication Header (AH) and Encapsulation Security

Payload (ESP)-and through the use of cryptographie key management procedures

and protocols such as Internet Key Exchange protocol (IKE).

The IP AH protocoI provides data origin authentication, connectionless integrity

and an optional anti-replay service. The ESP protocol provides data confidentiality,

limited traffie 80w eonfidentiality, connectionless integrity, data origin authentication

and anti-replay service. There are two modes of operation of both AH and ESP:

transport mode and tunnel mode. These modes of operation will be discussed in the

chapters on AH and ESP. AH and ESP can be applied, in the desired mode. alone or

in combination with each other. The Internet Key Exchange (IKE) protocol is used

to negotiate the choices of the cryptographie algorithms to be utilized by AH and

ESP, and put in place the necessary cryptographie keys that the algorithms require.

AH, ESP and IKE protocols will be discussed in more detail in later chapters.

The protocols that IPSec uses are designed to be algorithm-independent. The

choice of algorithms are specified in the Security Policy Database (SPD). The possi­

ble choices of algorithms that are available are dependent on the IPSec implementa­

tion; however, a standard set of default algorithms are specified by IPSec to ensure

interoperability in the global Internet.

IPSec allows the user or administrator of a system or a network to control the

granularity at which the security service is offered. For example an organization's

poliey might specified that data traffie that originated Crom certain subnet (s) should

be protected with bath AH and ESP and that the eneryption should be done with

triple-DES with three different keys; whereas, the policy might specified that data
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traffic from another site should he protected with only ESP and that these traffic

should be aff'orded encryption with DES. IPSec is able to differentiate between the

security service it offers to different data traffic by the use of Security Association

(SA).

4.3 Security Association

The concept of "Security Association (SA)" is fundamental ta IPSec. The two pro­

tocols that IPSec uses-Authentication Header (AH) and Encapsulating Payload

(ESP)-both use SA; and a principal function of Internet Key Exchange (IKE)

protocol-the key management protocol that IPSec uses-is the establishment and

maintenance of SA. SA is an agreement between communicating peers on factors such

as the IPSec protocol, mode of operation of the protocols: transport mode or tunnel

mode, cryptographie algorithms, cryptographie keys and lifetime of the keys that will

be used to protect the traffic between them. If both AH and ESP are desired for

traffic between two peers then two sets of SAs are required: a SA for AH and a SA

for ESP. SAs that defined tunnel mode operation for AH or ESP are caUed tunnel

mode SAs; whereas, the SAs that defined transport mode are called transport mode

SAs. Security Associations are simplex, that is, they are uni-directional; therefore.

separate SAs are required for outbound and inbound trafflc. The term SA bundle is

used to describe a set of SAs tbat are ta be applied to data originated from, or tbat

is destined to a given hosto

SA are negotiated between the communicating peers via key management proto­

cols such as IKE. \Vhen the negotiation of a SA completes. both peers store the SA

parameters in their Security Association Databases (SAD). One of the parameters of

a SA is its lifetime, which takes the fonn of a time interval or a count of the number

of bytes to which IPSec protocol has been applied. \Vhen the lifetime of a SA expires,

this SA is either replaced by a new SA or tenninated. When the SA terminates Îts

entry is deleted from the SAD.

Security Associations are uniquely identified by a triplet consisting of a Security
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Parameter Index (SPI), a destination IP address for outbound SA or a source IP

address for inbound SA, and a specified protoeol (example AH or ESP). The SPI is

a unique 32-bit integer, which is generated and used as a unique identifier of a SA.

It is transported in the AH and ESP header. Therefore, the reeipient of the IPSec

datagram cao readily identify the SPI and use it along with the source or destination

IP address and the protoeol ta search the Seeurity Association Database (SAD) ta

aseertain the SA or SA bundle that is associated with the datagram.

4.4 Security Association Databases

There are two databases that are neeessary for the proeessing of IPSec traffic: Security

Poliey Database (SPD) and SAD. SPD specifies the policies that are ta he applied ta

the traflie that is destined to, or originated from a given hast or network. \Vhereas~

SAD contains the active SA parameters. For both SPD and SAD, separate inbound

and outbound databases are required.

4.4.1 Security Policy Database

The IPSec protoeoi mandates that the Security Poliey Database (SPD) must be con­

sulted during the processing of ali traffic~ whether the traffic is inbound or outbound.

The SPD contains an arder list of policy entries. Eaeh entry is specified by the use

of one or more selectors. The selectors that IPSec currently allows are:

• Destination IP address: The destination IP address can be a 32-bit IPv4 or a

128-bit IPv6 address. The address can he a hast IP address, a hroadcast~ uni­

cast, anycast, a multicast group~ a range of addresses, address plus netma.."k or

wild card address. The destination IP address is obtained Crom the destination

IP address field of the Authentication Header (AH) or the Encapsulating Secu­

rity Payload (ESP) header(s) or-if IPSec is not applied to the packet-the IP

header.

• Source IP address: The source IP address can he a 32-bit IPv4 or a 128-bit IPv6
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address. The address can he a host IP address, a broadcast, unicast, anycast, a

multicast group, a range of addresses, address plus netmask or wild card address.

The destination IP address is ohtained from the source IP address field of the

AH or the ESP header(s) or-if IPSec is not applied ta the packet-the IP

header.

• Transport layer protocol: The transport layer protocol is ohtained from the

IPv4 '1lrotocol" or the IPv6 "next header" fields.

• System Dame: The system Dame can be a fully qualified DNS Dame such as

bert.cs.mcgill.ca, a X.500 distinguished name or a X.SOO generaI name.

• User ID: The user ID can he a fully quaIified DNS user narne such as foocgcs.mcgill.ca

or a X.SOO distinguished Dame.

Each eotry iD the SPD consists of one or more selectors, an indication of whether

the packets that match the selector(s) in the the entry should be discarded, he subject

to IPSec processing or Dot be subject to IPSec processing. If the packets are ta be

subjected to IPSec processing, the entry also contains a pointer to a Security Associ­

ation (SA) specification which details the IPSec protocols, modes and aIgorithms ta

he applied ta the packets matching this policy entry.

The first entry with selector(s) rnatching that/those corresponding ta the traffic

under consideration, will he applied. If no matching entry is found~ the packets for the

traffic under consideration will be discarded. The entries in the SPD should therefore

be ordered according ta the desired preference of application.

The entries in the SPD determines the granularity with which the traffic is pro­

cessed. For exampIe, the policies could specify that IPSee service corresponding ta a

given SA or SA bundIe should be applied ta all traffie to or from any source or des­

tination; or, the policy could specify the application of different SAs or SA bundles

based on specified selectors. The SPD therefore plays a very important role in the

control of the Dow of aIl traffic through an IPSec system.
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4.4.2 Security Association Database

The Security Association Database (SAD) contains the active Security Association

(SA) entries. Each SA entry is indexed by a triplet consisting of a Security Parameter

Index (SPI), a source or destination IP address and a IPSec protocol. In addition~ a

SAD entry consists of the following fields:

• Sequence Number Caunter: This is a 32-bit integer which is used to generate

the sequence number field in AH or ESP headers.

• Sequence Counter Overflow: This is a ftag indicating whether the overflow of the

Sequence Number Counter should he audited and the transmission of additianal

traffie be blocked for the given SA.

• Anti-Replay Window: A 32-bit counter and a bit-map that is used to ascertain

whether an inbound AH or ESP paeket is a replay.

• AH authentication algorithms and required keys.

• ESP Authentication algorithms and required keys.

• ESP encryption algorithms, keys, Initial Vector (IV) and IV mode.

• IPSec protocol mode: This field indicates which IPSec protocol mode (trans­

port~ tunnel or wild card) is applied to AH and ESP traffie.

• Path rvlaximum Transfer Unit (P~ITU): Any observed P~[Tt: and aging vari­

ables.

• Lifetime of the SA: This field contains the time interval within which a SA must

be replaced by a new SA or be terminated, plus an indication of whether the SA

should be replaced or terminated when it expires. The lifetime of a SA takes

two fonns: a time interval or byte count which represents the number of bytes

that IPSec protocols has been applied to. The parameter that expires first takes

precedence.
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Separate SAD are kept for inbound and outbound IPSec processing. For inbound or

outbound traffic, the respective SAD is searched for selectors matching the SPI, the

source or destination address and IPSec protocol, extracted from the packet header.

If a matching entry is found, the parameter for this SA are compared with the appro­

priate fields in the AH or ESP headers. If the header fields corresponds with the SA

parameters in the database, the packet is processed. However, if there are any dis­

crepancies, the packet is discarded. If no SA entry matches the selectors, the packet

is discarded if it is an inbound packet. If the packet however is outbound, a new SA

or SA bundie will he created and entered in the outbound SAD.

A SA lifetime has two kind of limit: a soft limit and a bard limit. When the soft

limit is reached, the communicating peers must re-negotiate a new SA to replace the

existing one. However: the existing SA is not deleted form the database until the hard

limit expires. Unlike the SPD, the entries in the SAD are not ordered. Nonetheless,

as is the case with SPD lookups, the first matching SA entry that is found in the SAD

is used for the IPSec processing of the packets that are associated with the given SA.
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Chapter 5

Authentication Header

The IP protocol is inherently insecure. The authentication mechanism that is used to

provide integrity for the IP datagrams is rather primitive. The IP "header checksum!'

field was intended to guarantee the integrity of IP datagrams. The checksum is

calculated over the IP header. ft is computed by first setting the checksum field to 0,

then caIculates the 16-bit one!s complement sum of the IP header and store the resllit

in the checksum field. \Vhen the destination host receives the packet, it computes the

16-bit one!s complement sum of the IP header. If none of the IP header fields have

been modified, the destination hast one!s complement SUffi should ail be ones since

it involves the source one!s complement sumo The datagram is therefore discarded if

the receiver!s one!s complement SUffi is not aIl ones. This provides very little security

however, since the IP header fields can easily be modified and the original checksum

can be replaced with a new vaIue that reflects the changes. The receiver will likely

not detect the modification, provided that the checksum for the modified datagram

was calculated correctly.

The :\.uthentication Header (AH) protocol \Vas designed to improve the security

of IP datagrams. AH provides connectionless integrity and data origin authentica­

tion and an anti-replay protection service [KA98j. AH uses cryptographie ~[essage

Authentication Codes (~IAC) (see Section: 3.3) to authenticate the IP datagram.

~IAC requires a secret key to generate the message digest of a bitstring. IPSec uses

Internet Key Exchange (IKE)-will be discussed in Chapter 7-ta negotiate~ gener-
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Payload (ESP). Since only the source and the destination nodes know the secret key,

it should he computationally infeasihle for an intruder to modify the datagram and

recomputes an authentication data that will he validated by the hosts with the secret

key.

In this chapter, we will discussed the format of AH, AH modes of operation and

AH processing.

5.1 Authentication Header Format

AH consists of five fi.xed-length fields and a variable lengt.h Authentication Data field.

Figure 5.1 shows the relative position of these fields in AH.

o 7 15 31

•

Next Header 1 Payload Lenth 1 Reserved

Security Parameter Index (SPI)

Sequence Number Field

Authentication Data (variable length)

Figure 5.1: .-\uthentication Header Format.

• ~ext Header: This is a 8-bit field that identifies the next payload after the AH.

For example~ if the ESP header follows the .-\H this field will contain the value

50: see [IAN.-\001 for the set of assigned IP Protocol Numbers.

• Payload Length: This 8-bit field cantains the length of AH in 32-bit words
. ?mInus _.

• Reserved: This 16-bit field is reserved for future use.
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• Security Parameter Index (SPI): The SPI is a 32-bit integer that is used in

combination with the source or destinatiQn address and the IPSec protocol (AH

or E8P) to uniquely identify the SA (see Section 4.3) for the datagram. The

range of numbers from 1 to 255 are reserved by the Internet Assigned Number

Authority (JANA) for future use; and 0 is reserved fQr local and implementation

specifie use. Therefore, the eurrent valid SPI values are between 256 and 232 _1

inclusively.

• Sequence Number: This field contains a 32-bit unsigned integer which servers

as a monotonically increasing counter. The sender's and receiver's sequence

number counters are initialized to 0 when the SA is established. The sender

consequently increases its sequence number by one for every packet it sends

using a given SA. The sequence number is used tQ prevent intruders from cap­

turing and re-sending previously transmitted datagrams.

• Authentication Data: This is a variable-Iength field that contains the Integrity

Check Value (ICV) for the datagram. For IPv4 datagrams, this field must be

an integral multiple of 32: whereas. for IPv6 datagrams. it must he a integral

multiple of 64. Padding bits are added if neces..~ary to acquire the desired length

for this field.

5.2 Authentication Header Modes

The location of the AH header depends on the mode of operation of AH. There are two

modes of operations: transport mode and tunnel mode. These modes of operation will

he discussed in the following two subsections. AH ean be applied in a nested fashion

through the use of tunnel mode, applied in combination with ESP, or applied alone.

5.2.1 AH Transport Mode

In transport mode1 AH is inserted after the IP header and before the transport layer

protocol, or before any other IPSec protocol header. 501 for IPv4, in transport mode1
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AH is inserted after the variable length "options" field, see Figure 2.3 on page 13.

Figure 5.2 shows the position of AH-in transport mode-relative to other header

fields.

IPv4 header before applying AH

Variable length Transport protocol Transport protocol
Option field Header Data

IPv4 header after applying AH

Variable length
AH

Transport protocol Transport protocol
Option field Header Data

Figure 5.2: AH relative ta other IPv4 header fields~ in transport mode.

The option field was eliminated from IPv6. The options, in this version of IP.

are treated as separate headers-called extension headers-that are inserted after

the IP header. This feature speed up packet processing time. in that~ except for the

Hop-by-Hop extension header which contains routing information that routers need

to examine~ the extension headers are not examined or processed by any intermediate

node on the path from the source ta the destination: they are only processed by the

destination hast. In transport mode. for IPv6, the AH is inserted after the Hop-by­

Hop, Routing and Fragmentation extension headers; Figure 5.3 illustrates this.

In AH transport mode, the Integrity Check Value (lCV) is calculated over the

entire IP datagram; however, sorne of the IP header fields are mutable while the

datagram is in transit from the source ta the destination. In the calculation of leV. a

value of zero is used for the mutable fields. The integrity check is therefore not fully

bullet proof since an intruder could modify the mutable fields and this would not be
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IPv6 header before applying AH

OriginallP header
Extension headers Transport Transport
(ifpresent) protocol header protDeol data

IPv6 header after applying AH

OriginallP Hop-by-Hop. Routing and Transport Transport
headers Fragmentation headers AH protoeol header protocol data(ifpresent)

Figure 5.3: AH relative ta other IPv6 extension headers, in transport mode.

detected during the authentication check at the receiver node.

5.2.2 AH Thnnel Mode

In tunnel mode, AH îs inserted before the original IP header and a new IP header,

is consequently inserted in front of the AH. This is illustrated diagrammatîcally for

IPv4 in Figure 5.4 and for IPv6 in Figure 5.5 respectively.

The inner IP header carnes the true source (the node that generated the packet)

and the final destination address. \Vhereas, the outer IP header typically carries the

sender~s security gateway address as the source address, and the recipient's security

gateway address as the destination address. Consequently~ the source address in the

ioner and outer IP headers may be different. The same holds for the destination

address. As is the case \\;th AH transport mode, in AH tunnel mode, the ICV is

computed over the entire IP datagram. However, unlike AH transport mode, all of

the fields of the original IP header are immutable, since these fields are not modified

by intermediate routers, because they are encapsulated by the outer IP header. The

tunnel mode therefore offers added security, particular for hasts that are behind a
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IPv4 header before applying AH

Variable length Transpon protocol Transport protacol
Option field Header Data

IPv4 header after applying AH

New IP header Original IP header Transport protacol Transport protocol
Option field AH Option field Hcader Data

Figure 5.4: AH relative to other IPv4 header fields, in tunnel mode.

IPv6 header before applying AH

Extension headers Transport Transport
OriginallP header (if present) protocol header protoco1data

IPv6 header after applying AH

New IP ~xtension OriginallP Extension Transport Transpon
eaders AH headers Protocol Protacol

header (ifpresent) header (if present) header data

Figure 5.5: AH relative ta other IPv6 extension headers, in tunnel mode.
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seeurity gateway or firewall.

5.3 AH Processing

5.3.1 Outbound Processing

When an IPSec implementation receives an outbound packet it uses the relevant

selectors (destination IP address and port, transport protocol, etc) to search the

Security Poliey Database (SPD) to ascertain what policy is applicable to the traffic.

If IPSec processing is required and a SA or SA bundle has already been established,

the SPD entry that matches the selectors in the packet will point ta the appropriate

SA bundle in the SAD. If a SA has not been established, the IPSec implementation

will create a SA and link it ta the SPD entry. The SA is then used ta process the

packet as follows:

1. Generate or Increment Sequence ~umber: The sequence number is used ta

prevent replay of previously transmitted packets. \Vben a new SA is established,

the sender initializes its sequence number counter to zero. For each packet that

the sender transmits, it increases the sequence number by one and insert the

resulted value of the sequence number counter into the sequence number field

of the AH header.

2. Calculate Integrity Check Value: The lev is calculated using the values in the

immutable fields of the IP header and the vaIues of the mutable fields that are

predictable upon arrivaI at the destination node. A value of zero is assigned

ta the unpredictable mutable fields for the purpose of the ICV computation.

The SA for the datagram stipulates the cryptographie authentieation algorithrn

that should be used to generate ICV. The available ehoices of authentieation

algorithms ~"'aries with different IPSec implementations. However, for interop­

erability, aIl implementations are required ta support H~IAC with ~ID5, and

H~IAC with SHA-I 1. The lev generated is inserted inta the variable length

l For detail on these cryptographie algorithms, see Chapter 3

63



•

•

Autheoticatioo Data field of the AH, theo if required, the datagram is frag­

meoted into the appropriate fragment size and sent to the destination node.

5.3.2 Inbound Processing

When a datagrarn arrives at an IPSec host or seeurity gateway, if the more fragment

bit is set, this is an indication that there are other fragments that are yet to arrive.

The IPSee application therefore waits until a fragment arrives with a sequence number

that is similar to the previous ones, and has the more fragment bit not set. It then

reassembles the IP fragments, then performs the following steps:

1. Use the SPI, destination IP address and IPSec protocol in the IP header (outer

IP header if tunnel mode) to lookup the SA for this datagram in the inbound

SAD. If the lookup fails, it drops the packet and logs the error.

2. Use the SA found in (1) ta do the IPSee processing. This involves first cheeking

to determine whether the selectors in the IP headers (inner header if tunnel

mode) match those in SA. If the selectors do not match, the application drops

the packet and audit the error. If the selectors match, the IPSec application

keeps track of the SA and the arder in which it is applied relative ta the others.

and continues ta do (1) and (2) until it encounters a non-IPSee extension header

or a transport layer protocol.

3. Use the selectors in the packet to find a policy in the inbound SPD whose

selectors match those of the packet.

4. Check whether the SA's found in (1) and (2) match the policy specified in (3).

If the check fails, repeat steps (4) and (5) until all poliey entries have been check

or until the check succeeds.

5. If anti-replay is enabled, use the anti-replay wiodow of the SA to detennine if

the packet is a replay. If the packet is a replay, drop it and log the error.
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6. Use the authentication algorithm specified by the SA bundle to calculate the

ICV for the packet and compares it with the value stored in the Authentication

Data field. If the two values differs, then discard the packet and audit the error.

At the end of these steps, if the packet have not been discarded, it is then passed to

the transport layer protocol, or is forwarded .
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Chapter 6

Encapsulating Security Payload

As is the case with the Authentieation Header (AH), the Eneapsulating Security

Payload (ESP) is designed to improve the security of the Internet Protocol ([P). ESP

provides data eonfidentiality, data origin authentieation, conneetionless integrity. an

anti.replay service and limited traffle flow confidentiality [SA98}. ESP in essence~

provides the services that AH offers plus two additional services: data confidentiality

and a limited traffic flow confidentiality. ESP cao he applied alone. in a nested fashion

or in combination with AH. [n this chapter, we will discuss the format of ESP packets.

the modes of operation of ESP and the processing of ESP paekets.

6.1 ESP Packet Format

ESP packets consist of four fixed-Iength fields and 3 variable.length fields. Figure 6.1

shows the paeket format of this protocol.

• Security Parameter Index (SPI): The SPI is a 32·bit integer that is used in

eombination with the source or destination address and the IPSee protocol (ESP

or AH) ta uniquely identify the SA (see Section 4.3) for the datagram. The

range of numbers from 1 to 255 are reserved by the Internet Assigned Nurober

Authority (IA:'lA) for futur~ use; and 0 is reserved for local and implementation

specifie use. Therefore, the eurrent valid SPI values are between 256 and 232
- 1

inclusively. This field is similar to the AH SPI field .
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32·bit Security Parameter Index (SPI)

32-bit Sequence Number
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1
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1
Next Header

{ Variable length Authentication Data {
1
T

Confidentiality
coverage
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Figure 6.1: ESP Packet Format.

• Sequence Number: As is the case for the AH, this field contains a 32-bit un­

signed integer which servers as a monotonically increasing counter. The sender1s

and receiver's sequence number counters are initialized ta 0 when the SA is es­

tablished. The sender consequently increases ifs sequence number by one for

every packet it sends using a given SA. The sequence number is used ta prevent

intruders from capturing and re-sending previously transmitted datagrams.

• Payload Data: This is a variable length field that contains the actual payload

data. The length of this field in bits must be an integer multiple of eight.

• Padding: This field contains the padding bits-if any-that are utilized by the

encryption algorithm1 or that are used ta align the Pad Length (see Figure 6.1)

field 50 that it begins at the third byte \\;thin the 4-byte word. The length of

this field can be between 0 and 255 bytes inclusively.

•

• Pad Length: The Pad Length field is a 8-bit field which indicates the number of

padding bytes in the Padding field. The valid values for this field are integers

between 0 and 255 inclusively.

• ~ext Header: This a 8-bit field that identifies the type of data encapsulated
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in the payload. It may indicate an IPv6 extension header or a transport layer

protocol; rerer to [IA~AOOI for the set of assigned IP Protocol Numbers.

• Authentication Data: This is a variable-Iength field that contains the Integrity

Check Value (ICV), which as indicated by Figure 6.1~ is calculated over the

length of the ESP packet minus the Authentication data field. The length of

this field is specified by the authentication algorithm employed for the authen­

tication.

6.2 ESP Modes

As is the case for AH, the location of the ESP in the packet depends on the mode

of operation of ESP. There are two modes of operations: transport mode and tunnel

mode. These modes of operation will be discussed in the following two subsections.

6.2.1 ESP Transport Mode

In transport mode, ESP is inserted after the IP header and any options it contains but

before aoy transport layer protocol; or before any IPSec protocol tbat has already

been applied. 50! for IPv4, in transport mode! ESP is inserted aCter the variable­

length "options" field! see Figure 2.3 on page 13. Figure 5.2 shows the position of

ESP-in transport mode-relative to other header fields. In this diagram~ the ESP

Header field consists of the SPI and Sequence number fields: whereas. the ESP Trailer

field consists of the Padding, Pad Length and Next Header fields. Encryption and

authentication services are applied as shown in Figure 6.2.

In transport mode, for IPv6, the ESP is inserted after the Hop-by-Hop. Routing

and Fragmentation e..xtension headers: Figure 6.3 illustrates this.

6.2.2 ESP Tunnel Mode

In tunnel mode, ESP is inserted before the original IP header and a new IP header ~ is

consequently inserted in front of the ESP header. This is illustrated diagrammatically
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• IPv4 header before applying ESP

Variable length Transport protocol Transport protocol
Option field Header Data

IPv4 hcadcr after applying ESP

Variable length ESP Transport protocol Transport protocol ESP ESP
Option field Header Header Data Trailer

Authentication
Data

1......1------ Encrypted

Authenticated :1

•

Figure 6.2: ESP relative to other IPv4 header fields, in transport mode.

IPv6 hcader before applying ESP

OriginalIP Extension headers Transport Transport
headers (if present) protocol header protocol data

IPv6 header after applying ESP

OriginallP Hop-by-Hop, Routing and ESP Transport Transport ESP ESP
headers Fragmentation headers protocol hcader protocol data Trailer

Auth
(if present) Hdr Data

1....:Ee-----Encrypted -----::..1

Authenticated

Figure 6.3: ESP relative to other IPv6 extension headers. in transport mode.
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IPv4 header before applying ESP

Variable length Transport Transport
Option field protocol header protocol data

IPv4 header after applying ESP

New IP header ESP OriginallP header Transport Transport ESP ESP
Auth

Option field Hdr Option field protocol header protocol data Trailer Data

Encrypted ------:1
l....iIEE------- Authenticated -----.

Figure 6.4: ESP relative to other IPv4 header fields, in tunnel mode.

for IPv4 in Figure 6.4 and for IPv6 in Figure 6.5. respectively.

The inner IP header carries the true source (the node that generated the packet)

and the final destination address. Whereas, the outer IP header typically cames the

sender's security gateway address as the source address, and the recipient's security

gateway address as the destination address. Consequently~ the source address in the

inner and outer IP headers may be different. The same holds for the destination

address.

6.3 ESP Processing

6.3.1 Outbound Processing

\Vhen an IPSee implementation reeeives an outbound packet it uses the relevant

seleetors (destination IF address and port~ transport protocol~ ete) to search the

Security Poliey Database (SPD) to aseertain what policy is applicable to the traffie.

If IPSee processing is required and a SA or SA bundle has already been established.
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IPv6 header before applying ESP

OriginallP Extension headers Transport Transport
header (ifpresent) protocol header protocol data

IPv6 header after applying ESP

NewlP Extension ESP OriginallP Extension Transport Transport ESP ESP

header headers header header
headers Protocol Protocol

Trailer Auth{if present) (if present) header data

I~"----Encryptcd ---~:I
I,....E---------- Autheticated

Figure 6.5: ESP relative to other IPv6 extension headers, in tunnel mode.

the SPD entry that matches the selectors in the packet will point to the appropriate

SA bundle in the SAD. U a SA bas not been established, the IPSec implementation

will create a SA and link it to the SPD entry. The SA is then used to process the

packet as follows:

1. Generate or Increment Sequence ~umber: The sequence number is used to

prevent replay of previously transmitted packets. \Vhen a new SA is established.

the sender initializes its sequence number counter to zero. For each packet that

the sender transmits, it increases the sequence nurnber by one and insert the

resulted value of the sequence nurnber eounter ioto the sequence nurnber field

of the ESP packet.

2. Encryption of Packet: If the traffie requires confideotiality services. the SA will

specify the encryption algorithm to be used. The available choices of encryption

algorithms depends on the IPSec implernentation; However. only private-key

cryptosystems are currently use because of the slow execution speed of public­

key cryptosystems compared to private-key encipbering systems, as discussed in
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Chapter 3. For interoperability, all IPSec implementation must provide DES in

CBC mode 1 as an encryption algorithm option. When the encryption algorithm

requires an Initial Vector (IV) 2_as it is the case with DES in cac mode, the

IV is carried in the first few bytes of Payload Data field. As illustrated in Figures

3.2 - 3.5, the ESP header: the SPI and the Sequence number, are not encrypted.

This is so, because the destination node needs the SPI to look up the SA of

the packet, and it requires the Sequence Number to ascertain whether or not

the packet is a re-play of a previously transmitted packet. The authentication

data is similarly not encrypted because the receiving node must authenticate

the packet before it decrypts it. This will be discussed further in the discussion

of ESP Inbound Processing. \Vhen encryption service is required the packet

must be encrypted before the calculation of the ICV.

3. Calculate the Integrity Check Value: If the SA for the packet stipulates that ESP

authentication service should be applied, the ICV is calculated using the values

in aIl the fields of the ESP packet except the Authentication Data field, then the

leV is inserted in the Authentication Data field. The SA for the packet specifies

the algorithm that should be used ta generate lev. The available choices of

authentication algorithms varies with different IPSec implementation. However.

for interoperability, all implemeotations are required to support H~IAC with

~/ID5, and H~IAC with SHA-l 3. If fragmentation is required, the packet is

brokeo iota the appropriate sizes then sent 00 route to the destination node.

6.3.2 Inbound Processing

\Vheo a packet arrives at an IPSec host or security gateway, if the more fragment bit

is set~ this is an indication that there are other fragments that are yet ta arrive. The

IPSec application therefore waits until a fragment arrives with a sequence number

that is similar to the previous ones, and has the more fragment bit not set. It then

lSee Chapter 3 for a description of DES algorithm.
zSee Chapter 3 for an explanation of the use of Initial Vectors.
JFor detail on these cryptographie aIgorithms, see Chapter 3
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reassembles the IP fragments, then performs the following steps:

1. Use the destination IP address and IPSec protocol in the IP header (outer IP

header if tunnel modeL and the SPI in the ESP header ta lookup the SA for

the packet in the inbound SAD. If the lookup rails, it drops the packet and logs

the error.

2. Use the SA found in (1) ta process the ESP packet. This involves first checking

ta determine whether the selectors in the IP headers (inner header if tunnel

mode) match those in SA. If the selectors do not match, the application drops

the packet and audit the error. If the selectors match, the IPSec application

keeps track of the SA and the order in which it is applied relative ta the others!

and continues to do (1) and (2) until it encounters a non-IPSec extension header

or a transport layer protocol.

3. Use the selectors in the packet ta find a policy in the inbound SPD whose

selectors match those of the packet.

4. Check whether the SAs found in (1) and (2) match the policy specified in (3). If

the check fails, repeat steps (4) and (5) until ail policy entries have been check

or until the check succeeds.

5. If anti-replay is enabled~ use the anti-replay window of the SA or SA bundle ta

determine if the packet is a replay. If the packet is a replay! drop it and log the

error.

6. If the SA stipulates that authentication service is required, then use the authen­

tication algorithm and the private-key specified by the SA bundle ta calculate

the ICV for the packet and compares it with the value stored in the ESP .-\.u­

thentication Data field. If the two values differs. then discard the packet and

audit the error.

7. If the SA indicates the application of confidentiality service, use the crypto­

graphie algorithm and the private-key that the SA specifies to decrypt the
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packet. Decryption processes are in general quite CPU and memory intensive.

If the IPSec system is allowed to perform unnecessary decryption or encryp­

tion of packets, then the system will he vulnerable to deniaI of service attack.

Consequently, when decryption or encryptioo is required, this service is applied

after the packet has beeo successfully authenticated.

At the end of these steps! if the packet have oot been discarded, it is then passed to

the transport layer protocol, or is forwarded.
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Chapter 7

Internet Key Exchange

Internet Keyexchange (IKE) is a protocol that is use to negotiate and provide authen­

ticated keying materials in a protected manner for Security Associations (SA). IKE

is a hybrid protocol that utilizes relevant parts of three different protocols: Internet

Security Association and Key ~Ianagement Protocol (ISAK~lP) [l\ISST98] 1 Gakley

Key Determination Protocol [Orrn98] and SKEl\IE [Kra96].

7.1 ISAKMP

ISAK~lP defines procedures and packet formats to negotiate! establish~ modify and

delete SAs. ISAK~[P provides a common framework for the format of SA attributes.

and the methodologies for negotiating, modifying and deleting SAs. that different

key exchange protocols can use. ISAK~IP defines several payloads. These payloads

provides modular building block for constructing ISAK~IP messages. We will exam­

ine the ISAKl\IP payloads that IKE utilizes, but before we do~ we will discuss the

ISAK~[P header format and the Generic Payload header.

7.1.1 ISAKMP Header Format

ISAK~[P messages consist of a fixed-Iength header followed by a variable number of

payloads. The fbced-Iength header contains the necessary information for the protocol
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Next Payload 1 Maj9r 1 Min~r 1 Exchange Type
1

Flags
Version Version

Message ID

Length

Figure 7.1: ISAK~(P Header Format.

ta maintain state and process the payloads. The ISAK~IP header format is illustrated

in Figure 7.1.

A description of the [SAK~IP header fields follows.

• Initiator Cookie: This field contains a unique 8-bit integer that the initiator

of the ISAK~IP exchanges generates. It is used as an anti-c1ogging protection

agent: It helps the communicating peers to ascertain whether or not a partic­

ular message indeed originated from the other peer. If the initiator determines

that the cookie in the Responder Cookie field does not match the cookie it pre­

viously received from the responder, it will discard the message; similarly! if the

responder ascertains that the Initiator Cookie field does not match the cookie

it previously received from the initiator! it will drop the message without any

further processing. The method of generating the cookies varies with different

implementations of rSAK~(p; however! the protocol specifies that the cookies,

whether that of the initiator or responder. shouid he generated using secret in­

formation that are unique to the respective rSAK~IP communicating hosts, and

it should not be possible ta determine the secret information from the cookie_

In addition, the cookie for each SA should he unique. A possible method of
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Table 7.1: Assigned Values for ISAK~IP Payloads.

Next Payload Type Assigned Value

NONE 0

Security Association l

Proposal 2

Transform 3

Key Exchange 4

Identification a

Certificate 6

Certificate Request 7

Hash 8

Signature 9

Nonce 10

Notification Il

Delete 12

Vendor 13

RESERVED 14 - 127

Private L'"5E 128 - 255

generating cookies is to perform a hash (using :\tID5 or SHA-l hash function)

of the concatenation of the source and destination address, unP source and

destination ports, a locally generated secret random number and the current

date and time.

• Responder Cookie: This field contains the responder's 8-bit cookie. The at­

tributes of this cookie are similar ta that of the initiator~s.

• ~ext Payload: This is a 8-bit field that indicates the tirst payload in the message.

Table 7.1 shows the payload tbat ISAKNIP currently defines.

• ~Iajor Version: This 4-bit field indicates the major version of the ISAK1-IP
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Table 7.2: ISAKMP Exchange Type and Assigned Values.

Exchange Type Assigned Value

NONE 0

Base 1

Identity Protection 2

Authentication Only 3

Aggressive -1

Informational 5

ISAKNIP Future Use 6 - 31

DOl Specifie Use 32 - 239

Private U'se 240 - 255

protocol in used. The specification for ISAKNIP specifies that an ISAK~'1P im­

plementation should not accept packets with a :\Iajor Version or :\linor Version

that is larger than its own.

• ~Iinor Version: This 4-bit field contains the protocol :\Iinor Version number.

• Exchange Type: This 8-bit field indicates the type of exchange that the message

comprises of. Table 7.2 shows the exchange types that ISAKNIP curreotly

defines.

• Flags: This 8-bit field indicates specifie options that are set for ISAK~[P ex­

changes. The first 3 bits of this field are currently used~ the others are set ta

zero before transmission.

1. E(ncryption Bit): This is the least significant of the flag bits. \Vhen it is set

to 1. all payloads following the header are encrypted using the eneryption

algorithm speeified in the ISAK~IP SA. However! when this bit is set to

O~ the payload is not encrypted.

2. C(commit bit): This is the second bit of the Flag field. It is used ta ensure

78



•

•

that encrypted data are not received before the establishment of the SA

is completed. When this bit is set to 1, the communicating peer which

did not set the bit must wait until it receives an Information Exchange

containing a ~otify Payload with the ··CONNECTED ~otify Mcssage~!

from the peer which set the commit bit.

3. A(uthentication only Bit): This is the third bit of the Flag bits. 1t allows

the transmission of information with integrity check using the authentica­

tion algorithm specified in the SA, but with no encryption.

• Message ID: This is a 4-byte field which contains a random value generated by

the initiator of the phase 2 (will be discussed later in this chapter) negotiation.

It serves as a unique Message Identifier that is used to identify the protocol

state during phase 2 negotiations.

• Length: This is a -l-bytes field which indicates the length of the total message

( header + payloads) in bytes.

7.1.2 ISAKMP Payloads Formats

Generic Payload Header

Each ISAK~lIP payload begins with a generic header. The Generic Payload Header

clearly defines the boundaries of the payload and consequently allows the chaining of

different payloads. Figure 7.2 illustrates the Generic Payload Header.

o 7 15 31
1 1 1 1

I--N-e-xt-p-a-y-lo-a-d-l--RE-S-E-R-V-E-O---r-I----p-ay-l-oa-d-L-e-n-gt-h-----I

Figure 7.2: Generic Payload Header Format.

A description of the Generic Payload Header fields follows.
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• • Next Payload: This 8-bit field identifies the payload type that follows this

payload. If the eurrent payload is the last payload of the message, the N'ext

Payload field will be set to O.

• RESERVED This field is unused and it is set to 0

• Payload Length: Contains the length in bytes of the eurrent payload including

the Generie Payload Header. This is a 2-byte field.

We will now diseuss the ISAK~IP payloads that IKE uses.

Security Association Payload

The Security Association Payload is used ta negotiate SA and to indicate the Do­

main of Interpretation (DOl) under which the negotiation takes place. Figure 7.3

illustrates the format of this payload.

o
1

7
1

Next Payload 1

15
1

RESERVED 1 Payload Length

Domain of Interpretation (001)

31
1

•

~ Situtalion

L ,
Figure 7.3: Security Association Payload Format.

The "Next Payload" ~ '~RESERvr:D" and "Payload Length" fields are similar to

those of Generic Payload Header fields .

• Domain of Interpretation (001): This -t-byte field contains a 4-byte unsigned

integer which identifies the DOl under which the negotiation is taking place.

A Dar defines payload formats, exchange types and convention for naming

relevant information such as cryptographie algorithms~ modes~ etc.
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• • Situation: This variable length field identifies the Situation uoder which the

oegotiation is taking place. A Situation is the set of information that will be

used to detennine the required security service.

ProposaI Payload

The Proposai Payload contains information used during SA negotiation. This pay­

load provides the framework for the initiator of the ISAKNIP exchange to present to

the recipient the preferred security protocol(s) and associated security mechanisms

desired for the SA being negotiated. The Proposai Payload is illustrated in Figure 7.4.
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1
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1

15
1

23
1

31
1

•

Next Payload RESERVED Payload Length

ProposaI # Protocol-ID SPI Size 1 # ofTransfonns

? Variable-length SPI

Figure 7.4: Proposai Payload Format.

A description of the ProposaI Payload fields follows. The '4~ext Payload". "RE­

SERVED" and ·'Payload Length" fields are similar to those described in the payloads

that we discussed previousIy.

• ProposaI Number: This 8-bit field contains the identification number of the pro­

posai for the current payload. The ProposaI Number allows the peers that are

involved in the SA establishment negotiation r to present preferences to its com­

municating peers in the fonn of 10gicaI AND or OR operations. For example~

if the initiator of the exchange wishes to infonn the other peer that it desires

a combine protection suit consisting of ESP encryption with Triple-DES and

authentication with H~IAC-SHA-l and AH authentication with H~IAC-~ID5.

it would send a message that contains three Proposai Payloads! each with the
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same ProposaI Number. If however, the peer needs to transmit the information

that it requites either ESP authentication with H~1AC-~ID5 or AH authenti­

cation with H~IAC-SHA-l, it would send a message consisting of two ProposaI

Payloads, each with monotonically increasing Proposai Number. The ProposaI

Number here indicates the order of preference of the proposais: The greater the

preference~ the smaller the proposai number.

• Protocol-ID: This 8-bit field contains the protocol identifier (example 50 for

ESP and 51 for AH).

• SPI Size: Contains the length in bytes of the Security Parameter Index (SPI)

of the protocol specified by the Protacol-ID field. If the protocal is ISAK~[P.

the SPI is the initiator-responder cookie pair. This field is a 8-bit field.

• Number of Transform: This 8-bit field gives the number of Transforms far the

proposaI. Each of the transforms specified is embodied in a Transform Payload.

• SPI: This variable-length field contains the source node SPI.

Transform Payload

The Transform Payload provides the framework for the initiating peer to present

different security mechanisms for a given protocol during the negotiation to estahlish a

SA. The ProposaI Payload identifies a protocol for which services are being negotiated.

The Transform Payload allows the initiating peer to presents the supported transform

or mode of operation of the proposed protocol. Figure 7.5 illustrates the format of

the Transform Payload.

A description of the Transform Payload fields follows.

• ~ext Payload: The 8-bit ~ext Payload field identifies the payload type that

follows the current payload. This field will either contains the value 3 or O. If

another Transform Payload follows the current Transform Payload, the value in

this field will be 3; if however the current Transform Payload is the last one for

the proposed protocol, the value in this field will be O.
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Next Payload RESERVED Payload Length

Transform number Transfonn-ID RESERVED2

SA Anributes {
Figure 7.5: Transform Payload Format.

• RESERVED: Similar to the "RESERVED" field in the payloads previously dis­

cussed.

• Payload Length: Similar to the "Payload Length" field in the payloads previ­

ously discussed.

• Transform number: This 8-bit field identifies the Transform :'Iumber for the cur­

rent payload. If there are more than one transforms for the proposed protocol,

each transform will he embodied in a Transform Payload and each transform is

identified by a monotonically increasing number. The transforms are ordered

according to the initiating peer!s preference: the most desired transfonn has

the lowest Transform Number.

• Transform-ID: This 8-bit field specifies the transform identifier for the proposed

protocol.

• RESERVED2: This 16-bit field is unused and is set ta O.

• SA Attributes: This variable-Iength field contains the Security Association at­

tributes for the Transform specified by the Transfonn-ID field.

Key Exchange Payload

The Key Exchange Payload supports various key exchange protocols. Figure ;.6 il­

lustrates the Key Payload format.
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Figure 7.6: Key Exchange Payload Format.

The '"Next Payload" 1 "RESERVED" and "Payload Length" fields are similar to

those of the payload previously discussed. The Key Exchange Data field is of variable

length and it contains the data required ta generate a session key. The DOl for the

respective key exchange~ specifies the format and the interpretation of the data in

this field.

Identification Payload

The Identification Payload allows communicating peers to exchange identity informa­

tion. Figure 7.7 illustrates the format of this payload.
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1
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1

15
1

31
1
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Next Payload RESERVED
1

Payload Length

[0 Type DOl Specifie [0 Data

[dentifieation Data {
Figure 7.7: Identification Payload Format.

The "l\"ext Payload". "RESERVED" and "Payload Length!! fields are similar to
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• those of the payload previously discussed.

• ID Type: This 8-bit field contains the type of identification being used, and it

depends on the 001 of the respective key exchange.

• DOr Specifie ID Data: This 24-bit field contains 001 specifie identification

data.

• Identification Data: This variable-Iength field contains identification informa­

tion specified by the 001 of the key exchange. The ID Type field specifies the

format of the information in this field.

Certificate Payload

The Certificate Payload allows communicating peers to exchange certifieate or certificatc­

related material. Figure 7.8 illustrates the format of this payload.
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Next Payload RESERVED Payload Length

Certificate
Encoding

{
Certitkate Data

Figure 7.8: Certificate Payload Format.

The '~;:\lext Payload" ~ "RESERVED" and '~Payload Length" fields are again~ sim­

ilar to those of the payload previously discussed.

• Certificate Encoding: This 8-bit field identifies the kind of certificate or certificate­

related information the ~~Certificate Data" field contains.

• Certificate Data: This variable-length field contains the actual certificate data

for the certificate type specified in the ~·Certificate Encoding:~ field .
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• Rash Payload

The Hash Payload contains the data generated by the hash function selected during

the SA negotiation. Figure 7.9 illustrates the format of this payload.

o
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1
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1

Next Payload RESERVED Payload length

4 Hash Data 4
Figure 7.9: Hash Payload Format.

The "Hash Data" field contains the message digest that resulted from the appli­

cation of the hash function ta the input data.

Signature Payload

The Signature Payload contains the data generated by the signature function nego­

tiated for the SA; and it is used ta verify the integrity of the data in an [SAK~[P

message. The format of this payload is illustrated in figure 7.10.
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Next Payload RESERVED Payload length

4 Signature Data <'
Figure 7.10: Signature Payload Format.

The ·'Signature Data" field is of variable length and it contains the signature data
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• that resulted from the signing of the ISAK~IP message using the digital signature

algorithm negotiated for the SA.

Nonce Payload

The :"Ionce payload contains random data that is used to protect the exchange data

against replay. Figure 7.11 illustrates this payload.
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Next Payload RESERVED Payload Length

< Nonce Data <
Figure 7.11: ~once Payload Format.

The variable-length ··~once Data" field contains the random data generated by

the communicating peer that is sending the message.

ISAK~[P defines a number of other payloads. For information about these ad­

ditional payloads or for further detail about the ISAKMP protocol, please refer to

[~[SST98] which contains the original specification of ISAKrvIP.

7.2 Exchanges

7.2.1 Exchange Phases

IKE presents different exchanges in modes which operate in one of two ISAI(~IP

negotiation phases.
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Phase 1 Negotiation

In this phase, two ISAKNIP communicating peers establish an ISAKMP SA which

essentially is an agreement on how further negotiation traffic between the peers will

be protected. This ISAKMP SA is then used to protect the negotiation of SAs for

ather protocals, such as ESP or AH.

Phase 2 Negotiation

This phase is used to establish SAs for other security services, such as AH or ESP. A

single Phase 1 SA can be used to establish many Phase 2 SAs.

7.2.2 Exchange Modes

IKE currently defines four possible modes of exchange: Main ~Iode, Aggressive :\[ode.

Quick Mode and ~ew Group ~[ode. The first three negotiate SAs; whereas. the latter

negotiates groups for Dîffie-Hellman exchange. SA or group offers take the farm of

Transform Payload(s) encapsulated in Proposai Payload(s) which is/are encapsulated

in Security Association Payload(s). These exchange modes will be discussed further

in subsequent subsections; however, before we do, it is necessary to explain sorne

notations that we will emplay throughout this chapter.

Notations

HDR: indicates an ISAK~[P header whose exchange type is the mode. ",11en it is

written as HDR *, it indicates that the payloads follawing the ISAK~IP headers are

encrypted.

SA: is a Security Association Payload with one or more ProposaI Payload.

KE: is a Key Exchange Payload.

IDx: denotes the Identification Payload where ""x" is either "ii" which stands for

[SAK~IP initiator, or "if' signif);ng ISAK~[P responder.

HASH: is the Hash Payload.

SIG: signifies the Signature Payload. The data to be signed is e..xchange-specific.
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A UTH: is a generic authentication mechanism such a SIG or HASH.

GERT: denotes the Certificate Payload.

Nx: represents the Nonce Payload for ''x'' where ''x'' is either "i" or "r" for ISAKtvlP

initiator and responder respectively.

<P>_b: denotes the body of the payload <P>! that is, the payload without the

ISAKNIP Generic Header.

Gk-/: is the Initiator cookie from the ISAK:\-IP header.

Gk-R: is the Responder cookie from the ISAK~IP header.

giz : represents the initiatorts public Diffie-Hellman value.

gr%: represents the responder7s public Diffie-Hellman value.

prf(key,msg): indicates a pseudo-random function-such as HMAC- with key "keyt' and

input message "msg".

KEYSTR: represents a key string derived from secret keying material known only ta

the communicating peers.

KEYSTR_e: denotes the keying material used by ISAK~IP to protect the confiden­

tiality of its messages.

KEYSTR_a: denotes the keYing material used by ISAK!vIP to authenticate its mes­

sages.

KEYSTR_2: is the keying material used to generate keys for non- iSAKMP SA dur­

ing Phase 2 negotiation.

<x>y: indicates that x is encrypted using key y.

- >: denotes initiator to responder communication.

< -: denotes responder to initiator communication.

x 1 y: denotes that x is concatenated with y.

[x]: indicates that x is optional.

Main Mode

Main ~Iode is an adaptation of the ISAK~IP "Identity Protection Exchange". It

involves an authenticated Diffie-Hellman key exchange. [t is used to negotiate Phase
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• 1 ISAKMP SA. This exchange mode was designed ta separate key exchange infor­

mation from the identity and authentication information. The separation of these

information provides protection for the identity of the communicating peers-since

the identity information can be exchanged under the protection of the previously

generated Diffie-Hellman shared secret-at the expense of two or three additional

messages. Figure 7.12 shows an example of a ~Iain Mode exchange.

(1)

(2)

(3)

(4)

(5)

(6)

Initiator

1 "DR 1 SA [

1 "DR 1 lŒ 1 Ni

1 "DR-l (OH IAUTH 1

Responder

1 HOR 1 SA 1

1 HOR 1 lŒ 1 Nr

1 "DR-I lOir 1AUTH 1

•

Figure 7.12: Example of a ~[ain ~[ode Exchange.

• In message (IL the initiator sends the responder a Security Association (SA)

Payload which encapsulates ProposaI Payload(s) which in tum encapsulates

Transform Payload(s).

• In message (2), the responder sends a SA Payload which indicates the proposai

it accepted for the SA it is negotiating.

• In the next two messages the initiator and responder exchange Diffie-Hellman

public vaIues l and auxiliary data. such as nonces, that are necessary for the

l Section 3.2.3 e.xplains the derivation of Diffie-Hellman public values.
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• exchange.

• In the last two messages, the initiator and responder exchange identification

data, and authenticate the Diffie-Hellman exchange. The information trans­

mitted during these two messages are encrypted using the secret key generated

from the key material exchanged in messages (3) and (4); consequently~ the

identity information of the communicating peers are protected. :'J'ote that the

ISAKN1P header is included in all messages.

Aggressive Mode

Aggressive Nlode is an implementation of the ISAK~IP "Aggressive ~10de Exchange".

It is used to negotiate ISAK~IP Phase 1 SA where identity protection of the com­

municating peers is not required. This exchange mode allows the SA! Key Exchange

and Authentication related Payloads to be transmitted together. Combining these

payloads into one message reduces the number of round-trips at the expense of not

providing protection for the identity of the communicating peers. Figure 7.13 shows

an example of an Aggressive ~Iode exchange.

Initi.cor Responder

•

(1) 1 HDR 1 SA 1 IŒ 1 Ni 1 (OH 1 •

(2) • 1 HDR 1 SA 1 KE 1 Nr 1 lOir 1 AUTHI

Figure 7.13: Example of an Aggressive ~Iode Exchange.

• In message (1): the initiator sends the responder a SA Payload which contains

a single Proposal Payload encapsulating a Transform Payload: in Aggressive

!vIode only one proposaI with a single transform is offered: the responder has

the choice of accepting or rejecting this offer. The Diflie-Hellman public value,
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required auxiliary data and identity information are aIso transmitted in first

message.

• In message (2), if responder accepts the initiator1s proposai, it sends a SA Pay­

loarl encapsulating the Proposai Payload containing the proposai and transform

the initiator proposed. It a1so transmit the Dîffie-Hellman public value, required

auxiliary data and identity information as part of this message. This message

is transmitted under the protection of the agreed upon authentication function.

• [n message (3), the initiator sends the result of the application of the agreed

upon authentication function. This message in effect, authenticates the ini­

tiator and provides a proof of its participation in the exchange. The message

is encrypted using the key generated from the keying material exchanged in

the first two messages. ~ote. however, that the messages containing the iden­

tity information of the peers are not encrypted: consequently, unlike the Nlain

Mode, Aggressive ~[ode do not provide identity protection for the communicat­

ing peers.

Quick Mode

Quick mode is used to negotiate Phase 2 SA under the protection of the negotiated

Phase 1 ISAK~IP S:\.. Ali of the payloads in a Quick )"lode exchange are encrypted.

Quick :Mode exchange can be described as shown helow.
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• Initiator

(1) HOa., BASH(l), SA, Ni

[KE] 1 [IDi. IDr]

(2)

(3) HOa., HASH(3)

--->

<---

--->

Responder

HDa-, HA8H(2). SA, Nr

[KE], [IDi, IDr]

•

• In the first message, the initiator sends a Hash, a SA-which encapsulates

one or more Proposai Payload(s), which encapsulated one or more Transform

Payload(s)-and a Nonce Payload, and optional key exchange material and

identification information ta the responder. If Perleet Forwarded Secrecy 2 is

required then key exchange material must be included in the this message. The

Hash Payload contains the message digest-using the negotiated prf- of the

~fessage ID (~fsgID) from the ISAK~[P header concatenated with the entire

message that follows the the Hash Payload, including aIl payload headers. That

is,

HASH(l) = prf(SKEYSTR_a, ~[sgID SA 1 Ni [ 1 KE ] [ IDi IDr)

The generation of the keying materiaIs (SKEYSTR or SKEYSTR_*) will be

address momentarily.

• The payloads in the second message are similar ta those in the first message.

The finger print contained in Hash(2) is generated similarly as that for Hash(l),

except that the initiator's nonce Ni minus the payload header is added after

~1[sgID but before the complete message.

HASH(2) = prf(SKEYSTR_a, ~[sgID NLb: SA ' :.'ir [ KE] [ i IDi IDr)

• The third message is used ta authenticate the previous exchanges and it consists

of only the ISAK~[P header and a Hash Payload. The message digest in the

Hash Payload is generated using as input: a byte of 0 concatenated with ~[sgID,

2The term Perfeet Forwarded Secrecy is used to describe the phenomenon where the derivation

of the keying material is of sucb that if a single key is comprised, this will not affect the security of

the data protected by other keys.
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• followed by the initiator's nonce minus the payload header, followed by the

responder's nonce minus the payload header. That is,

RASH(I) = prf(SKEYSTR..a, 0 1 MsgID INLb i Nr-b).

If Perfect Forward Secrecy (PFS) is required, then a KE Payload is included in

massage (1) and (2). The new keying materia! (NewKEYSTR) cao he defined as:

lVewKEYSTR = prf(SKEYSTR..d,gZ1J ' [Trotocoll SPI i lViJJ liVi_T).

where gZY is the Diffie-Hellman shared secret e..xchanged in the KE Payload, and "pro­

tocol" and "SPI" are obtained from the "'Protocol-ID" and "SPI" fields respectively!

of the Proposai Payload encapsulated in the SA Payload. \Vhen PFS is not required!

the KE Payload is not exchanged in Quick rvlode messages. In this case, the new

keying material can he defined as:

NewKEYSTR = prf(SKEYSTR..d. protocol 1 SPI : ~VLb ~VLr).

New Group Mode

The New Group Mode (N'G~l) is used ta negotiate new group for Diffie-Hellman key

exchange. NGNl is carried out under the protection of ISAKNIP Phase 1 exchange.

The messages exchange in this exchange mode is shown below.

Initiator

(1) HOa•• RASH(l). SA --->

(2) <---

Responder

HOR•• HASH(2). SA

•

where,

HASH(l) = prf(SKEYSTR_a! ~[sgID i SA) and

HASH(l) = prf(SKEYSTR_a! ~[sgID 1SA).

The Proposai Payload(s) encapsulated within the SA Payload specify the character­

istics of the groups.
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• Generation of Keying Material

We have discussed the generation of keying material for Quick ~Iode exchanges; how­

ever, we have Dot yet discussed how keying material are generated for :\'[ain and

Aggressive ~[ode exchanges. We will present this information now. Currently~ three

methods of authentication are allowed for both Main ~lode and Aggressive l'vIode ex­

changes: digital signature~ authentication with public-key encryption and pre-shared

key. The value of SKEYSTR depends on the method of authentication.

1. For digital signature

SKEYSTR = pr f(1VLb Il.Vr_b, g%Y)

2. For public-key encryption

SKEYSTR = pr f(Hash(iVi_b 1 lVr _b, CK-I Ck-R)

3. For pre-shared keys

SKEYSTR = prf(pre-shared-key, ~Lb 1 ~r_b)

Both ~Iain ~Iode and Aggressive ~Iode exchanges generate three groups of au­

thenticated keying material. These keying material are derived similarly for both

exchange modes and they are transported in the "Key Exchange Data" field of the

KE Payload. The derivations are as follows:

SKEYSTR-2 = prf(SKEYSTR, fTY 1 Ck-I 1 Ck-R 1 0)

SKEYSTR.-a = prf(SKE)rSTR, SKEYSTR_d 1 g.rt} '1 Ck-I Ck-R il)

SKEYSTR..e = prf(SKEYSTR, SKEYSTR..a 1 g.rtJ 1 Ck-I 1 Ck-R : 2)

The values D,land 2 in the above expressions are the I-hyte representations of these

values. The exchanges are authenticated by the generation of HASH-i and HASH-r

by the initiator and the responder respectively, of the exehanges. \Vhere

HASH..i = prf(SKEYSTR, gr i ! g.l:r: Ck-I 1 Ck-R SALb

HASH..!" = prf(SKEYSTR, gr r g.l: i j Ck-R Ck-I 1 SALb

IDiLb)

IDir_b)

•
The necessary keys for encryption~ digital signature and ~Iessage Authentication

Code algorithms are derived from the keying materials in algorithmic specifie man-
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ners.

7.3 Oakley Groups

The IKE protocol allows negotiation of the group for Diflie-Hellman exchange. The

original specification of IKE [HC98) defined four groups that originated from the

Gakley Protocol. These groups are presented below.

First Oakley Group

This group is a modular exponentation group (~!EG) and it is the default group for

both the Oakley and IKE protocols. The assigned group ID is l.

The prime is: 2768
- 270

-
1

- 1 + 264 * {[26381r] + 149686}

The generator is : 2

Second OaldeyGroup

The second group group is also a ~[EG and it is assigned a group ID of 2.

The prime is: 21024 - 2960 - 1 + 264 * {[2894 rr] + 129093}

The generator is : 2

Third Oaldey Group

This is an elliptie curve group defined over the Galois Field GF[2 155
]. This group has

group ID 3. The field size is 155 and the irreducible polYnomial for the field is:

u155 + U
62 + 1.

The equation for the elliptic curve is:

y2+ xy =x3 +ax2 +b

Group Prime/lrreducible Polynomial: OxOS00000000000000000000004000000000000001

Group Generator 1: Ox7b

Group Curve A: OxO

Group Curve B: Ox07338f

Group Order: OX0800000000000000000057db5698537193aef944
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When this group is used the! the data in the "Key Exchange Data" field of the KE

Payload is the value of x from the solution (x,y), the point on the curve chosen by

taking the randomly secret Ka*P, where "*,, is the repetition of the group addition

and double operations, and P is the point on the curve with x coordinate equals to

Generator 1 and the y coordinate determined from the equation of the elliptic curve.

Fourth Oakley Group

This is an elliptic curve group defined over the Galois Field GF[2 185Land has group

ID 4. The field size is 185. The irreducible polYnomial for the field is:

U
L85 + U

69 + 1

The equation for the elliptic curve is:

y2 + xy = x 3 + ax2 + b

Group Prime/lrreducible Polynomial:

Ox020000000000000000000000000000200000000000000001

Group Generator 1: Ox18

Group Curve A: OxO

Group Curve B: Oxlee9

Group Order: OXOlf1Jfffffffffffffffffffdbf2f889b73e484175f94ebc

\Vhen this group is used, the data in the '~Key Exchange Data" field of the KE

Payload is generated similarly as indicated for the Third Oakley group.

This concludes our discussion of the IKE protocol. For addition information on

this protocol. please refer to [Reg8] which contains the original specification.
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Chapter 8

VPN Solutions

In the previous chapters, we examined the security protocols that comprise the IPSec

Protocol suite. [n this chapter, we are going to illustrate how these security services

can be used to provide different VPN solutions. However~ before we proceed. it is

necessary to define sorne terms that we will he using throughout this chapter.

Notations

• VPN: For the purpose of our discussion, Virtual Private Networks (VPl'i) are

secure communication channels which offer data protection via the use of strong

cryptographie authentication and/or encryption algorithms. VPN consists of

computers (IPSec enabled servers or workstations) and communication links;

optionally VPN can also involve routers, m;tches and security gateways.

• Security Gateway: A security gateway is an access point ta a network. A se­

curity gateway often includes a firewal1 (see next entry), and it provides access

control; thus only allowing authorized traffic to transverse the network it pro­

tects.

• Firewall: A firewall is a packet filtering entity that examines the protocol head­

ers of packets and either accepts the packets and forward them ta the destination

hosts. or reject them. depending on how the selectors in the packets headers-
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• source and destination IP address, Transport or Application Layer protocols!

source and destination ports, etc.-matches the firewall access control mies.

8.1 Interconnecting Branch Offices

Let us consider a company with has a number of branch offices that are located at dif­

ferent geographical areas. For example, we will assume that the company has offices

in Asia, Europe and North America. Ta interconnect these offices, the company basi­

cally has two choices: utilize private network inCrastructures or VP~. Let us consider

the options Cor the former: the company will need ta either lease dedicated com­

munication channels from telecommunication providers; set up satellite data feed; or

installed Trans-Atlantic data channels. The cost of even the most cost-effective im­

plementation of any oC these options, is much more prohibitive than a VPN solution;

considering that each of these options involves the purchasing or leasing of additional

equipment-network cables and supporting infrastructures-plus there are high as5o­

ciated maintenance cost5. \Vhereas! a VP~ solution typically involves the purchasing

of the VP~ software and the necessary licenses and perhaps a few additional com­

puters; and providing the necessary training for ~etwork or Security Administrators

who will administer the VP:'1.

Figure 8.1 illustrates an example of how the branch offices of an enterprise can

be interconnected via VPN using the Internet as a backbone network. Each branch

office has a security gateway that provides an interface with the Internet and the

company!s internai network. These security gateways are configured to enforce the

access control policies of the respective branch office. There are a number of security

service options that can be employed when a host on any of the company!s intra-net

wishes to communicate with a entity on the intra-net of another branch office. We

will examine the option that offers the greatest level of security.
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Braneh Office B

Figure 8.1: VPN interconnecting branches using Internet as backbone network.

End-to-end Authentication and Encryption

This option is employed when a high degree of security for the data traffic is required

and the internaI network cannot be fully trusted. In employing this option. a host

negotiates a Security Association (SA) with a peer on the intra-net of another branch

office. The SA will specify the security services required (AH and/or ESP)~ the

mode of operation of these services~ and the required authentication and encryption

aIgorithms. Internet Key Exchange protocol (IKE) will then generate and put in

place on the communicating peers, the necessary cryptographie keys.

Figure 8.2 illustrates a typical end-to-end secure tunnel connecting communicating

peers on the internaI network of two branch offices. In this scenario. since there is

a security gateway on the intra-net of bath branch offices, the hasts will typically

negotiate transport mode for the authentication and eneryption services that will be
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End-to-end tunnel

•

Braneh Office B

Figure 8.2: Secure end-to-end tunnel connecting cornmunicating peers on internai

network of two branch offices.

applied the trafflc that they will exchange. As explained in Chapter 5 and 6, transport

mode of operation for AH or ESP protects the data that the upper layer protocols

encapsulate, but this mode of operation does not protect the IP header. However.

when the packet from host A-destined to host C-is forwarded to branch office :\ ~s

security gate, the security gateway will typically negotiate a SA with the destination

hoses security gateway. which will involve tunnel mode of operation for the required

security services. ESP tunnel mode confidentiality service will protect both the data

and the identity of sending entity (host .-\ in our example) while the packet is in

transit Conn one security gateway to the next via the Internet.

\Vhen the packet arrives at branch office C's security gateway, it will check its

Security Policy Database, first to determine whether or not it should accept the
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packet. If the packet should be given access, the security gateway will then consult

its SA datahase to ascertain the SA for the traffic, then authenticates the packet using

the authentication algorithm that the SA specifies. If the authentication succeeded,

it will forward the packet to the intended destination-host C.

When host C receives the packet it will consult its SA database to identifies the

SA that is applicable to this packet1 then authenticates the packet to ensure that

it has not been modified while it was in transit fonn the security gateway. Finally.

if the authentication succeeded, hast C will decrypt the packet using the algorithm

specified by the SA for the traffic.

8.2 Interconnecting Different Company's Intra-net

There are situations where it rnight be necessary for a company ta gÏve restrictive

access ta other company, ta its intra-net. Consider for exarnple, a supplier who

wishes ta gÏve clients access ta its database servers that contains relevant information

the clients might wish to access. The end-to-end authentication encryption scenario

explained in the previous section can also be adopted to this situation as weIl. In

this case, the supplier's security gateway will he configure<! ta accept packets from

the domains of its clients, provided that the destination hasts are the entity to which

specifie access have been gÏven to the respective clients. Apart from addressing issues

that might need to be resolved if the companies are using private (global ambiguous)

IP addresses, most of the information presented in the previous exampIe apply ta this

scenario as weIl.

8.3 Addressing Issues

For bath VPN solutions discussed in the previous sections. the enterprises can use

either globally unique (public) or globally ambiguous (private) IP addresses. Let us

first consider the scenario where VPN is used ta interconnect branch offices. If the

company uses private IP addresses for the hosts on the intra-nets of the different
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branch offices; this will have very little bearing on the effectiveness of the VPN solu­

tion, pravided that security gateways have unambiguous IP addresses. The security

gateways with public IP addresses provide the interface for the hosts on the intra-net

with entities on extemaI networks. When a hast 00 any of the internaI networks

wishes ta communicate with an entity outside the company!s domain T it forwards

the packets it wishes to sent to the its security gateway; the security gateway then

modifies the packets T IP header and inserts its IP address in the 04source IP address"

field, then Corward the packet ta their intended destination(s). The identities of the

private IP addresses for the hosts on the internai network are therefore protected.

If an eotity on any of the company's intra-nets needs to communicate with another

hast on another intra-net, and the destination hosts needs to know the identity of

the source node, the security gateway can accommodate this requirement! while pro­

tecting the identity of the source node from unauthorized entities, by using tunnel

mode ESP confidentiality service. As explained in Chapters 6, when ESP is used in

tunnel mode! the entire IP datagram is encrypted and a new unencrypted IP header

is inserted in front of the original IP header. The new IP header typicaIly contains

the security gate IP address as the source IP address.

The same argument cao be applied ta the case where the hasts on the enterprise's

intra-net have unambiguous IP addresses. The identities of the hasts can he protected

in a similar manner as outlined above. Similarly, the same holds for the situation

where a company needs to give entities on another company's intra-net access to its

internai network, except that if either of the enterprises uses ambiguous IP addresses.

then the network administrators must ensure the entities that need ta communicate

do not have the same IP address.

8.4 Routing Issues

~Iost medium size ta large scaIe VP~ will need to employ an IP routing protocol.

Routing protocols exchange routing information with neighbouring routers so that

each router can leam about the topology of neighbouring networks and be able ta
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ascertain the Most efficient way of reaching hosts that the entities on its network need

to communicate with. Consider either of the VPN solutions outlined in this chapter;

assume that a routing protocol is deployed on the security gateways. These gateways

would need to exchange sensitive information such as the IP addresses of the hasts

that are reachable from their network. This information obviously requires protec­

tion from unauthorized entities. VP~ also provides this protection. Each security

gateway can negotiate a SA with its security gateway neighbours and set up a secure

communicating channel with each of its neighbours by using ESP security services.

Figure 8.3 illustrates how the security gateways can exchange routing information

using secure communication channels.

Brancb Office B

Figure 8.3: Secure communication channels for the exchange of routing information

between security gateways.

Since the security gateways are acting as end-hosts~ they will typically utilize ESP

in transport mode because there is no need ta conceal their IP addresses: they are
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gateways to their intra-nets, hence their identities must he public. These security

gateways can also be configured to exchange non-confidential infonnation with other

non-IPSec enabled routers. This can be done by including entries in the Security

Poliey Database (SPD) that stipulate tbat packets originated from extemal networks,

whether or not they are protected with any of the IPSec security services. if they are

destined to certain service port (such as the ports that routing protocols or Simple

Transfer ~lail Protocol use), then they cao be given restrictive access. This often

is necessary in arder ta facilitate communications such as sending and receiving of

electronic mails to and from external hosts.

Evidently, entities that are part of a VPN-whether they are hasts. rauters or

security gateways-can exchange information in a secure manner while protecting

their identities if needs he. The security gateways for VPN can limit access ta only

traffic that originated from entities that are apart of the VPN. However, as explained

above, IPSec VPN are interoperable with non-IPSec enabled networks~ since they do

not necessarily preclude traffic fram the latter.
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Chapter 9

Conclusion

The purpose of this research was ta present the components of IPSec and to illustrate

how these components can be used to provide secure communication channels between

communicating entities~ using the Internet as backbone network.

First, we gave a brief history of the Internet which covers the period frorn its

inception in the form of an experimental network in 1969, to its current state. \\le

then gave a brier overview of the cornponents of the TCP/IP protocol suite. IPSec can

be considered as an extension of the IP protocol. Therefore! in arder to understand

IPSec. it is necessary to have a firm grasp of the relevant cornponents of the TCP jlP

protocol suit.

Next, we presented an overview of cryptographie techniques. The security services

that IPSec offer are based on strong cryptographie algorithms; consequently, for an

in-depth llnderstanding of IPSec and to be cognizant with the degree of protection

that its security service can offer~ it is necessary ta have a good understanding of

the cryptographie techniques that this protocol ernploys. \Ve gave a detailed pre­

sentation of Data Encryption Standard (DES) and Triple-DES, then we introduced

sorne other commonly used private-key cryptographie algorithms and discussed their

security. Following this, we presented sorne public-key encryption algorithrns and

discussed the performance, in generaL of public-key encryption algorithms compared

to that of private-key enciphering algorithms. \Ve also presented sorne cornmonly

used hash functions, message authentication code, and digital signature schemes. \Ve
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then examined the IP Security architecture: we explained what IPSec does, we intro­

duced the datahases and protocols that IPSec uses, and gave an overview of how the

different IPSec entities interact to provide the required security services.

Following this, we presented the AH and ESP protocols. We described their

header formats, discussed the modes of operation (transport mode and tunnel mode)

and their processing. We then descrihed IKE-the protocol that is used to negotiate

SA for the IPSec services; and generates and put in place necessary cryptographie

keys that the services require.

Finally, we presented different VPN solutions and illustrated how the IPSec secu­

ritYservices can he utilized to provide secure communication channels for data traffic

over the Internet hackbone.

Currently IPSec hase VPN offers excellent protection for unicast hosts. that is, if

the address of the host is a single IP address; however, there are more work ta be done

in arder to extend a similar measure of security ta hasts in multicast groups. The

difficulties lie mainly in the design and implementation of an efficient key exchange

pratocol for multicast groups. Future research in the domain of IPSee base VP!'I

should address the issue of extending security services eurrently offered ta unicast

address to multicast address as weil. Also, the processing of IPSec traffie has a

relatively high overhead cast. Another possible focus for future IPSec VP:'I related

research, is to find more efficient ways of processing IPSec packets. in arder ta increase

throughput.
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