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Abstract

\Ve study the dynamics of two closely related periodic systems, superconducting rings

and charge-density waves, using an approach based on pattern formation.

In the first part of the thesis, we concentrate on the onset of instability in a thin

superconducting ring. A periodic instability appears when current is driven by an

applied external voltage to the point of instability at temperatures below the critical

temperature. The main contribution of this study is to investigate how the new state

is selected when the system reaches the point of instability. That is, how the selection

process is affected by different factors, such as the rate at which the system is driven.

In addition, the generation of Ohmic resistance due to the dissipative phase slip state

at the point of instability is studied. The problem of state selection at the onset of

instability is a generic problem in pattern formation systems. Our results show that

the onset of dissipation leads to strong non-linear effects in the state selection process.

In the second part of this thesis, we study the nonequilibrium behavior of driven

charge-density waves in random media in two spatial dimensions. We propose a novel

model for charge-density wave dynamics based on the Swift-Hohenberg equation. The

advantage of our model is that it includes both amplitude and phase fluctuations of

the condensate. vVe derive the model and show its formaI relation to the aimost uni­

\"ersally used elastic models for charge-density waves. \Ve demonstrate that phase slips

proliferate close ta the depinning transition thereby rendering a phase-only descrip­

tion invalide Finally, using our modeI, we explain two recent experiments that cannot

he captured by the traditional elastic approximation; the dynamical x-ray scattering

experiments by Ringland et al. (99b], and low temperature transport experiments by

Lemay et al. [99] .
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Résumé

On a étudié la dynamique de deu.."C systèmes périodiques semblables, un anneau supra­

conducteur et une onde de densité de charges, en utilisant une méthode qui se base

sur la formation de motifs C' pattern formation").

Dans la première partie de la thèse, on se concentre sur la formation d'instabilités

dans un anneau mince supraconducteur. Une instabilité périodique apparaît lorsqu'une

différence de potentiel externe est appliquée aux points d'instabilité à une température

en-dessous de la température critique. Cette thèse cherche principalement à compren­

dre comment le nouvel état est choisi lorsque le système atteint le point d'instabilité.

C'est-à-dire, comnlent le processus de sélection est affecté par différents facteurs,

tel que le taux auquel le système est forcé. De plus, la résistance ohmique, généré

par l'état dissipatif du glissement de la phase au point d'instabilité, est étudiée. Le

problème de la sélection d'état au point d'instabilité est générique dans les systèmes

avec formation de motifs. Nos résultats démontrent que le début de la dissipation est

accompagné d'effets non-linéaires prononcés dans le processus de sélection d'état .

Dans la seconde partie de la thèse, nous étudions le comportement hors d'équilibre

d'ondes de densité de charges dans un milieu aléatoire en deux dimensions. Nous pro­

posons un modèle original, basé sur l'équation de Swift-Hohenberg, pour la dynamique

d'ondes de densité de charges. L'avantage de notre modèle est qu'il inclut les fluctu­

ations de l'amplitude et de la phase de l'état condensé. Nous effectuons la dérivation

du modèle et nous démontrons formellement sa relation au modèle élastique qui est

presqu'accepté universellement pour décrire les ondes de densité de charges. Nous

démontrons qu'il y a prolifération du glissement de la phase près de la transistion

de désancrage invalidant ainsi la description du glissement de la phase. Finalement,

en utilisant notre modèle, nous expliquons deux récentes expériences qui ne sont pas

bien décrites par l'approximation élastique traditionnelle; les expériences de diffusion

dynamique avec des rayons-X de Ringland et aL [99b], et les expériences de transport

à basse température par Lemay et al. [99] .
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Introduction

1.1 Pattern formation in physical systems

The emergence of patterns in physical systems is an intriguing phenomenon displayed

by diverse non-equilibrium systems, ranging from chemical reactions, to fluid flow,

to opties and to supereonductivityl. Pattern formation is generally a result of eom­

plex dynamical phenomena. In particular, the formation of macroscopic patterns is

intimately related to symmetry breaking and instabilities in the system. Due to the

non-equilibrium nature of pattern forming systems, the application of external driv­

ing forces and eonstraints may lead to spatially static, or spatio-temporal generation

of patterns. Understanding the underlying selection mechanisms is a major task in

aIl pattern formation problems. Perhaps the most weIl known, and studied, such

system is Rayleigh-Bénard eonvection2 ; the primary instability leads from a uniform

state to a convective roll pattern. Another weIl known example is the Nlullins-Sekerka

instability of solidification fronts3 .

The theoretical approach to pattern formation often takes the route of eonsid­

ering nonlinear partial differential equations. In most systems, these equations are

eomplicated, and the exact analytieal solution of the equations is impossible. These

equations are often phenomenological and based on general symmetry considerations.

A weIl know example is the Swift-Hohenberg equation4 describing Rayleigh-Bénard

convection. The difficulty in finding exaet analytical solutions has lead to develop­

ment of approximation techniques. A prime example are amplitude equations, Le.,

l Langer [80]; Cross and Hohenberg [93] provide an excellent reviews.
2See e.g. Koschmieder [66]; Newell, Passot and Lega [93]
3See e.g. Langer [80].
"Swift and Hohenberg [77] .

1



a method to find an equation of motion for the most unstable mode. In addition,

in many cases there is an analogy between equilibrium phase transitions and the

dynamical instabilities exhibited by pattern forming systems. This approach seems

natural since both cases can involve a symmetry breakdown. However, there are im­

portant differences, and one should be careful in drawing too hasty analogies between

equilibrium and dynamical properties.

In addition to the intrinsic properties of the pattern forming systems, i.e., emer­

gence of instabilities and symmetry breakdown, the efIect of randomness can have

dramatic effects on their behavior. In the next section we review sorne central con­

cepts related to quenched randomness, and after that we ",ill provide the overview of

this thesis.

•
1: Introduction 2
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1.2 Disordered systems

The effect of randomness on the dynamics of an ordered state is a generic problem

arising in many difIerent contexts. Examples of such system are diverse. They include

charge-density waves (CDW)l, BlLX Hne lattices in type-II superconductors2
, magnetic

bubble arrays3, Hame front propagation4 and fluid flow in porous media5
, to mention

a few. Gaining insight into the rich phenomena displayed by these systems requires

understanding the interplay between the internaI degrees of freedom and randomness.

1.2.1 Randomness

Typically, disorder is classified as quenched or annealed randomness. Quenched dis­

order refers to imperfections whose motions are much slower than any relevant time

scale in the problem at hand. Annealed disorder refers to the opposite case. Here,

we will concentrate exclusively on the effects of quenched disorder. The effect of

quenched randomness on ordered states has been the subject of increasingly intense

study during the past decade. This is easily understandable: aIl real materials contain

imperfections to a varying degree, and the imperfections, Le., dislocations, vacancies,

l E.g. Fukuyama [76]; Fukuyama and Lee [78]; Lee and IDee [79]; Balents and Fisher [95]
2E.g. Fisher, Fisher and Huse [91J; Koshelevand Vinokur [94]
3Hu and Westervelt [95J.
4 Provatas et al. [95J; Karttunen et al. [98J.
5Kessler, Levine and Tu [91] .



interstitials~ etc., can have drastic effects on the physical properties such as transport,

mechanicaI properties and strength. Often, the effect of quenched disorder is to de­

stroy long-range spatial order, e.g., periodicity, by pinning the system. Once a strong

enough force is applied, the system can depin, and as the system, e.g. ~ an interface, is

set in motion~ the effect of quenched disorder is effectively reduced to that of thermal

•
1: Introduction 3
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nOlse.

Determining the effects of quenched randomness, Le., random pinning, on ordered

states has proven to be a formidable task. Qualitatively this can be seen as follows.

Depending on the degree and strength of disorder, pinning may induce continuous

elastic distortions or it may induce topologjcal defects, e.g., dislocations and vortices.

\Vhereas the former problem can be treated (at least to sorne extent) using the the­

ory of elasticity, the latter needs a different treatment since topologjcal defects are

not continuous distortions of the ideal elastic state and cannot therefore he treated

perturbatively. Even in the most simplified cell models l
, plastic deformations lead to

unexpected behavior ~ rendering the mean-field treatment inadequate.

In the following we will give two examples that demonstrate the effect of disorder.

First, we will discuss percolation, and in the second example we will demonstrate the

existence of a depinning transition.

1.2.2 Percolation: The effect of disorder on slow combustion

\Ve illustrate of the effect of quenched disorder by looking at slow comhustion2 in a

random medium. The system is shown in Fig. 1.1.

On the coarse grained level, slow combustion can be modeled by a set of reaction­

diffusion equations for the temperature field, coupled to a background of reactants

and augmented by a term describing random temperature fluctuations for ignition.

Physically, as the exothermic burning reaction generates heat, it is diffused away to

the neighborhood and dissipated in the air due to (Newtonian) cooling. If the diffused

heat is enough to cross the activation barrier and to ignite unburned reactants, the

interface propagates. However, if the concentration of reactants is low, the heat that

reaches the nearest neighbors of a burning area, is not necessarily enough to ignite

l Alava, Karttunen and Niskanen [95].
2Provatas et al. [95]; Karttunen et al. [98] .
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Figure 1.1: The effect of quenched disorder on nucleation and propagation of 'Bame fronts' in slow
combustion. The grayscale denotes the temperature with black being the hottest region. The
systems in a) and b) are otherwise identical, except in a) the system has a uniform concentration
of reactants and in b) each lattice site is filled with probability of 0.5. The patches of different size
have been nucleated at different times. The fronts in the disordered case become rough and they
propagate much more slowly as in the uniform case. From Karttunen et al. [98] .

them and the front may stop. This is an example of a percolation transition, Le.,

the velocity of the front approaches zero as the concentration of reactants approaches

sorne non-zero limit - below that limit, the system is not connected anymore. This is

a direct consequence of the presence of quenched disorder: when heat lost to thermal

dissipation exactly balances that due to thermal reaction - that is dependent in the

reactant concentration - the velocity of the interface becomes zero. Similar phenomena

occurs in wide variety of systems.

The percolation transition is not the only effect of quenched randomness. For non­

zero velocity, the randomness causes the interface to roughen l as it propagates. In a

general sense, this can be thought of as a propagation of stable phase into an unstable

phase; the interface separates the two phases, and thus knowing how the interface

behaves gives insight into the physics of the phase transformation. A great number of

problems ranging from Bame front propagation, to biological problems, and charge­

density waves (in the elastic limit) can be described in terms of interface propagation.

lSee e.g. Krug and Spohn [90}; Barabâsi and Stanley [95}; Kuittu et al. [98] .



The dynamics of driven interfaces are often described by the Kardar-Parisi-Zhang l

equation, a generie equation of motion for driven interfaces.•
1: Introduction 5

1.2.3 Depinning transition

In addition ta percolation and roughening, the presence of disorder can lead to pin­

ning. To get a qualitative picture of this, we take a look at a very simple system: a

small pointlike particle on a rough horizontal plane2
• This is illustrated in Fig. 1.2.

The roughness of the tabletop can be considered as quenched disorder since it does

not change in time scales of interest here. The equation of Inotion for the particle is

simply
cFr dr

m dt2 = -/3 dt + Fa - Fc , (1.1)

where the first term on the right hand side is the dynamie friction, or the viscous force,

the second term the applied driving force, and the last term the static friction. \Ve will

assume that inertial effects are negligible, i.e., the term on the left hand side becomes

zero. vVhen a small force Fa < Fe is applied, the abject remains stationary due to

statie friction, we say that the object is in the pinned phase; it remains stationary due

to pinning by the randomness. However, a larger force Fa > Fc will set the object

in motion. ACter the transients die out, the object attains a static nonzero velocity

v x (Fa - Fe).

If we generalize the above to a system with many degrees of freedom, where instead

of depinning a single particle, a collective system with internaI interactions is con­

sidered, depinning becomes complicated. \Ve have to modify Eq. (1.1) appropriately

by adding the internaI elastic interactions. Again, we assume that inertial effects are

negligible. We can now write the equation of motion as

•

(1.2)

•

where tc[r] stands for internaI elastic interactions. We have also replaced the static

friction by a quenched random pinning force fp. The form of K[r] depends on the

nature of the interactions; for short-range interactions it is possible to use a gradient

l Kardar, Parisi and Zhang [86]; Krug and Spohn [90]; Barabâsi and Stanley [95].
2This example is adopted from the lectures by M. Kardar in the IX Summer School on Fundamental
Problems in Statistical Mechanics, Altenberg, Germany 1997.
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Figure 1.2: The force vs. velocity behavior at depinning transition two different systems. a) In the
simplest case we can consider a small ball on a rough surface. b) In a system of many degrees of
freedom, such as an interface the behavior becomes much more complicated.

expansion. Using a general fonnulation for the interactions, we can write the stress

due to elasticity of the interface as

K[r] = ! dT'! dt' { f«r - T', t - t')[u(r, t) - u(r', t')]} (1.3)

•

where the kernel K(r - r', t - t' ) describes the stress transfer. The precise form of

the kernel depends on the nature of the elastic force. In the case of !ine tension, i.e.

when ~[T] ex V'2U, the kernel must take the form J(t)J(r)V'2.

As long as the elastic behavior is preserved, the system (i.e., the interface) is

singly defined. The interplay between the internaI elastic interactions and random

pinning leads to very rich physics1
• In analogy with equilibrium critical phenomena,

it has been conjectured2 that depinning of an elastic interface is an example of novel

dynamical critical phenomenon. In particular, the velocity and the correlation length

should scale as

(1.4)

l See e.g., Barabéisi and Stanley [95} and references therein.
2Fisher [83]; Fisher [85].



These two formulas have two immediate consequences: Since the correlation length

di \"erges as F ---+ Fe, the system will consist of domains \Vhose length scale is defined

by ç, and secondly, as the system depins, it takes place at a weIl defined threshold

field and it involves the whole system, i.e., it cannot rupture. Whether or not this

occurs in experimentally accessible systems has been a subject of intense study over

the recent years 1
• This conjecture \Vas first introduced in the context of charge-density

•
1: Introduction 7

(1.5)

waves.

1.2.4 Imry-1Vla argument

The above examples illustrated that quenched disorder has a profound effect on the

static and dynamical properties. Now, we briefly review the so called Imry-wla2

argument that provides a qualitative condition for domain formation in the presence

of quenched Gaussian random fields. In real systems, the quenched local random

fields can be considered as static impurities and other imperfections. For concreteness,

consider the random-field XY model with Hamiltonian• tiRFXY = -J E Si' Sj - 2: hi . Si.
<ij>

(1.6)

The spins Si are classical spins restricted to xy-plane \Vith ISi 1 = 1. The first sum

funs over aIl nearest-neighbor pairs (ij), and the second term describes the coupling

of spins to the quenched local random fields hi. J is the strength of the nearest

neighbor interaction, which we will take to be ferromagnetic, i.e. J > O. \Ve assume

the local random fields in Eq. (1.6) to be Gaussian, \Vith zero average and short-range

correlations, Le.

(1.7)

•

If we consider two neighboring domains of linear dimension L, there be will a domain

wall separating the two different configurations. From the Hamiltonian in Eq. (1.6),

we can immediately see that the energy cost3 for creating a domain of volume Ld

l E.g. Fisher [83]; Fisher [85]; Robbins, Stokes and Bhattacharya [85]; Middleton and Fisher [91];
Narayan and Fisher [93]

:! Irnry and Ma [75].
3The energy argument becomes transparent when we notice that Si . Sj = COS(}ij with COS(}ij -=:::

l _ l (80)2
2 8z .



goes as Ld-2 in d dimensions. Similarly, summing the random fields over a domain of

volume L d gives a contribution to the energy that goes as L d/2. Comparison of the

two energies shows that the random fields break the system into domains when d ~ 4.

Since the argument depends only on symmetry and the range of interactions, it is

quite generaI~ and we can say that long-range order is not possible for d ~ 4 in systems

of continuous symmetry in the presence of Gaussian random fields. Thus the presence

of quenched randonlness l'aises the lower criticai dimension from de = 2 to de = 4.

In essence~ this is a result of competition between surface energy (domain walls) and

\·01 unIe energy (disorder). Furthermore, any non-zero temperature reinforces domain

formation since entropy favors disorder (the free energy is the difference between the

internaI energy and entropy~ F = U -TS). It is important to notice that the Imry-~{Ia

argument is based on static properties of the system. As we will see in Chapter 4,

taking dynamical effects into account may Iead to different conclusions.

•
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1.3 About this thesis

In this thesis we study two different nonlinear driven periodic systems using the pat­

tern formation approach. In the first part of the thesis we concentrate on supercurrent

flows in mesoscopic quasi-one-dimensional superconducting rings, and in the second

part on the dynamics of charge-density waves subjected to quenched random disor­

der. Both of these systems are examples of periodic mesoscopic systems. NIesoscopic

means that the relevant length scales may become of order of the system size. In ad­

dition, both systems we study are examples of collective systems where many degrees

of freedom interact.

Our approach is based on pattern formation. This is a novel approach to nonequi­

librium superconductivity and charge-density wave dynamics. However, as discussed,

in pattern formation, the basic problem is to understand how different shapes and

morphologies emerge in physical, chemical and biological systems uoder different con­

ditions. This is exactly what we have in both cases: in the superconducting rings,

due to the driving force, the superconducting condensate accelerates until it becomes

unstable. The selection of a new state involves generation of topological defects, and

it depends on various internaI and external properties. This is a typical problem in



pattern formation .

Sirnilar effects occur in charge-density waves. The pattern formation approach

provides a novel rnethod to study the dynarnics of driven charge-density waves and

the emergence of order and disorder in the system. This involves a subtle interplay

bet\veen the internaI degrees of freedom and randomness, and leads to a periodic

generation of topological defects.

The above rernarks serve as an introduction to the central concepts and phe­

nornenology used in this thesis. An advantage of the pattern formation approach is

that topological defects emerge naturally from the physical description of the problem.

One of the general aims of the studies presented in this thesis is to gain understanding

and insight to the complex macroscopic behavior exhibited by these seemingly simple

systems. The hope is that this macroscopic viewpoint will help us to gain under­

standing the generic features of these, and related systems, despite of the different

microscopic origin of them.

This thesis consists of the following chapters. In Chapter 2, we summarize various

concepts relevant for the study on nonequilibrium superconductivity, and discuss the

Ginzburg-Landau theory of superconductivity in detail. We introduce the general

phenomenology and concepts to be used in connection of our original study.

In Chapter 3 we present our original study of state selection and nonequilibrium

phenornena in voltage driven quasi-one-dimensional superconducting rings l . Despite

their apparent simplicity, driven superconducting rings exhibit very rich behavior

that can help us to gain more insight into the general problems in nonequilibrium

statistical mechanics. In particular, we gain insight into the effect of periodically

generated dissipation to state selection.

In Chapter 4 we review the basic concepts underlying the formation of charge­

density waves in low-dimensional systems. First, we give a short overview to the

microscopic physics behind charge-density waves. After establishing the relevant

concepts and quantities, we review the most commonly used approach, and high­

light sorne recent developments in both theoretical and experimental studies of the

dynamics of charge-density waves.

l Karttunen et al. [99a] .

•

•

•
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In Chapter 5 we present a novel model l to study the dynamics of sliding charge­

density waves subjected to quenched disorder. In contrast to the traditional approach

based on the Ginzburg-Landau formalism, we have tackled the problem from the

pattern formation point of view. Our approach is based on the Swift-Hohenberg

equation2 • First we motivate the model and show formally the connection to the

Ginzburg-Landau approach both by perturbation theory and by deriving the cor­

responding amplitude equation. After that we present a mean-field analysis and

numerical results for the system in two dimensions, we compare and contrast them

ta sorne recent experimental results. Chapter 6 concludes the thesis.

•

•
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• 1 Karttunen et al. (99b]; Karttunen et al. [99c].
2S\vift and Hohenberg [77J; Pomeau and Manneville [79]; Cross and Hohenberg [93].
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2

Ginzburg-Landau theory of superconductivity

2.1 Introduction

In this chapter we first provide a brief review to the developments in superconductivity

following roughly the chronological order of discoveries 1• Rather than attempting

to gÏve an extensive summary of the field, we provide a 'roadmap' to the principal

concepts hy highlighting sorne of the most important discoveries. .;\lthough not aIl the

aspects are directly relevant to this work, it is important to see the relation between

the rnany facets of superconductivity and their relation to nonequilibrium phenomena.

\Ve ernphasize the issues that are pertinent to the original study in this thesis; after

a brief review of the field, we discuss the Ginzburg-Landau theory in detail. The

concepts and ideas discussed here will he applied to driven superconducting rings in

the next chapter.

There exist a great number of textbooks and reviews covering various aspects of

superconductivity. From the point of view of this study, the most useful ones are by

de Gennes [66J, Tinkharn [96J and Tilley and Tilley [90]. This review is based on those

books and further references can be found in them. In this chapter, we give references

to the original publications only when they are directly relevant to the original work

in the next chapter. A very extensive review of various aspects of nonequilibrium

superconductivity has been given recently in Tidecks [90].

1Seven times the Nobel Prize in physics has been related to superconductivity: 10 1913 H.
Kammedingh-Onnes; in 1962 L.D. Landau; in 1972 the Prize went to J. Bardeen, L. Cooper and J.R.
Schrieffer; in 1973 the Prize was shared between B.D. Josephson, L. Esaki and 1. Gieaver; in 1977
P.\V. Anderson, Sir N.F. Mott and J.H. van Vleck were the laureates; in 1987 the Prize was awarded
ta K.A. Müller and J.G. Bednorz; and finaIly in 1991 P.-G. de Gennes was the sole recipient .

Il



The discovery of superconductivity can be traced back to early this century. In 1908

H. Karnmerlingh-Onnes managed to liquefy helium in his laboratory in Leiden in

the N"etherlands. This discovery marks the birth of modern low-temperature physics

and led him to stlldy the electrical conductivities of metais at low temperatures.

Three years later: in 1911, he observed that: at temperatures below 4.2 K, mercury

suddenly lost aH dc electrical resistance, i.e., it became superconductive. The tem­

peratllre where this transition takes place is called the critical temperature Tc, and

it is a characteristic of a material. Furthermore: he later discovered that the zero

resistance state was destroyed upon application of a sufficiently large magnetic field

He. Experimental studies of the lifetimes of persistent currents in superconductors

indicate very strongly that the perfectiy superconducting state is indeed a state of

zero resistance, not just a state of very low resistance1•

However, the absence of electrical resistance alone is not enough to account for

perfect superconductivity; magnetic properties have a crucial role. In their landmark

experiment in 1933, vVe Meissner and R. Ochsenfeld discovered that magnetic field

is completely expelled from the interior of a superconductor when it is immersed in

a magnetic field smaller than He, and then cooled below Tc. This is illustrated in

Fig. 2.1. In pure superconductors Tc is typically of order 10K. H c is temperature

dependent: close to Tc it is typicaUy of order 103G in pure superconductors. The

expulsion of the magnetic field from the bulk of a superconductor is called perfect

diamagnetism, i.e., the magnetic susceptibility X = 1\;1/B, where .1\-1 is the magneti­

zation and B is the intensity of the applied magnetic field, is negative. This is called

the ~v[eissner effect. Furthermore, their experiments demonstrated that the supercon­

ducting state is a state of thermodynamic equilibrium: it does not depend on whether

the sample is first immersed in a field and then cooled, or vice versa. In zero field the

phase transition from the normal state to the superconducting state is a continuous

•

•
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2.2 Superconductivity: Historical background
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•
one.

Perfect conductivity alone is not sufficient to explain the observations of Meissner

and Ochsenfeld. This can be seen for example by considering the J\lIaxwell equation

l Experimentally the upper limit for resistivity in copper made superconductors has been set to 7 x
1O-23 fkm (Kedves et al. (87]).
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•
Figure 2.1: a) The Meissner effect. Magnetic field is excluded from the interior of a superconductor.
b) The London theOl'Y predicts an exponential decay of the penetration length inside superconductor.
..\ is typically of order 100 A.

for the electric field Ë
- -1-V x E = -c 8t B. (2.1)

•

Since a superconductor has zero resistance, Ohm's law Ë - pi indicates that the

electric field È --+ 0 as the resistivity p --+ O. Combining this with Eq. (2.1) shows

that there would be a frozen-in magnetic field left inside the superconductor. This is

in contradiction with the experimental observations.

In 1935 F. and H. London proposed a phenomenologïcal theory1 ta explain the two

distinctive electrodynamic features of superconductivity, namely the zero resistance

and perfect diamagnetism. The core of the London theory are two equations, usually

referred to as the London equations:

- 8 ( - )E(fj = fJt AJs(fj , (2.2)

and
- [( - )] 4iT.,.\2 meh(fj = -c V' X AJs(i1 ,where A = -2- = -2.

C nse
(2.3)

•

In the London equations h is the local magnetic flu.x density2, È is the electric field,

.f: is the supercurrent density, c is the speed of light in vacuum, n s is the number of

density of superconducting electrons, me is the mass of an electron, e is the electroD

lOriginally, the London theory was proposed by postulating that the magnetic field is always identi­
cally zero inside a superconductor. That means, using the simple Drude model as an analogy, that
the electrons have an infinite mean free path. However, in 1950, F. London showed that the theory
can also be derived rigorously starting from the properties of the wave function.

z""e follow the notation used in de Gennes [66] and Tinkham (96]: h is the local magnetic fiu..x density,
jj is the macroscopic average value, and il is reserved for the thermodynamical field. In vacuum
jj = il. Distinction between the local and the a'·erage electric fields has no advantage for the present
purpose.



charge 1 and ,,\ is called the magnetic penetration length. Eq. (2.2) describes perfect

conductivity; a constant electric field accelerates a current instead of maintaining it

at a steady-state. The second London equation1 Eq. (2.3), accounts for screening

of the magnetic field~ i.e' 1 diamagnetism. This can be seen easily when Eq. (2.3) is

combined \Vith .Ma"{well~s equations V x h = (41r/c)fs and V . h = O. This yields

\72h = (1/ ,,\2)h. In a semi-infinite plane where, for example, x < 0 is vacuum and

x > 0 is occupied by a superconductor, the solution is h(x) = h(O)e-x
/

À
• This is

an important result since it shows that i) the magnetic field decays exponentially

in a superconductor and ii) that À sets a length scale for h and fs. The London

penetration length is a fundamentallength scale that characterizes a superconductor~

see Fig. 2.1b.

The magnetic penetration length characterizes the screening of magnetic fields

inside a superconductor, but it does not provide information about the quantum

mechanical coherence of the superconducting state: a second length scale is needed for

that. The London theory describes local electrodynamics, and in 1953 A.B. Pippard

suggested a nonlocal generalization of it. The idea behind it is simple: due to the

quantum mechanical nature of the system, there must exist a characteristic coherence

length for the wave function of the superconducting condensate. An estimate for the

coherence length can be obtained easily by using the Heisenberg uncertainty principle:

the electrons move \Vith Fermi velocity, and in pure superconductors VF is typically

of order 108 cm/s, and the thermal phonon vibrations are characterized by the Debye

frequency wo. Typically Wo ,...., 1013 /s. Therefore, ço ~ vFlwo = 1000 A. The reason

why the electron-electron interaction does not affect the pair formation is that the

screening length is of order of lA. Ça is a fundamental length scale characterizing a

pure superconductor. Pippard suggested further that, taking scattering into account,

the effective coherence length becomes l/ç = l/ço + l/l, where l is the mean free

path characterizing scattering.

The major theoretical breakthrough in superconductivity \Vas the microscopie the­

ory by J. Bardeen, L.N. Cooper and J.R. Schrieffer (BCS) in 1957. The essence of the

BCS theory is that superconductivity is a result of an attractive interaction between

the electrons mediated by phonons. This interaction binds the electrons into Cooper

•

•

•
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Figure 2.2: A schematic illustration of the electron-electron interaction mediated by the lattice.
Propagation of an electron polarizes the lattice, Le. defonns it. Due to the positive charge of the
ions, the second electron sees the deformation as an attractive potential. This mechanism binds
electrons into Cooper pairs.

•

•

pairs and leads to the formation of an energy gap Eg• The excitation spectrum has a

threshold of 2Eg , since ta break a pair, two excitations of energy E g must be created.

The pair formation is due to the fact that the Fermi sea ground state of a metal is

unstable against pair formation if there is an attractive interaction between the elec­

trons - no matter how weak the interaction is. This is called the Cooper instability,

and it is a direct consequence of the Pauli exclusion principle1• The wave function

of the Cooper pair is spatially symmetric due to the fact that the electrons are in

opposite spin state, i.e., in a spin singlet state. An illustration of Cooper pairing is

gi"en in Fig. 2.2.

Even before the BCS theory, there \Vas strong evidence that superconducthity was

related to phonons. Experiments had indicated that the critical temperature and the

cri tical field are related to the ionic mass via Te ex }.I/a and He ex J.v/b , where a and b are

typically close to 1/2. This is called the isotope effect. The BCS theory predicts a =

b = 1/2 in the absence of Coulombic interactions between the electrons. In relation

ta this, H. Fr6hlich proposed in 1950 a theory for superconductivity where phonons

played an essential raIe. His theory turned out to be incorrect for superconductors but

instead was the description for (incommensurate) charge-density waves. Due to this,

l The exclusion principle cornes into play via the density of states. The Cooper derivation was based on
full occupancy of all electron states below the Fermi level. Then, two electrons above the Fermi level
forro a bound state if there is even a weak interaction between them. Technically, the calculation
involves a self-consistency condition which cannot be fulfilled unless the density of states is nearly
constant and the exclusion principle forbids double occupancy of states; due to this, in the case of
two classical particles, there exists a threshold for the attractive interaction to be able to form a
bound state.
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Figure 2.3: a) In type-I superconductors À(T) « ~(T). b) In type-I1 superconductors the surface
energy is negative, with À(T) » ç(T), and therefore it is energetically favorable to create vortices,
i.e.. to ma.ximize the amount of superconductor-metal interface. c) Vortex state.

charge-density wave conduction is often called Fr6hlich conductivity. Charge-density

waves and Fr6hlich conductivity are discussed in detail in chapter 4.

Even before the BCS theory, V.L. Ginzburg and L.D. Landau (GL) suggested a

phenomenological theory of superconductivity based on Landau's theory of continuous

phase transitions. A central piece of the theory is the existence of an order parameter

\li, a quantity that characterizes the emergence of order in the system; \11 = 0 in

the disordered phase (i.e., the normal state) and \11 t= 0 in the ordered state (i.e.,

the superconducting state). In analogy with quantum mechanics, GL introduced a

complex-valued order parameter in such a way that the modulus of it is proportional to

the number density of superconducting electrons, Le., n s oc 1\111 2 • The order parameter

can be considered as an effective wavefunction for the superconducting condensate.

\Vhen it was published, the GL theory received only limited attention. This

changed dramatically in 1959, when L.P. Gorkov showed rigorously that close to

Tc the G L theory and the BCS theory become equivalent. Furthermore, two years

before Gorkov, A. Abrikosov predicted the possibility of two different kinds of super­

conductors by using the GL theory. He calculated the normal-superconductor surface

energy and by comparing the ratio between the coherence length and the magnetic

penetration length he showed that the surface energy can become negative. If the

surface energy is positive (generally called type-I superconductors,) the amount of

interface is minimized. This occurs when ç > À. The interesting result was that

when ç < À, the surface energy becomes negative (type-II superconductors), and

interface creation is favored, see Fig. 2.3. This leads to creation of a vortex state,

where a magnetic flux threads the superconductor, i.e., there are thin lines of normal



state inside the superconductor, Fig. 2.3c. Since the order parameter must be a single

valued function, it turns out that the magnetic flux penetrates the superconductor in

quantized units called flu.xoids, of magnitude hc/2e ~ 2.07 x 10-7 G·cm2 • This was

experimentally verified by W.A. Little and R.D. Parks in 1962. The Ginzburg-Landau

theory is discussed in detail in the next section.

It is noteworthy that despite the very different behaviors exhibited by the two types

of superconductors, the mechanism that leads to superconductivity is the same. It

is an interesting anecdote that the London theory is actually applicable to type-II

superconductors (in weak fields) and not ta the pure superconductors that it \Vas

intended for. This is due to the fact that the London theory is local but in pure

superconductors the electrodynamics is non-local, i.e., the electronic mean free path

is typically quite long. However, in dirty superconductors electrodynamics is local

since the mean free path is small.

As a last milestone we mention the discovery ofhigh-Tc superconductivity in copper

oxide compounds by J.G. Bednorz and K.A. Müller in 1986. Since then, this field has

been one of the most active fields of research in condensed matter physics. However,

we will not discuss the developments in that field. Tinkham [96] provides an excellent

starting point to understanding various aspects in high-Tc superconductivity.

•

•
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2.3 Ginzburg-Landau theory for superconductivity

In this section we discuss the GL theory of superconductivity in detaiI, and derive

sorne results that will be used in the next chapter in our study of driven quasi­

one-dimensional superconducting rings. Instead of treating superconductivity on the

microscopie level like the BCS theory does, the G L theory is phenomenological. The

underlying quantum mechanical coherence of the superconducting condensate is char­

acterized by the wave function for the Cooper pairs, and its variations in space and

time due to fluctuations and fields. Ta describe that, a proper arder parameter is

defined. This makes it suitable to study dynamical properties of the system. The

G L approach is based on the phenomenologjcal Landau theory for continuous phase­

transitions. In the following, we will briefly review the Landau theory, and then apply

it to superconductivity to obtain the Ginzburg-Landau theory.



•
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Figure 2.4: Schematic picture of the Landau free energy. Upon cooling below Tc the system under­
goes a spontaneous symmetry breaking.

2.3.1 Landau theory of continuous phase transitions

The phenomenological Landau theory of continuous phase transitions stresses the

importance of overaIl general symmetry properties and analyticity over microscopie

details in determining the macroscopic properties of a system1. The validity of it is

based on the following assumptions:

1. It is possible to define an order parameter 'li, that characterizes the order in the

system in the following way: W = 0 in the disordered state (above Tc), and 'li

is small and finite in the ordered state (below Tc).

2. It is possible to describe the system with a Cree energy. Close to Tc, it can be

expanded in powers of the order parameter, i.e.

00

F(w) = L a2n w2n ,
n=O

(2.4)

•

where F is the Cree energy, and the expansion coefficients are phenomenological

parameters that depend on temperature and the microscopie properties oC the

system under consideration. Therefore, at least in principle, the a2n can he

derived from first principles. The smallness of the order parameter guarantees

that the expansion converges, and can he truncated at a finite power.

3. The expansion, Eq. (2.4), of the free energy must he consistent with the high

temperature symmetry properties of the system under consideration. Since the

Landau theory describes continuous transitions, no odd powers are allowed in

l An excellent discussion is given in Goldenfeld [92] .



the expansion of the free energy. \Vhen the system is cooled dO\VD to T < Tc

there is a spontaneous symmetry breakdowo. This means that the ground state

of the system has lower symmetry than the free energy shows: states +'110

and - '1Jo are equivalent but the system must select one of them~ see Fig. 2.4.

)'lathematically speaking, the Hamiltonian must commute with the symmetry

group of the high temperature phase.

•
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4. The free energy must be analytic. In addition to analyticity in W, it is also

required that the expansion coefficients must be regular functions of the tem­

perature. Since the second order term is dominant, U2 (T) must vary smoothly

from u2(T) < 0 for T < Tc, to u2(T) > 0 when T > Tc, with u2(T = Tc) = o.
This implies that U2 (T) ~ (T - Tc). To see this, we first minimize the free

energy \Vith respect to '11,

(2.5)

The solutions are

IIto = 0 and IIto = J 2":.· (2.6)

The first is the high temperature solution, while the latter provides the minima

for T < Tc. From Eq. (2.5) we can see that u.. must be greater than zero,

since othenvise \li ~ 00 would minimize the free energy rendering the above

construction useless. Next, we Taylor expand the expansion coefficients around

Tc:

and

As argued above a4(T) > 0, and therefore we cao approximate a4 = a4(Tc ) =
const. This requirement is enough to guarantee the finiteness of the order

parameter. Then, a2(T) must change its sign upon cooling belo\v Tc. Then,

~I = const. > 0, and a4(T) "" (T - Tc).
T=Tc



variations.

The Landau theory is a mean-field theory sinee it does not take into aecount spatial

inhomogeneities or thermal fluctuations. To take account of inhomogeneities, we have

ta let the order parameter beeome spaee dependent, i.e., 'IT = 'IT(x). Conceptually, we

should think of 'If as a eoarse-grained order parameter, i.e., 'IT is defined only over a

certain length seale. \Ve must define a short wavelength (ultraviolet) eut-off for 'IT in

such a way that 'IT varies smoothly in spaee; the order parameter cannat fluetuate on

smaller length seales than the eut-off. In praetiee, the eut-off may often be thought

of as the lattice spacing.

The response of the system to spatial inhomogeneities can be internaI 'rigidityl'.

P hysically, it is clear that large differences between neighboring points are unfavor­

able. In other words, rigidity is a generie property of the system, and therefore there

must an energy cost associated with spatial inhomogeneities. Since the order param­

eter is a smooth and slowly varying funetion, we can take the rigidity of the system

into account by rnaking a gradient expansion and retaining only the lowest arder

term compatible with the symmetry properties. The validity of the truneation of the

gradient expansion depends on the smoothness and slowness of the order parameter

•

•
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Since the order parameter is now a local variable, the free energy in Eq. (2.4)

becomes a functional of 'IT,

F['IT] = ! ddx [F('IT) + ~K(VtIt)2] , (2.9)

•

where 1< is a phenomenological parameter deseribing the rigidity of the system, and

F(w) is the free energy defined in Eq. (2.4). Clearly, K must be positive for the free

energy to be bounded from below.

2.3.2 Ginzburg-Landau theory of superconductivity

:\ow, let us apply the above to superconductivity. Our starting point is the free­

energy functional in Eq. (2.9). The system is charged, and therefore we must trans­

form Eq. (2.9) into a gauge invariant form. In praetice this means that we have ~o

include the vector potential Ji and replace the momentum term by the gauge invariant

momentum.

l Anderson [84] provides an in-depth discussion about emergence and importance ofrigidity in physical
systems.



In analogy to the definition of the wave function in quantum mechanics, the super­

conducting state is characterized br a complex valued order-parameter W = W(x, t)

representing the underlying quantum mechanical coherence of the system. The order­

parameter can be related to the density of the superconducting electrons via ns oc

i\lJ(x, t)1 2
• It should be noted that 'lt(x, t) is not the wavefunction of the whole system,

but can be considered as an effective wavefunction for the superconducting conden-

•
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sate.

The total free energy functional can be written as

(2.10)

•

The first term is the gauge invariant kinetic energy term where .4 is the vector poten­

tial. It is follo\ved by expansion of the free energy in terms of the order-parameter,

and the last term is the magnetic field (8 = V' x fi). The factor 2e is due to Cooper

pairing, e being the electron charge, me the electron mass, c the speed of light and

fi Planck's constant. As above, the transition (to the superconducting state) is char­

acterized by a change of sign in a(T), i.e., a(T) < 0 for the superconducting state

and Q: (T) > 0 for the normal state. The other expansion coefficient /3 is assumed

ta be temperature independent. Here, we will always he working in the regime be­

low Tc, i.e., n(T) > o. Since aIl the microscopics is buried in the coefficients, it is

the overall symmetry properties that are most important. By analogy, universality

classes in equilibrium critical phenomena are determined by symmetry properties and

dimensionality.

The so-called GL equations are obtained from the free energy functional in Eq. (2.10)

by requiring that variations 8F/8'lt* and 8F/8X* vanish. These are known as the sta­

tionarity conditions for the free energy. The additional condition that the variation

8F /8.4.* must vanish is due to the fact that the electromagnetic fields interact \Vi th

the superconducting condensate. A straightforward calculation yields

•
fj,2 [ 2e _] 2

-- V - i-/i ..4 'lt + n'li + ,8'11['1112 = 0,
2me c

- 411'" -V X (V x A) = -J,
c

(2.11)

(2.12)



f = .eh (\fI*V\{!- \fIV\fI*) _ 4e
2

AI\fI1 2 • (2.13)
l~e nnec

As we shaH see below, the G L equations provide the two characteristic length scales

of superconductors, i.e., the magnetic penetration length À and the coherence length

~. However, since the GL equations are nonlinear, we cao only solve them in certain

special cases. An obvious solution is \{1 = 0, i.e., the high temperature solution for

the normal state. It does not provide us with any information about length scales,

and we have to look for a nontrivial solution. To fiod the solution for T < Tc, we

assume that electromagnetic fields are absent and fix the gauge to Â = O. 'Vith

these assumptions and conventions, we can take \fi to be real. Similar to the case

discussed in connection with the London equation, we look for a solution in the case

of a semi-infinite superconductor filling the area x > o. This provides boundary

conditions \lI(O) = 0 and '11(00) = 1. Using Eq. (2.11) yields W(X) = .;n;tanh(x/~)

with ns = -a/ (3 and

(l(T) = -~. (2.14)
2me Q:

From this, we can see that ç is a temperature dependent measure of the variations

of the order parameter, and of the thickness of the surface layer in a superconductor.

By using Eq. (2.13), we see that the supercurrents do not penetrate the interior of

the superconductor, but fiow only at the surface. At temperatures weIl below Tc in

type-I superconductors, ç(T) is equal to the coherence length defined in the previous

section. However, in geceral, that is not the case.

The second G L equation provides a measure for the range of variations of the

magnetic field. Substituting Eq. (2.13) into Eq. (2.12), and taking a curl of both

sicles, yields a solution of type B(x) = B(O) exp(-xlÀ) with

À(T) = [ mee- ]1/2 (2.15)
167re2 \{16

Therefore, À(T) determines the range of the variation for the magnetic field inside

a superconductor. This is the magnetic penetration length discussed in connection

\Vith the London equations. In addition, Eq. (2.13) shows that variations in the

supercurrent are due to variations in the phase of the order parameter, since the

gradients of the amplitude cancel out.

•

•

•
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\Vith
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The above discussion shows that the fundamentallength scales arise naturally from

the GL description. The possibility for the two types of superconductors discussed in

the previous section can be seen by defining the surface energy per unit area for the

normal-superconducting interface as

•
2: Ginzburg-Landau theory of superconductivity

a = _1_ (F - ..!- f dxH;) ,
ilrea 8'ir
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(2.16)

•

•

and using a dimensionless ratio l'\,(T) = À(T)jç(T) called the Ginzburg-Landau pa­

rameter. The first term is the free energy of the superconductor and the second term

is the condensation energy. Inspection1 of Eq. (2.16) shows that there are two limits:

when K(T) « 1 the surface energy is positive and the amount of surface is minimized

- this is the solution for type-l superconductors. However, when K(T) » 1 the

surface energy hecomes negative and creation of vortices is preferred, see Fig 2.3.

2.3.3 Existence of a critical current

Before closing this chapter, we discuss the existence of a critical current in thin su­

perconducting filaments. vVe assume that the thickness of the wire is much smaller

than ç(T) and A(T). With this approximation, the amplitude of the arder parame­

ter ('l1 = l'l11 exp(ùj») can be considered constant. From the first London equation:

Eq. (2.2L we see that the application of a field accelerates the supercurrent. However:

an unlimited acceleration is clearly unphysical and there exists a critical current at

which the superconducting condensate must make a jurnp to a new state of lower

current, or undergo a transition to the normal state. The existence of a critical cur­

rent can he seen using a thermodynarnical argument known as Silshee's criterion:

The critical current can he associated \Vith a thermodynamical critical magnetic field

H c. At lc the current produces a magnetic field equal to He and the system must

make a transition ta a new state. It is noteworthy that the critical current deter­

mined by Silsbee's criterion cornes from purely thermodynarnical, i.e., equilibriurn,

considerations.

l The trick is to rescale the variables into a dimensionless fonn. After that, the only parameter that
enters the calculation is K.. Similar rescaling ",ill be done in the next chapter in connection with
our mode!. Although it is straightforward, it is lengthy, so we omit the detaiIs of the rescaling and
surface energy calculation here.



Next: we derive the critical CUITent using the GL theory. Substitution of the order

parameter into Eq. (2.13) yields•
2: Ginzburg-Landau theory of superconductivity

where the velocity is

1 ( 2e)V x = - liV</J - -Ax .
me C

Eq. (2.11) gives the minimum of the free energy with respect to I\{II as

24

(2.17)

(2.18)

(2.19)

Eliminating the velocity between the two equations, and finding the extrema for .lx

with respect to 1\If! gives
4 li

Je = 3'-"'3 ç(T)me. (2.20)

•

•

\Vhen the supercurrent reaches the critical current, various phenomena can occur

depending on such factors as the driving force and the effect of fluctuations. That is

one of the main aspects of our study in the next chapter.

2.4 Summary

In this chapter we have briefly reviewed sorne of the central concepts in supercon­

ductivity and discussed the Ginzhurg-Landau theory in detail. "Ve showed that the

G L theory contains the fundamental length scales, Le., the coherence length and the

magnetic penetration length, and we demonstrated the existence of the critical cur­

rente These~ and the other results derived here, will he put in use in the next chapter,

\vhere we present our original results for driven quasi-one-dimensional superconduct­

ing rings.



•

•

•

3

Non-equilibrium behavior of driven lD superconducting rings

3.1 Introduction

In this chapter~ we present our original studyl of non-equilibrium behavior in voltage

driven quasi-one-dimensional superconducting rings. The system consists of a thin

superconducting ring of finite length driven by a voltage source. The electric field

accelerates the supercurrent by acting as a smooth rampe Eventually, the system

reaches the critical current, becomes unstable, undergoes a dissipative phase slip state

and makes a transition to a state of lower current. How the new state is selected~

and how dissipation affects the state selection process, are sorne of the questions we

address here. Despite the apparent simplicity of the system, it displays very rich and

cornplex physics.

The system we study is mesoscopic~ i.e., the superconducting ring has a finite

circumference \Vith a finite number of accessible states. This is how we define a

mesoscopic system in this contexte In other words~ the mesoscopic character means

that there is a finite number of metastable current-carrying states available. This is

illustrated in Fig. 3.1. In addition to providing a prototype system to study various

aspects involving driven systems in general, non-equilibrium superconductivity is of

great interest per se. Indeed, the current-induced transitions in superconducting fil­

aments have been a subject of intense experimental and theoretical study for almost

three decades2 • vVe have concentrated on current-induced phenomena, and in par­

ticular, on the emergence of the dissipative phase-slip state3 in mesoscopic systems.

l Karttunen et al. [99a].
2 Tidecks [90] provides a comprehensive review of the field.
3Rieger, Scalapino and Mercereau [72]; Skocpol, Beasley and Tinkham [74]; Kramer and Baratoff
[ïï]; Kramer and Rangel [84]; Tarlie and EIder [98] .
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Figure 3.1: A schematic illustration of the free energy landscape in a superconducting ring. There
are many metastahle states availahle for a mesoscopic superconductor. If at sorne moment of time
the system resides is one of the metastable states, it can make a transition to new state provided
it can jump over the energy barrier. This can occur via thermal fluctuations (inset), or due to an
application of an external driving force.

\Vhen a supereonduetor (below Tc) is driven (by voltage or eurrent source) to the

critical current, several interesting phenomena may occur: the system will enter the

dissipative phase-slip state, Joule heating can take place, mode locking, as weIl as

other phenomena, may occur. Here, we eoneentrate on the onset of dissipation, and

its effect on the dynamies of the superconducting state.

The transitions between the eurrent-carrying states can take place via two funda­

Inentally different routes: i) by a nucleation process involving thermal fluctuations

and an Arrhenius activation energy barrier, or ii) the system may be driven to an

instability by an external driving force. In the context of nucleation and metastabil­

ity, the decay of persistent currents in thin superconductors is an old and extensively

studied problem1. However, the latter2 involves a decay from a point of instability,

and even in the general context of nonequilibrium dynamics it is a relatively poody

understood problem. One of the major difficulties is this: whereas in the case of

nucleation the decay is from a metastable state involving thermal activation and a

1Little [67]; Langer and Ambegaokar [67]; McCumber [68]; McCumber and Halperin [70].
2Tarlie and EIder [98].



saddle point, in the latter case the external force drives the system to a point of in­

stability where there is no energy barrier left, i.e., the energy landscape looks locally

flat. Then, the decay and the final state depend on various factors, such as how fast

the system \Vas driven, the relative strength of fluctuations, internaI excitations, and

so on. This makes precise theoretical formulation of the problem difficult; it is not

possible to use the free energy formulation as in the case of metastability.

In the previous chapter we discussed equilibrium properties of superconductors

in terms of the Ginzburg-Landau theory. Here, we use the GL theory to study the

dynamics of superconducting rings. \Ve emphasize that many of the phenomena

observed here are by no means limited to superconducting rings, but appear in many

other physical systems ranging from pattern forming systems! to lasers2 • The hope is

that the simplicity of our system makes it possible to obtain information about sorne

of the general questions in driven non-linear systems such as state selection and the

effect of dissipation on the state selection process itself.

This chapter consists of the following sections. In the next section we introduce

the system. After that, we discuss sorne general issues related to the critical current

and the dissipative state. In Section 3.4 we study the stability of the current-carrying

state by linear stability analysis \Vith the aim of gaining insight into the subtle effects

of dissipation to the state selection process. In Section 3.6 we present results from nu­

merical simulations using the stochastic time-dependent Ginzburg-Landau equation

and compare them to the predictions from the linear analysis. Finally, we discuss the

relation of our results ta experiments and to related problems in non-lïnear dynamics.

•

•
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3.2 The system

As already mentioned in the previous section, the physical system we have considered

is a thin superconducting ring of finite circumference. The driving force can be

thought of being coupIed to the system in the following manner. Consider an infinitely

long solenoid carrying a linearly time-dependent current passing through the center of

the ring. By Faraday's law of induction, there is a constant electromotive force acting

lSee e.g. Kramer and ZimmermarJl [85]; Ben-Jacob et al. [85]; Kramer, Schober and Zimmermann
[88]; Caroli, Caroli and Roulet [92]; Hemandez-Garcfa et al. [93]

2Torrent and San lVliguel [88].



on the superconducting condensate. From the first London equation, Eq. (2.2), we

can see that this leads to a time-dependent increasing cucrent. \Ve now incorporate

the driving force in the GL theory.

Since the current is induced in the loop by a time varying magnetic flux, we

first include the effect of the induced electromotive force (emf) in the GL descrip­

tion. A schematic picture of the system is shown in Fig. 3.2. We now apply the

Ginzburg-Landau theory of superconductivity to study this system. By Faraday's

law of induction, the electrons in the loop are subjected to an emf

•
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(3.1)

•

~ = - d<fJ (t) = f Ë . dl
dt '

where ~ is the induced emf, <I>(t) is magnetic flux through the loop, and Ë is the

electric field. The magnetic flu..x and the magnetic field are related by

(3.2)

where 51 is the area of the loop. \Ve combine Eqs. (3.1) and (3.2), use the relation

bet\veen the magnetic field and the vector potential, i.e., jj = V' x A, and Stokes'l

theorem in order to obtain a relation between the vector potential and the induced

electric field. \Ve denote the tangential (i.e., the longitudinal) component of the field

by Ex' This yields
E __ .4x

x - ct' (3.3)

where .4x is the tangential component of the vector potential, c is the speed of light

and t is the time. Since the induced emf is ~ = ExL, where L is the length of the

\vire, we 0 btain the vector potential in terms of the emf as

(3.4)

•

The system we consider is quasi-one-dimensional, Le., the radius of the cross­

section of the superconducting filament is much smaller than coherence length and

magnetic penetration length: VS« ç(T) and VS « À(T), respectively. The one­

dimensional nature of the problem allows several helpful simplifications. First, since

l Stokes' theorem relates the rotation of a function in a region to its value at the boundary, i.e.,
farea (v x V) .dS = i V .dl for an arbitrary vector function V.
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superconducting ring
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Figure 3.2: A CUITent can be induced in a superconducting ",rire by subjecting it to a time dependent
magnetic flu.x. For practical purposes one can imagine the magnetic flux to be due to an infinitely
long solenoid passing through the center of the loop. That generates a magnetic flu.x as shown in
the figure.

we are dealing with a narrow wire, the magnetic field generated by the supercurrent

does not significantly influence the order parameter. This allows us to treat the vector

potential A x as a parameter instead of as a dynamical variable. In addition, since

the magnetic field energy due to the supercurrent is much smaller than the energy

associated \Vith the arder parameter, we drop the magnetic field term from the free

energ}·l. It is possible to make one further simplification. Since we have a narrow

"lire, the arder parameter does not change in the perpendicular directions and we can

integrate them out from the GL free energy functional, Eq. (2.10). The integration

yields a one-dimensional equation

where 5 is the cross-sectional area of the wire.

Thus far, we have not made any use of the circular shape of the system. Since

the order parameter for superconducting condensate must he single valued, periodic

boundary conditions emerge naturally, i.e.,

For further analysis and computational efficiency it is convenient to move into dimen­

l Langer and Ambegaokar [67].•
w(x) = W(x + L). (3.6)



\{l' - (fi liaI) L/2 W

x' - xiE.
A' 2eç.4lnc

(3.ï)
-

,
V ec2eTGL/n,vec -
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sionless units. For that we use the following transformations:
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(3.8)
TCL = 8k

B
(T

c
- T) .

where E,2 = n2/(2mlal). \Ve have used 101 instead of a since we are always below Tc.

TCL is the Ginzburg-Landau time defined as

1rn

(3.9)•

The last transformation involves VeCl the electrochemical potential generated by the

normal current. 1t will be introduced in the next section where the GL theory is

extended to include phase slips and normal current generation. We have defined the

transformation here for consistency.

Performing the transformations defined in Eqs. (3.ï) on the one-dimensional GL

free energy functional in Eq. (3.5), we obtain

F[w] = SE,H; :F'[w'] = SçH; !dx' {ICôr _ i ..4~) 'lI'1 2
_ 1'11'12 + ~1'l1'14} .

41r 4~ 2

\\Te now drop the primes from the transformed quantities, and in the following use

the dimensionless quantities and free energy unless otherwise mentioned.

Following the scalings in Eqs. (3.7), it is natural to measure the length in units of

the coherence length as

i = LIE.. (3.10)

Then! the rescaled boundary condition in Eq. (3.6) reads

'li (x) = 'li (x + i), (3.11)

and the free energy in Eq. (3.9) becomes

:F = t:,22 dx {I(âx - iAx ) opf -11{I12 + ~11{I14}. (3.12)

NOW, we need a dynamical description for the condensate. We use rela..xational

dynamics to obtain a stochastic time-dependent Ginzburg-Landau (STDGL) equation

of motion, i.e.,

• ôW 8:F
ôt = - 8'l1- + 11, (3.13)



with Tl - TJ(x, t) being an uncorrelated Gaussian noise source as a function of position

x and time t•
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{

(1](x,t)) = 0

(1](x, t)1](x', t')) = 2Dt5(x - x')6(t - t').
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(3.14)

(3.15)

The angular brackets denote an average, and D is the intensity of the noise determined

by the fluctuation-dissipation l theorem as

D = 2ifkB T
SH2 .cç

Time is measured in the units of the Ginzburg-Landau time (Eq. (3.8)), i.e., t --+

tlicL.

To make the model numerically more tractable, we will make the transformation2

'li ~ weiq(t)x l with

q(t) = qo + Ax = qo + wf-1t, (3.16)

•
qo being an arbitrary constant and

(3.17)

This transformation twists, or winds, the order parameter along the wire. The effect

of the transformation is ta map the current carrying states to twisted plane waves

as ill ustrated in Fig. 3.3. After the transformation, the periodic boundary condition

becomes

'Ii(f + x, t) = w(x, t)eiq(t)l,

and the equation of motion obtained from Eq. (3.13) reads as

(3.18)

(3.19)

•

This formulation still neglects the electrochemical potential due to normal current

generation at a phase slip center. The inclusion of it is discussed in the next section.

l McCumber and Halperin [iD].
2Byers and Yang [61]; McCumber and Halperin [70] .
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Figure 3.3: Illustration of the current carrying states as unifonnly t",isted plane waves. At a phase
slip the amplitude of the helix approaches zero, and it reduces the current by removing one loop.
The line through the center of the helix represents the superconducting wire.

3.2.1 Electrochemical potential

Eq. (3.19) would be a sufficient description if we eould negleet the generation of a

normal current at a phase slip. While this is a valid approximation in a certain limit 1,

(this will be diseussed in 3.4) our aim is to study the effect of the resistive normal

current ta the process, and therefore we want to generalize the equation of motion in

Eq. (3.19) by including the electrochemieal potential.

A phase slip is a point where the system locally loses supereonduetivity and be­

cornes a normal Ohmic eonductor. As diseussed above, below Tc the system retains

the fully supereonducting state after making a transition to a state of lower eur­

rent. The effect of the generation of normal eurrent on the dynamics is an important

question. If the system is driven by a current source, the eurrent is an independent

variable. However, to study state selection, it is more convenient to drive the system

using a voltage source; the system is periodically driven to the eritical eurrent, where

it encounters an instability and makes a spontaneous transition to a new state of

lower current.

Here, we consider only the voltage driven case. Apart from fluctuations, the normal

current is zero between the phase slip events. Because the appearance of a phase slip

introduees a (quasi) periodically appearing differential resistanee, it is difficult to

1McCumber and Halperin [70]; Tarlie and EIder [98] .



use qualitative arguments about the importance of the normal current. We will now

include the electrochemical potential generated by the normal current in the equation

of motion, and in the following sections we study its effects by linear stability analysis

and numerical simulations.

To take the generation of normal current into account, we have to replace at in

the STDGL equation of motion in Eq. (3.19) by al + ivec , where Vec =Vec(x, t) is the

electrochemical potential generated by the normal current 1. \Vith that substitution,

our final dimensionless equation of motion becomes

•
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(3.20)

•

Physically, the appearance of the electrochemical potential is due to local charge

irnbalance in a superconductor. Gorkov2 was the first to point out that in a super­

conductor the Fermi level, and thus the electrochemical potential, is a local time­

dependent variable related to the coherence of the superconducting state3 • Quali­

tatively, if the local charge balance is disturbed, the Fermi level experiences a local

time-dependent perturbation. This in turn affects the local energy gap. Gorkov

showed that gauge invariance is preserved, if the order parameter depends on time as

exp( -2iJ-lFt/lï.) where J.LF is the Fermi energy. This leads ta the second term on the

left hand side in Eq. (3.20).

Since we have a closed superconducting ring into which the current is induced, the

total charge is conserved, i.e.,

(3.21)

(3.22)

•

where Jn is the normal current and J s is the supercurrent, the total current being

J = J s + Jn • Using Ohm's law for the normal current we obtain,

J _ ~ aVec
n - a ax '

where a is a measure for Ohmic resistance and Vec is the electrochemical potential.

lStephen and Suhl [64]; Anderson, Werthamer and Luttinger [65]; Schmid [66]; Abrahams and
Tsuneto [66]; McCumber and Halperin [70].

2Gorkov [58].
3Historically, this led Josephson to study coherence in superconductors.
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Combining Eqs. (3.21) and (3.22) gives1

82vec 8Js

8x2 = -(}' 8x'

Our final equations that we use in the calculations are Eqs. (3.20) and (3.23).

3.3 Critical current and phase slip revisited

34

(3.23)

•

•

Before giving our results, we discuss the critical current and phase slip further~ and

introduce two useful quantities that will be used in our analysis: the spatially averaged

supercurrent and the winding number.

Kramer and Baratoff [77} (KB) studied current-driven quasi-one-dimensional su­

perconducting rings~ and pointed out that the thermodynamical critical current (as

derived in the previous chapter) provides only a limit of metastability for the zero­

voltage superconducting state. How dissipation and non-equilibrium effects affect that

picture is not clear. The nature of the driving force is of importance; in the current­

driven case the system is maintained at a constant current, but in the voltage-driven

case - that we study - the current increases up to the critical current, where it

becomes unstable and has to make a transition to a new state of lower current. KB

used a current driven system and discovered that in the vicinity of the thermodynarn­

ical critical current there exists a narrow range where a stable state of spontaneous

oscillations of phase slips exists. This is an important result. Due to the nonlinear

and dynamical nature of the problem, it is difficult ta prove analytically the existence

of a stable phase slip solution for the equation of motion. The numerical results of

KB \Vere the first theoretical or computational proof for such a solution.

Experimentally2 ~ the signature of a stable phase slip state is the appearance of

voltage steps in the current-voltage characteristics. When astate with a phase slip

center is stable, an increase in current produces only a very small increase in voltage~

but when the current again reaches the critical current there is an abrupt jump in

voltage to astate with two active phase slip centers. Depending on the length of the

sample~ there cao be several active phase slip centers, each corresponding to a step

IThere should be no danger in mixing a from the GL equation to a as defined here. We have
transformed the equation of motion to make it dimensionless, and a, as defined in connection with
the G L equations was scaled away.

2\Vebb and Warburton [68]; Skocpol, Beasley and Tinkham [74]; Dolan and Jackel [77]; Tidecks [90].



in the 1-V characteristics. However, as the length of the sampie increases, the fine

structure of the steps is gradually washed away; a mesoscopic sample can support

only a finite number of phase slip centers, but in an infinite sample the number of

phase slips~ i.e., the density, can vary smoothly as a function of the current.

Our system is driven by a voltage source, and sorne of the phenomena that we

observE.' are qualitatively different from KB; here, the driving force accelerates the

supercurrent leading to an instability, and to a subsequent recovery of the perfectly

superconducting state. This cycle is repeated (quasi) periodically. This is very differ­

ent from the current driven case l , and from the decay of supercurrents via spontaneous

fluctuations2 .

•
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At the phase slip, the system becomes locally metallie and has Ohmic resistance.

Due to the resistance, heat is generated. If the heat generated is not large enough

ta destroy the superconducting state, the system will make a jump to a state of

lower current carrying state; this is possible when T < Tc. Generally, these kinds of

transitions are called current-induced transitions.

A demonstration of the phase slip can be given by using a Josephson junction. If

there is an accelerating supercurrent, then the rate of change for the phase difference

between the two ends of the supercondueting wire is given by the Josephson relation

(3.24)

•

where 4> is the phase of the order parameter, and V is the voltage difference between

the two ends of the wire. This follows from gauge invariance. The phase is related

to the velocity (.6.</1 = qL) of the condensate, and since the supercurrent is related

locally to the phase via Js '" 1\l1(x)12 8x 4> (from Eq. (2.13)), the phase difference must

growas 1\lJ(x)12 beeomes smaller, in order to maintain a constant current. Then, as

Iw(x)12 ~ 0, the system can remove a loop in order to relax3
- the phase difference

is reduced allowing the amplitude to recover. Phase slip reestablishes the phase

coherence in the system. The jump can only take place in integral multiples of 27T:

persistent current in a ring can only exist if f V </1dx = 2n7r, where n is an integral

l Rieger, Scalapino and Mercereau [72]; Skocpol, Bea.-dey and Tinkham [74]; Kramer and Baratoff
[ï7]; Kramer and Rangel [84].

2Little [6ï]; Langer and Ambegaokar [67]; McCumber [68]; McCumber and Halperin [70].
3Little [67]; Langer and Ambegaokar [67].



number. This is the reason for the name 'phase slip'. The situation is illustrated in

Fig. 3.3; since the heli.x describes the real and imaginary parts of the order parameter,

the local amplitude of the helLx is given by j'1t(x)l, and 21r/q is the pitch.

Due to dissipation, this analogy to a Josephson junction is not exact. Phase slip

is. by definition, a dissipative process where a finite amount of condensation energy is

lost, thus providing an intrinsic mechanism for dissipation. At the microscopie level,

it leads to various subtle charge imbalance effects1
. The above analogy neglects that.

One method to characterize the phase slip is ta measure the supercurrent. In our

dimensionless notation the supercurrent, Eq. (2.13), is

•
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(3.25)
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Instead of using the local instantaneous supercurrent, the spatially averaged super­

eurrent at time t is the quantity that provides information about the dynamies of the

eondensate,
1 ri

Js(t) = 2f. Jo Js(w)dx. (3.26)

Another useful quantity is the winding number. It is a measure of how much the

phase changes along the system. The winding number is defined as

ltF(t) = ~ ri dxa[arg (W(x, tn] . (3.27)
21r Jo ax

As described above, the order-parameter can change its winding nurnber by 21rn,

where n = ±1, ±2... Only changes by an integral multiple of 21r are possible in order

to preserve the continuity of the order-parameter. This also implies that at a single

(multiple) phase slip, the system removes exactly one (integral multiple) fluxoid.

3.4 Linear stability analysis

In this section we will study the Eckhaus instability2 by linear stability analysis.

The Eckhaus instability is a longitudinal secondary instability that appears in many

systems exhibiting spatially periodic patterns3 , when transverse variations can be ne­

glected. In systems with higher dimensionality, several other instabilities may become

1 Tidecks [90].
2Eckhaus [65]; Kramer and Zimmermann [85]; Kramer, Schober and Zimmermann [88]; Tuckerman
and Barkley [90] .

3Dominquez-Lerma, Cannell and Ahlers [86].
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Figure 3.4: The uniform state becomes unstable against perturbation of the critical wavenumber qc
on the existence parabola. In the Eckhaus bands a solution exists, but it is not stable. In the central
region the solutions are stable.

activel. By secondary instability we mean the following: the primary instability leads

from a uniform state to a periodic one, with a family of solutions of form exp(ikx),

where k is the wavevector of the pattern. However, it may occur that only sorne of the

allowed wavelengths are stable. This is the reason for the name secondary instability.

The Eckhaus instability is of this type and it is summarized in Fig. 3.4.

The airn of the linear stability analysis is to gain insight into the stability of the

current carrying state against small perturbations, how the perturbations grow or

decay in time, and how different modes are selected. The superconducting ring we

study, has a quasi-one-dimensional geometry, and thus the instability is of necessity

of Eckhaus type. In analogy to our system, the instability of the roll pattern in

Rayleigh-Bénard convection2 against certain wavelengths is of Eckhaus type. Fig. 3.4

illustrates that if the wavelength of a pattern is inside the Eckhaus bands, it must

change its wavelength in order to reach a stable state. In superconducting rings this

occurs via phase slip.

The order parameter in a superconducting ring is periodic as demonstrated in

Fig. 3.3 (and as we will see in connection with numerical results in the following sec­

tions). As the current increases, the current carrying state becomes unstable against

perturbations of sorne {inite wavelength k c , and it will relax to a state of lower current

1 Cross and Hohenberg [93].
2Rayleigh-Bénard convection is discussed more extensively in connection with charge-density waves
in Chapter 5.



via phase slip. In the case of roll patterns in Rayleigh-Bénard convection the analog

would be the following: suppose that the system is prepared sa that it has 'tao many

rolIs:. Then, it has to find a way to reduce the number of them in order to attain

a stable state. That process involves spontaneous generation of dislocations due ta

the instability, Le., locations where the amplitude of the pattern goes ta zero. That

process provides a route ta 'get rid of extra wavelengths'. In a superconducting ring

dislocations appear as phase slips where the amplitude of the order parameter goes

locally to zero, thus providing a mechanism for relaxation. Phase slips are generated

(quasi) periodically due to the driving force.

•
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3.4.1 Eigenvalues

Ta study the Eckhaus instability in superconducting rings, we linearize the equation

of motion in Eq. (3.20) around a current carrying state by setting

in the limit of W ---1> O. The electrochemical potential is obtained from Eq. (3.23), and

q =q(t) = qo + W/!.-lt as defined in Eq. (3.16). The current carrying states (between

the phase slips, in the limit of W ---1> 0) are uniformly twisted plane waves•
\{I(X, t) = \lIo + 8\l1(x, t) (3.28)

(3.29)

This solution of the equation of motion describes a stable state until the system

reaches the instability. Since the system possesseS translational invariance and admits

plane wave solutions, the perturbation is given in terms of its Fourier expansion

8\l1(x,t) = (akn(t)eiknx+a_kn(t)e-iknx)eiqX, (3.30)

\vhere akn (t) is the amplitude of mode n associated with wavevector kn = 27rnje.

The index n corresponds to the order of the phase slip. To find the eigenvalues we

use standard Floquet analysis with c5\l1 = 8'l1(x) exp('\t). We can solve Vec by Fourier

transforming

(3.31 )

•
The eigenvalue matrix is

[

-1 + 2q2 _ (kn + q)2 + OC(;::kn )

_ oC(2q+kn ) _ 1 + 2
2kn q

oC(2q-kn ) _ 1 + q2
2kn (3.32)
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Figure 3.5: The eigenvalues as a function q(t) = wt/l for different o's. The solid line is the n = 1
mode, dotted line n = 2, and dashed line n = 3 mode. In a) and b) all the modes are initially (Le.,
at q = 0) stable. In c) the first mode has just become linearly unstable and in d) the first two modes
are linearly unstable. The caption in a) shows the boxed area.•
where C = 1 - q2. The eigenvalues are

(3.33)

•

To study the relative growth of different modes, we first examine the behavior of

À;. \Vhen À~ is negative, the corresponding mode is stable, and thus fluctuations

decay back to the superconducting state. However, as À~ becomes positive, the

current carrying state becomes unstable against fluctuations of finite wavevector kn .

Since À; is negative definite, we neglect it and concentrate on À;;.
Fig. 3.5 shows how the first three modes develop as a function of the driving force

for different values of Q. For small 0, aIl the modes are initially stable, i.e. À~ < O.

The inset in Fig. 3.5a shows that the modes become unstable sequentially; the lowest

mode first, then the mode n = 2, and so on. The inset in Fig. 3.5a also shows

that there is a competition between the modes. The lower order modes becomes



unstable first, but the higher order modes grow faster, i.e., 8X:; /8q is larger for larger

n. This indicates that they become dominant over the lower order modes; there is

not enough time for the lower order mode to grow and become unstable. For the

intermediate region where several modes are active this leads to crossover effects.

This is of fundamental importance for the state selection. vVe will return to this issue

again in connection with the numerical results.

In Figs. 3.5h-d we see that a (the constant that characterizes dissipation at a

phase slip) has a strong effect on the mode structure. As we see from the figures,

upon increasing a, sorne of the modes may be initially unstable. This is an indication

that the simple plane wave solution in Eq. (3.29) is not valid any more, but higher

harmonies should be taken into aceount.

Since several modes ean be positive at the same time, and since there is a competi­

tian between the modes, we need an estimate for the characteristic time at whieh the

n th mode becomes unstable. This is the time defined by À~ = 0, Le., by the time that

the nth mode becomes positive (unstable). The characteristic time together with the

growth rate, i.e., the slope of À~, can be used the estimate the relative probability

for phase slips of order n. The characteristic time is obtained from Eq. (3.33) by

requiring À~ = 0 and using q = qo + we-lt from Eq. (3.16). We obtain

•

•
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t n = !:....j1/3 + k~/6.
w
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(3.34)

For a \Vire of infinite length the Eckhaus analysis gives k c = 1/V3 - this first term

under the square root. Eq. (3.34) shows that the mesoscopic nature of the system

has an effect on the selection process sinee the instability, and thus the characteristic

time, is encountered at wavevectors higher that kc , with the correction depending on

t. It is also rather surprising that t n in Eq. (3.34) is independent of Q. To see the

effect of Œ, we estimate the slope at time tn. Ta first order this gives

The correction due to a has the largest effect on the lowest mode, i.e., n = 1. This is

also clearly visible from Fig. 3.5. By using the same parameters as in the simulations

we obtain•

À~'(q, a) = À;'(q, 0)[1 + a(k~ - 4)(k~ + 2)/(3k~[5k~ + 4])].

À~'(q, a) = À;'(q, a = 0)(1 - 500)

(3.35)

(3.36)
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• Figure 3.6: State selection probabilities from the linear stability analysis as a function of Q

for the first mode (kn = 2-rrn/e, e= 54.4; details are given in connection with the

Ilumerical results). Thus 0: « 0.02 for the normal current to be negligible.

3.4.2 lVIode 811alysis

:\s the preceding discussion pointed out, the competition between different modes is

due ta their different growth rates and the different times when they become unstable.

To gain more insight into this process, we write a stochastic equation of motion for

the modes as

da~it) = À~(kn, q(t), a)an(t) + l1n(t), (3.37)

•

where 1] is a Gaussian distributed random process. This equation describes a time­

dependent Ornstein-Uhlenbeck process 1
• Le., it is a linear equation of motion supple­

mented with a Caussian noise source.

The reason for approximating the state selection process by Eq. (3.37) is that

1Gardiner [90].



(la n (t)1 2
) can be used to estimate the relative probability of mode an(t) being selected

as a function of the driving force and the noise strength as•
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(3.38)

where nt is the number of modes allowed in a system of length P.. The quantity we

ha\'e to calculate is the autocorrelator (lan (t)1 2
). \Ve do that by using the Itô calculus1

integrals. The calculation yields

(3.39)

•

•

The calculation of the state selection probabilities for different Q are shown in Fig. 3.6.

For 0' < 0.001 the influence of the normal state resistivity is very small. However, for

higher CL the modes start to overlap more, suggesting strong crossover effects. The

result in Fig. 3.6 also show that, independent of 0, the state selection probabilities

depend very strongly on the strength of the driving force, that is, how rapidly the

s~·stem is swept through the instability. Eq. (3.39) also shows another interesting

feature: the probability of state n being selected depends on the noise strength.

Physically, the noise strength depends on the temperature of the system via the

fluctuation-dissipation theorem. The intensity of thermal noise increases as T ~ Tc.

Thus, close ta Tc the relative importance the noise becomes increasingly important,

whereas away for Tc the driving force is dominant. Since 0 has no time dependence,

the expansion of f~ dtlÀ~(tl'0') leads to the same result as obtained by Tarlie and

EIder [98), i.e., in terms of the intrinsic and extrinsic parameters, the instability of

arder n becames active at time Tn = f.(8q X;;wl)-1/2. To summarize, the linear analysis

shows that the state selection has a subtle dependence on both the applied driving

force and on the intrinsic properties of the system. We will compare these results to

numerical simulations of the stochastic time-dependent GL equation in Section 3.5.

1Gardiner (90] provides an e.'Ccellent discussion of Itô calculus. In essence, the Itô calculus provides
rules for transforming differential equations involving Gaussian random processes into a tractable
forro. The need for it arises from the non-differentiability of these processes. Itô calculus provides a
consistent \Vay of treating them.



Before moying fonvard to the results, we estimate our quantities in terms of typical

experimental values. vVe use Te = 3K, T = 0.93Te, He = 300G, and ç(O) = ..;s =

1000..\. \Vith these values, the intensity of the noise D = 10-3 and the GL time

TCL = 1.4 X ID-li and w ~ e/23j.LV. In the simulations we always kept the tempera­

ture constant, and thus the intensity of noise is fi..xed. w was varied between 0.0001 to

0.1. This corresponds to electromotive forces from 2nV to 2J.LV. The parameter that

couples the Ohmic resistance to the system, a, can be related ta experimental quanti­

ties as fo11ows. Since the phase slip is a resistive state, it is possible to use Ohm's law

R = (pLn/ S) = (l/~/ In), where pis the normal state resistivity, Ln is the quasiparticle

diffusion length, S is the cross-sectional area of the wire, V is the voltage drop, and In

is the normal current. Using this, a = (pLn / S). The quasiparticle diffusion length is

related ta the charge imbalance due to generation of normal current l
, and it is given

as Ln = JlVFTn/3, where l is the mean free path, VF the Fermi velocity, and Tn is

the relaxation time for charge imbalance2 . Typically3, l ~ 0.01 - lJLm, VF ~ 106m/ s,

T ~ 10- 10 - 10-9s, and p ~ 0.01 - O.OOlj.LQm. Using these values a ~ 10-4 - 1.0,

depending on the dimensions and the material. We varied from 0.0 to 0.01. vVe also

performed simulations with higher values of a, but they were hampered by numerical

instabilities.

•

•
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3.5 Simulation method and parameters
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•

\Ve have used the simple Euler algorithm for the time integration of Eq. (3.20), and

Eq. (3.23) was solved in Fourier space. The complex order parameter was separated

into its real and imaginary parts. The simulation parameters were: L = 64, dx =

0.85, dt = 0.2, where dx and dt are the smallest discrete elements of space and

time respectively. The length of the system was chosen in such a \Vay that nt ­

tqc/27ï, where qc = 1/vI3 from the Eckhaus analysis of the G L equation as discussed

above. \,re have used ni = 5. This allows enough complexity due to interaction

between different modes, while remaining numerically tractable. When computing

the probability of an n th order phase slip, Pn , the averaging was typically from 2000

lSkocpol, Beasley and Tinkham [74]; Dolan and Jackel [77].
2Tidecks [90]. However, as discussed in this reference, this serves as a first approximation. There
rnay he other relaxation mechanisms that become dominant. Tinkham [96]

3Tidecks [90] .
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phase slip events (small w) up to 15,000 phase slips (large w) .

3.6 _Numerical results
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•

•

First: we illustrate the dynamies of the order parameter around a phase slip in Figs. 3.7

and 3.8. Fig. 3.7 c1early illustrates that the eurrent earrying state is formed of uni­

formly twisted plane waves. As the eurrent inereases, the helix beeomes more tightly

wound. Due to fluctuations, there will be 'weak spots' where the local supereurrent

reaches the criticai current before the rest of the system. This is the point where

the amplitude of the order parameter starts to decay rapidly toward zero. \Vhen

1\{1 1
2 -+ 0, the phase slip center momentarily disconnects the phases to the left and

right of it, the heli.x Iooses a loop, and the supereurrent jumps to a lower value. This

cycle is repeated periodically.

In Figs. 3.7 and 3.8 the behavior predicted by Eq. (2.13) is clearly visible: as

the supercurrent, or superfluid velocity, inereases, the absolute value of the arder

parameter, 1\lT1 2
, decreases and, at the moment of the phase slip, approaehes zero.

After the phase slip: the order parameter rapidly recovers. Fig. 3.8 demonstrates this

behavior. This allows the amplitude to relax toward equilibrium in the vicinity of the

phase slip center (times t2 and t 3 in Fig. 3.8 and Fig. 3.7c,d)..-\fter a moment, the

wire obtains a uniform current (t4 in Fig. 3.8).

Fig. 3.9 displays the time development of the winding number and the supercur­

rent. They are defined in Eqs. (3.27) and (3.26), respectively. The electric field drives

the current to the critical current, where it makes a jump to lower current. As sug­

gested by Fig. 3.9: there can be several modes simultaneously present; in the figure,

phase slips of order two dominate, but oecasionally there are jumps of order three.

Furtherrnore, every now and then the winding number also displays little dips, as if

the total phase slip was a results of a two stage process.

As discussed in conneetion with the linear stability analysis, the appearance of

phase slips of different order is a subtle issue. It is instructive to look at the state

selection probabilities in Fig. 3.10 together with the dynamics of the supercurrent

and the winding number in Fig. 3.9. As seen from Fig. 3.10, at lower driving forces

phase slips of order n = 1 always dominate the process. However, as a is increased,
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Figure 3.7: A snapshot of a phase slip process, L = 64. a) The current carrying states are uniformly
twisted plane waves. b) Due to fluctuations, the supercurrent at sorne location along the wire grows
slightly faster than in the rest of the system. c) At a phase slip the system makes a transition back
to below the critical current by reducing the number of loops in the helix. d) After the phase slip,
the system retains the perfectly superconducting state with J < Je everywhere. z-axis: length, x-y
plane: Re['lt] and Im[\[I].
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Figure 3.8: Order parameter just before and after the phase slip. As l'li1 4' 0, the phase gradient
must grow in order to maintain a constant current. As the amplitude goes to zero, it can 'slip' bya
multiple of 2" and rela.x to a state of lower current.
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Figure 3.9: a) Supercurrent and b) winding number as a function of time. When this figure is
compared to the state selection probabilities in Fig. (3.10), it can be seen that the probabilities of
double and triple phase slips are almost equal, but there is still a small probability for single slips.
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Figure 3.10: State selection probabilities as a function of the driving force. The open squares denote
single phase slips, closed squares doubles, open circles triples, closed circles quadruples, and open
triangles phase slips of order five.

phase slips of lower arder remain dominant ta larger driving forces before crossover

ta higher modes. As the driving force is increased phase slips of arder n = 2 start

to appear (i.e.~ ta have a finite probability), and there is a crossover to regime where

phase slips n = 2 dominate. Order by order other modes become dominant in a

similar manner. The little dips referred to above are a result of competition between

the modes. As seen in the linear stability analysis in the previous section, modes of

lower arder become active first, but the higher order ones grow faster. This leads to

competition and crossover effects. This implies that the dips in Fig. 3.9 are not due

ta a result of a two-stage process where a phase slip of higher order occurs via two

lower order processes, but instead due to coexistence of different modes \Vith different

growth rates modes. For higher a this picture starts to break down, this is the reason

for the 'kink' in Fig. 3.10. Fig. 3.11 illustrates the complicated nature of the phase

slip when several modes are simultaneously present. There is a competition between

different modes, and it is even possible for several phase slip centers to exist (almost)

simultaneously.

Fig. 3.12 shows the behavior of 1\111 2 and the electrochemical potential at the phase
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Figure 3.11: The upper figure shows the winding number as a function of time. The lower figure
shows the square of amplitude of the order parameter taken at four different times inside the boxed
area. As the winding numbers increases, there are spots where the amplitude starts to decay (to).
This leads to competition and co~'Cistenceof several modes, and possible severa! phase slip centers.
The parameters correspond ta the case when three modes, n = 1,2,3, are present.•
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Figure 3.12: Upper figure: 1q,12 at the location of the phase slip as a function of time. Lower
figure: the electrochemical potential at the phase slip center as a function of time. The simulation
parameters correspond ta a case when single slips dominate almost completely. The slice runs from
immediately before the phase slip to just after it.



slip center as a function of time, when the mode n = 1 is dominant. The time frame is

selected in such a way that the figures cover the immediate vieinity of the phase slip.

At the moment of the phase slip, 1\111 2 = o. After the phase slip, 'l1 rapidly recovers

its equilibrium value. Since there is a constant emf acting on the superconductor,

1\.II [ starts to decrease after its recovery. As seen in the lower figure, V ec regains its

equilibrium value (vec = 0) at the phase slip center considerably slower than w.
This can be seen in the following way. The electrochemical potential is zero, if the

current is uniform throughout the sample. However, as seen in Figs. 3.8 and 3.11, the

time required to reach a uniform CUITent is much longer than the time required for

healing of the order parameter at the phase slip center. Physieally, this corresponds ta

relaxation of the charge imbalance 1 in a superconductor. The relaxation is diffusive2 •

with time scales typicaUy of order 10-9 - ID-LOs.

•
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•
3.6.1 Power dissipated at a phase slip

The phase slip is a dissipative process, where energy is locally converted inta heat.

This is due to appearance of Ohmic resistance at the phase slip center. Earlyexperi­

ments3 showed that the differential resistance related to the phase slip is temperature

independent for a wide range of temperatures4 . A finite amount of heat is generated

during the process. In this section we obtain a method to estimate the heat generated

at a phase slip. Since at a phase slip exactly one (or any multiple) quantum of flux

is lost, we expect that to he reflected in the dissipated power as weIl. The normal

carriers can be assumed to follow Ohm's law. vVe can use the Joule heating law to

estimate the heat generated at a phase slip. The power generated is

(3.40)

•

where dn is a volume element, S is the cross sectional area of the ring, Jn is normal

current density and Ex is the electric field along the \Vire. In terms of the electro­

ITinkham [96].
2Skocpol, Beasley and Tinkham [74]; Dolan and Jackel [77]; Tidecks [90J.
3Skocpol, Beasley and Tinkham [74]; Dolan and Jackel [77].
4The differential resistance is temperature independent except very close ta Tc. This is a delicate
issue; heating due to Ohmic resistance changes the local critical CUITent, and issues related ta charge
imbalance and relaxation also became of importance. Chapter 7 in Tidecks [90] discusses these issues
in detail.
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Figure 3.13: Upper figure: Energy (in arbitrary units) dissipated as a function of time. Lower
figure: The corresponding power (in arbitrary units) dissipated at phase slips. The figures show
clearly the quantized nature of dissipation. The crossover effects are visible in the width of peaks.
The simulation parameters were dx = 0.85, dt = 0.2, 0: = 0.01, w =0.0064 and D = 10-3 . These
parameters correspond to a case when three modes (n =1,2,3) are active at the same time.

chemical potential, we can write this as

p = S! Jn 8;;cdx = Sp;;'! (8;;crdx,

where Pn is the normal state resistivity. We convert the above equation iota a dimen­

sionless form by using the transformations in Eq. (3.7). After removing the primes

we obtain

where T = tifGL'

The increase in temperature due to a phase slip can be estimated using the heat

capacity. The heat capacity per unit mass is

•

Po = 16SkBT;(1 - t)2 ri (8Vec )
2

dx.
1r2e2 PnE, Jo ax

The total energy dissipated is then

1 !lE
c=---

m!lT

(3.42)

(3.43)

(3.44)
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and therefore the change in temperature is
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(3.45)

•

•

where we have used c for the specifie heat l, Pm is the density of the material, and

rra __ 2kB T.
2c

(1 - t)1i .
.LI (3.46)

erre LPmPn{

Eq. (3.45) can be used to estimate the change in temperature due to a phase slip.

The linear dependence of To on 1 - t expresses the weIl know fact2 that close to Tc the

effects of Joule heating are less significant. Evaluation of ~T requires information

about the time and the length scales involving Vec , and therefore we have Dot estimated

it. Fig. 3.13 shows the accumulated energy and power dissipated as a functioD of time.

3. 7 Conclusion

In this chapter we have studied the dynamics of quasi-one-dimensional superconduc­

tors subjected to a constant electromotive force. The emf accelerates the supercurrent

until it reaches the critical current, where it bas to make a transition to a state of

lower current. This transition to a new state is from a point of instability, and it

involves generation of a resistive phase slip center that heals after the phase slip.

How the state takes place, and what is the effect of the resistive phase slip state \Vere

sorne of the questions we addressed. Our approach was based on voltage driving in­

stead of using current as a driving force. The traditional way is to use current as the

driving force. That enables one to study issues such as charge imbalance, rela.xation

nlechanisms, heating due to the resistive state, and so on, i.e., issues related directly

to the nature of the superconducting state. On the other hand, using a voltage drive,

as we have done, emphasizes different aspects: the relation to the general methods

and problems in nonlinear dynamics, statistical mechanics and pattern formation.

vVe used linear stability analysis to investigate the Eckhaus instability. vVe found

out that within the linear approximation, the state selection process is a competition

of two factors: the characteristic time at which a mode an(t) becomes unstable, and

1Even though we have earlier used c for the speed of light, there should he no danger of misinterpre­
tation. The notational inconvenience is due to using standard conventions.

2Skocpol, Beasley and Tinkham [74]; Dolan and Jackel [77].



case.

the growth rates of the other modes. For low driving forces, the low arder modes

have time to grow and dominate the process, where as for higher driving forces the

raster growth rates of high arder modes lead to their dominance. In the intermediate

region there is a competition between the two cases leading to crossover.

Next, we integrated the stochastic time-dependent Ginzburg-Landau equation and

found the behavior to be consistent with the predictions of the linear analysis. AI­

though the behavior was qualitatively similar, nonlinearities and interaction between

the phase slips at higher driving forces and higher normal current resistivity lead

to differences. Despite of the simplicity of the system it displays rich and complex

phenomena, and more analytical and numerical studies are needed. However, to our

knowledge, there exists no systematic method to study state selection in accelerated

systems. It has been suggested recentlyl, that the path integral method of Onsager

and ~vIachlup2 may offer a framework for that. We have not explored that, and it

could be a subject of a future work, as could numerical studies of the two-dimensional

•

•
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• l Tarlie and McKane [98] .
20nsager and Machlup [53].
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4

Charge density-waves

4.1 Introduction

In Chapter 1, we discussed sorne general issues of driven and disordered systems.

:\.S both experimentally and theoretically accessible, charge-density waves (CD\V)

provide a prototype system to study the effects of disorder on driven periodic medium.

As will become apparent in the following discussion, they display very interesting and

diverse physics. As discussed in Section 3.3, driven superconductors exhibit astate

where phase slips appear periodically - the current-voltage (I-V) characteristics

display abrupt jumps when phase slip centers appear upon increasing driving current.

As we will see later in chapter, this phenomenon has an analog in CDW systems.

The objectives of this chapter are threefold. The first goal is to review briefly the

basic physical phenomena behind CDWs. The second aspect is to show, by reviewing

a well defined and studied theory~ how to model mesoscopic aspects of collective

transport and dynamics of CDWs. This approach is based on Ginzburg-Landau

theory. And last, before presenting the original work in the next chapter, we will

discuss the limits of the elastic approach and open questions related to the driven

CD\Vs.

Even though CDvVs have been studied extensively for more than two decades,

many open questions, even controversies, remain 1. From the theoretical point of

view, one of the main difficulties is the collective and highly nonlinear nature of the

system. Almost aU the analytical results2 are based on mean-field type approaches

l See e.g. Grüner [94]
2Sneddon, Cross and Fisher [82]; Fisher [83]; Fisher [85]; Matsukawa and Takayama [86b]; Matsukawa
[86] .
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and on the assumption that CD\;Ysare perfectiy elastic systems with fixed topologyl.

This brief re,,;ew is by no means intended to be exhaustive, but it concentrates

on the points that are of immediate interest to this study. Several extensive reviews

co\·ering both theoretical and experimental aspects of CD\Vs exist2
•

In addition to providing a prototype system to study novel collective effects, CDW

systems also have industrial potential. Until now, no commercial products based on

CD\Vs exist, but recent studies point to the direction that in the future CD\Vs may

indeed find their \Vay even to consumer electronics. Field-effect transistors seem at

the moment the most prominent candidates3
.

•
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•

4.2 l\!Iicroscopic origin of CDWs

4.2.1 Response function of a one-dimensional electron gas

Due to the reduced phase space, fluctuations, impurities and interactions have a

strong effect on low dimensional systems. Systems that exhibit CD\Vs are typically

quasi one-dimensional (ID) metals. They become insulators at the phase transition

to the CDW state. To see the special nature of ID systems, consider the response

of a free electron gas to a small potential (j>(i) at T = O. The Fermi surface of a

ID electron gas consists of two points at ±kF and the dispersion relation is given as

€k = tik2 /2m e • k F denotes the Fermi wavevector, and me is the mass of an electron.

\-Yhen the perturbation is weak, we can apply linear response theory. The Fourier

transforms of the induced charge density Pind(ij) and the total potential f/J(fJ are

connected via

(4.1)

•

where X(cf) is the response function. The response function depends on the dimen­

sionality of the system. As we will see, in 10 it has a very distinct character.

1Fukuyama and Lee [78]; Lee and Rice [79]; Littlewood [86]; Sibani and Littlewood [90]; Middleton
and Fisher [91]; l\tliddleton [92].

2Grüner and Zettl [85]; Monceau [85a]; Monceau [85b]; Gorkov and Grüner [89]; Grüner [88]; Grüner
[94].

3See e.g. Adelman, Zaitsev-Zotov and Thome [95] and references therein.
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(4.2)

Using the Lindhard theory of screening l , the response function is given as

4: Charge density-waves

(
;;'\ 2 f dk fk+q - fk

X q) = e -- .
(27r)d €k+q - €k .

where fk is the Fermi function, i.e.~ fk = 1/ [exp(€k - J.L)/kBT) + 1], where J.L is the

chemical potential. At T = 0 and in ID the above integral (integration from -kF to

•
kF ) yields

(4.3)

•

•

( ) = _ m ee
2

1 1q + 2kF 1
X q !i2 n 2k'q q - F

and in 3D the evaluation of Eq. (4.2) gives

,(;;"\ = _ 2~ mekF [~ 4k} - q2 1 Iq + 2kF !] (4.4)
X q; e 4 ii2h? 2 + 2k

F
q n q - 2kF •

There is clearly a qualitative difference between Eqs. (4.3) and (4.4): The ID response

function becomes divergent as q ~ 2kF, whereas the 3D response is logarithmically

singular. The divergence is a characteristic of the 10 case; in higher dimensions

Eq. (4.2) does not lead to divergences. The result that X(q) is divergent suggests that

the free electron gas is intrinsically unstable against any perturbation. Furtherrnore,

by substituting Eq. (4.4) into Eq. (4.1) we can see that the screened potential is

oscillatory even in the 3D case: q,(i:) ~ r-3 cos(2kFx). These oscillations are called

Friedel oscillations. They can be induced by impurities, and that can lead to a

subtle interplay between them and the CD\V2 . \\Te calculated the 3D form for Friedel

oscillations to show that they are not a special case for 10 systems; even though

a CD\V systems are typically quasi one-dimensional, the electron gas itself is three

dimensional.

The above example shows that Low dimensional systems can dispLay rather sur­

prising phenomena. The instability of the free electron system against perturbation is

a very real effect, and in a quasi-ID system the interaction between the eLectron and

phonon systems Leads to a static modulation of the electron density. The modulation

is usually referred to as charge-density wave and the related phase transition is called

the Peierls transition, or sometimes the CDW transition.

l The Lindhard theory is used because the applicability of the Thomas-Fermi theory is limited to
length scales q « kF. The Lindhard theory reduces to the Thomas-Fermi theory as ij ~ O. The
time-independent response function, Eq. (4.2) can be ohtained by direct application of perturbation
theory. The time-dependent case is more complicated, and detaiJs of the full Lindhard theory of
screening (based on the random phase approximation) can he found in Pines and Noziéres [66] .

:!Tütto and Zawadowski [85].
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Figure 4.1: The single-particle energy band, and the corresponding electron density p(r). a) Above
T p the electron density is uniform and states are filled up to the Fermi level. b) Below Tp a lattice
distortion develops with an associated modulation in the electron density, and a gap A opens up at
kF.

4.2.2 Peierls transition

Almost 40 years aga Peierls [55] and Frohlich [54] independently suggested l that a

coupling of the electron and phonon systems in a one dimensional metal at T = 0 is

unstable \Vith respect to a static lattice deformation of wavevector Q = 2kF .

Due to the periodicity of the lattice deformation, the electron density will aiso

become periodically modulated. This is illustrated in Fig. 4.1. As a resuit of the

modulation, a gap opens up in the singie-particle excitation spectrum at the Fermi

level, and a spatially periodic charge density modulation is formed with wavevector

2kp . The deformation is limited by the corresponding increase in elastic energy. This

can be seen by writing down the energies for the lattice distortion and electrons.

The Fr6hlich Hamiltonian describes a jellium coupled to noninteracting electrons.

l Historically, the mechanism leading to the formation of CDWs was first discussed by Peierls [30]
already in 1930. In 1941 Bardeen [41] suggested that for superconductors there is a possibility that
a periodic lattice distortion would lead to an energy gap at the Fermi level. In 1954 Frohlich [54], in
his article "On the Theory of Superconductivity: The One-Dimensional Case", discussed in detail
the formation of periodic incommensurate modulation in electron density as a mechanism for super­
conductivity; in a perfect crystal, an applied electric field would lead to infinite conductivity. This
is the reason why the sliding CDW motion is sometimes referred to as Frohlich superconductivity,
or as the Frohlich mode.
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It is given as

1iFr = L €kC!Ck + L nwqb~bq + E 9q (bq + b~q) c!+qCk,
k q k,q
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(4.5)

(4.6)

•

•

where €k (wq ) is the electron (phonon) dispersion relation, Ck (c!) is the electron

annihilation (creation) and bq (b~) the phonon annihilation (creation) operator at

the corresponding electron and phonon wavevectors, and 9q = i.JtiVqq/ .j21Vlv/wq is

the coupling constant between the electron and phonon systems, where \!~ is the

interaction potential. lV is the number of lattice sites per length and lv/ is the ionic

mass. The lattice displacement U(x) and the phonon operators are related via

U(x) = ~ ~ 2N~Wq (bq + b~q) e;q·.

By assuming 9q is a constant in the Frohlich Hamiltonian, it is possible ta calculate

a temperature dependent mean-field dispersion relation for the phonon system. For

this, X(V must also he evaluated at finite temperature. The calculation indicates that

there is transition to astate with a frozen lattice distortion (phonon mode), such that

the lattice displacement hecomes periodically modulated,

(4.7)

where ~ is the energy gap and <P is a phase l
. Next, we will take a look at the energetics

and see that it is indeed energetically favorable ta have a static lattice deformation.

From Eq. (4.7) we can immediately see that the elastic energy due to the defor­

mation is
1 2

Eelastic = 4K~ , (4.8)

where 1< is a stiffness constant. A straightforward calculation shows that small

displacements are favored since they lower the energy logarithmically2 Eelectr. "J

U2 (x) ln U (x) and Eelastic "J lj2 (x). Therefore, the lattice distortion leads to an assa­

ciated modulation of the electron density, and thus the formation of a charge-density

wave breaks translational symmetry of the electron gas, lowering the symmetry of the

system. This is called the Peierls transition.

1 From here on lj) is used to denote the phase of the CDW. Even though tP was used above to denote the
potential, the distinction should be clear. This notational inconvenience is due to using a standard
convention from the literature.

2Strong electron-electron correlations may lead to the formation of a spin density-wave (Grüner [94]).
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Figure ·1.2: Schematic structure of NbSe3. The structure is dearly anisotropie. The chains have
weak couplings between each other.

The opening of a gap means tbat the Peierls transition is a phase transition from a

metal ta an insulator. The transition is a continuous one, and it occurs at the so called

Peierls temperature Tp . This transition bas been experimentally observed1 in many

anisotropie transition metal compounds consisting of weakly coupled chains, i.e., in

quasi-ID structures. Fig. 4.2 illustrates the structure of NbSe3 which is the most

studied CD\" material, another very commonly studied material is TaS3' The tran­

sition temperatures are greatly material dependent, and vary from higher than room

temperature to liquid nitrogen temperatures. NbSe3 exhibits two Peierls transitions,

the first at Tp1 = I44K and the second at T p2 = 59K2.

4.2.3 Sliding conductivity

In addition to showing that a periodic modulation is energetically favorable, Frohlich

demonstrated that if the CDW is incommensurate with the underlying lattice, that

is, if the ratio of the CDW wavelength and the lattice period is not a rational number,

then the CDvV can slide through the lattice upon application of an infinitesimal elec­

tric field. In other words, an incommensurate CDvV is translationally invariant, and

there is no energy costs associated to the translational (q = 0) mode. Since the CD\"

carries charge, it can contribute to electrical conductivity. Frohlich suggested that as

a possible mechanism for superconductivity. The sliding conductivity of a CD\V is

lSee e.g. Grüner and Zettl [85]; Grüner [88].
2Grüner and Zetti [85].



a collective mode, and physically it is a result of a traveling potential produced by

oscillating atoms. Nlany materials, e.g. NbSe3, develop incommensurate CD\Vs. If

the CD\V is commensurate with the lattice, or if it is pinned by impurities, the trans­

lational invariance is broken. \Vhether or not the CD\V is commensurate depends on

the details of the Fermi surface.

•
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4.2.4 Elementaryexcitations: phasons and amplitudons

In their seminal paper in 1974, Lee, Rice and Anderson [74] studied the conductivity

of the CD\V state. They calculated the elementary excitations for a CD\V starting

from the Frohlich Hamiltonian, Eq. (4.5), and established the existence of two normal

modes. They identified these modes as phase and amplitude fluctuations of the order

parameter: often called phasons and amplitudons, respectively. They found 1 that

while the acoustic, or phase, mode is gapless

the optical, or amplitude, mode has a gap

•
(4.9)

(4.10)

•

In the above equations, m; is the effective mass and À is the dimensionless electron­

phonon coupling constant. Since w_ -+ 0 as q -+ 0, the phase mode is a sliding

mode, and can, in the absence of imperfections and fluctuations, lead to infinite

d.c. conductivity. However, the amplitude mode is gapped and changing the ampli­

tude corresponds roughly to creating a single particle electronic excitation, costing

an amount of the order of gap energy.

AIl real materials contain imperfections to a varying degree, and scattering of

electrons \Vith impurities and defects leads to finite resistance. Impurities and defects

have a drastic effect on CDWs. Lee, Rice and Anderson showed that the impurity

potential couples directly to the order parameter and gives rise to a small gap in the

phase mode. This leads to disappearance of translational invariance of the incommen­

surate CD\V (\Vith respect to laboratory frame) and leads to the existence of a finite

1The analysis of Lee, IDee and Anderson is based on mean-field arguments, and the phase and
amplitude are decoupled only ta the first arder, i.e. they are not the exact normal coordinates of
the CD\V.



threshold field for d.c. conductivity. Due to the existence of the gap, it is difficult

to dist0rt the amplitude. However, it is possible for the phase to distort arbitrarily

slowly at long length scales, thus the phase distortion is a Goldstone mode. This

suggests two limits for impurity pinning: i) the pinning is strong, so that the energy

is minimized when the CD\V adjusts locally to each impurity, or ii) the pinning is

weak, so that the CD\V collectively adjusts to the impurity configuration. The for­

mer leads ta the collapse of the CD\V amplitude at the impurity sites, whereas in the

latter case the amplitude remains virtually constant, and only the phase is affected

by pinning.

These results have far-reaching consequences. Since a CD\V is a collective system

wi th many degrees of freedom, pinning by a spatially distributed impurities (or imper­

fections) leads to a subtle interplay between the internaI degrees of freedom and the

pinning forces. If the pinning centers are randomly distributed, the CD\V has many

metastable states. Application of a d.c. driving force can then lead to very strong

polarization of the CD\-V, and as the driving force exceeds the threshold field, the

CD\V has a strong non-linear contribution to electrical conductivity. The non-lînear

conductivity due to CD\Vs, and the existence of a threshold field were experirnentally

discovered by :Nlonceau et al. [76] and Fleming and Grimes [79], respectively. The

competition between the elastic forces, periodic nature of the system, and the pres­

ence of random impurity pinning gives rise to very interesting physics. In the next

section, we will review an extensively studied model in arder to see how to model

CD\Vs on the mesoscopic level.

•

•
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4.3 Fukuyama-Lee-Rice theory for CDWs

The above review of the microscopie origin of CDWs indicates that the physics re­

lated ta CD\Vs has many complex and interesting facets. Since our interests lie in

the dynamical properties of CD\Vs, we will not explore the microscopie aspects any

further, but investigate a coarse grained theory instead. The microscopie approach

is not convenient for studying the collective dynamics and structural properties of

CD\Vs when driven far from equilibrium. One possible model for the CDW dynam-



ies is the Fukuyama-Lee-Riee (FLR) modeP. Although several other models exist,

the FLR model is by far the most extensively studied and the most successful one.

The FLR model is a many-degree-of-freedom model for perfectly elastic medium un­

der the influence of periodic pinning by quenched randomness. It reproduces many

experimentally observed phenomena eharacteristic to CDWs such as non-Ohmic con­

duetivi ty2, mode-locking3, and narrow-band noise (NBN)4. In addition to providing

a modei for CD\Vs, the FLR model is in sorne sense a generic model for an elastic pe­

riodie medium interacting with random impurities. However, despite the qualitative

suceess of the FLR theory, quantitative comparisons with experimental results have

proven to be difficult. In the following, we review the FLR theory and its limitations.

The following discussion of the FLR theory and the elastic approximation serves as

a starting point for the original work in Chapter 5.

The FLR theory is based on the Ginzburg-Landau theory, and it describes a CD\V

as a perfectly elastic continuum of fixed topology interacting with quenched impurities

and coupIed to an externally applied driving field. As the topological constraint

indicates, the FLR theory does Dot allow plastic deformations, Le., phase slip is not

possible, and therefore the amplitude of the CDW is considered to be constant.

As the dispersion relations (in the absence of disorder) for incommensurate CD\Vs

in Eqs. (4.9) and (4.10) show, the amplitude mode is gapped, whereas the phase mode

is 'soft' with a linear dispersion relation. Furthermore, Eqs. (4.6) and 4.7) suggest

that the modulation of the electron density is a proper order parameter for CD\\Ts:

at T > Tp it is zero, and it becomes nonzero when T < Tp . The total density of the

conduction electrons can be given by a Fourier expansion

•

•
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p(x, t) = Pave + PCDW(X, t) cos(Q . X + 4>(x, t)),
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(4.11)

•

where Q = 2kF denotes the CDW wave number, Pave is the mean conduction electron

density, PCDW is the CD\V condensate density and 4J is the phase giving the location

of the CD\V relative to the Iattice. If we write the density in Eq. (4.11) in a more

l Fukuyama [76]; Fukuyama and Lee [78]; Lee and Riee [79].
2Monceau et al. [76]; Fleming and Grimes [79]; Matsukawa and Takayama [86a].
3Gill [81]; Sherwin and Zettl [85]; Coppersmith and Littlewood [86].
-tFlerning and Grimes [79]; Bhattacharya, Higgins and Stokes [89]; Sibani and Littlewood [90] .



where Pcon' is the amplitude of the CDW condensate and lj)(x, t) is the phase, as

defined above.

If the wavevector Qis incommensurate \Vith the underlying lattice wavevector, the

free energy of the CDvV is independent of the lj), implying translational invariance.

Then, when acted on by an applied field at T = 0, and in the absence of impurities and

defects, the CDvV should display sliding conductivity \Vith linear response without

resistance - in a manner described by Fr6hlich. However, coupling ta impurities

breaks translational invariance. As discussed above, Lee, Rice and Anderson [74]

shmved that the order parameter couples directly to the impurity potential. Therefore,

the interaction energy for an impurity atom \Vith potential V(x - ~) located at ~

can be written as

•

•
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suggestive form, i.e.,

( -) R [ iQ.X'TI]P X = Pave + e e 'j! ,

we obtain the following order parameter for CDWs:

.T, - P (x- t)eitP(x,t)
'j! - CD~V, ,

Hi = PCDW(X, t)V(x - ~) cos(Q . it + lj)(x, t)),
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(4.12)

(4.13)

(4.14)

where the potential is assumed to be short-ranged. To get the total impurity contri­

bution to the energy, we must take a sum over aIl impurities, i.e.

1iimp = 2: Hi = 2: PCDW(X, t)V(x - it) cos(Q . it + 41(x, t)). (4.15)

(4.16)

Since the FLR theory assumes CDWs to be perfectly elastic systems without

plastic deformations or rupture, amplitude fluctuations are completely suppressed,

and therefore the phase is the only dynamical variable. Using the GL free energy,

F = ! dx [~ IVw(x, t)1 2 + a Iw(x, t)l2 + b Iw(x, t)1 4
]

and assuming the amplitude in Eq. (4.13) is constant, we add the contribution from

the impurities, and the driving force (E is the applied field), to obtain the FLR

Hamiltonian

• ! K 2 - --1iFLR = dX2"(Vf/J) +~ PcDWV(x - Rï) cos(Q . Rï + 41) - Elj).
1

(4.17)



Neglecting the applied field, there are two competing energy contributions in the

FLR Hamiltonian: the elastic energy and the pinning energy. The interaction between

elasticityand impurity pinning has two limits: the weak pinning limit where the phase

of the CD\\' order parameter adjusts collectively to minimize the energy, and the

strong pinning limit where the CDW deforms to minimize its energy locally at each

impurity site. In the strong pinning limit the phase of the CDW adjusts completely

at each impurity site, ultimately leading to the local collapse of the CD\V amplitude.

At that limit the energy cost per impurity is

•
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Et = VOPCDW,
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(4.18)

and the elastic energy cost per impurity is,

(4.19)

•
\\·here ni the number density of impurities, and impurities are assumed ta have short­

range potential, V(x) = vot5(x)

The above simple argument shows the existence of two limits, strong (Et » Eed

and weak pinning (Et «: E el ). The above arguments show that, at the strong pinning

limit the phase adjusts itself at each impurity. What happens in the case of weak

pinoing cao be subtle, since there is a competition between the elastic force and the

impurity pinning. In the weak pinning case, the phase adjusts itself over a certain

length~ thus providing a characteristic length scale for phase-phase correlations. It

is reasonable to ask how this leogth scale depends 00 the other parameters, and on

diIllensionality. This length is often referred to as the Lee-Rice length, LLR. We use

dirnensional analysis and the Imry-~Ia argument to find it.

From the FLR Hamiltonian in Eq. (4.17) we can see, that in the absence of an

applied field, a distortion of the CDW has an elastic energy cost of

per unit volume. The impurity pinning is assumed to follow Gaussian statistics, and

thus, by the Imry-Nla argument, the pinning energy per unit volume is

•

fel f"V K L -2,

TT 1/2L-d/2
fpin """J vOni .

(4.20)

(4.21 )



The energy due to impurity pinning is negative in Eq. (4.22) since the energy is gained

by adjusting the phase inside a domain of size LiR' A domain wall separates two

neighboring domains with different preferred phases. This is the source of the elastic

energy cost. From this it is also transparent that the Lee-Rice length is the phase­

phase correlation length, Le., (tj>(x)<;6(O») ~ exp(-xlLLR)' The Lee-Rice length is an

experimentally accessible quantity and it is typicallyl (e.g., in NbSe3) of order 1000A.

Dynamics in the FLR model is assumed to be relaxational2. This assumption is

a reasonable one in the presence of impurities, and as long as long-range Coulomb

interactions are not important. Then, the equation of motion can be obtained from

•

•
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By minimizing the total energy density, Le.

we obtain the Lee-Rice length,

8l/>
ôt

4.4 Uniqueness of the sliding state
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(4.22)

(4.23)

(4.24)

•

Quenched impurities pin periodic media, such as a CDW, and destroy long-range

positional order3. The effect of quenched disorder has two immediate consequences:

1) destruction of long-range order due to domain formation and 2) existence of a finite

depinning threshold ET at which the periodic structure depins and starts to move,

i.e. a transition from a stationary state with v = 0 to a moving state with v > 0

as E ~ ET. Intuitively, one would expect that, once in motion, the structure would

become more ordered than in the pinned state, i.e. in the mobile state the impurities

would he less effective in destroying the long-range order since the moving system

sees them as an effective thermal noise4, i.e., Te!! ~ llv.

IOn the other hand, the amplitude correlation length is typically of order 101, see e.g. Brock et al.
[94]; DiCarlo et al. [94b].

2Typically the phase relaxation rate is of order 10-115. This is much raster than any other time scale
in the problem, as noted by Hall, Hundley and Zettl [88]

3Irnry and Ma [i5]; Efetov and Larkin [ii] .
-t Koshelev and Vinokur [94] discuss this in the context of vortex lattices.



In sorne sense, the FLR rnodel is a generic model, providing the simplest way to

study driven periodic medium influenced by random forces. Therefore the interest in

it is easily understood. The FLR model is highly non-linear~ and quite intractable

analytically. Because of this, very few analytical results have been obtained. Apart

from mean-field analysis, the available analytical results do not apply close to the

depinning threshold l , but are high velocity expansions. Thus they have only limited

applicability. One problem, that aIso has important consequences in real systems, is

that the behavior is different above and below Er. As E ~ E:}, the system exhibits

cri tical behavior. However, below the threshold the system has many metastable

states and the behavior is hysteretic. As E ~ Ei, there are domains that become

depinned. As a result of this, there are avalanches of different sizes and durations as

the field is increased: the correlation length of pinned domains diverges as E ~ ET'

This is manifested by the appearance of broad-band, or 1/ f, noise2
•

The infinite range mean-field theory by Fisher3 suggested that the transition from

the pinned to the sliding state is a novel dynamical critical phenomenon with the

velocity and the correlation lengths of the CD\V scaling4 above &r as

•

•
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(4.25)

(4.26)

•

Comparison of the mean-field, and experimentally and numerically obtained expo­

nents are given in Table 4.4. Reliable measurements of the exponents have turned

out to be quite demanding due to their dependence on determining the threshold field

ET and finite size effects5
. This is especially true in the case of the correlation length

exponent v.

The criticaI behavior requires the existence of a weIl defined threshold field. It is

possible to obtain an estimate for Er by using Eqs. (4.22) and (4.23). We can balance

the energy due to the applied field with the energy gain from domain formation. This

l Sneddon, Cross and Fisher [82].
2 Bhattacharya et al. [85]; Bhattacharya, Higgins and Stokes [89].
3Fisher [83]; Fisher [85], For experimental considerations, see Robbins, Stokes and Bhattacharya [85].
-1 These are the most accessible exponents.
5Littlewood [89]; Myers and Sethna [93aj; Myers and Sethna (93b] .



Table 4.1: Comparison of exponents obtained from CD\V experiments, theory and computation.
[1]: Fisher [85]; [2]: Bhattacharya, Higgins and Stokes [89], [3]: Sibani and Littlewood [90]; [4]:
~Iiddleton [92]; [5]: Middleton and Fisher [93]; [6]: Littlewood [89]; [7]: Myers and Sethna [93a].
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Exponent Dimension Theoretical Experimental Computational

( mean field: 3/2 [1] - -
d=3 - 1.23 ± O.Oï [2] 1.16 ± 0.04 [3]

- - 0.80 ± 0.1 [7]

d=2 - - 0.63 ± 0.06 [4,5]

- - 0.95 ± 0.05 [3]

- - 0.65 ± 0.05 [7J

d=l - - 0.85 ± 0.15 [6]

- - 0.45 ± 0.05 [7]

v mean field 1/2 [1] - -
d=3 - - 0.36 ± 0.10 [3]

- - 0.5 ± 0.1 [7]

d=2 - - 0.38 ± 0.05 [3]

- - 0.5 ± 0.1 [7]

d=l - - 0.2 ± 0.1 [6]

- - 0.4 ± 0.1 [7]
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Er ~ (~~:) '-d (4.2;)

~Iiddleton and Fisher [91], and Middleton [92] studied the limiting behavior of

the sliding state as t -Y 00. They showed that, when a perfectly elastic medium is

subjected to quenched randomness and a uniform external driving force, that above

the depinning threshold the spatial configuration of the system approaches a unique

state. Originally, NIiddleton derived the result in the context of charge-density waves

but as he pointed out, the results are quite general provided that the inertial effects

are negligible, i.e., the equations of motion are first order in time, the order parameter

is scalar, the internai interaction potential is convex, and that thermal noise is absent.

This result applies only above the depinning threshold. Below Er, the behavior is

hysteretic and no unique solution exists. Even though the above conditions and the



assumption of perfect elasticity are rather stringent, it shows that at the elastic limit,

CD\Vs exhibit critical behavior.

The argument for the unique sliding state can be summarized as follows. Assume

the following discretized equation of motion (from the FLR Hamiltonian)

•
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(4.28)

•

•

where ~2 is the lattice Laplacian and Vi the pinning potential. Clearly, the elastic

potential is convex. The convexity leads to monotonic behavior. This is the so called

~no-passing~ rule l : if there are two solutions with the same driving forces and pinning

potentials~ then the solution that is initially behind cannot pass the one that is

initially in front. This has important consequences: depinning takes place at a sharp

threshold ET, moving and stationary solutions cannot coexist, and the asymptotic

velocity is unique for a given impurity potential and driving force. This is easy to

see from Eq. (4.28) in the fol1owing way: Assume a sliding solution in such a way

that ~~nit > o. In addition, assume that at tilne t = t- there exists a ~i such that

9j(t = t*) = O. Using this in Eq. (4.28), and taking the derivatives, leads to an

immediate contradiction. The existence of a unique solution in the elastic limit is

supported by simulations 2. Experimentally, the uniqueness should be manifested as

an appearance of a sharp delta function peak in the conduction noise spectrum of

a moving CD\V, i.e., fa oc iCDW / À, where jCDw is the CDW current density. The

linear relation between fa and jCDw is observed3 in pure samples, but more disordered

samples show deviations from it. In addition, the the fa peak (and harmonies) are

always broadened. This narrow-band noise is correlated with the appearance of broad­

band, or 1/f, noise in CD\V systems4 •

4.5 Limits of the elastic approximation

Since the FLR theory is an elastic approximation, it is reasonable to ask what are

its limitations. In real systems, topological defects exist. They may appear due to

l ~liddleton [92].
2Littlewood [86]; Sibani and Littlewood [90]; Middleton and Fisher [93].
3.\'Ionceau, Richard and Renard [80}; GfÜner [88].
4 Rabbins, Stokes and Bhattacharya [85]; Bhattacharya et al. [85]; Bhattacharya, Higgins and Stokes

[89]; Bloom, Marley and Weissman [94]; DiCarlo et al. [94a].



strong pinning, thermal fluctuations, or they may be generated dynamically due to

competition between the internaI degrees of freedom and the pinning forces. Topo­

logical defects, whether intrinsic or dynamically generated, involve irreversible plastic

deformations.

Coppersmith and Nlillis1 studied the self-consistency of the phase-only approach,

and demonstrated that even in the case of weak pinning, and below ET, there will be

diverging strains. Coppersmith and l\tIillis argued that there always exist sorne rare

domains where the local depinning threshold is much larger than the threshold field

(ET) needed to set the whole system in motion. The existence of these rare regions

leads to diverging strains, Le., to infinite local energy densities. This shows that the

applicability of the elastic approximation is limited. In the following, we will review

their argument.

Consider two neighboring domains in a CDW system consisting of rnany domains.

Assume that one of them has no impurity pinning at aIl and that the other one that

is pinned. Assume further that the applied field is below the depinning threshold, Le.,

E < ET. Then the net velocity of the system is zero. Pinning is a volume effect, and

thus the energy scales as L d . Since the external field affects every point inside the

darnain, the energy due to it also scales as L d . The unpinned domain has a threshold

field equal to zero. To prevent it from moving, the pinned domain must exert a force

on it. The restoring force from the elastic couplings with the neighboring domains

scales as the perirneter area, i.e., as Ld-l. Evidently, there is an imbalance between

the volume and the surface effects.

Assume that the domains have a distribution of local depinning thresholds E loc '

If the impurities are randomly distributed, then by the central limit theorern the

distribution of E loc is Gaussian. When L ~ 00 there will always exist sorne rare

areas with E loc much greater than the global depinning threshold Er.
The Coppersrnith-Millis scenario leads to several consequences: as pointed out by

Lee, Rice, and Anderson, the phase and the amplitude are not the exact normal co­

ardinates of the CDW. There is a weak coupling between them. Therefore, increasing

strains can lead to the collapse of the CDW amplitude. Qualitatively we cao see

lCoppersrnith [90]; Coppersrnith [91]; Coppersmith and Millis [91] .

•

•
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this as follows: Large phase gradients change the CDW wavevector away from 2kF ,

increasing the energy cost of the distortion with respect to the electronic energy. The

oyerall effect of large strains effects the elastic constants. Related effects occur also in

vortex lattices1 . In addition, Eq. (4.23) together with Eq. (4.22) states that for d < 4

the energy will become increasingly negative, Le., the disorder dominates. This, as

suggested by the Coppersmith and ~lillis scenario, leads to infinite energy densities.

Physically, this means that topological defects proLiferate on length scales L » LLR'

Indeed, a very recent study2 strongly suggests that in two dimensions dislocations are

energetically favorable.

•
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4.6 Order in driven periodic media

.-\.5 the Coppersmith and wIillis scenario suggests, the elastic approximation breaks

down even in the case of weak pinning. 1t is then natural to ask what are the

consequences of that, what are the experimental signatures, and have they been seen.

Balents and Fisher [95] discussed these issues and proposed a phase diagram for driven

CD\Vs. \Ve will now review their arguments.

As seen above, the application of the Irnry-Ma argument to the static CDW shows

that long-range order is not possible for d < 4. In terms of the order pararneter, that

means that the correlations do not converge to a finite nonzero value as the distance

grows but instead tend to zero,

g(x) = (w· (x, t)w(O, t) ~ 0, as Ixl -+ 00. (4.29)

•

The IrnrY-Nla argument is valid for a static CDW, but it does not apply to the

sliding state, where dynamical processes may change the behavior drastically. This

is the essence of the approach of Balents and Fisher. The Coppersmith and wlillis

scenario suggests that in the case of 0 < E < Er topological defects will emerge

in aU physical dimensions, dynamical processes may be important and need to he

considered separately.

Qualitative features emerge from dimensional analysis similar to the static case,

and the formaI analysis relies on dynamical renormalization group treatment. Here,

l Koshelev and Vinokur [94] .
2 Zeng, Leath and Fisher [99].



we present only the dimensional analysis since it is enough to reveal much of the

interesting physics. The starting point is again the FLR Hamiltonian, Eq. (4.17), but

with the term involving the applied external field dropped. The equation of motion•
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is

(4.30)

where D is the diffusion constant. Instead of working directly with this, the equation

of motion is coarse grained in such away that the impurities appear only as a Gaussian

distributed random term. Furthermore, the driving force is included by taking the

total derivative at + vax instead of ah 50 we have

(4.31)

•

•

where (F(r) = 0 and (~T(x)F(O)) = V08(x).

If the velocity v = 0, we recover the results obtained previously in this section.

However! using the same arguments for v '# 0 , Balents and Fisher found that in 3D

there exists a moving solid phase that is stable against the proliferation of topological

defects. They argue that the transition is a true nonequilibrium transition, and that

there exists a critical velocity vc , above which temporal long-range order exists. Below

UC ! the system is in a plastic flow phase, and thus unstable against the nucleation of

dislocations. Also the results (that will be outlined below) shows that the system is

unstable against the formation of dislocations when d < 3.

The first task is to transform away the convection term v8x tP. This can be done

by moving into a moving frame with x -1- x - vt. Clearly, the elastic term V2lj> is

invariant under this transformation. However, the quenched noise is transformed 50

that it appears to be moving with velocity v, i.e., F(x) -1- '\;T(X-vt, Xl..)' As before, the

system is now divided into regions of size L. However, unlike above where there was

only one time scale present (the time for phase diffusion tt/J -- L2 / D), there is DOW a

second time scale due to the velocity. This second time scale is ta "" L/v, and it is the

time it takes for a region of size L to move to reach an area of uncorrelated randomness

(i.e., to advance by distance L). In other words, since the system is moving, it samples

on the average tt/J/to independent samples of randomDess. Summing over the raDdom

fields gives J'VoD /VL(d-l)/2. Combining the contributions from elasticity and random
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Figure 4.3: The schematic Balents-Fisher phase diagram for the 30 CO\V. The solid Hne is the
suggested true nonequilibrium transition and the other lines represent crossovers.

pillning as in Eq. (4.22), leads to

DLd-2 VoDL(d-l)/2
{tot l'''.J - -- •

v
(4.32)

•

•

This shows that d = 3 is a special dimension~ and that the systems becomes ordered

as the elastic energy overcomes the pinning forces when V c l'''.J va!D. Below d =

3 dislocations always proliferate. This is an important result, and shows that the

emergence of order depends on the dynamics of the system. These results imply the

following:

L In 3D: \Vhen a strong driving force is applied, there is a dynamical phase transi­

tion into a temporally periodic state with quasi-long-range translational order.

The ordered state is called a 'moving solid' state. However, the 'moving solid'

state does not have the true long-range positional order of a solid in equilib­

rium does, instead it is characterized by an algebraic power-Iaw dependence

for positional correlations (like a 20 crystal). The 'rnoving solid' state is pe­

riodic in time and bas long-range temporal correlations. In addition, due to

the existence of dislocations, the depinning transition and critical behavior, as

described above, are srneared out.

2. In 20: Impurity induced phase slips will destroy the 'moving solid' state: The

moving solid phase driven through quencbed impurities is always unstable against

the proliferation of dislocations. Due to the motion of unbound dislocations (or

vortices in 20), the system attains the symmetry of a driven liquid.



From these conclusions, Balents and Fisher proposed a 3D phase diagram for

driven CD\Vs. It is shown in Fig 4.3, and has the following characteristics:•
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1. Transition/crossover from fluid flow is a Peierls transition to the CD\V state.

2. The line between creep and plastic flow is the depinning Line as described by the

elastic approximation. Upon proliferation of phase slips, the critical behavior

disappears as predicted by Coppersmith and Nlillis.

3. The line between plastic flow and mo,,-ïng solid is a true nonequilibrium phase

transition, \Vith the mo,,;ng solid phase exhibiting temporal long range order.

Translational arder is only quasi-long-range.

Thus far, this scenario has not been tested experimentally or theoretically. If the

Salents-Fisher scenario is true, one of the experimental signatures that can be exper­

imentally tested is a Kosterlitz-Thouless transition l in d = 3. The proliferation of

dislocations and plastic flow can be interpreted as dynamical generation of topological

defects due ta periodically appearing phase slips in CDW systems. Since this picture

includes topological defects, the standard FLR model becomes inadequate. In the

next chapter, we will introduce a novel model for CD\Vs that can be used to test

these ideas.

4. 7 Sorne experimental observations

So far we have mostly discussed theoretical aspects related to charge-density waves.

\Ve have mentioned sorne of the most significant experimental signatures of collective

CD\V motion (under d.c. drive), namely the non-lînear conductivity, existence of a

threshold field, generation of narrow-band and broad-band noise, and strong polar­

ization effects upon applied driving force. Here, we will briefly discuss experiments

that have a direct relation to the results we will present in the next chapter.

Very recently, time-resolved x-ray scattering measurements by Ringland et a12
•

have provided direct evidence that the dynamics and order of CDWs is a subtle

issue. They used both doped and very pure NbSe3 samples in temperatures close to

l Kosterlitz and Thouless [72]; Kosterlitz [74] .
2 RiIlgland et al. [99b].
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Figure 4.4: At early times (t < 0), the CDW is driven and it is in the sliding state. At t =0 the
driving field is switched off. After a short transient time the CDW relaxes to pinned state. The
measurements are from a pure NbSe3 sample at T = lOOK. From Ringland et al. [99b].

Tp1 . The CD\V was first driven far above the depinning threshold. After that the

driving field was switched off and the system was let to rela.x. Their striking, and

unexpected, observation was that, even in the weak pinning limit, the CD\V becomes

more ordered when the drhing field is turned off, and the CD\V has rela.xed to a

pinned state. This is shawn in Fig. 4.4. This observation is surprising since, from the

Fukuyama-Lee-Rice theory, and from the theories of motion of interfaces in random

medium, one would expect the opposite to occur: intuitively, the pinned state (after

rela.xing) should be more disordered. However, in the sliding state it would be natural

ta expect the randomness to have the same effect that quenched disorder has on a

nloving interface, i.e., it acts as an effective temperature1 , v "V lITe.JJ. Thus higher

driving force (Le., velocity), would make the interface more ordered. The fact that

the system is more disordered when it is driven suggests that dynamical (periodic)

generation of dislocations may take place. Qualitatively, this is in agreement \Vith the

the Coppersmith-NIillis argument, and the theory by Balents and Fisher. However,

at the moment, to our knowledge, no current CDW model produces this behavior.

This intriguing scenario is one of the issues we will discuss in the next chapter.

The dynamical x-ray scattering experiments are Dot the only ones indicating the

possible importance of topological defects. Earlier NMR experiments by Ross Jr.,

1 Koshelev and Vinokur [94]; Pro'\-atas et al. [95]; Karttunen et al. [98J.



\Vang and Slichter [90] strongly suggested that the whole CDW is not set into motion

at a sharp threshold field Er~ but that there exist stationary domains even when

(v) =1 O. Should that be the case, phase slip must occur at the domain boundaries ­

otherwise unphysical divergent strains would occur at the boundaries, as discussed

above. Those experiments~ however, were inconclusive since it was impossible to rule

out contact effects. Another observation that points in the same direction is the

broad-band, or 1/1, noise above the depinning transition1. These, and several other

observations, show that the dynamics and dynamical processes involved in connection

ta sliding CD\Vs, and other periodic media, is a subtle issue and many open questions

remain.

•
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The above remarks imply that dislocations have a subtle effect on the dynamics

and order of CD\Vs. Another interesting aspect is the appearance of switching2 , i.e.,

hysteresis. Switching refers to bistable behavior of the driving force; upon increasing

the driving force from zero, the system abruptly 'switches' from low conductivity

state to high conducthity state. Upon decreasing the driving force, the jump take

place at a different value of the driving force. Thus, there exist two threshold values.

This behavior occurs typically in temperatures much lower than the threshold field,

in :\bSe3 around 40K. Switching is characteristic of CD\V dynamics far away from

the transition temperature in CDW materials~ yet the standard CDW models are not

able to reproduce this behavior. This is one of the aspects we will look into in the

next chapter.

4.8 Summary

In this chapter we first discussed the microscopie background of charge-density waves.

After that reviewed the most widely studied model for CDW dynamics, namely the

Fukuyama-Lee-Rice theory. This is based on the elastic assumption, i.e., the ampli­

tude of the CDW remains constant, and the CDW collectively adjusts to the random

pinning in order to minimize its energy. While this approach has been a very fruitful

one~ we also saw its limitations: Even in the pinned state there may be diverging

1Bloom, Marley and Weissman [94].
2Zettl and Grüner [82]; Hall and Zettl [84]; Hall, Hundley and Zettl [86]; Sherwin, Zettl and Hall [88J;
Lemay et al. [99] .



strains in the system due to a random distribution of local pinning strengths. This

implies that the elastic approximation becomes inadequate, and that amplitude mod­

ulations have to be taken into account. In the static case, the Imry-lVla argument

states that the system is disordered below four dimensions. However, in the case of

driven CD\Vs dynamical effects may alter this picture and long-range order may be

possible below four dimensions, as discussed in connection with the theory of Balents

and Fisher. \Vhether or not this is the case, requires more theoretical and experi­

mental studies. A related aspect is the appearance of switching, bistable behavior, in

low temperatures.

In the next chapter, we will present our original study of charge-density wave

dynamics.

•

•

•
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A novel model for dynamics of driven charge density-waves

5.1 Introduction

In the previous chapter we discussed the elastic approach to the dynamics of CD'Vs.

However! the argument by Coppersmith and ~lillisl and the theory by Balents-Fisher2

clearl:r showed that dynamically generated topological defects, i.e., dislocations in 3D

or vortices in 2D. do exist\ and they are likely to change the dynamical behavior of

the system drastically from the predictions resulting from assuming a perfectiy elastic

system.

In this chapter, we propose a novel approach3 to study the dynamics of charge­

density waves (CD\V). Instead of looking at the dynamics using the conventional

approach, i.e., by using the Fukuyama-Lee-Rice equation or an extension of it! we

approach the problem by proposing a phenomenological equation of motion for the

CD\\' condensate itself. In our approach, we consider the formation of the CD\V

condensate from a pattern formation point of view. As our starting point, we will use

the Swift-Hohenberg equation4
• The Swift-Hohenberg equation is a generic model for

pattern formation in rotationally invariant systems, such as Rayleigh-Bénard systems.

\Ve show that by using general symmetry arguments, the Swift-Hohenberg equation

can be modified in order to model periodic systems of broken translational symmetry

subjected to quenched disorder, such as CDWs. This is why we calI our model

the Nlodified Swift-Hohenberg model, or MSH. The advantage of our approach is

that the model is a generic one including the subtle interplay between elasticity and

lCoppersmith [90J; Coppersmith [91J; Coppersmith and Millis [91].
2 Balents and Fisher [95].
3Karttunen et al. [99aJ.
-tSwift and Hohenberg [77]; Pomeau and Manneville [79]; Eider, Vinâls and Grant [92]; Cross and

Hohenberg [93].
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pinning forces. It is also worth noticing that topological defects emerge naturally in

this picture; they may be generated dynamically or/and they may be present due

to strong pinning. This is very important: to our knowledge, no other approach is

capable of describing this phenomena.

A legitimate question one should ask is, what is the reason for introducing yet

another model for CD\Vs while the Fukuyama-Lee-Rice model 1 has been quite suc­

cessful and several others2 exist? One answer is this: The MSH model we introduce is

unique since no other existing dynamical model for CDWs generically contains both

the elastic limit and generation of dislocations without any ad hoc assumptions. In the

following, we derive the NISH model and show its relation to the Fukuyama-Lee-Rice

model. After that we show the qualitative behavior at different limits, and compare

the results to sorne recent experimental observations.

lvluch of our interest in CD\Vs was motivated by the X-ray scattering experiments

of Ringland et al.3
. Their results indicated that the sliding CDW above the depinning

transition is more disordered, than the CDW when it is let to rela." to equilibrium from

the sliding state. This is in contrast to the predictions of the elastic Fukuyama-Lee­

Riec theory. Physically, this may be due to the dynamical generation of dislocations

above the depinning transition, i.e., when the average velocity of the CD\tV condensate

is nonzero. Furthermore, in that case, the generation of dislocation is a bulk effect,

unlike the often regarded current conversion process in the vicinity of the contacts-t.

Our model generically accounts for topological defects and is able to explain the

experimental observations.

•

•

5: A novel model for dynamics of driven charge density-waves 77

•

5.2 Model

As we reviewed in previous chapter, in the conventional approach, one writes down

the phenomenological Ginzburg-Landau free-energy for the complex order parameter

1Fukuyama and Lee [78]; Lee and Rice [79]. Levy et al. [92] have also proposed an extension of the
Fukuyama-Lee-Rice model incorporating the effects of normal carriers.

2Grüner, Zawadowski and Chaikin [81]; Ong, Verma and Maki [84]; Myers and Sethna [93a].
3Ringland et al. [99b].
·1 Ramakrishna et al. [92]; Ramakrishna [93].
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\li of the condensate:

78

(5.1)

•

•

where \li = .-l(x: t)eiO(x,t) , and the parameters a and (3 determine the mean field

amplitude through AMF = J-al(3. To study the dynamics of the condensate: one

adds terms accounting for the driving force and pinning by imperfections, to the free­

energy. \Vhen the amplitude fluctuations (and hence phase slips) are neglected, the

only dynamic degree of freedorn is the local phase, and one arrives at the Fukuyama­

Lee-Rice1 equation of motion. However: as discussed in the previous chapter: the

phase-only description has limited validity, due to the possibility diverging strains

and phase slip. Therefore, one would like have a model that both incorporates phase

slips: and is numerically efficient. Phase slips are certainly taken into account in

the full Ginzburg-Landau approach when amplitude fluctuations are included, but

we have found a novel, alternative method that we will show is equivalent to the

Ginzburg-Landau approach .

5.2.1 Swift-Hohenberg equation

Since the Swift-Hohenberg equation is the basis for our model, we will review it

briefiy before deriving the mode!. As we discussed in Chapter 3, instabilities in

physical systems may arise for various reasons; in a voltage driven superconducting

ring: the supercurrent periodically reached the critical current and the system had

to make a transition to a new state. This process involved generation of topological

defects and led to a complicated state selection problem. This behavior arose natu­

rally from the phenomenological Ginzburg-Landau theory of superconductivity. The

Sv..-ift-Hohenberg equation \Vas originally developed ta study convective flo\\', and, in

particular, the transition from a uniform conductive state to a convective state in sim­

ple fiuids, within the Boussinesq approximation2 . The Rayleigh-Bénard experiment

is probably the most famous such system, see Fig. 5.l.

In the Rayleigh-Bénard problem, the onset of the convective state is controlled

by the ratio between the buoyancy force and the viscosity. This is a dimensionless

1 Fukuyama and Lee [78]; Lee and Rice [79] .
2The Boussinesq approximation means that thermal volume expansion of the fluid is negligible.
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Figure 5.1: In many driven systems there is a transition from a uniform conductive state to a
periodic state. In a Rayleigh-Bénard experiment, a viscous liquid is heated from below. \Vhen
the temperature gradient between the plates becomes large enough, the unifonn state breaks as
convecth'e roUs emerge. This occurs when the viscosity cannot balance the destabilizing buoyancy
force anymore. The arrows indicate the motion of the convecting roUs.

measure and it is called the Rayleigh number R. There exists a critical value Re at

which the instability occurs. Loosely speaking, Re plays a similar role to the critical

temperature in the case of a continuous phase transitions. The Rayleigh-Bénard

system is rotationally invariant in the horizontal plane; there is no reason why the

rolls should prefer one direction over another. However, the system is characterized

by a wavelength, since the emergence of the roll pattern introduces a length scale in

the problem, Le., at the onset of the instability, the growth rate of the most unstable

mode becomes positive and a pattern emerges.

By using the analogy to critical phenomena, we can define a control parameter

t = (R - R e)/Re. If ~ < 0, the growth rates corresponding to aH wavevectors are

negative. However, as ~ passes through zero and becomes positive, the growth rate of

the most unstable mode becomes positive and a pattern with qe i= 0 emerges. qe is the

first wavevector that becomes positive. We use linear analysis and general symmetry

principles to obtain a generic equation exhihiting the behavior described above. \Vhen

that equation is supplemented by the lowest order nonlinear term we obtain the Swift­

Hohenberg equation. In addition to rotational symmetry, the system must also exhibit

mirror symmetry x -+ -x (and y -+ -y). The symmetry requirements forbid odd

powers of q from entering the dispersion relation, and the lowest order term that

fulfills the symmetry requirements is q2. Therefore, the dispersion relation must he

of form

(5.2)

The hehavior of a vs. q is shown in Fig. 5.2 for different values of the control pa-
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Figure 5.2: Growth rate cr(q) for various values of the control parameter~. As ~ becomes positive
the gro""'"th rate of the most unstable mode becomes positive and the amplitude of the new pattern
becornes nonzero.

•

rameter. To obtain the equation of motion, we notice that the scalar field must be

symmetric under sign reversaI, i.e., under 'lj; -+ -'lj;, and therefore the simplest non­

linear term in the equation of motion is cubic. Combining these considerations, we

obtain the Swift-Hohenberg equation. In dimensionless units, the Swift-Hohenberg

equation reads

: = [f - (q~ + V'2)2] tP - 'lj;3, (5.3)

where'l/J = 'l/J(x, t) is a scalar field. Strictly speaking, the Swift-Hohenberg equation is

asymptotically correct in the limit R -t Re, since the equation of motion \Vas derived

br considering only the immediate vicinity of the most unstable wavevector qc. It is

also remarkable that it is possible to express the Swift-Hohenberg equation in terms

of a Lyapunov functional

(5.4)

so that the equation of motion satisfies relaxational dynamics. Fig. 5.3 shows a snap­

shot from a simulation using a discretized version of the Swift-Hohenberg equation.

•
5.3 Modified Swift-Hohenberg equation

rvlotivated by the Swift-Hohenberg equation we DOW derive an equation of motion for

CD\Vs. Due to the motivation, we caU it the Modified Swift-Hohenberg (MSH) equa-
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a) b)

•

•

Figure 5.3: Snapshots from a simulation of the Swift-Hohenberg equation, Eq. (5.3). The roll
patterns are rotationally invariant and have a characteristic wavelength. The control parameter was
set to € = 0.25. The two snapshots are taken at times a) t = 100 and b) t = 1000. It is dearly
visible that the system has not yet reached its steady state since ordering takes place as the time
evolves. This can he considered as a top view of the system in Fig. 5.1.

tion. As discussed in the previous chapter, an ideal incommensurate CDW system at

rest is a translationally invariant periodic state. The translational invariance is broken

if the CD'V is pinned by imperfections. In analogy to the Swift-Hohenberg equation,

we have to define a control parameter f. In CDWs, the state with € < 0 corresponds

to the uniform charge density of the metallie state, and € > 0 should yield the periodie

CDvV state. Since the periodic CDW state emerges upon cooling the system below

Tp , the critieal temperature of the Peierls transition, we define € =(Tp - T)fTp .

From the pattern formation point of view, there is one major difference in the sym­

metry properties of the Rayleigh-Bénard system as compared to CDWs. In contrast

ta Rayleigh-Bénard system, the ground state of a CDW system does not have ro­

tational symmetry, but has a preferred orientation in the horizontal plane instead.

This is due to the highly anisotropie nature of systems exhibiting CDWs. This can

be taken into account by modifying the rotationally invariant gradient term in such

a way that Eq. (5.3) reads now as

(5.5)



:\.S in the case of the Swift-Hohenberg equation, we note that the dynamics of the

order parameter can he deriveà (in the absence of external drive) from the following

Lyapunov functional:

This modification guarantees that the ground state has a preferred orientation, i.e.,

it is an anisotropie uniformly striped phase in the y-direction.

In the absence of external drive and impurities, the Swift-Hohenberg equation

gives rise to a sinusoidal scalar field 1. This provides a direct analogy to the CDW

condensate~ where the wavelength qc = Q = 2kF - qc is the fastest growing mode, i.e.,

8q er(q = qc) = 0, where a(q) is the dispersion relation from Eq. (5.2). In the following

we will use qc = 1. Therefore, in Eq. (5.5) the scalar field 'lj; denotes the local CDW

condensate density: and E = IT - Tpl/Tp, with Tp denoting the critieal temperature

of the Peierls transition.

vVe now add an external drive E ~ v, impurity pinning V:~p that couples directly

to the order parameter as in the Fukuyama-Lee-Rice theory, and an uncorrelated

Gaussian noise source 1] : Le., (1](x, t) = 0 and (1](x, t)1](X', t') = 2Enoiset5(X - r)c5(t­

t'). The angular brackets denote an average, and Enoise is the intensity of the noise.

\Vith these additions the full NISH equation becomes

•

•
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(5.6)

(S.i)

•

Even though the l'viSH equation contains the correct symmetries, we have to es­

tablish a formai connection to the traditional Ginzburg-Landau/Fukuyama-Lee-Rice

approach.

If the cosine solution is perturbed locally, i.e.: cos(qx) is replaced by cos(qx+4>(x))'

the energy cost goes as f dxlVç61 2 . In other words: there is a 'soft' mode associated

\Vith the local modulation of the condensate, just as in the traditional Fukuyama-Lee­

Riee theory. As discussed in the previous chapter, the amplitude mode is 'bard' having

an energy cost of arder of the energy gap. An amplitude excitation in the Ginzburg­

Landau model corresponds to local variations of the amplitude of the sinusoidal order

l Pomeau and Manneville [79]. Strictly speaking, this is true at the limit when E: -+ o. For large E:

numerical solutions are needed.



parameter in the lvfSH equation. In the absence of an external driving force and

impurities: and in the limit E --1- 0, the nonlinearities are weak, and the spatial and

temporal modulations of the pattern are slow. Hence we can use perturbation theory

ta study the dynamics of the most unstable mode qc: which is the one of most interest;

as the growth rate of qc becomes positive, the periodic CD\V state emerges.

Formally: we use the method of multiple scales. The idea is to separate the fast

and slow scales by expanding the solution in terms of the control parameter E in the

~ISH equation. This expansion leads to an equation of motion for the amplitude.

The salvability condition yields an equation of motion for the amplitude of the most

unstable mode. \Ve introduce a slow time scale T = Et, slowly varying spatial scales

.Y = ~1/2 X, Y = E1/ 2 y, and expand the solution 1/1 as a weakly nonlinear expansion

in €:

•
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(5.8)

•
Since we are looking for a solution when E = 0, we drop out the second term from

the left hand side in Eq. (5.6). In addition, thermal noise 1] and the impurity term

are neglected.

The derivatives in Eq. (5.6) transform as

{~
ax
a
ax

(5.9)

and the aperators in the ~1SH equatian transform as

•

(5.10)

where we have defined the linear operator as J:, = q~ + a~. Now, we substitute the

transformed operators \Vith Eq. (5.8) into the NISH equation. When we collect the

terms order by arder in E, we find out that the terms of arder G(E1/ 2 ) and G(E) do

not provide a constraint for the amplitude of the lowest mode, Le., .40 • The first
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non-trivial case is O(é/2 ) yielding

- r!l/J2 + 4 :;21/Jz - A~e3iq<z

+ [eiq<z (-:r + 4q;8~2 + 4â~2 - 31Aol2 + 1) Ao] + c.c. = o.

84

(5.11)

•

By using the Fredholm alternative theorem l we obtain the following equation for

motion for Ao:

8.40
( 8

2
8

2
) 1 12 (- 2)or = 4 8_)(2 + âY2 Ao + A o - 3 A o A o. <).1

This is the time-dependent Ginzburg-Landau equation of motion for a complex order

parameter in the absence of a driving force and a pinning potential. Therefore, close

to the threshold, Le., when € ~ 0, where only the most unstable mode is important,

the :\ISH and Ginzburg-Landau approaches are equivalent. The scalar rvrsH order

parameter contains both the local amplitude and phase fluctuations of the periodic

CD\V rnodulation in the Ginzburg-Landau approach. This equivalence of the two

approaches should come as no surprise since the nature of the equation of motion

depends only on the universal symmetries.

Away from the threshold (€ l''.J 0(1)), the argument becomes more subtle, since

other (linearly) unstable modes are important and cannot be ignored. In particular,

we want to make sure that the wavelength of the modulation does not vary too much.

In fact, Pomeau and Nlanneville2 have established that an approximate steady-state

solution of d = 1 SR equation can be written as

00

1/Jd=l(X) = Lai sin(qc[2i + l]x),
i=O

(5.13)

•

where ao(qc) = J4w(qc)/3, al(ko) = -ao(qc)3/4w(3qc), w(qc) = €_(1_q~)2, and qc =

1 - (2/1024. This solution shows that the main effect of the other unstable modes is to

effectively renormalize the wavelength qc of the (approximately) sinusoidal solution.

Since the wavelength of the CD\,y condensate does not depend on temperature, we

expect that our approach is still valid even for € l''.J 0(1), since then qc = 2kF has

changed by 0.1 per cent. Our numerical results and tests for € » 0 and large E

lSee e.g. Nayfeh [81]
2Pomeau and l\1anneville [79] .



strongly support this result. Furthermore, in the case of Rayleigh-Bénard convection,

experimental results1 show sirnilar behavior. Even away from the transition point,

the wavenumber of the convection rolls appears to be qe to a great degree of precision.

\Ve have now established a formaI connection to the Ginzburg-Landauj Fukuyama­

Lee-Rice theory, and shown that the wISH approach has the correct symmetries and

produces the correct ground state. Before going to the results, we discuss briefly the

effect of thermal fluctuations. \Ve will not present a full analysis but refer to the

results for the Rayleigh-Bénard instability. Graham2 studied the effect of thermal

fluctuation around Re in detail. His results show that the convective instability in

the presence of thermal fluctuations strongly resembles continuous phase transitions

in equilibrium statistical mechanics. However, there is sorne controversy about this

result, since Swift and Hohenberg [77] argued that the transition at Re is of first

order. See also the work of Nelson and Toner [81]. However, this should not be a

crucial issue, since we are not interested in the transition to the CDW state but are

always below the transition. In addition, we are interested in the properties under

an applied driving force. Furthermore, an interesting aspect about fluctuations upon

application of an ac drive is mode-locking and freeze-out thermal fluctuations3 . ~~e

ha\'e not pursued those aspects in detail.

•

•
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•

5.4 Results

5.4.1 lvlean-neld theory

Before presenting the results from the numerical simulation, we study the effect of

dislocations by mean-field analysis. However, the mean-field results, especially the

predictions for the nature of the (dynamical) phase transition and critical exponents,

should be interpreted with care. This caution is due to the unperturbative nature of

topological defects. Nevertheless, the mean-field analysis should be able to display

many of the generic features of the process.

Unbound dislocation pairs or loops decrease order in systems with continuous

syrnmetry in equilibrium; a prime example of this is the d = 2 XY model, where the

l Koschmieder [66].
2Graham [73]; Graham [74] .
3Higgins, Middleton and Bhattacharya [93].



unbinding of dislocation pairs leads to a transition from a state of (quasi) long-range

order to one with short-range order. This transition is called the Kosterlitz-Thouless

transition 1.•
5: A novel model for dynamics of driven charge density-waves 86

As far as driven CD"Vs are concerned, it has been proposed that close to the de­

pinning transition, the system is unstable under proliferation of unbound dislocation

pairs (loops) in d = 2 (d = 3)2. As a consequence, a new length scale ÇD is introduced

that determines the density of dislocations of one sign through

c-d
nD rv ~D . (5.14)

•

As long as ÇD satisfies ÇD < ç, where ç denotes the correlation length of the condensate

in the absence of dislocations, ÇD sets the relevant length scale for the correlations.

This scenario can be realized in the strong-pinning limit.

\Vorking in the weak-pinning limit (ÇD > ç), we argue that the qualitative beha"ior

of the dislocation density nD (and hence the ~tructure factor) can be understood as

follows. In the absence of thermal fluctuations, the generation of dislocations must

depend on the number density of pinned sites n p and on the local strain rate. In

addition, the annihilation of dislocations depends on the mobility D and nD- In

mean-field theory, the rates for generation and annihilation of topological defects are

given by

(5.15)

Velocity of the CD\V enters in RG since the local strain rate is proportional to the

local velocity. Using the above expressions, the mean-field steady-state concentration

of dislocations is simply

(5.16)

•

Next, we shaH use scaling arguments to relate nD to E, in the limits E ~ Ec and

E» Ec •

Let us consider the case E --)0 E c first. Using scaling arguments3 we can write the

velocity of a CD"V as

(5.17)

l Kosterlitz and Thouless [72]; Kosterlitz [74].
2Coppersmith [90]; Coppersmith [91]; Coppersmith and Millis [91]; Balents and Fisher [95] .
3 Fisher [83]; Fisher [85].
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the number of pinning sites as

and using Eq. (5.16) the number density of dislocations as

8i

(5.18)

(5.19)

The exponents for a phase-only model introduced by D.S. Fisher l are given in an

epsilon expansion in d = 4 - €, by (J = 1 - €/6 + O(€2) and v = 1/2. Therefore, we

expect that

(5.20)

•

in d = 2 in this limit, i.e., nD is an increasing function of E. This argument supports

the idea that dislocations unbind close to E c • In principle, this argument can be used

as a consistency check for models ofCDW depinning: as long as (}-v ~ 0, dislocations

will appear, and hence they should be taken ioto account. However, it should be kept

in mind that the above is based on mean-field arguments, and in particular, the

exponents are based on phase-only models exhibiting dynamical critical phenomena.

Proliferation of dislocations is likely ta destroy the critical behavior, and in the cases

where the exponents can be measured, we expect that

(5.21)

where (J' :f. (J = 1/6. \Ve have not estimated (J' from our simulations.

Now, let us discuss the limit E »Ec• Far away from the depinning threshold

the velocity will be proportional ta the driving force. Consider the case when the

strengths of the impurities are drawn from a Gaussian distribution. Let x =Vi. The

probability that the strength x of a given impurity site is enough ta pin the phase

locally (neglecting local elasticity) under the influence of an applied force of strength

E is given by

•

.,2

P(xlx > E) oc LOO dx e-2V[ .

By changing variables we obtain

P(xlx ~ E) oc foo dx e-x2 = erfe ( ; ) = 1 - erf ( ; ).
JE/{·/i.vo) v 2\10 v 2vo

1Fisher [83]; Fisher [85]i Narayan and Fisher [93].

(5.22)

(5.23)
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•

Figure 5.4: Schematic illustration of the behavior of the dislocation density as a function of the
dri\'ing force. Close to Ee the behavior is describe bya power law, and the at large E the dislocation
density decays as exp( _E2 ).

\ Ve note that this approximation overestimates the probability due to the neglect of

elastic interactions.

To obtain the total number of pinned sites, npl and thus the dislocation density,

we have to multiply P(xlx ~ E) by the total number of impurities N, thus

n D ~ V • n" . P(x lx 2: E) = E . n" . P(x lx > E) = n" . E [1 - en ( ~Vo)]. (5.24)

The limits of the error function are erf(O) = 0 and erf(00) = 1. The error function is

exponential and decays much faster than any power of E. For small arguments the

error function can be written as

2 .. ( 2x
3

4x
5

)
erf(x) = .Jie-

x
- z + 1 .3 + 1 . 3 . 5 + ... ,

and for large arguments

1 _x2 ( 1 1 ·3 )
erf(x) = 1 - .Jixe 1 - 2x2 + (2x2 )2 - ... .

Thus

Hm nD = o.
E-'fOO

(5.25)

(5.26)

(5.2ï)

•

\Ve will compare the predictions of the mean-field theory ta the numerical simulations

of the NISH model in Section 5.6.

5.5 Numerical implementation and simulation parameters

To simulate Eq. (5.6), we discretized it in time and space. We have used the Euler

integration scheme for the time derivative. Since the MSH equation has periodic



solutions, ~x must be smaller than the wavelength (we have qc = 1). In addition, a

good rule of thumb is that a wavelength should include at least 8 points. Therefore

we set ~x = 21i /8. \Ve used the von Neumann stability analysis to ensure Llx is

sufficiently small, in order to avoid numerical instabilities. The simulations \Vere done

in a 2D square lattice with L = 256, dt = 0.05 and dx = 0.78. The control parameter,

t:. was varied between 0.1 and 1.2, and the rms magnitude of the quenched impurities,

\/0, was varied between 0.2 and 1.0. Unless otherwise mentioned, the structure factors

and dislocation densities were averaged over 10 samples.

•
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•

•

5.6 lVumerical results

Having established the equivalence between the two approaches, we now turn to

numerical analysis of our mode!. First, we will take a look at snapshots of the system

under different conditions. Fig. 5.5 shows the system in the weak pinning regime,

when the intensity of the quenched noise and the driving force are being varied. The

snapshots reveal several qualitative features of the model, the most important being:

i) the effect of quenched disorder on the ground state and the existence of dislocations

in large length scales, i.e., ç » ÇD, and ii) generation of dislocations in the presence

of a non-zero driving force. \Ve will discuss these aspects in the following.

In Fig. 5.5a, the system is not driven (E = 0), and it is let to relax to one of

its metastable states. As the figure shows, there is a small but finite number of

dislocations present. In Fig. 5.5b we have added a small (E > ET) driving force .

.-\ comparison with Fig. 5.5a shows, that now the dislocations appear in different

locations; they are generated dynamically due to interaction between the elastic forces

and the pinning forces. In addition, the number of dislocations is larger than as

compared to the case when E = o. In Figs. 5.5c and 5.5d, we decreased the rms

magnitude of the random pinning. The driving force was zero, and the impurity

configuration is exactly the same is in the previous two figures. As va is lowered, the

number of dislocations diminishes, and a further decrease (Fig. 5.5d) in Va leads to

the disappearance of dislocations.

These observations are consistent with the mean-field theory. As Figs. 5.5c and

5.5d show, dislocations are present at long length scales in the absence of a driving



force~ and they are dynamically generated due to increasing and non-uniform distri­

bution of local strains in the system. Due to the finite system size, the exponential

tail in the number density of dislocations in Fig. 5.4 now has a eut-off. This is why

the dislocations disappear at a finite value of Va. The features discussed above are

generic to the mode!. As long as we ensure that we are in the weak pinning limit~

the behavior as described above does not depend on fine tuning the parameters. vVe

tested this by varying the simulation parameters. A similar comment applies also ta

the strong pinning limite The physically interesting regime is, however, between the

two limits.
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•
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5.6.1 Dynamical generation of dislocations

The mean-field theory discussed in Section 5.4.1 in predicts that in the limit L --t

ex: ~ dislocations will always emerge when the driving force is non-zero. To make

the above discussion more concrete, we have computed the dislocation densities in

the simulations. In practice, it is rather difficult to estimate the exact number of

dislocations; their periodic appearance at different locations upon changing driving

force makes the procedure tedious. However, it is possible to use the local gradient

as a criterion for finding a dislocations at point x. This can he done by counting

the number of areas in the system where the local gradient 1V'1/J1 > 2 x 1V'1/Jïmax~

where l/J. denotes the undistorted condensate profile. 'oVe stress that~ although our

method is accurate in estimating the number of dislocations only up to a constant, the

relative numhers are accurate. The criterion was checked by comparing snapshots of

the system at different moments, impurity configurations and driving forces. vVe will

now compare the qualitative predictions of the mean field theory to the simulations

of the :vISH mode!.

In Fig. 5.6, we show the dependence of the number of dislocations on external driv­

ing force normalized by the maximum dislocation density. The data is in good qual­

itative agreement with our mean-field arguments. The errors in estimating nDlnmax

in Figs. 5.6, 5.7 and 5.8 are of order 5% near the peak, and larger (of order 10 %)

in the tails. vVe are only interested in qualitative trends in the dislocation density,

so a detailed estimate of error is not necessary. A general feature of the dislocation

densities is the non-zero value at E = O. That aiso suggests, that the role of ampli-
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Figure 5.5: Snapshots of simulations of the Modified Swift-Hohenberg equation. In all the figures we
are in the weak pinning limit. The concentration of impurities is kept equal in all of the snapshots.
The driving force and the intensity of the quenched noise is varied as fol1ows: a) E = 0 and Va = 0.4,
b) E = 0.03 and \fa = 0.4 c), E = 0 and Va = 0.3, d) E = 0 and va = 0.1. Panels a) and b) show
that the numbers of defects, and thus, the disorder, increases upon increasing driving force. When
panels a) is compared ta c) and d) it is seen that as the intensity of the quenched noise decreases,
the system hecomes gradually more ordered.
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Figure 5.6: Dislocation density as a function of the driving force for different impurity concentrations
(c) and rms magnitudes (Va) of the impurity pinning.

•

•

tude fluctuations rnay be important for E # O. Nloreover, recent theoretical studies

by Zeng, Leath and Fisher [99] in d = 2 indicate that dislocations proliferate in the

presence of quenched disorder even at E = O. This is in agreement with the general

features observed in Fig. 5.6.

The dislocation density cao be used to see qualitative differences in the behavior

between the weak and strong pinniog limits. Roughly speaking, the two regimes can

be distinguished by the correlation length~. In the strong pinning limit, ç J"V O(C-1
/

2
)

and in the weak pinning limit ç » C- l / 2 , where C-1/ 2 denotes the average distance

between pinning centers. To study this, we applied the driving force as increasing

from zero ta higher values (E » ET), and compared the results to the case when the

driving force \Vas switched off at a high value (E » ET)' Fig. 5.7 shows the relative

dislocation densities for bath fonvard and reverse driving forces at the weak pinning

limit. The curves are almost identical except in the area between E = 0 and the

value where nD reaches its maximum. This difference is due to existence of many

metastable states l
. As the driving force is increase from zero, dislocations start to

appear, but the CDW remains pinned. There are many possible metastable states

l See also the work of Tang et al. [87] and Bak, Tang and Wiesenfeld [87]



in which the CD\V can be trapped. If thermal noise is added, the relaxation of the

system becomes an activated process - there exists an activation barrier between the

metastable states, and fluctuations can carry the system over the barrier. Locally,

the activation barrier may be reduced due to higher than average strains. Since

the system is (apart from dislocations) coupled elastically, relaxation is a collective

process. Including thermal fluctuations would lead to similar behavior in the low E

limit. However, it has no effect on the position of n max •

Next~ we decrease the concentration of impurities, thus moving away from the

weak pinning limit toward strong pinning. Formaily, we cao define a dimensionless

parameter K = fl/2 CfVo to distinguish between the weak and strong pinning limits.

li -+ 0 corresponds to strong pinning and 1'\, ~ 00 to weak pinning. Fig. 5.8 shows the

simulations \Vith both increasing and decreasing driving force (the arrows indicate the

direction). The low E limit shows similar behavior as before, although the difference is

now clearer than in the previous case. \Vhat is important, however, is the difference in

the peak positions of the two curves. As discussed above, the peak position indicates

depinning. Thus, the lower value of E for n max using the decreasing driving force

indicates that the collective CD\V conduction extends to lower E as with increasing

driving force; the depinning transition takes place at different values of E depending

on the direction of the driving force. This is a signature of hysteresis, and in the 1-V

characteristics it is displayed as switching.

To see more clearly how the depinning transition, or switching as indicated by

Fig. 5.8, takes place, we compare two configurations of the same system at different

time steps around the depinning threshold. The configurations were taken 500 time

steps apart, and then they were deducted from each other. This is shown in Fig. 5.9.

The clarker areas indicate where the changes are the largest, the color scale is the

same in aIl the snapshots ta make comparisons possible. The panels al-cl show a

snapshot from a system exhibiting switching. Just below the threshold there is hardly

any movement in the system. As the driving force is increased to Er, a conducting

channel appears, and as the the E is increased to a slightly higher value, the system

depins almost at once. The lower panels d)-f) show the system in the weak pinning

regime. Even below threshold there are domains that moving. Domain formation

•

•

•
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Figure 5.7: The relative number of dislocations as a function of the driving force in the weak pinning
case. \Vithin the accuracy of our study, the two curves are identical. The arrows indicate how the
drÏ\'ing force was applied.
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Figure 5.8: The relative numher of dislocations as a function of the driving force. The arrows
indicate how the driving force was applied. The inset shows the same plot in absolute numbers. At
the high field limit the two curves are almost identical. The discrepancy at the E -+ 0 limit is due to
the activated nature of the relaxation process. What is remarkable, is the difference in the position
of n maz • This shows that the depinning of the CDW condensate occurs at a different value of E
depending on the direction of the applied driving force, Le., the behavior of the CDW is hysteretic.
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Figure 5.9: The behavior of the system near the depinning threshold. Each of the snapshots is a
difference between two configurations 500 time steps a part. The black areas indicate where the
changes occur, i.e., which areas are moving The color range is the same in all the pictures. Figures
a)-c): Va = 0.5, c = 0.4; a) at E = 0.020, b) E = 0.025, and c) E = 0.030. d)-f): va = 0.5,
c = O.S; a) at E = 0.050, b) E = 0.060, and c) E = 0.070. Figs. 5.8 and 5.7 show the corresponding
dislocation densities.

•

•

a) h)

e)

c)

f)
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is a general feature of the system in the weak pinning regime. However, the CD\V

remains pinned, and stresses are relieved by periodically-appearing phase slips. At

ET, the system depins. Depinning involves almost the whole system, and a slight

increase in driving force leads to a more coherent motion.

5.6.2 Structure factor measurements

In order to distinguish between the different dynamic phases we calculated the spher­

ically averaged (static) structure factor S(q), defined as

(5.28)

•
In the above, ;j; denotes the Fourier transform of 1/J, an overline denotes an angular

average over one configuration, and (...)!q'!=q denotes an average over all configura­

tions and Fourier modes \Vith If'l = q. A typical structure factor is shown in Fig. 5.10
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•

for a small and a large value of the external drive. It can be seen that for a driving

force E > Er~ the peak of the structure factor is lower than that of the rela.xed state,

i.e.. when the drive is switched off and the system is let to relax to its ground state.

Correspondingly, the half width at half maximum (HWHrvI) value increases. This

inlplies that the condensate is more disordered in the presence of an external drive

and the phase-phase correlation length decreases. However, upon further increasing

the drive we observe a sharpening of the peak, Le., the phase-phase correlation length

increases. In what follows, we will demonstrate that the observed behavior is due to

dynamically generated dislocations.

In very recent dynamical x-ray scattering experiments Ringland et al. [99b] dis­

covered that when the sliding charge-density wave relaxes from the sliding state to
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•

the pinned state~ it becomes fllore ordered. They observed this behavior in the weak

pinning regime. This is contrary to what one would intuitively expect; the elastic

approach and models based on interface propagation suggest that as the medium

depins, it should become more ordered, i.e., the moving interface sees the quenched

noise effective thermal noise. This novel behavior h~ not been observed before, and

it is contrary ta the predictions of the Fukuyama-Lee-Rice theory - to our knowl­

edge, no existing model can explain this behavior. However, our simulations using

the i\,[SH model produce exactly the same qualitative behavior: when the driven state

(E > ET) is relaxed (E = 0), the resulting state is more ordered than sliding state.

Fig. 5.10 demonstrates this behavior. Fig. 5.11 shows both spherically averaged struc­

ture factor and a ID transverse structure factor for a different set of parameters to



demonstrate that the behavior is a generic feature of the model.

vVe explain this behavior as a manifestation of the proliferation of dynamically

generated dislocations. At the relaxed state, the system has settled to its ground state

and its energy is minimized. However, even at the ground state there exists a finite

number of dislocations1. As the driving force is increased, amplitude fluctuations

increase, rendering the system more disordered. This leads to decreasing phase-phase

correlation length. Upon a further increase of the driving force the dislocations start

unbind. Their subsequent motion and annihilation leads to increasing order. This

is also visible in the snapshots in Figs. 5.5a and 5.5b. The recent x-ray scattering

experiments by Ringland et al. [99a] on sliding CD\Vs suggest similar qualitative

beha\·ior.

•
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•

•

5. 7 Conclusion

In conclusion, \ve have introduced a novel approach to study the dynamics of driven

charge-density waves. We have shown that our approach is equivalent to the con­

ventional Ginzburg-Landau approach close to the Peierls transition. N!oreover, we

demonstrated by measuring the structure factors that the appearance of phase slips

leads to a more disordered structure. However, at very high fields, the system becomes

more ordered. In principle, this should be observable. It may weIl be, however, that

this regime is difficult ta access experimentally since applying higher driving forces

leads to Joule heating, reduction of the gap energy, and finally to the disappearance

of the charge-density wave state.

Our results, although of qualitative nature, are able to explain some recent experi­

nlental results. By studying the appearance of phase slips as a function of the driving

force, we found that the structure factor of the CDW condensate became more or­

dered as the driving field (E > Er) is switched off and the CDW system is allowed

to relax. This is agreement \Vith recent results from dynamical x-ray measurements

of Ringland et al. [99b]. We explain this by the dynamical generation of dislocations:

non-zero driving force leads to increasing strains and proliferation of dislocations. As

the system relaxes ta its ground state, it becomes more ordered. This result is also

l This is in agreement with the results of Zeng, Leath and Fisher [99}.



in qualitative agreement with earlier theoretical expectations1.

In addition, the interplay between the pinning forcEs and the internaI interactions

can lead to hysteresis and switching in the cUITent-voltage characteristics. It is inter­

esting to note that the hysteretic behavior of the dislocation density is closely related

to a similar hysteretic behavior in the cUITent-voltage characteristics of the system.

This is known as "switching", and it is a generic feature of low-temperature charge­

density waves2
. This behavior, generic in our model, is in qualitative agreement with

recent transport measurements of Lemay et al. [99]. Interestingly, this behavior has

not been seen in any of the previously studied theoretical models3 . Since our approach

contains both the \veak and strong pinning limits, it can be used to study the nature

of the depinning transition. In particular, it still rernains unsolved if, and when, the

transition cao be treated as a dynamical critical phenomenon. Our preliminary re­

sults suggest the existence of two distinct limits at the transition, namely critical and

discontinuous4 •

•

•
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•
lCoppersmith (90]; Coppersmith (91]; Coppersmith and Millis [91]; Balents and Fisher [95].
2Lemay et al. [99}; Zettl and Gruner [82]; Hall and Zettl [84]; Hall, Hundley and Zettl [88}.
3Littlewood [89}; Sibani and Littlewood [90]; Middleton [92]; Chen et al. [96} .
4 Karttunen et al. [99c}.
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6

Conclusion

In the first part of this thesis we studied the nonequilibrium properties of driven

quasi-one dimensional superconducting rings. The system was subjected to a constant

electromotive force. The constant electromotive force induced an acceleration of the

supercurrent. At the critical current, the system had to make a transition to a state of

lower current. As we discussed, this transition was from a point of instability involving

periodic generation of topological defects. This behavior is akin to instabilities in

pumped lasers and accelerated solidification fronts. Our results showed that the state

selection process depends intimately on the external driving force, Le., the rate at

which the system is driven, its internaI properties such as fluctuations, and on the

onset of dissipation (Ohmic resistance).

The problem of state selection is generic in all pattern formation problems. How­

ever, when the selection is from a point of instability, as in our case, there is one

severe obstacle: no well developed formalism exists. \Ve studied the system using lin­

ear stability analysis and numerical simulations. This revealed the highly non-linear

nature of the system, and breakdown of linear analysis. \Ve argued that, physically, as

the Ohmic resistance becomes higher, the generic non-linearities are enhanced by the

effects of charge imbalance in the superconducting ring, and the time scales related

to its rela.xation.

In the second part of this thesis, we proposed a new model for driven charge­

density waves. Our model is a phenomenological one, based on a pattern formation

approach. We used general symmetry properties of the system, to derive an equation

motion for it. Our results demonstrated how symmetry breaking and the occurrence

of instabilities led to novel and intriguing behavior, such as hysteresis, bistability

and dynarnical generation of topological defects, not previously captured by existing

100



models for charge-density wave dynamics. The model is based on the Swift-Hohenberg

equation. \Ve showed that~ in the proper limits, our model reduced to the commonly

used Ginzburg-Landau approach. A remarkable feature of this approach, absent in

the commonly used elastic approximation, is that it includes both amplitude and

phase fluctuations of the charge-density wave condensate.

Our results clearly demonstrated that, above the global depinning threshold, phase

slips appear and lead ta an even more disordered structure, in agreement with recent

experimental results 1 . Far away from the threshold the system became more ordered.

Evidence of this has been seen in recent x-ray scattering experiments2 • Furthermore,

our model also displayed switching, i.e., hysteresis, in qualitative agreement with

experimental results3 . This behavior has not been fully captured by other models of

charge-density wave dynamics. The generic inclusion of bath amplitude and phase

fluctuations suggests that this model can be used ta study the nature of the depinning

transition, i.e., determining the limits of the elastic approach, as weIl as if the CD\V

depinning transition is indeed a dynamicaI critical phenomenon. Finally, we also note

that our results are in qualitative agreement with recent Balents-Fisher theory4 for

periodic systems under influence of quenched disorder.

•

•
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•
1 Ringland et al. [99b].
2 Ringland et al. [99a].
3Zettl and Grüner [82]; Hall and Zettl [84]; Hall, Hundley and Zettl [86]; Sherwin, Zettl and Hall [88];
Lemay et al. [99].

4 Balents and Fisher [95].
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