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ABSTRACT

Quantification of physiological functions with positron emission tomogra-
phy requires knowledge of the arterial radioactivity coucentraiion. Automated
blood sampling systems imerease the accuracy of this measurement, particularly
for short-lived tracers such as oxygen-15, by reducing the sampling interval to a
fraction of a second They, however, require correction for tracer delay between
the atterial puncture site and the external radiation detector (external delay),
and for the tracer bolus distortion in the sampling catheter (external disper-
s101)

We have evaluated and implemented the "Scanditi. 1ix” automated blood
sampling system and measuted its external delay and dispersion. PET studies
of cerebral blood flow and oxygen metabolism using simultancous manual and
automated blood sampling were analyzed and compared. We show that the
tesults obtained with automated blood sampling are more reliable than those
based on manual sampling We aiso present suggestions to further improve the

teliability of quantitative PET studies based on automated blood sampling.
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RESUME
La quautiice o de fouctions physiologiques & 'nnde de la tomographie
par éussion de posite « néeessite la concentration tadiosotopique artenelle

. ) . .
Des systemes @'~ +age automatique sont particubicrement utiles pown

des marquue o e o rte demi-vie tel Poxygene 15 s permetient de
réduire 'int . © ., anage 4 moins d’'une seconde  Cependant, ces
systemes demandent - qections pour le délai du marquent entre le site de

la ponction art(celle et le détectenr de 1adiation (délan externe) mmnst que powu
la distoivion du bolus dans le cathéter d’éehantillonnage (distorsion externe)
Nous avons mesuré le délai et la distorsion externe du systéme d'éehantillon
nage automatique ” Scanditronix”. Nous avons compar¢ des dtudes de débit san
guin ¢t de mdétabolisme d’oxygene cerébraux utilisant simultanément P'éehiantillon
nage manuel et 'échantillonnage aniomatique. Nous démontions que les tésultaty
basds sur 'échantillonnage automatique sont plus fiables. Enfin, nous suggérons
certaines améliorations pouvant augmenter encore la fialilité des mesures quan
titatives de tomographic par ¢mission de positons a Uaide de Péchantillonmage

automatique.




ACKNOWLEDGEMENTS

[ sincerely thank Dr. E. Meyer, my supervisor, for his boundless contri-
bution to the experiments and writing throughout the course of this work. This
study would not have been possible without his encouragement, constructive
eriticism and scientific expertise. I truly appriciate his vast wealth of under-
standing and patience.

[ wish to thank Dr. Albert Gjedde for creating such a congemal and effec-
tive envitonent, at the PET unit, which motivates scientists to carry out high
level teseareh Having the opportunity to work with him not only gave me the
chance to learn seience from him but also the human aspect of science, without
which, science is not meaningful.

I extend my special gratitude to Dr. Montague Cohen, for believing in me
from the beginning, this gave me the momentum to carry out my course work
successfully. T highly appreciate his assistance on numerous occasions.

I would also like to thank Dr. Hiroto Kuwabara for devoting his time to
answering my questions which were sometimes tedious, but helped to improve
my data.

I am grateful to my friends Drs. Hitoshi Fujita and Leonardo Ribeiro for
paticntly heiping me in different aspects of this project and teaching me when-

ever | 11(‘(‘(1(‘(1 it



A

I also thank the technical staff of the McConnel Brain Imaging Centie for
their assistance.
This work was supported by Medical Research Counal (Canada) prant

S1-30 and the Quebee Heart Foundation.




Chapter 1

Chapter 2

TABLE OF CONTENTS

Introduction

1.1 Outline and Scope of Thesis
1.2 The Physical Basis of PET

1.3 Early PET Studies

14  Major Applications of PET
15 Dynamic PET Studies

16 Automated Blood Sampling Systems

Oxygeu-15 Studies with PET
2.1 Introduction
2.2 Cerebral Blood Flow (CBF)
2.2.1 Theory
2.2.1.1  One-compartment Model
2.2.1.2 Two-compartment Model
2.2.2  The Arterial Input Function
2.2.2.1 Delay Correction

2.2.2.2 Dispersion Correction

[

ot

10

10

11

11

11

13

16

16

17



Chapter 3

2.3 Cerebral Metabolic Rate of Oxygen ((MRy)))

Automated Blood Sampling System (ABSS)

3.1  Introduction

3.2  The Scanditronix ABSS

3.3  Evaluation of the Physical Charactensties of the ABSS

3.3.1

3.3.2

3.3.3

3.3.4

3.3.5

3.3.6

Detector System
Pumping System

Catheter System

Preparation of Radioactive Solution
Reproducibility Tests

3.3.2.1  Withdrawal Rate

3.3.2.2  Catheter Tansion Adjustment Serew
Lincarity Test

Simulation Studies

3.34.1 Random Variable Generation
External Tracer Delay

3.3.5.1  Physical Delay Calenlation

3.3.5.2  Delay by Least Squares Fitting

External Dispersion

1

36

N

46




3.3.6.1 Dispersion Time Constant

Chapter 4 Application of ABSS in Patient Studies

4.1

42

4.3

4.4

Radioisotope Preparation and Tomograph
Subject Preparation

CBF Studics

CMRy, Studies

Blood Data Corrections

4.5.1 Radioactive Decay Correction

4 52 Calibration

4.5.3 External Delay Correction

4.54 External Dispersion Correction

4.5.5 Comparison of Blood Data

Chapter 5 CBF and CMRy, Results

5.1

0.2

CBF Results

CMRy, Results

Chapter 6 Discussion and Conclusions

46

56

56

57

91



List of Figures

List of Tables

References

Appendices

ARAl

10

1085

10~

119



CHAPTER 1

INTRODUCTION

1.1 Outline and Scope of Thesis

The work carried out for the preparation of this thesis, including literature
review, experimentation, presentation and application of the results, is summa-
rized here following the structure outlined below.

Chapter 1 deseribes the basis of PET with some of its major applications,
emphasising the importance of accurate blood data (arterial input function)
which is best acquired with an automated blood sampling system (ABSS).

In chapter 2, we focus on PET studies that use oxygen-15 as a tracer. In
particular, we discuss the measurement of cercbral blood flow as well as oxygen
metabolic rate by means of PET. The underlying models are described and the
corrections to be applied to the automatically sampled arterial input function
(radioactive decay, calibiation, external delay and dispersion) are explained.

Chapter 3 describes the Scanditronix automated blood sampling system
which was used in this thesis. We demonstrate the importance of automated
blood sampling in PET studies with short-lived tracers. The components of the
ABSS such as the detector and the pump together with its associated catheter
system are characterized in terms of reproducibility and linecarity. The exper-

iments for the determination of the external delay and dispersion and their



verification by means of simulation studies are explained.

In chapter 4, we show that, after careful application of all of the required
corrections, the automated blood curve closely resembles the manual one which
is used as a reference.

Chapter 5 is devoted to the analysis of CBF and CMRy, data obtaiued
with both manual and automated blood sampling. The results are compared
and the reliability of the data obtained with the ABSS is examined.

Finally, in chapter 6 we critically discuss the problems related to auto-
mated blood sampling based on our results and experience. We also touch upon
the question of the validity of using uniformly labeled aqueous solutions rather
than the individual tracers used in the PET studies themselves for the evaluation
of automated blood sampling systems. Investigation of this interesting problem

will require further work which, however, is beyond the scope of this thesis.

1.2 The Physical Basis of PET

Unstable proton-rich nuclei decay by two processes: (a) by election eap
ture (EC), where the nucleus captures an orbital electron, or (b) by gt decay,
where a proton is transformed into a neutron under emission of a positron and
a neutrino. The positron is the antiparticle of the electron. After travelling a

short distance, the positron will combine with an electron and undergo annihila-
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tion. Upon annihilation, the masses of the electron and the positron (equivalent
to 2x511 keV) are converted to electromagnetic radiation. In order to conserve
both energy and lincar momentum, the electromagnetic radiation appears in the
form of two 511 keV ganuna rays which are emitted under an angle of approx-
imately 180° to cach other (since the electron and the positron in gencral are
never entirely at rest at the time of annihilation, there is always a net momentum
with the result that the two annihilation photons are emitted at about 179.5°
to cach other). It is tnis annihilation radiation that can be detected externally.
It is used to measure both the location and the quantity of a positron emitter
in a medium.

The external detection and localization of a positron emitter inside an
objcct take advantage not only of the fact that the two annihilation photons
arc cmitted at 180° to cach other, but also of the fact that they are created
simultancously. Simultancous or coincident detection of these two photons by
detectors positioned on opposite sides of an object places the site of annihilation
on or about a line connecting the centers of the two detectors. If the annihila-
tion originates outside the volume between the two detectors, only one of the
photons can be detected, and since the detection of a single photon does not

satisfy the coincidence condition, the event is rejected [1]. Figure 1.1 illustrates



the annihilation coincidence detection process.
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Figure 1.1 Principle of annihilation coincidence detection.




(1]

1.3 Early PET Studies

The use of positron emitting radioisotopes was first proposed in 1951 for
the localization of brain tumors by Wrenn et al. [2]. Shortly after that, Sweet
and Brownell [3] described the first practical non-tomographic positron imag-
ing device in 1953. In 1966, Yamamoto and Robertson [4] published the first
physiological application of positron emission tomography. They used positron
emitting PKr for the measurement of cerebral blood flow. It became rapidly
apparent that PET could be used for the noninvasive in-vivo determination of
human biological function, normal or pathological, due to its ability to provide
quantitative information not only of the tissue radioactivity of a given radio-
pharnaccutical (2Ci-ml~!) but also, through the use of appropriate physiologi-
cal raodels, of quantities such as cerebral blood volume (CBV), cerebral blood
flow (CBF) as well as cerebral oxygen and glucose metabolic rates (CMRo,;
CMR,.) [5,6,7].

In practice, PET images visualizing these quantities may be reconstructed

fromm contiguous slices to show transverse, coronal or sagittal views.

1.4 Major Applications of PET
The study of CBF, CBV, CMRo, and CMRy;, represents a major area of

cerebral PET research. Models have also been developed for the measurement
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ment of regional pH [8,9] as well as for the study of blood brain barrier function
[7] and protein synthesis [10]. An important, more recent field of PET resecarch
concerns the investigation of a number of neuroreceptors and transmitters which
has gained increased interest in the recent past [11]. One research application of
PET, assisted by magnetic resonance imaging (MRI), which has become partic-
ular fashionable over the past few years is the investigation of cognitive function
by means of CBF activation studies [12]. In such studies zorrelation of funetion
and anatomy is achieved by the 3-dimensional correlation of PET (function) aud
MRI (anatomy) information.

Although the research potential of PET has always been recognized, an
increasing number of clinically useful applications have been identified more re-
cently. These include 1) identification of viable but compromised myocardium
in patients with advanced ischemic heart discase {13] considered for by-pass
surgery, 2) distinction between recurring tumor tissue and radiation necrosis
[14], 3) identification of scizure foci in epileptic patients [15]. Other clinieal
applications might arise from the study of patients with transient ischemie at-
tacks [16] and acute stroke [17-18] using measurements of local cerebral blood
flow, blood volume as well as oxygen and glucose metabolie rates. The study
of neurorcceptor transmitter function in . vement disorders {19] (e.g. Hunt-

ington’s and Parkinson’s discase) as well as in mental disorders [20,21,22] (c.g.
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schizophrenia and Alzheimer’s disease) also holds some definite clinical promise.
Finally, the presurgical evaluation of patients suffering from a number of cere-
bral lesions (a1 teriovenous malformations, tumors, epilepsy ) located in so-called
cloquent cortical areas (sensory-motor cortex, speech areas etc.) by means of
functional CBF activation studies has been explored successfully [23,24). It
should be noted that a number of PET centers primarily dedicated to clinical

applications are presently being established.

1.5 Dynamic PET Studies

Functional information such as rCBF may be derived from a single tomo-
graphic tissue count image together with the appropriate blood data [25,26,27,28].
A more flexible approach is to acquire a sequence of images (dynamic scan) and
to calculate the desired parameter(s) by means of a least squares regression, or
curve fitting, procedure which tries to match the measured tissue time-activity
curve with that predicted by a given model [7]. However, count rate restrictions
together with the limited timing resolution of PET, the computationally inten-
sive task of serial image reconstruction and pixel-by-pixel curve fitting make the
generation of functional images by this approach a tedious task. It has never-
theless been used to estimate CBF for extended brain regions of interest [29-31].

The generation of quantitative functional images such as CBF, CBV and



[# 2]

CMRy, maps requires the knowledge of the arterial tracer concentration as a
function of time. In the past, this information has been obtained fiom manual
sampling of arterial blood at intervals as short as 5 s [26]. However, manual
determination of the arterial input function requires accurate timing of sam-
ple withdrawal and counting times which makes it error prone and imposes a
practical limit to the sampling rate. This method further demands nuimerous
personnel and imposes an additional radiation risk to workets. Therefore, auto
mated blood sampling systems have been recently developed to overcome these

problems.

1.6 Automated Blood Sampling Systems

The principle underlying present automated blood sampling systems con
sists in withdrawing, by means of a pump, arterial blood through a catheter
which passes in front of a radiation detector. A number of variants of such sys-
tems exist. Hutchins et al. [32] have developed an automatic blood sampling
system that uscs a peristaltic pump along with a plastie sceintillation detector
which is sensitive to encrgetic positrons. Kanno et al. [33] have used a scintil
lation detector together with a Harvard withdrawal pump. Eriksson et al. [34]
have compared the use of a single plastic scintillator which detects positions

with the use of a coincidence BGO detector pair which detects the anniluliation
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photons. Their system also uses a peristaltic pump. Nelson et al. [35] usc a
single Nal(Tl) detector to detect one of the two 511 keV annihilation photons
along with a withdrawal pump.

In order to obtain reliable results, the background sensitivity of these sys-
tems should be minimized. In this regard, the coincidence system of Eriksson et
al. [34] appears to be particularly well designed in that its gamma background
count rate is practically negligible. The systems proposed by Kanno et al. [33}
and Nelson et al. [35] have the advantage of using a withdrawal pump since,
based on our experience, the adjustiment and maintenance of a constant with-
drawal flow rate is mote difficult to achieve with a peristaltic pump.

Automated blood sampling is superior to manual sampling in several ways.
First, 1t demands minimum manual intervention and thus reduces the radiation
hazard to personnel. Second, the sampling interval can be reduced to a frac-
tion of a second. However, corrections for external tracer delay (i.e. the time
difference between the arterial site where blood is withdrawn and the detector
where the count rate is measured) and external dispersion (i.e. the difference in
the degree of distortion in the blood curve resulting from the dispersion of the
tracer bolus in the additional length of catheter from the peripheral sampling
site to the detector) must be carefully applied to the blood data acquired with

such blood sampling systems [34] before it can be used.
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CHAPTER 2

OXYGEN-15 STUDIES WITH PET

2.1 Introduction

Among the positron emitting radioisotopes frequently used in PET, oxygen
15 (150) is the one with the shortest physical half-life (T,,=2.035 min) and the
most energetic positron (Epazg, =1.72 MeV). Both these facts have their conse-
quences for the use of 1*0 in PET imaging. The shott physical half-life makes
the on-site production of O by a medical cyclotron mandatory. On the other
hand, it allows multiple O studies to be performed on the same subject within
a short time with hmited radiation exposure and negligible mteiference from
residual radioactivity. This possibility has given rise to some exeiting applica-
tions of 'O such as metabolic mapping of functional activity of the brain by
means of blood flow activation studics [12]. The large positron energy of 0
results in a resolution broadening effect of > 1 mm (FWHM) [1]. The majo
applications of '*Q in PET imaging, at present, are centered on the study of
brain function [36]. The compounds used include CHYO for the measurement, of
cerebral blood volume (CBV), CO"0 and Hy'0 for the measurement of cere-
bral blood flow (CBF), and O'*Q which, together with the former studies, allows
to estimate the cercbral oxygen extraction fraction (Eg,) and oxygen utilization

rate (CMRy,). Furthermore, the oxygen consumption of the brain has recently
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been measured directly from a single inhalation of O'*0 using the time-weighted

intcgration method [5).

2.2 Cerebral Blood Flow (CBF)

The measurement of regional CBF is one of the most frequently performed
PET procedures. Often, PET CBF investigations are carried out as indepen-
dent studies in their own right such as for instance in physiological blood flow

activation studies [12].

2.2.1 Theory

Most present PET CBF methods use H,'°0O and are based on the Kety-
Schmidt one-compartment model for diffusible inert tracers [37,38]. However,
siee water is not a freely diffusible tracer [26,39], i.c. its capillary first-pass
extraction fraction, E,, is smaller than one, an additional compartment is nee-
essary to account for the non-extracted residual intravascular radioactivity. In
the following paragraphs, the one- and two-compartment models are briefly de-

seribed.

2.2.1.1 One-compartment Model
The one-compartment model assumes that water is perfectly diffusible,

1.e. the transfer of tracer from blood to brain tissue is only limited by blood



12

flow (Fig. 2.1A). In this model, a volume of tissue, Vi, is perfused with tracer
which enters the compartment through the arterial blood sticam at a flow F
[ml'min~'] and concentration C, [Bq-ml~!]. The compartment loses the tracer
on the one hand through venous outflow with concentration C, and, on the other
hand, via radioactive decay (A is the decay constant which, in the case of O, is
0.34 min~!). The rate of change in the amount of H,'0 in tissue, Q, can then

be expressed as:

dQ
—;i—t—-—F

(C. — C) = AQ (21)

Equation (2.1) is based on the Fick principle which expresses the law of
conservation of mass, adapted here to include the physical decay of tiacer [37]
We define the tissue tracer concentration C=Q/W, [Bq-g'] and the venous,
or compartmental, tracer concentration C,=Q/Vy [Bqml™!], where Wy is the
weight of the tissue element [g] and V, the tracer distiibution volume [ml]. We
further define the equilibrium tissue-blood partition cocfficient of the tracer,
p=C/C, = V4/W, [ml-g™'], the tissue blood flow {f=F/W, [inl-min '-g '] and
assume that C, and C have been corrected for radioactivie decay. Then, equation

(2.1) becomes:

e
p

—_ v ‘ 2
o )C (2.2)

With C and C, being variable with time, integration of equation (2.2)
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with the initial condition C(0) = 0 yields:
t -—!-(l-'r)
Cit)=f- / Cu(r)e” $-"dr (2.3)
0

Since PET, in general, does not measure the instantaneous tissue concen-
tration, C(t), but rather its integral over a given time (frame length T, to T2),

the following operational equation is used to determine the blood flow, f:

T, T2 t
C(t) = /r C(t)dt = /T C fere /O C.(7)ch drdt (2.4)

1

where C(t) is the total number of radioactive events per unit weight of brain

tissue detected by the tomograph during the scan, C, the arterial concentration

and k,=f{/p.

2.2.1.2 Two-compartment Model

Since for Hy'"O there is a diffusion barrier between the vascular compart-
ment and the brain tissue, two compartments are necessary for the description
of its dynamics [40] (Fig. 1.2B). We define the unidirectional clearance of a
substance (e.g. Hp'*0) from blood by brain tissue, K, and its first-pass ex-
traction fraction, E,, with F being the blood flow. These three quantities are
related as follows: Ky = E,F. If we further define k; as the fractional clearance
(or rate constant), describing the washout of exchangeable tracer from the ex-

travascular space and Q. as the quantity of exchangeable labeled material in the



extravascular portion of the tissue, then Fick’s equation can be wiitten as:

dQ.
dt

= I\—|C',z - L")(J(' (

[
o
S’

Introducing the initial vascular volume of distribution for water in bram, V , vo

that
Q=0Q.+V.C, (26)

we arrive at the following solution for the total observable bram radioactivity,

Q:

o
-1

, ,
Q(T) = (K, + kQV(,)/O Cu(t)dt + V,Cu(T) ~ A-_,[, Q) (.

From equation (2.7), K, ky and V, can be estimated by non linear regression
or by the weighted integration method [41]. CBF may then be caleulated from

the relation K,=E,-CBF if E, is known.
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(A) One-compartment model (B) Two-compartment model

FC,
I 1
O Vy
-1 Iflca(t)
Vs Q.(2)
Fcu il k?Qc(t)
Vi W,

' '

Figure 2.1 (A) One-compartment model for a freely diffusible inert tracer.
Shown is a tissue element with volume V,, weight W, tracer content Q, and
tracer distribution volume V4. The tissue element is homogeneously perfused
with blood flow F at arterial and venous tracer concentrations C, and C,. (B)
Two-compartment model representing intravascular (blood) and extravascular
(tissue) spaces separated by the blood-brain barrier for a diffusion-limited tracer
with a first pass capillary extraction fraction of E,<1. K; is the undirectional
clearance of tracer from blood into tissue and k; is the rate constant which

deseribes the washout of exchangeable tracer from tissue.



2.2.2 The Arterial Input Function

As apparent from the previous paragraphs, the determination of CBF by
PET requires the measurement of the arterial 'O tracer concentration, called
arterial input function, in addition to the quantification of the radioactivity dis-
tribution in the brain. The former information may be obtained by means of
an automatic blood sampling system. As mentioned in chapter 1, this requires
appropriate corrections for tracer delay and dispersion which will be discussed

in the following paragraphs.

2.2.2.1 Delay Correction

The difference between the tracer arrival time in the brain and the pe-
ripheral sampling site is called internal delay. The critical dependence of the
calculated CBF value on appropriate correction for this delay has been demon-
strated [42,43].

One delay correction method that has been used traditionally, the so-called
slope method, determines the tracer arrival time difference by linear backwand
extrapolation of the upslopes of the arterial and the whole brain slice radioactiv-
ity curves [33,42]. The atterial curve is then shifted along the time axis by the
determined arrival time difference. Another method, the so-called global fitting
method of lida ct al. [43], determines this delay by means of a least squares fit-

ting procedure. The regional tissue curves arc approximated by the time activity
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curves, X(t), of the corresponding cross-sectional brain tissue slices. Based on

equation (2.3). X(t) may be described as:
¢t
X(t)=4A. / Cylr + A7) - =Bt dr (2.8)
0

where A7 s the global delay between the measured arterial and the whole brain
slice curve. A and B are arbitrary parameters which, together with A7, can be
determined by means of non-linear least-squares fitting. Typical values for Ar
lic between 4 and 8 s [43]. In the present work, we have adopted this method to

evaluate the external delay of the ABSS.

2.2.2.2 Dwspersion Correction

The correction for the difference in the degree of distortion in the curve
shape of the arterial input function resulting from the dispersion of the tracer
bolus in the blood vessels between the heart and the brain on the one hand and
between the heart and the radial artery (sampling site) on the other hand, is
called internal dispersion correction. Appropriate dispersion correction of the
arterial input function is essential for the quantification of CBF [44].

Let C,(t) be the true and g(t) the peripherally measured, dispersed input
function. These quantities are related to each other by the dispersion function,

d(t), as follows:

g(t) = Ca(t) * d(2) (2.9)
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where the asterisk stands for the convolution operation.
The dispersion function, d(t), for the monoexponential model proposed
by lida et al. [44], is:
dt) = Sexp(Zh) (2.10)
= - . 2.
where 7 is the dispersion time constant. Using Laplace transforms [33], C,(t)

can then be expressed as:

Cut) = L[ 0] = L7 LG (2.11)

where D(s) and G(s) are tae Laplace transforms of d(t) and g(t), respectively,
and L~ means the inverse Laplace transform operation.

Using Laplace transform tables, equation (2.11) is solved to yiceld [42]:

!
Cu(t) = g(t)—{—T(((—]‘% (2.12)

In practice, the dispersion timne constant may be determined by introdue-
ing a step function of radioactivity into the blood sampling system and measur
ing its response function.

The distortion in the input function due to the additional length of the
automatic blood sampling catheter is called external dispersion. The antomati-
cally sampled blood curve has to be corrected for this external dispersion. The
external dispersion time constant may be determined, using equations (2.9) to

(2.12) and by defining C,(t) as the arterial concentration determined manually,
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e.g. from the radial artery, and g(t) as the concentration measured with the
external radiation detector. The procedures for delay and dispersion correction

uscd in this thesis will be discussed in detail in chapter 3.

2.3 Cercbral Metabolic Rate of Oxygen (CMRy,)

The in-vvo determination of regional cercbral oxygen utilization, or cere-
bral matabolic rate of O, (CMRy,), was pioncered by Ter-Pogossian and as-
sociates {45,46] who used the bolus injection of '*0O-labeled water and '°O-
oxyhemoglobin together with conventional external monitoring techniques to
measure CBF and the first pass extraction fraction, E,, of oxygen, respectively.
CMRy, is then calculated as the product of CBF, E, and the arteriul oxygen
content, [Oy],. These results were validated by comparison with hemispheric
CMRy, values obtained from direct measuremnents of differences in arteriovenous
oxygen content and assuning E, and the net extraction fraction at steady-state,
(CY:.CO2)/CY, to be equal. Here, C92 and C?2 are the arterial and venous
oxygen concentrations at steady-state.

Current PET techniques for the measurement of CMRg,, which include
the continuous inhalation or steady-state method by Frackowiak and associates
(28] and the sequential bolus approach of Mintun and colleagues {47}, are based

on the same basic principle. With these techniques, CMRyg, is calculated from a




series of three PET studies which includes the measurements of CBF, CBV and
oxygen extraction fraction, OEF. Such a multitracer study may last from 30 min
(bolus method) to over an hour (steady-state method). Faster methods to mea-
sure CMRg, have been proposed [48,49]. Recently, Ohta et al. [5] have shown
that CMRo, can be measured after a single inhalation of '*O-labeled molecular
oxygen. In this case, hemoglobin is labeled by inhaling Q™0 as a bolus (60-80
mCi). For that reason, the arterial time-activity curves fiom CMRp, studies
look somewhat different from those obtained in CBF studies, where the tracer is
injected intravenously. As in the case of CBF measurements, the arterial time-
activity curves in CMRy, studies also require the corrections for tracer delay

and dispersion.
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CHAPTER 3

AUTOMATED BLOOD SAMPLING SYSTEM (ABSS)

3.1 Introduction

Dynamic studies with positron emission tomography (PET) allow to mea-
sure the kinetics of a varicty of radiopharmaceuticals in the tissue of living
humans or animals.

In order to derive physiological parameters from such studies, however,
the PET data of tissue uptake must be compared with model predictions. A
quantitative analysis of such models requires the knowledge of the time course of
the tracer concentration in arterial blood or plasma, the so-called input function
or arterial blood curve [1}. The model parameters, representing the physiological
quantities of interest, can then be determined by various parameter estimation
techniques {1] such as non-lincar least squares fitting [7] or time-weighted inte-
gration [41,50].

In heart studies, it 1s possible to obtain the blood curve from the PET im-
ages directly by generating a time-activity curve from a region of interest (ROI)
corresponding to the blood pool of the left ventricle or by placing a positron
sensitive detector into the left ventricle [44]. When imaging other organs such
as the bram, the blood curve must be obtained from arterial samples which are

usually withdrawn from a peripheral artery (e.g. radial artery). These samples




are assayed in a well counter, which is calibrated with respect to the tomograph.

For dynamic studies, the blood sampling task is not tiivial. Manual sam-
pling usually involves taking blood samples as fast as possible for the first few
minutes after tracer injection when the blood concentration changes tapidly As
the kinetics slow down when the tracer reaches quasi-equilibrium with the tissue,
longer time intervals may be used. Maintaining a rigorous sampling schedule
and avoiding artefacts on the blood curve is difficult with manual sampling [34].

Automated blood sampling systems have therefore been designed [33,34,32,35].

3.2 The Scanditronix ABSS

In this thesis, we have evaluated and implemented such a system (Sean
ditronix) [34] for the measurement of blood tracer activity. It consists of ata
diation detector unit and a peristaltic pump that continuously withdraws blood
through the detector via a plastic catheter. A computer monitors the detector
system and communicates the results (the blood file) to the host computer (Fig
3.1). The host computer is a Micro VAX II, manufactured by Digital Fquipment
Corporation (DEC). It runs under the VAX/Micro VMS operating system The

format of a sample blood file is given in Appendix L



PET Camera

Data

acquisition

processor

Host
computer

micro VAR-II

23

Data

Autamated
blood
sampling
system
(AESS)

logger

Micro

processor

Disc
storage

Figure 3.1 Block diagram of automated blood sampling system in relation with

the positron camera.



3.2.1 Detector System

There are various ways to detect positron cmitting tracers. Oue is to
detect the positrons themselves [1,50]; the other way is to detect the two an-
nihilation gamma quanta with a coincidence technique [1,51]. Both techniques
are presently being used [32,51] in ABSSs. The positron detector requires a
different calibration factor for cach positron emitter which depends upon the
kinetic energy of the positron. In addition, it is very sensitive to blood density
differences. For coincidence detector systems, BGO (bismuth germanate) is the
detector material of choice because of its excellent stopping power (51} for the
511 keV annihilation quanta.

In our system, coincidence detection is being used which has the advan-
tage of a very low background sensitivity. The detector unit consists of fow
BGO crystals housed in a light proof box with outer dimensions 65x50x 190
mm. The crystal dimensions are 30x25x20 mm. The photomultiplier tubes are
of the Hamamatsu R647 type with integral magnetic and electrostatic (p-metal)
shields. The detector unit is surrounded by a 3 cm thick lead shield. The sys-
tem contains a buffer board to drive 50 Ohm cables. The high voltage for the
photomultiplier tubes is supplied through a current limiting resistor from the
tomograph’s high voltage power supply. Figures 3.2 and 3.3 show the details of

the detector system.
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Figure 3.3 Overall view of dctector system with eatheter.
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3.2.2 Pumping System

Withdrawal of arterial blood is achieved by a peristaltic pump (Alitea
C-4, Sweden). It can circulate a maximum of 9.5 ml-min~! of blood through the
sanpling catheter at a rotator speed of 49 revolutions per minute (R.P.M.). A

! corresponding to 40 R.P.M. is routinely

blood withdrawal rate of 7.5 ml-min=
selected which is roughly the same as during manual sampling. The pump is

not under computer control; it is started and stopped manually by the opcrator

[51]. Figure 3.4 shows the peristaltic pumping systemn.
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Figure 3.4 Pumping systemn with withdrawal catheter.
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3.2.3 Catheter System

The standard catheter used for the withdrawal of blood through the de-
tector system is 40 cm long with outer and inner diameters of 3.457 mm and
2.057 mm, respectively (Radicath, Radiplast AB, Sweden). In practice, two
such catheters are connected by a small plastic tube so that there is no diameter
difference at the junction. It is secured in a slit along one end of the detector
unit and then placed between the rollers and the guide of the pump and tight-
ened by means of a clamp (Fig. 3.5). The slit in the detector can accommodate

catheters with a diameter up to 4 mm and the pump can rotate only clockwise

at arate of 1-49 R.P.M.
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Figure 3.5 Automated blood sampling system including detector, pump and

catheter.
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3.3 Evaluation of the Physical Characteristics of the ABSS
In order to check the performance of the ABSS, its physical characteristics
were studied and verified. This included evaluation of the reproducibility with
respect to the withdrawal rate and the linearity of the system response as well

as the determination of the external tracer delay and dispersion time constant.

3.3.1 Preparation of Radioactive Solution

Instead of using labeled blood during the experiments with the ABSS,
we used a radioactive solution with the same average viscosity as that of blood.
This was achieved by dissolving 30 grams of sugar per 100 ml of distilled water.
The resulting solution had a viscosity of 2.8 centipoise at 20°C. The viscosity of
human blood varies between 2-4 centipoise at 20°C [52]).

Because of the short half-life of O (T;;,=2.035 min), we decided to use
Ga-68 EDTA (cthylenediaminetetraacetic acid) with a half-life of T; ;=68 min
which imposed less time constraints on the experimentation.

In order to prepaite the Ga-68 EDTA solution, 44.58 g of Na,HPQ4-7H, 0,
11.73 g of NaH,PO,-H,0 and 0.456 g of EDTA were dissolved in 250 ml of water
to give a 5x107° mol EDTA concentration with a pH=7.0. The solution was
then passed through a Ga-68 generator from which the radioactive Ga-68 EDTA

solution was eluted.



3.3.2 Reproducibility Tests
The reproducibility of the system’s performance with respect to changes
in withdrawal rate (ml-min=!) were tested for different positions of the catheter

tension adjustment screw.

3.3.2.1 Withdrawal Rate

The reliakility of the pumping system was tested by varying the with-
drawal rate between 3.5 and 7.5 ml-min~! and then measuring the withdrawal
volume of solution after different times. If we call V the withdrawal volume and
W the withdrawal rate, the relationship between V,; W and withdiawal duration
t,1s :

V=1Wxt (3.1)

The expected lincar relationship between V and t for a given withdrawal rate,

W, was confirmed (Figure 3.6).



33

300. T T T

Withdrawal Volunie (mnl)

0. : ; '
0. 10. 20. 30. 40.

Time (min)

Figure 3.6 Performance of pumping system at withdrawal rates of 9.5 (n ), 7.5

(o), 5.5 () and 3.5 (o) ml-tnin~!.
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3.3.2.2 Catheter Tension Adjustment Screw

A critical component of the ABSS is an adjustment screw on top of the
pump which affects the tightness of the catheter guide, which in turn affects
the catheter flow rate. In order to check the effect of the position of this ad
justment screw on the catheter flow rate, and in particular the reproducibility
of its adjustment, the following test was performed. The pump was set at 40
R.P.M. and the tension screw adjusted to yield a withdrawal volume of 7.5 1l
in one minute. The adjustiment screw was then untightened and the withdrawal
catheter completely removed from the pump. A vew catheter was installed and
the screw adjusted to the same position as before and the withdrawal volume
for one minute measured again for the same 40 R.P.M. setting. This procedure,
which was intended to simulate the 1epeated set-up of the ABSS for individ
ual PET studies, in all of which a withdrawal rate of 7.5 ml-min=! was desited
(standard withdrawal rate for this system), was repeated 10 times. The average
withdrawal volume from these 10 experiments was: V = 7.40:£0.55 ml-min .
Although this result demonstrates that, with the necessary care; satisfactory re
producibility can be achieved, we believe that a peristaltic pump is not the ideal
device for this application because, after prolonged use, the meehanical parts
such as rollers, guide and adjustment screw might start to affect the perfor

mance of the system in an unpredictable manner. We would suggest replacing
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. it with a syringe withdrawal pump which appears to be more reliable and is

presently being used in other ABSSs [33,35].

Table 3.1 Pump R.P.M setting vs. withdrawal rate.

R.P.M. | withdrawal rate (ml-min~!)
20 3.5
30 5.5
40 7.5
49 9.5




3.3.3 Linearity Test

One of the most important requirements for an ABSS is the lincarity of
its response to changes in blood radioactivity concentration.

In order to check the linearity of the ABSS, the following experiment was
performed with Ga-68 EDTA. A radioactive solution with a known concentra-
tion was first prepared. The count rate was then measured with the ABSS as a
function of time after the introduction of a step input of radioactivity achieved
by inserting the proximal end of the catheter into the radioactive solution. Fig-
ure 3.7 shows the result of this study. The x-axis represents the radioactivity
concentration of the Ga-68 EDTA solution and the y-axis shows the detector
count rate. We can sce that, for concentrations between 0 and 90 pCiml™!
(corresponding to a maximuin detector count rate of 19000 ¢ps), the system re-
sponse is in fact linear. Although the offset of the regression line is not zero, this
should not be interpreted as representing a background count since, as appar-
ent from Appendix I (column d), the background connt rate of the coincidence
detector unit of our ABSS is negligible. Ratber, one might specenlate that this
offset represents a slight non-linearity for very low count rates. The sensitivity
of the system, represented by the slope of the graph, was obtained by linear
least squares regression and found to be 211 (eps)/(pCi-ml="). This value is

close to that reported for a similar system by Nelson et al. [35]. Typical blood




37
radioactivity concentrations observed following a 40-50 mCi O-15 water tolus
inje-tion (standard water bolus CBF study) usually fall well below the maximum
count rate observed in this linearity test. Consequently, the coincidence detec-

tor count rate does not require any correction for dead time losses in this range.

25()0()- T T T T T T i T T
Regression cquation : y=211x+116
7 20000. - |
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= 15000. | 4
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Radioactivity Concentration (pCi-ml™)

Figure 3.7 Lincarity test of automated blood sampling system.



3.3.4 Simulation Studies

A number of characteristics of the ABSS were studied by means of sim-
ulation. Since the generation of sequences of random numbers obeying a given
probability distribution is fundamental to such studies, a biief discussion on the
generation of random number generation and poisson random variation is pre-

sented in the following paragraph.

3.3.4.1 Random Variable Generation

A random variable such as the count rate from a detector which obeys a
Poisson probability distribution can be generated by means of a random num-
ber generator. The first step is to produce a sequence of independent, uniformly
distributed randoin numbers on the interval 0 to 1 [53].

A frequently used, so-called lincar congruential random number generator
(R.N.G.), has the form:
Z(%) = a-Z(i-1)4+¢  (mod m) (a)
1 =1,234,5,..n
This R.N.G. is called mixed congruential for ¢ # 0 and multiplicative congruen-
tial (multiplier a) otherwise. Z(0) is the initially specified (integer) number of
the sequence, called sced, and each subscquent (integer) number of the sequence

is obtained from its predecessor as the remainder of an integer division of the
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is obtained from its predecessor as the remainder of an integer division of the
right hand side of the equation (a) by the modulus m. This recursive calculation
of successive numbers of the sequence is efficiently handled by computers.

From the above it is clear that no number Z(i) can exceed the value of the
modulus m. The random numbers on the unit interval (0,1) are then formed as:
U@i) = Z(1)/ m

Upon appropriate selection of the parameters a,c and m, it can be achieved
that the random numbers Z(i) assume all values between 0 and m during one
generation cycle, i.e. before Z(0) is reached again. Such a random number gen-
erator is said to have full period. This is a desirable fcature for a random number
generator sinee it assures a uniform density of random numbers over the entire
interval (0,m), respectively (0,1). Furthermore, in order to obtain a reasonably
high density of random numbers over the unit interval, the modulus m has to
be chosen as large as possible.

The diserete random variable N, with mean value A, obeys the Poisson
distribution law if the probability for N=n is given by:

P(N=n) = e=*A7"/n! n=0,1,...00

Such a random variable, N, can be generated in the following manner: Let’s
assutne we have to satisfy the condition:

N -
x.—:*(;, UI <rc \ S l—lgN-_—_() [j: n=0,1,...
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where H.Aio U,=Up-U,...Ux and the U,’s are independent, uniformly distributed
random numbers on the interval (0,1) and A is the mean value of the Poisson
random variable, N, we want to gencrate. Then the number N, required to
satisfy this condition, follows a Poisson distribution with mean value X, It is
obvious, however, that when A is large, eV is small so that the number of U’s
needed to satisfy the condition may also be large and the procedurc therefore
time consuming. In order to achieve a time saving, use is made of the fact that,
as ) increases, the distribution of random variables Y=(N-1)/V/A converges to a
normal, or Gaussian, distribution with zero mean and variance one, denoted by
G(0,1). In order to produce the Poisson random variable N, we first, have to gen-
erate Y from G(0,1) and then compute, and round to an integer, the expression
N = VY + A. We arc now left with the generation of a normally distributed
random variable, Y, which is achicved as follows: Let Uy and Uy again be inde-
pendent uniformly distributed random numbers on the unit interval (0,1). The
variables: Yy = /=2 - nU, cos (2nlU,) and Yy = /=2 - InUy-sin(2nlly) are then
independent. The above approximation is satisfactory for A > 15 [53] For A <
15. the exact procedure described at the beginning of this paragraph has to be
used.

For the simulation studies described in the following paragraphs, a systemn-

supplied uniform random number generator (RANO) together with a subroutine
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which returns a normally distributed deviate with zero mean and unit variance

(GASDEV) were used (see Appendix II).

3.3.5 External Tracer Delay
The external tracer delay was measured both physically and by simulation

and leaste squares fitting as deseribed in the next two paragraphs.

3.3.5.1 Physical Delay Calculation

The tracer travel time difference between the arterial site where blood is
withdiawn and the mid-point of the coincidence detector pairs where the blood
tracer concentration is measured (average of coincidence count from first and
second detector pair) was determined physically, i.e. by measuring the travel-
ling time of the radioactive solution in the cath~ter between the sampling site
and the first detector pair on the one hand and from the sampling site to the
second detector pair on the other hand. This measurement was performed for
four different distances between arterial sampling site and detector position.
Since there was a negligible difference in count rate onset between the first and
the second detector pair, we decided to use the count rate from the first one
exclusively throughout this nroject. Table 3.2 and Figure 3.8 show the expected

increase of the delay with catheter length. In addition, Table 3.2 gives a com-




42

parison between the measured delays and those calculated by applying equation
(3.1), using a flow rate, W, of 7.5 ml-min~!, a catheter diameter of 2r = 2 057

mm and a catheter length of 1 = 20 cm.

V=Wxt=Ixm (3.2)

The slight difference between the measured and caleulated 1esults can be ex-
plained by the importance of the catheter radius in the caleulation of t (the
delay is proportional to the square of the radius) and the fact that this diameter
might not be constant over the entire length. Sinee the standard artery detecton
distance (artery to mid-point of first detector pair) for our ABSS is 20 e¢m, the

measured delay of 4.5 s (Table 3.2) is used throughout this thesis
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Table 3.2 External delay for different artery-detector distances.

Artery-detector distance Measured delay Calculated delay
(cm) (s) (s)
20 4.5 £ 0.50 4.98
35 8.5 £ 0.55 8.71
50 12.5 + 0.87 12.4
63 15.5 + 1.15 15.69

Values are means + SD for n=15 experiments
Flow rate was 40 0 R PM (75 ml min—!) and viscosity of the solution

was the same as that of blood (2-4 centipoise)
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Figure 3.8 External delay vs. artery-detector distance of automated blood

sampling system.
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3.3.5.2 Delay by Least Squares Fitting

In order to verify the delay results obtained in the previous section, the
following additional analysis was performed. Step response functions (see section
3.3.6) were fitted in two steps. First, the fitting was done for the flat part of
the curve (representing the delay) up to the "breakpoint”, N, where 1t starts
to rise. Second, the rising part of the curve was fitted to the function 1-exp(-%)
using a dispersion time constant of 7=5.5 s (see next section) and the sum of
least squares formed for hoth parts of the fit. This procedure was performed
for a number of selected positions of the ”breakpoint” N,. The smallest sum of
least squares was obtained when the N, was chosen closest to the point where
the response function started to rise. This analysis was performed on N=10
step response functions yielding an average delay of 4.65+0.65 s which, for an
artery-detector distance of 20.0 em, compares favourably with the physical delay

measurements (4.5+0 5 s) explained in the previous section.
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3.3.6 External Dispersion

The degree of distorsion in the curve shape of the input function due to
the withdrawal catheter of the ABSS, called external dispersion, was determined

as follows.

3.3.6.1 Dispersion Time Constant

Using a mixture of water and sugar with a viscosity of 2.8 centipoise (aver-
age blood viscosity) and Ga-68 EDTA as a tracer, the detector system response
to a step input at time zero was measured (Fig. 3.9). According to equation
(2.10), and using the dispersion function proposed by lida et al. [44], this re-
sponsc becomes: y= 1 - exp(-{)
where 7 is the dispersion timne constant. This may be shown as follows:
If one considers g(t) as the measured response which can be expressed as the con-
volution of the input function C,(t) with the system impulse response funetion,
d(t), ie. g(t)=Ca(t)*d(t) where theasterisk denotes the convolution operation.
In order to determine the input function C,(t), the system impulse response
must be measured. If a step function input, C,,(t) is assumned, then g,(t) =
Ca,(t)xd(t). It can be shown that the derivative of g,(t) with respeet to time is

equal to the impulse response, d(t) i.c.
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dga(t) _ d(Cu(t) » d(1)) _ dCul(t)
dt dt o dt

* d(t) = §(t) * d(t) = d(t) (3.3)

where the Dirac-delta function, 8(t)!, is the derivative of the step input function.

Thercfore we obtain the step response function as:

gs(t) = /0‘ d(t)dt = /Ot %ezp(—;)dt =1- cxp(—;t_-) (3.4)

The dispersion time constant, 7, can be determined by non-linecar least
squares regression of the step response function. The required regression soft-
ware was first tested by fitting simulated step response functions of the form
described by equation (4.1), upon which 5% random Poisson noise had been
superposed, and by comparing the resulting values of 7 with those used in the
simulation (Appendix III). The results of those tests are summarized in Table
3.3. The difference between 74, and 74, did not exceed 8%.

Step function experiments were then performed with the ABSS for var-
ious artery-detector distances, withdrawal flow rates and viscosities, and the

dispersion time constant determined as described above.

'Dirac-delta function, 6(t), 1s defined as follows:
a) 6(x-xg) = 0 for x#xo

b) fj:(ﬁ(x—xo)dx =1 for x=xg
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Table 3.3 Dispersion timne constants (7) of sitnulated step response functions.

T theo (S)

Tht (8)

4.0

4.5

5.0

55

6.0

65

7.0

3.940.4 (96%)*
4.4+0.4 (97%)
4.9+0.4 (92%)
5.5+0.5 (99%)
6.1£0.6 (102%)
6.840.6 (105%)

6.9+0.6 (99%)

Values are means £ SD for n=10 experinents

* percentage of Type0
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Figure 3.10 shows the expected increase of r for increasing artery-detector dis

tances which exhibits a linear behaviour. The dispersion tine constant as a
function of withdrawal flow rate is depicted in Fig. 3 11 and the tesults of these
studies summarized in Table 3.4. Again, the demonstrated decrease of r with
increasing withdrawal rate is not surprising since, the larger the withdrawal rate,
the shorter the travelling time in the catheter and hence, the smaller the distor-
tion of the tracer bolus. As apparent from Fig. 3.12 and Table 3.5, the cffect of
changes in viscosity of the tracer carrying substance (e.g. blood) is insignificant

over the range of viscositics expected in practice.
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Table 3.4 Effect of witndrawal rate on

external dispersion time coustant (7).

Withdrawal flow rate (ml-m‘n=1)

T (s)

3.5

55

7.5

9.5

9.6+ 0.9

6.9 £ 0.7

5.4 % 0.0

3.0 £ 0.4

Values are means £ SD for n=15 expeniments

Catheter length from detector to sampling site was 20 0 cm and viscosity of the solution

was the same as average blood viscosity (3.0 centipoise)

Table 3.5 Effcct of viscosity on external dispersion time constant (7).

Viscosity (cp)

7 (s)

1.5

3.0

6.0

5.4t 0.8

5.4+ 0.7

5.5+ 0.7

Values are means % SD for n=15 experiments

Flow rate was 75 ml min~! and catheter length from detector Lo samphing site was 20 o
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In all experiments, a three-way stop cock was nused at the sampling site
(Fig. 4.1) in order to get blood samples both manually (from one end of the
three-way stop cock) and automatically (from the other end). In practice, when
automated sampling is performed exclusively, the three-way stop cock is replaced
by a two-way connector. In order to check the effect of replacing the three-way
connector with a two-way connector, step function experitnents were performed
to simnlate 1) simultaneous manual and automated blood sampling and 2) auto-
mated sampling only. The results of non-linear least squares regression on these
step response functions (determination of external dispersion time constant)
showed that there was no significant difference between the two arrangements
since 7 differed by only 2%. This shows that the blood curves obtained with the
three-way stop cock arrangement are reliable and may be compared with those

obtained in practice when we use a two-way connector only.



CHAPTER 4

APPLICATION OF ABSS IN PATIENT STUDIES

After having verified the physical characteiistics of the ABSS, such as
linearity, external tracer delay and dispersion, it was usced during PET CBF and
CMRg, studi=s performed on volunteers, In the past, we had performed such
studies with manual blood sampling exclusively. Tnorder to assess the usefulness
of the ABSS, the present studies were performed using manual and automated
arterial blood sampling simultancously. Using the manual curve as o reference,
we then tried to match the two blood curves by applying a calibration plus cor-
rections for radioactive decay as well zs for external tracer delay and dispersion
to the automated blood curve. The goodness of fit hetween the two ¢ ves was
asscssed by means of a cli-square test as well as by compating their full widths
at half maximmum (FWHM).

In this chapter, we first briefly deseribe the PET CBF and CMIRR O, proce-
dures during which the manual and automated blood data were colleeted We
then compare the manual and automated blood data sets and illustrate the of-

fect of each of the above mentioned corrections.

4.1 Radioisotpe Preparation and Tomograph

The tracers H2'%0 and OO were prepared from a Japanese Steel Work
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Baby Cyclotron BC-107. PET studies were performed on a Scanditronix PC-
2048 15B, an cight-ring, 15-slice BGO head tomograph with a transverse reso-
lution of 5.8 - 6 4 mm and an axial resolution of 6.1 - 7.1 mm. Its count rate
cfficiency was 9 7 Keps/(£Ci-ml=") for the direct slices and 13.7 Keps/(pCi-ml™1)
for the cross slices [54] Reconstruction software included corrections Jor detector
efficiency variations, random events and dead-time, as well as a deconvolution
procedure to climinate scattered events [55]. Attenuation correction was per-
formed by means of an orbiting rod transmission source containing about 5 mCi

of “Ge [54].

4.2 Subject Preparation

The subjects were positioned in the tomograph with their heads immobi-
lized by means of a customized self-inflating foam headrest. A short indwelling
catheter was placed into the left radial artery for blood sampling. A three-way
stop cock (Fig. 4.1) was used to withdraw manual and automated samples.
Manual samples were taken from one exit of the stop cock using a short (ap-
prox. 2 cm) catheter while blood was directed to the automated sampling system
through a long (22 emn) catheter using the other exit of the stop cock. Although
the external delay and dispersion characteristics of the ABSS have been stan-

dardized for a 20 em long withdrawal catheter, the additional 2 cm of catheter
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. were used to compensate, with regard to delay and dispersion, for the short

catheter (2 cm) used for manual sampling.

Figure 4.1 Set-up for manual and automated blood sampling using a three-way

stop cock.
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4.3 CBF Studies

Cerebral blood flow (CBF) was measured by the intravenous H,!'*O bolus
method [25,26) based on the one-compartment model outlined in chapter 2.

About 40 mCi of H,'*O were injected into the brachial vein of the right
arm. Arterial blood sampling and dynamic imaging were started at injection
time. Dynamic scens with frame durations of § s were obtained over a period
of 3 min. Blood samples were collected both manually and with the ABSS.
Manual sampling was initially performed at 3-5 s intervals which were gradually
lengthened to 10 s and eventually 30 s towards the end of the data acquisition
period where the blood activity varies slowly. Manual samples were assayed in
a well-counter calibrated with respect to the tomograph, weighed and corrected
for radioactive decay. Automatic blood sampling was performed at a continous
withdcawal rate of 7.5 mlmin=! and a sampling interval of 0.5 s throughout the
data collection period. The automated blood sample count rate was recorded
by the computer in counts per 0.5 s. In order to calibrate the automated blood
curve with respect to the manual one, four calibration samples were collected
fromn the very end of the withdrawal catheter where the blood is discarded into
a waste basin (Fig. 4.2). The calibration procedure will be described in detail in
paragraph 4.5.2. The remaining blood curve corrections will be explained and

illustrated in section 4.5 of this chapter.




Figure 4.2 Detail of sct-up for manual and automated blood sampling. The

short catheter on the distal end of the three-way stop cock is used for manual

sampling.
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4.4 CMR,), Studies

CMRy), was measured by means of the single ['®0]0, bolus inhlation
method of Ohta et al. [5]. In contrast to the CBF studies where H,'*0O was
administered by intravenous bolus injection, here, the tracer was administered
by inhalation as follows: ['*0]0O, was supplied from the cyclotron into a lead-
shiclded rubber bag at the subject’s side where 1t was mixed with mediceal air.
After a sufficient level of activity had accumulated, the subject, wearing a nose
clamp, inhaled the gas (approx. 70-80 mCi) via a mouthpicce and a short con-
necting ventilator hose by taking a single deep breath and holding it for about
10 seconds. Seanning and blood sampling were initiatd at the start of inhalation
while the manual and automated blood sampling were performed as described

in the previous section.

4.5 Blood Data Corrections

Cortections for radioactive decay, external tracer arrival delay and dis-
persion due to the additional length of the sampling catheter in the ABSS are
required to compare the blood data from the ABSS with the manually sampled

data.



4.5.1 Radioactive Decay Correction

The automated blood data, which is very finely sampled at 0 5 s intervals,
is corrected according to the expression N(o) = N(t) exp(\-t), where ) is the
radioactive decay constant, N(o) the corrected activity with respect to time zeto
(injection time) and N(t) the uncorrected activity measured at time ¢ Figure

4.3 shows the automated blood curve before and after decay cortection.
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4.5.2 Calibration

Quantitative comparison of the manual blood data, usually given in units
of cps-g~!, with the automated data, given in cps, requires a calibration pro-
cedure. For this purpose, during each study, four blood samples are manually
withdrawn from the distal end of the automated sampling catheter (where the
blood is pouring into the waste container) and assayed in the same well counter
as the manual samples. It is important to take these calibration samples du
ing the flat part of the arterial curve where there is alinost no change i blood
activity. In this way, any possible sampling error (e g. timing inaceuracy) will
cause only a minor error in the calibration factor as illustrated in Fig. 4 4. For
this reason, the calibration samples are usnally taken two minutes after tracer
administration. To find the calibration factor for cach study, we rationalized
that for each point y, (i = 1,...,4) on the manual curve (Fig 4.5), there is a
corresponding point z, (z: = 1,...,4) on the automated curve such that Fz, =y,
(:=1,...,4) where F is the calibration factor. To get the best value for F fiom

the four calibration samples, we used a least squares optimization as follows.

4
Z(F,.‘ — %)% = minimum (41)

1=
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Solving for F, we obtain:
4

Z U2y

F== (4.2)

>
1=1

where the y,’s are counts fromn the manual samples assayed in the well counter

[eps-g~!'] and the z,’s counts from the automated blood samples [cps]. Therefore,
F, has unit of [g=!]. Since, for our experimental condition (i.e. a sample with-
drawal rate of 7.5 ml-min~'), there is a sixtcen sccond time difference between
the detector site and the end of the sampling catheter where the calibration
samples are taken, the point corresponding to yi(t) is z,(t-16s).

A computer prograin, called GET_CALBLD, which accepts the decay cor-
rected automated blood curve as input and gives the calibrated automated blood
curve as output was developed (see Appendix IV for program and calibration
sheet).

Since the calibration samples are collected manually and therefore are sub-
ject to timing errors (start and stop sampling tiine), we investigated the sen-
sitivity of F to such crrors. For this purpose, F was first determined from the
blood curves of five CBF studies as described above assuming no timing error (0
s crror). A timing error of £2 scconds was then applied to the calibration sam-
ples and F calculated again. Table 4.1 shows that, since the calibration samples

are taken from the flat part of the blood curve, this timing error does not have



a big effect on F (~ x2%).

It is important to realize that F may vary considerably from study to study
(Table. 4.1, column 2). The fluctuatious are most likely due to the temperature
sensitivity of the radiation detectors, both in the ABSS and the well counter and
the associated clectronics. For an accurate quantification of CBF and CMR),

it is thercfore mandatory to perform individual calibiation for cach study.

Table 4.1 Effect of sampling timing crror on calibiation factor, I,

Subject, Flg™] AF (%]
# 0 s error +2 s error -2 s ertor
1 48 +1.9 -1.6
2 55 +1.1 -1.9
3 58 +1.8 -1.2
4 99 +2.5 -2.5
5 63 +3.1 -3.3

mean +2.1+0.4 -214104

p < 0 005 by paired Student’s t-test
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Figure 4.6 shows a decay corrected, calibrated automated blood curve in
comparison with a manual one. It is obvious from the figure that these two
curves do not match yet. The remaining difference between the two curves is
due to external tracer delay (shift along x-axis) and dispersion (peak height),

which will be discussed next.
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Figure 4.4 Ilustration of the importance of choosing calibration samples in the
flat part of blood curve. A small timing error in the peak part (points A, and
A;) will yield a large difference in blood activity and lead to a large ertor in the

calibration factor, F.
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4.5.3 External Delay Correction

As explained in chapter 3, external delay is the time difference between
the arterial site where blood is withdrawn and the mid-point of the coincidence
detector pair where the blood tracer concentration is measured. The automated
blood curve has to be corrected for this delay, Since, for the present study, the
artery-detector distance of the ABSS was 20 cm and the withdrawal flow rate
7.5 ml-min~!, we applied this correction by shifting the automated blood curve

4 5 s (Table 3.2) to the left on the time axis.

4.5.4 External Dispersion Correction

The correction for the difference in the degree of distortion between the
curve shape of the manual (C,(t)) and the automated (g(t)) input function,
resulting from the dispersion of the tracer bolus in the additional length of
sampling catheter, is called external dispersion correction. As shown in chapter

2 (equation 2.10), the relation between C,(t) and g(t, - an be written as:
g(1) = Cu(t) » d(2) (4.1)

where the asterisk means the convolution operation® and d(t) is the disper-
sion function. Various models have been proposed to perform this correction

[44,35.43]. We adopted the monoexponential mocdel proposed by lida et al. [44],

3The convolution, h(t), of two functions x(t) and y(t) is defined as: h(t):f_"’c\)oo x(7)y(t-7)dr.



whose dispersion function is:
1 -t
d(t) = —exp(—) (12)
T T

With this model, the true input function may be 1ecovered fiom the measured

blood data using Laplace transforms [33,44] as follows:

d
Ca(t) = g(t) + () (4.3)

where 7 is the external dispersion time constant which has been experimentally
determined in chapter 3 (Table 3.3 and Fig. 3.11).

We have devcloped a program (GET.DELCONSMO, Appendix V) to
perform the deconvolution according to eq. 4.3. It accepts the decay corrected
and calibrated automated blood curve as input and gives the deconvolved blood
curve as output for a given dispersion time constant, 7. For an artery-detector
distance of 20 cm and a withdrawal flow rate of 7.5 mlamin~!, which are standard
for our ABSS, an average value of 7 = 5.5 s was used (Fig. 3.11 and Tables
3.4 and 3.5). This program GET_DELCONSMO also performs the external
delay correction discussed in the pievious paragraph. In order to 1educe the
statistical noise on the curve, brought about by the derivative in equation 4.3,
a parabolic smoothing filter was used [56]. With this mecthod, a function of
the form yr = a + bk + ck? is fitted to conscceutive data values over a selected

odd number of n points, symmetrically disposced about the point for which k -0.
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The value of the best-fit parabola at k=0 (i.e. yo = a) is taken as the smoothed
value of the data tor that center point. This operation requires the three best-fit
cocflicients a,b,c which in term provide the smoothed data value, yy, the slope
and the rate of change of the slope, respectively. The precise nature of the filter
18 dependent upon the number of points, n, over which the parabola is fitted.
The: larger the value of n, the heavier the smoothing of the data, and vice versa.

Figure 4.7 shows an automated blood curve before and after deconvolution.
It is apparent that the peak of the dispersion corrected (deconvolved) curve
is lugher and shifted towards the left (carlier times) with respect to the non-
cortected one. In Figure 4.8, the effect of the parabolic smoothing filter on
a dispersion cortected automated blood curve is shown. In order to minimize
any distortion in the peak region, in particular to avoid a significant reduction
in peak height, the first 50 s of the curve were smoothed only lightly, using a
value of n = 5. From there on, the flat section of the curve was smoothed more
heavily with a value of n = 19. Figure 4.9 shows that a perfect match between
a smoothed, calibrated automated blood curve and the corresponding manual
one can be obtained, provided the appropriate corrections for radioactive decay,

external delay and dispersion have been applied.
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14.5.5 Comparison of Blood Data

While Fig. 4.9 provides a qualitative comparison of the manual and au-
tomated blood data, a quantitative comparison was performed by means of a
goodness of fit analysis using the chi-square (x?) test with the manual blood
curve as a reference as well as by an evaluation of the full width at half maxi-
mum (FWHM) of the peak of the input function. For this purpose, the manual
blood data were interpolated based on the time scale of the automated curve.
The goodness of fit analysis on seven blood curves from O-15 water CBF studies
yielded \? values ranging between 5.1x1078 and 4.9x107%, indicating an excel-
lent mateh between the two data sets. The comparison of their FWHM values
by means of a paired Student’s t-test, however, showed a small, but statistically
significant difference (Table 4.2).

Applied to seven blood curves from [*0]O2 CMRo, studies, using the
same correction parameters as in the CBE studies, the goodness of fit analysis
vielded significantly larger x¢ values ranging between 3.8x107* and 2.9x1073
{(‘Table 4 2), indicating some degree of discrepancy between the manual and au-
tomated data sets. In order to get a better fit, the dispersion time constant was
vatied between 4.0 and 8.0 s and the resulting curves were again compared with
the manual ones by calculating the corresponding \? values. The smallest 2

value was found for a dispersion time constant of 7 = 7.0 s. Also, the FWHM




o
"

analysis of the [150]0; blood curves showed a persisting mismatch between the
manual and automated data sets (Table 4.4). This interesting ditfference be
tween the behavior of the blood data from the CBF and CMRy,, studies, which
might be linked to the difference in the labeled fractions of the blood for the

two tracers, will be discussed in more detail in chapter 6.

Table 4.2 Results of chi-square test between manual and automated Hlood

curves for CBF and CMRy, studies

Subject Xeur ___}_(2’_\”2‘
1 51x107°¢ 3 8x10 !
2 6.4x10° 5.1x10 !
3 7.3%107¢ 5.7x10!
4 78x107° 6.3x10 *
5 3.2x107° 1.1x10 *
6 2.9%x107° 2.3x10
7 4.9%10-5 2.0x10 °

mean 1.9%10°° 120x10 °

Results were obtained with external tracer delay (At)of 4 55

and cxternal dispersion time constant (1) of 55 s
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Table 4.3 Comparison of FWHM for automated and manual blood curves

used to obtain CBF images.

H FWHM,..[s] FWHM,,,,[s] Difference* [%]
1 10 11 9
2 16 17 )
3 12 12 0
4 13 13.5 3
5 18 18.5 2
6 15 16 6
7 14 15 7
mean 14.040.9 14.6+0.9 4.5+0.5

p < 0005 by parred Student’s t-test

o FW H Mygu=PW HAMgyy
FWil A mon 100




Table 4.4 Comparison of FWHNMI for automated and manual blood curves

used to obtain CM Ry, images.

# FWHM,uu[s] FWHM,..[s] Difference [%)]
1 18 29 18
2 22 30 26
3 20 28 28
4 14 20 30
5 22 26 15
6 22 26 15

mean 19.643.2 25.34+3.7 220 16.78

p < 0 0009 by paired Student’s t-test

« FWH Mpan—FW H My, |
FWilMman 100
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from CMRo, study.




CHAPTER 5

CBF AND CMRy, RESULTS

Following application of the required corrections to the automated blood
curves, which were discussed in the previous chapters, both the corrected auto-
mated and the manual curves were used to analyze a seties of CBF and CMR,),
PET studies that were performed on young normal volunteers as part of an on
going rescarch project The resulting CBF and CMRg, pairs wete compared in
order to assess the reliability and degree of equivalence of the two blood sam

pling methods.

5.1 CBF Results

Cercbral blood flow images were generated from positron ermssion tomo
graphic data (Fig. 5.1) as described by Hewscoviteh et al. [25] and Raichle of
al. [26], using the global fitting method for internal delay cotrection [43]. No
correction for internal dispersion was applied since, at a sample withdiawal flow
rate of 7.5 ml-min~!, this effect has been shown to he minimal [44]. Funetional
values were calculated for all fifteen simultancous slices produced by the to
mograph and the results averaged in order to get the mean whole hram blood
flow for seven healthy volunteers, using both manual and avtomated blood data

(Table 5.1). Comparison of the resnlts from this study showed that, on aver




83

age, the CBF values obtained with automated blood sampling were consistently
higher (4-4%) than those obtained with manual sampling. This difference was
significant at p<0.0001 by Student’s paired t-test. Individual CBF values from
automated blood data, in general. exceeded those based on manual data by no
mnore than approximately 5%.

One might be tempted to attribute the observed discrepancy between the
two results to the fact that manual blood sampling requires recording of the
start and stop time for blood sample collection and, therefore, is error prone. It
is well known that timing errors as small as 1sin the blood data result in CBF
crrors of almost 10% [25]. This fact is illustrated in Table 5.1 which summa-
rizes the error in CBF due to a £2 second timing error in the blood data (F'ig.
5.1) However, since this timing erroris expected to occur randomly and since
the corresponding CBF error assuines both positive and negative values, the
ohserved consistent overestimation of CBF ., by CBFuue (Table 5.2) is more
likely related to the observation that the FWHM of the manual blood curve
is slightly, but significantly, wider than that of the automated one (Table 4.2),
This widening is most likely due to the limited timing resolution of the manual
blood curve as opposcd to the autumated one (see chapter 6 for a more de-

tailed discussion). Therefore, we may conclude that | since the automated blood

sampling system can record data every half second, the CBF values obtained
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fre.m the automated blood curves are more reliable than those derived from the

mz-nual ones.

Table 5.1 Percentage error in whole brain CBF values resulting fiom manual

blood curves with a + 2 s sample timing error
A

Subject ACBF (%]
# +2 serror -2 s errom
1 +5.3 6.6
2 +8.1 6.3
3 +7.3 9.0
4 +5.5 8.9
5 +6.1 -7 8

mean+SD  +6.54+1.2 -7.642.3
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Table 5.2 Whole brain CBF values (ml-hg~!min~!) obtained froin seven

young volunteers using automated and manual blood déta.

subject # CBF . CBF .. W-IOO[%]
1 30.8+ 10.5 29.3% 9.5 +5.1
2 49.1+ 13.2 48.24 12.3 +1.8
3 343+ 9.8 33.24 9.7 +3.3
4 3424+ 9.6 32.14 94 +3.3
5 40.1+ 12.3 38.14& 15.6 +5.2
6 37.1+ 9.9 30.2.£ 9.7 +5.3
7 54.5+ 8.9 52.3+ 8.7 +4.2
mean 40.0£8.7 38.31+8.6 +4.0+1.2

Values are means + SD

p < 0.0001 by paired Student’s t-test
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Figure 5.2 Example of a CBF image of one brain slice from a young volunteer

generated from automated blood data.
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5.2 CMRy, Resuits

CMRy,, images from seven healthy volunteers were obtained using the
thice- weighted integration method of Ohta et al. [5] (Fig. 5.3). Mean whole
brain cerebral oxygen metabolic rates were calculated for all fifteen simultanecous
slices, using mannal and antomated blood data, and the results were compared.
This comparison showed that the CMR o, values obtained with the automated
data were consistently more than 20% higher than those obtained with the man-
ual bleod data. Excluding the manual blood data timing uncertainty as a major
cause for this rosult, for the same reason as discussed in the previous paragraph,
we identified two causes which might explain our observation. First, we noticed
that dispersion correction with the same time constant as in the CBF studies (7
= 5.9 s) did not allow to properly match the manual and the automated blood
curves.  In particular, the peak heights of the automated curves consistently
failed to reach those of the manual ones. Gradually increasing the external
dispersion time constant reduced the discrepancy between the manual and the
automated CMRg, which, for 7 = 7.0 s, reached a minimum of approximately
12%, but did not vanish (Table 5.3). The remaining difference therefore, was
again attributed to the discrepancy in the FWHM between the manual and the
automated blood curves which was much more important here than in the CBF

studies (Table 4.3). This issue will be discussed in chapter 6.




Table 5.3 Whole brain CMRy, values (gemolhg = min ') obtained from seven

young volunteers using automated and manual hlood data.

subject # CMRo, au CMRomon Ay 20 i()()[(x;]

1 168.1% 60.5 162.3% 5.5 +103
2 166.8+ 65.1 152.3 63.4 195
3 140.1% 60.3 128.3+ 7.8 19.1

4 139.2+ 58.3 127.14 55 5 195
5 145.5:+ 49.9 130.34+ 48.7 1.6
6 155.5+ 59.9 143.5+ 52.3 18.3
7 150.5+ 55.5 134.1% 50.5 +12.2

mean 152.2411.8 138.3+11.0

+10 1423

Values are means £ SD

p < 0 00006 by paired Student’s t-test
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Figure 5.3 Example of a CMRg, image of one brain slice from a young volunteer

generated from automated blood data.
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CHAPTER 6

L ¢ .CUSSION AND CONCLUSIONS

Positron emissic., .wmography allows the in-vivo investigation of a vaticety

of physiologic ' -+ vsiological processes. Thetr quantification in terms
of measaar nle +, . . as CBF requires the knowledge of the arterial
concentration .* i1 its eventual metabolites. In most instances, but

particularly during dy. . .c studies where the tissue radioactivity is recorded
as a function of time, rapid sampling of the arterial input function is required
since tracer administration is frequently peformed as a bolus injection which
results in a rapidly changing initial phase of the arterial tracer concentration.
In addition, most positron cinitting radioisotopes are relatively short-lived with
oxygen-15, the most frequently used tracer for CBF measurements, having a
half-life of only 2 min.

The use of automated blood sampling during such studies has a number
of advantages. First, the sampling time interval can be reduced from the prac-
tical manual limit of approximately 3 to 5 s to a fraction of a second which
allows a more faithful recording of the true shape of the arterial input function
Second, the accuracy of automated timing is superior to that obtained by the
manipulation of a stopwatch. Furthermore, a single individual can perform the

automated blood sampling with minimal manual intervention and,; therefore,
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reduced exposure to radiation. Properly tested automated blood sampling sys-
tems also facilitate the routine performance of a number of PET 1nvestigations
which are more and more frequently seen in clinical applications [14,15,23)].

The disadvantage of such blood sampling systems, however, consists in the
external sampling catheter which extends from the manual sampling site to the
external radiation detector. This necessitates an additional correction for tracer
arrival delay and dispersion, termed external delay and dispersion, as opposed
to the delay and dispersion incurred by the tracer in the blood vessels of the
body between the heart and the brain on the one hand and between the heart
and the peripheral manual sampling site on the other hand. Most physiological
parameters derived from PET studies are sensitive to errors in these corrections,
particularly estimates of quantities related to the intravascular space such as the
initial vascular distribution volume of water [5)].

The approach we chose for the evaluation and implementation of the
Scanditronix ABSS is based on a comparisor: of the manually sampled blood
data with that obtained with the ABSS using data from PET CBF and CMR,
studies during which manual and automated blood sampling was simultane-
ously performed. Our aim was to demonstrate that, after application of the
appropriate corrections for external delay and dispersion, the manual and au-

tomated blood curves were practically equivalent, i.e., exhibited similar shapes
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and yielded comparable CBF and CMRy, results. In order to validate such a
comparison, we carefully verified that the simultancous manual sampling did
not affect the automated blood data (sce chupter 3).

This approach was chosen to allow us to provide PET investigators with
blood data they could use with existing analysis software tailored to manual
blood data. A less flexible although more coinprehensive approach would have
been to incorporate the total (including the internal and external components)
trac r delay, At, and dispersion time constant, 7, dircetly into the respective
model equations as fitting parameters [34,42,]. This would have required the
modification and retesting of the analysis software for cach individual PET
model (e.g. the CBF, CMRo, and CBV models, cte.). Furthermore, this ap-
proach might fail if the number of fitting paramecters becomes too large (eg
larger than about 4).

A positive aspect of the Scanditronix ABSS is ite coincidence detection
design which resuits in a very low background count rate (less than 1%), an
important feature considering the large source of hackground radiation repre

sented by the radioactivity distributed in the body of the subject undergoimg the
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PET study One aspeet of the Scanditronix ABSS, however, which we consider
to be suboptimal is the use of a peristaltic pump for th  withdrawal of blood.
In our experienee, sach a pump requires extreme care to guarantec a constant
withdrawal rate, and we have shown that At and 7 depend very critically on
the blood withdrawal rate. We would therefore recommend the use of the more
reliable syringe withdrawal pump type already used in other laboratories [33,35].

For practical reasons, rather than using blood labelled with the short-lived
tracer 70 (T /2=2.03 min), we chose to investigate the physical characteristics
of the ABSS, such as its lincarity as well as its external delay and dispersion, by
means of a water-sugar solution with the same average viscosity as that of blood
and labeled with the longer-lived positron emitter Ga-68 (T;/,=68.3 min).

We found that our ABSS exhibited excellent linearity in the practically ex-
peeted range of blood radioactivity concentrations (Fig. 3.7). Also, our manual
calibration procedure designed to make the automated blood data (cps) com-
patible with the manual data (cps-g™!) proved to be extremely insensitive to
timing crrots due to the judicious selection of the calibration saniples from the
later, relatively tlat portion of the blood curve.

One of the important correction parameters, namely the external tracer
delay, At, between the arterial sampling site (usually the radial artery) and the

position of the radiation detector, was determined in three ways: 1) by means of
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a calculation based on the physical dimensions of the withdiawal catheter, the
artery-detector distance as well as the withdiawal tlow 1ate (equation 3 2), 2)
by measuring the transit time of the test Huid between the artenal saanphng, site
and the position of the radiation detector; 3) by fitting a step response funetion
to a step input experiment as described in paragraph 3.3.5.2 (the step input was
achieved by manually dipping the proximal end of the withdiawal catheter nto
a beaker of radioactive solution at time zero). Comparison of the results from
these three determinations showed agreemeant within 1% between the measured
(4.50£0.50 s) and fitted (4.65+0 65 s) values while the caleulated delay was
about 10% larger (4.98 s), probably due to fluctuations in the catheter diametes
or inaccuracies in its determination (note that the caleulated delay 1s propor

tional to the square of the catheter diameter). We chose the physically measured
value of 4.5 s as the standard delay correction for a fixed 20 em attery detector
distance and a withdrawal flow rate of 7.5 ml-min=1,

For the description of the external dispersion, a siimmple monoexponential
modcl with the dispersion time constant, 7, as the only parameter [44] was found
to be satisfactory for H,'*O blood curves from CBF studies  The dispersion time
constant was determined from step response functions by means of non linear
least squares fitting and using the method of Laplace transforms to recover the

"undispersed” (i.e. no external dispersion component) input. function from the
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dispersed (antomated blood curve) one by means of deconvolution. This proce-
dure required the denvative of the dispersed input function (equation 4.3) which
introduced a significant amount of noise to the result. A parabolic regressive
filter was therefore used to smoothe the deconvolved antomated blood curve
which facilitated the visnal comparison with the manual one. Particular care
was taken not to distort the peak height of the curve by smoothing the peak
arca only very lightly while applying a much stronger degree of smoothing to
the Hatter portion of the curve (time-variable filtering).

Another approach to this deconvolution problem would have been the use
of Fourier transforms This avenue, however, was not explored here due to time
coustiaints.

The non linear least squares fitting program was tested on simulated noisy
step tesponse funetions with known values of 7. For this purpose, the genera-
tion of random variables (or deviates) by means of a randoru number generator
was use L Since such simulations are essential in many aceas of PET-related
tesearchy, we dedieated a fair amount of time to this subject (see section 3.3.4).

Analysis of the dispersion time constant studics showed that 7 decreased
approximately linearly with increasing withdrawal flow rate and decreasing artery-
catheter distance. This behaviour wou'ld be intuitively expected. The dispersion

correction factor, therefore, becomes minimal for the largest affordable blood




9

withdrawal flow rate and the shottest physically foaable attery detector dis
tance. Based on these observations, we chose to operate the ABSS for a tixed
set of parameters which included a relatively large withdrawal How 1ate of 75
ml-min~! (which is roughly the same as that previoudly uaed with manual sam
pling) and an artery detector distance of 20 cm. In this case, the external delay
is 4.5 s and the dispersion time constant 5 5 s.

Since the blood viscosity may vary from subjeet to subject, particulatly
certain diseascs such as polycythemia vera, we measured the dependence of 1o
the viscosity of the water-sugar solution  Within the expected climcal ranpe ol
viscositics, this dependence was found to be negligible Sinee real blood 1 not
Newtonian fluid, as opposed to water, and therefore exhibits different viseosity
characteristics, one might want to repeat the latter experiment with blood as
the test fluid in order to confirm our observation.

For the comparison of the calibrated, delay and dispersion corrected, an
tomated blood curve with the manual one, we chose to perform a \? test, using,
the manual curve as a reference. The ? value s essentially @ nonmalized i of
lcast squares which gets smaller, the better the fit, and viee versin We furthe
used the FWHM of the neak of the two enurves as a means of comparison

In the case of Hy'*O blood curves from CBF studies, the two curves

matched
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very closely (Fig. 4.9). We attribute the slightly but consistently wider FIWVHNM
of the maunal curve (Table 4.3) to the larger manual sampling interval which
does not allow to recover the true blood curve shape with the same accuracy as
the ABSS which has a 0.5 s sampling interval. The slightly higher CBF values
(4%) obtained with the automated blood curves is consistent with this observa-
tion sinece, for a given tissue time-activity curve, the narrower the blood curve,
the larger the corresponding CBF value. The possibility that a manual timing
crror might be the cause for this 4% difference was ruled out on the grounds of
its random nature which would have lead to positive and negative fluctuations.
The average CBF values derived fiom both blood curves agree well with liter-
ature values from similar PET studies [6]. Based on the above arguments, we
conclude that the quantification of H,"™0 bolus CBF studies using blood data
collected with the Scanditronix ABSS is accurate and reliable.

When comparing the blood curves from the 00O CMRg, studies, the x?
values were substantially larger than in the CBF case (Table 4.2). Also, the
discrepancy between the two FWHM measurements was more pronounced (Ta-
ble 4.4). This led to CMRp, estimates which were 20% larger when calculated
ficu the manual curves. Even when the dispersion time constant was arbitrarily
mcreased from the standard value of 5.5 s to 7's, which gave a somewhat better

match of the two blood curves, a discrepancy of approximately 12 % remained
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between the two CMRg, estimates. However, both values were within the range
of accepted average CMRg, values [6].

This important remaining difference could not be explained by the dif-
ferent length of the blood sampling intervals, and we had to look for a more
plausible reason. One explanation we considered was based on the fact that,
unlike in the CBF studies where the tracer Hy'®0) is quite uniformly distributed
between red blood cells and plasma, in the CMR g, studies with Q™0 as a tracer,
red blood cells are exclusively labeled due to the high affimty of molecular oxy
gen for hemoglobin. It is known [57] that the flow patterns of 1ed blood cells and
plasma may differ substantially, particularly in vessels with diameters of Tmm
or less. Under such conditions, significant hematoctit Huctuations may also oc
cur which further complicates the issne. Since the correction parameters At
and 7 were derived from a uniformly labeled aqueous solution flowing through a
catheter with an inner diameter of approximately L, it is not surprising that
they do not exactly apply to the case of non-uniformly labeled blood  Thete-
fore, when 7 was artificially increased, the manual and antomated blood curves
more closely resembled cach other. The remaining difference in shape might be
related to a combination of cffects due to the different flow patterns of plasma
and red blood cells as well as to possible hematocrit effects. This intriguing

phenomenon, therefore, deserves further investigation
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The important conclusion to be drawn from these observations is that, in
order to avoid significant quantification errors in the analysis of PET studics, the
external delay and dispersion characteristics of automated blood sampling sys-
tems should be evaluated individually for each tracer rather than derived from
tests with uniformly labeled radioactive solutions [58]. If this 1s not possible for
practical reasons, effeets 1elated to the proportioning of the label between the
plasma and 1ed blood eell fractions have to be carefully examined. In fact, even
the slight diserepancy in the CBF studies might be due to the known, although
small, difference in the fractional water contents of whole blood (0.80 g per g-
blood) and plasina (0.92 g per g-plasma) [47].

In summary, then, we may say that we have successfully implemented the

Scanditronix ABSS for routine use in quantitative Hy'0 bolus CBF studies.
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LIST OF FIGURES

Figure 1.1 Principle of annihilation coincidence detection,

Figure 2.1 (A) One-compartment model for a freely diffusible inert tracer.
Shown is a tissue element with volume V,, weight W, tracer content , and
tracer distribution volume V4. The tissue element is homogeneously petfused
with blood flow F at arterial and venous tracer concentrations C,, and C,. (B3)
Two-compartment model representing intravascular (blood) and extravaseula
(tissue) spaces separated by the blood-brain barrier for a diffusion-limited tracer
with a first pass capillary extraction fraction of E,<1. K; is the undirectional
clearance of tracer from blood into tissue and k, is the rate constant which de

scribes the washout of tracer fromn tissuc.

Figure 3.1 Block diagrain of automated blood sampling system in relation

with the positron camera.

Figure 3.2 Coincidence detector pair.

Figure 3.3 Overall view of detector system with catheter
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Figure 3.4 Pumping systemn with withdrawal catheter.

Figure 3.5 Automated blood sampling system including detector, pump and

catheter.

Figure 3.6 Pciformance of pumping system at withdrawal rates of 9.5 (o),

7.5 (o), 5.5 () and 3.5 (o) ml-min~'.

Figure 3.7 Lincarity test of automated blood sampling system.

Figure 3.8 External delay vs. artery-detector distance of automated blood

sampling system.

Figure 3.9 Step input response of the ABSS exhibiting the form 1-exp(-%)

(e is the measured and o is the fitted data).

Figure 3.10 Effect of artery-detector distance on external dispersion time con-

stant (7).
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Figure. 3.11 Effect of withdrawal rate on external dispersion time constant, 7.

Figure 3.12 Effect of viscosity on external dispersion time constant, r

Figure 4.1 Sct-up for manual and automated blood sampling

using a three-way stop cock.

Figure 4.2 Dectail of sct-up for manual and automated blood samplng. The
short catheter on the distal end of the three-way stop cock is used for manual

sampling,

Figure 4.3 Automated blood curve before (4) and after (o) decay correction.

Figure. 4.4 Illustration of importance of choosing calibration samples in the

flat part of blood curve. A small timing error in the peak part (points Ay and

A,) will yield a large difference in blood activity and lead to a large error i the

calibration factor, F.

Figure 4.5 Procedure of calculating the calibration factor, F.
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Figure 4.6 Comparison of a decay corrected and calibrated automated blood

curve (¢) with a manual one (4), also corrected for radioactivity decay.

Figure 4.7 An automated blood curve before (¢) and after (o) dispersion cor-

rection (deconvolution).

Figure 4.8 Comparison of a smoothed (o) and unsmoohted (o) dispersion cor-

rected (deconvolved) automated blood curve,

Figure 4.9 Comparison of a decay, delay and dispersion corrected smoothed

automated blood curve (o) with the corresponding manual one (+). Note the

excellent mateh of the two curves.

Figure 4.10 Comparison of FWHM for automated and manual blood curve

fiom CMRy, study.

Figure 5.1 Manual blood curve with a timing error of +2 s (0) and -2 s (o) (e

is the original curve),

Figure 5.2 Example of a CBF image of one brain slice from a young volunteer




generated from automated blood data.

Figure 5.3 Example of a CMRo, image of one brain slice from a young volunteer

generated from automated blood data.
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Table 4.4 Comparison of FWHM for automated and manual blood curves used

to obtain CMRo, images.

Table 5.1 Percentage error in whole brain CBF values resulting from man-

ual blood curves with a + 2 s sample timing error.

Table 5.2 Whole brain CBF values (ml-hg™'-min~") obtained from seven young,

volunteers using automated and manual blood data.
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APPENDIX I

AUTOMATED BLOOD FILE



a b c d e f£ g h i ]
35873.02 0 00 0.50 0 57 64 0 8 67 0
35873.52 0.50 0.50 0 3% 5% 0O 8 7 0
35874.02 1.00 0.50 0 47 54 0 76 4 0
35874 52 150 0.50 0 37 61 0 79 55 0
35875.02 2.00 0.50 S B 0 73 53 0
35875.52 2 50 0.50 0 L4 58 0 86 54 0
35876.02 3.00 0.50 0 48 9 0 8 67 O
35876 52 3.50 0.50 0 61 65 0 8 7 0
35877.02 4.00 0.50 0o 6 78 0 103 65 0
35877.52 4.50 0.t 0 68 80 0 93 86 0
35878.02 5.00 0.50 0 82 87 0 92 N v
35878.52 5 50 0.50 0 8 T3 0 102 73 0
35879.02 6.00 0.50 0 7 109 0 127 98 0
35879.52 6.50 0.50 0 8 108 0 123 95 0
35880.02 7.00 0.50 0 13 139 0 148 129 0
35880 52 7 50 0.50 0 141 178 0 175 1440
35881.02 8.00 0.50 0 182 209 0 191 196 0
35881.52 8 50 0.50 1190 228 2 237 196 0
35882.02 9.00 0.50 0 232 238 0 239 250 0
35£82.52 9.50 0.50 0 218 244 2 2716 28 0
35883.02 10.00 0.50 0 254 294 1 318 275 0
35883.52 10.50 0.50 0 253 309 5 293 243 0
35884 .02 11 00 0.50 0 268 300 2 33% 306 0
35884.52 11.50 0.50 0 268 322 2 330 25 0
35885.02 12.00 0.50 1 282 322 6 320 298 0
35885.52 12.50 0.50 1 306 351 0 376 338 0
35886.02 13.00 0.50 1369 442 1 458 379 O
35886 52 13 50 0.50 0 369 435 9 458 383 0
35887.02 14,00 0.50 3 408 443 13 478 439 0
35887.52 14.50 0.50 4 438 515 1 481 426 0
35888.02 15.00 0.50 5 391 505 7 539 457 0
35888 52 15,50 0.50 1 434 538 5 498 450 O
35889.02 16.00 0.50 1 443 541 3 571 458 0
35889.52 16.50 0 50 1 434 527 6 549 481 0
35890.02 17.00 0.50 0 477 593 1 586 463 0
35890.52 17.50 0.50 4L 438 513 2 567 492 0
35891.02 18.00 0.50 7459 497 1 548 477 0
3589152 18.50 0.50 6 453 584 B 598 478 0
35892.02 19.00 0.50 8 506 566 3571 4kh D
35892.52 19.50 0.50 7 457 574 5 602 529 0
35893 .02 20.00 0.50 19 627 628 16 638 587 0
35893 .52 20.50 0,50 28 633 725 28 706 582 0
35894.02 21,00 0.50 50 718 785 38 776 670 O
35894 .52 21.50 0.50 75 766 921 63 883 803 O
35895.02 22.00 0.50 113 89 1011 91 98 918 0
35895.52 22 50 0.50 147 1020 1144 127 1079 1045 0
35896.02 23.00 0.50 196 1264 1373 142 1219 1124 0
35896 .52 23,50 0.50 242 1398 1584 213 1433 1414 0
35897.02 24.00 0.50 335 1762 1917 248 1694 1639 0
3589752 24.50 0.50 365 2028 2188 333 1992 1877 0
35898.02 25.00 0.50 48O 2336 2470 423 2305 2242 O

a. Time of the day i1n seconds

b. Time since start in seconds

c. Sampling interval in seconds

d. Coincidence count in the first detector pair

e. Singles count in the first detector pair, first detector
f. Sinales count in the first detector pair, second detector
g. coincidence count in the second detector pair

h. Singles count in the second detector pair, first detector
1. Singles count 1in the second detector pair, second detector
J- Acquired count from the auxillary input




APPENDIX II

PROGRAMS ”RANO.FOR” FOR RANDOM NUMBER GENERATION

AND "GASDEV.FOR” FOR NORMAL DISTRIBUTION




C

14

C Returns a uniform random deviate between 0.0 and 1.0 using a
C system-supplied routine RAN(ISEED). Set IDUM to any

o] negetive value to initialize the sequence.

C
C
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function rano (idum)

dimension v(97)
data iff /0/

if(idum.LT.0.0or.iff.eq.0) then
iff =1
iseed =
idum = 1
do 11 j = 1,97
dum = ran(iseed)
11 continue
do 12 j = 1,97
v(j) = ran(iseed)
12 continue
y = ran(iseed)
end if

abs(idum)

j =1+ int(97.*y)
if(j).GTr.97.0r.3j.LT.1)pause
Yy = v(j)

rano =y

v(j) = ran(iseed)

return

end
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L ittt GASDEV.FOR--—-==—~ == m e e e e -
C Returns a normally distributed deviate with zero mean and unit
C variance, using RANO as the source of uniform diviates.

c ________________________________________________________________
c ________________________________________________________________

real function gasdev(idum)
C _______________________________________________________________ -
implicit none

integer*4 iset,idum

real*4 v1l,v2,rano,r,fac,gset
C __________________________________________________________________ —
data iset/0/
if (iset.EQ.0) then
1 vl 2.*rano(idum) - 1.
v2 2.*rano(idum) - 1.
r = V1k*2 4+ v2%%2
if(r.GE.l1..0r.r.EQ.0.) go to 1
fac = sgrt(-2.*log(r)/r)
gset = vlx*fac
gasdev = v2*fac

i

iset = 1
else
gasdev = gset
iset = 0
end 1if
C _______________________________________________________________ -—
return

end
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APPENDIX IIT

PROGRAM "MAINFITGAS.FOR” FOR DETERMINATION OF

SIMULATED DISPERSION TIME CONSTANT USING STEP RESPONSE

OF ACTIVITY



L MAINFITGAS.FOR-—~========———— e
c PROGRAM TO FIT STEP RESPONE OF ACTIVITY IN ORDER

C TO DETERMINE DISPERSION TIME CONSTANT

Qo e o e e e ot e e e e e e e e e e e e e e e e e o e e o e e e o e
C ————————————————————————————————————————————————————————————————

DIMENSION Y (200),X(200),A(50), DELTAA (50), SIGMAA(50),YFIT(20
1 SIGMAY (200) ,TI(200),CO(200)
character*120 input_file, fitted_ file

120 format(120a)

106 format(1lx, 3£f10.4)

550 format (3x, ENTER INPUT FILE NAME:..... r,9)

600 format(3x, ENTER FITTED FILE NAME:..... ’7,%)

605 format(3x, FENTER CONSTANTS..... LA

606 format(3x, "ENTER MODE....: ’,8%)

C607 format(3x, ENTER MODE....: ’,$)

608 format(3x, ‘ENTER NPTS....: ’,$)

609 format(3x, ENTER NTERMS....: ’,$)

C _________________________________________________________________

write(6,550)
read (5,120) input_file
open{unit=1, name=input file, type='old’, readonly)
write(6,600)
read (5,120) fitted file
open(unit=9, name=fitted file, type='new’)
C write(6,605)
C read (5, *) npts, nterms, mode,sigmaa, sigmay
write(6,606)
read(5, *)mode
C write(6,607)
C read (5, *)
write(6, 608)
read(5, *)NPTS
write(6,609)
read (5, *) NTERMS
do 11 i=1,npts
read (1,*) X(I),Y(I)
Y(I)=y(I)+((0.1*Y(I))*(RANO(I)-0.5))
type *,X(1),Y(1)

NPTS=100
NTERMS=2
13 MODE=0
TYPE *, NPTS:’,’NTERMS:’, ’MODE:’,NPTS,NTERMS, MODE
DO 100 I=1,NTERMS
TYPE *, ’TEST’
A(I)=1.0
SIGMAA (I)=1.0

sRoNoEeNoNo No o N o]



DELTAA(I)=0.1
100 CONTLNUE
WRITE (6, 15)
FORMAT (3X,’A’)
WRITE(6,16) A(l),A(2)
16 FORMAT(F10.3,5X,F10.3)
20 DO 50 I=1,NPTS
X(I)=I-1
Y(I)=A(1)*(1.0-EXP(-X(I)*A(2)))
C dumi=555%
y(I)=y(I)+((0.05*Y(I))*(gasdev(dumi)-0.5))
SIGMAY(I)=1.0
50 CONTINUE
C type *,’DUMI:’,dumi
DO 110 I=1,NTERMS
TYPE *,’TEST1’
A(I)=2.0
110 CONTINUE
3 DO 5 I=1,NPTS
WRITE(6,36) X(I),Y(I)
5 CONTINUE
36 FORMAT(F10.4,5X,F10.4)
200 CALL GRIDLS(X,Y,SIGMAY,NPTS,NTERMS,MODE, A, DELTAA,SIGMAA,YFI
1 CHISQR)
C TYPE PARAMETERS
TYPE *,’CHISQR:’,CHISQR
WRITE(6,250)
250 FORMAT(3X,’TIME’,SX,’ACTIVITY’,9X,’YFIT’)
300 DO 502 I=1,NPTS
WRITE(6,350) X(I),Y(I),YFIT(I)
write(9,350) X(I),Y(I),YFIT(I)
502 CONTINUE
350 FORMAT(F10.4,5X,F10.4,5X,F10.4)
WRITE(6,551) A(1l),A(2)
551 FORMAT(F10.4,3X,F10.4)
close (1)
close(9)
STOP
END

an
[
o




APPENDIX IV

PROGRAM »GET_CALBLD.FOR” FOR CALIBRATION OF
BLOOD CURVE ALONG WITH THE CALIBRATION SHEET




Cmmmmm————————————— GET_CALBLD. FOR== == == e e e e e e e
c PROGRAM FOR CALIBRATION OF THE DECAY CORRECTED

c BLOOD FILE

c ————————————————————————————————————————————————————————————————
c ————————————————————————————————————————————————————————————————

character*120 cnt

120 format(120a)
106 format (2£10.1)
601 format(3x, 'Enter DECAY CORRECTED BLD file name ....... :
603 format (3x, ’Enter CALIBRATED BLD file name ....... : ’,$)
605 format(3x, 'Enter Constants....... : 7,%)

real B,d
Cm o e e e e e e e e

write(6,601)
read(5,120)cnt

open(unit=1, name=cnt, type=’0ld’, readonly)
write(6,603)
read(5,120)cnt

open(unit=3, name=cnt, type=’new’)
write(6,605)
read(5,*)al,a2,a3,a4,bl,b2,b3,b4d

do 11 i = 1,500

read(1l, *,end=119)ti,act
c "ti" and "act" are time and activity from the decay corrected
c blood file

f =(al*blta2*b2+a3*b3+ad4*b4)/(al*al+a2*a2+a3*a3+ad*a4)
b act*f
11 write(3,106)ti,b

o

119 close (1)
close(3)
type *,’calibration factor = /,f
stop
end




DATE:

STUDY:
SUBJECT:
CALIBRATION DATA

No. | START | STOP
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APPENDIX V

PROGRAM "GET _DELCONSMO.FOR” AND RELATED
SUBROUTINES FOR EXTERNAL DELAY AND
DISPERSION CORRECTION
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10

15
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100

----------------- GET_DELCONSMO. FOR== === = mm e e e e

READS CALIBRATED BLOOD CURVE AND APPLIES DELAY
AND DECONVOLUTION PROCESS ON IT PRODUCING A
SMOOTHED VERSION PLUS ITS DERIVATIVE

T G — — — —— . S . W P T ——v A M PES WS S = e s s T W M e T W e aon S o " - —— - T —— — —— T W_" - — o o Yoot s

SET NEGATIVE VALUES OF CTRU TO ZERO
OTHER MODULES REQUIRED:DREDBLD,DERIV

X,Y : ORIGINAL NON-UNIFORM TIME SEQUENCE

XU,YU: UNIFORMLY INTERPOLATED DATA SEQUENCE

YFIT : SMOOTHED UNIFORM DATA SEQUENCE AT TIMES XU
z ¢ SMOOTHED UNIFORM DERIVATIVE AT TIMES XU

CTRU : TRUE, DECCNVOLVED INPUT FUNCTION AT TIMES XU

DIMENSION X(400),Y(400),YFIT(400),%(400),CTRU(400),CAL(3)
DIMENSION XU(400),YU(400),CAL(3)
LOGICAL*1 FILNAM(32) ,TEXT(72)

READ BLOOD DATA Y(I) AT TIMES T(I).
TYPE 10

FORMAT (/’$ ENTER DECAY CORRECTED AND CALIBRATED BLOOD F11I,

CALL DREDBLD(X,Y,CAL,NPTS)

DO 15 I=1,NPTS

WRITE(6,16) X(I),Y(I)
CONTINUE

FORMAT (F10.1,5X,F10.1)

SET NUMBER OF POINTS TO FIT OVER:NN=3 (NO SMOOTHING) .

NN=3

TYPE 17

FORMAT(/’$ ENTER NUMBER OF POINTS TO FIT (UNEVEN):')
ACCEPT *,NN

SET EQUIDISTANT TIME INTERVAL FOR BLOOD CURVE TO DT=0.5 SEC
DT=0.5

TYPE 19

FORMAT(/’$ ENTER DISPERSION CONSTANT TAU (SEC) 1)
ACCEPT *,TAU

SET DISPERSION CONSTANT TAU TO 5.5 SEC.

SEQUENCE XU(I), YU(I) WITH DT=0.5 SEC.

FORM SMOOTHED VERSION PLUS DERIVATIVE.

CALL DERIV2(NN,NPTS,Y,YFIT,Z,DT)
PRINT SMOOTHED DATA PLUS DERIVATIVE.
FORM CTRU(I)=YFIT(I)+TAU*Z(I)

DO 100 I=1,NPTS
TYPE 1,X(I),Y(I)

DO 200 I=1,NPTS-NN/2




200

0N

111

1000
105

CTRU (I)=YFIT (I)+TAU*Z (I)
IF (CTRU(I) .LT. 0.) CTRU(I)=0.
TYPE 2,X(I),¥Y(I),YFIT(I),Z(I),CTRU(I)

FORMAT (2F10.1)

FORMAT (5F10.1)

WRITE CTRU(I) INTO NEW BLOOD DATA FILE WITH NEW NAME.
TYPE 111

FORMAT(/’$ ENTER NEW DECONVOLVED BLOOD FILE NAME:’)
READ (5,22)IQ, FILNAM

FORMAT (Q, 32A1)

LUN=1

FILNAM(IQ+1)=0

OPEN (UNIT=LUN1,NAME=FILNAM, TYPE=’NEW’ , FORM=’FORMATTED")

NTEXT=4

WRITE (LUN1, 9) NYEXT

FORMAT (17)

WRITE (LUN1, 8)

FORMAT (/' DECONVOLVED BLOOD ACTIVITY DATA (CPS/G) ’//)

WRITE(LUN1,11) (CAL(I),I=1,3)

FORMAT (3F)

WRITE BLOOD DATA INTO OUTPUTFILE.
DO 1000 I=1,NPTS-NN/2

APPLY DELAY CORRECTION
X(I)=X(I)-4.5

WRITE(LUN1,105)X(I),CTRU(I)

FORMAT (2F10.1)

CLOSE (UNIT=LUN1, DISPOSE='KEEP’)

STOP

END
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C
C
C
C PERFORMS SMOOTHING AND CALCULATES DERIVATIVE OF A CURVE
C USING PARABOLIC REGRESSIVE FILTER APPROACH. (SEE: SAYERS,
Cc INFERRING SIGNIFICANCE FROM BIOLOGICAL SI1IGNAL(FILTERS).
C

SUBROUTINE DERIV2 (NN,NPTS,Y,YFIT,Z,DT)

DIMENSION Y (400),YFIT(400),Z(400)
ANN=FLOAT {NN)
CAA=3./(4.*ANN* (ANN*ANN-4.0))
CBB=12./ (ANN* (ANN*ANN~-1.0))
JBEG= (NN+1) /2
JEND=NPTS-JBEG+1
DO 265 I=1,NPTS
YFIT(I)=0.
Z(I)=0.
265  CONTINUE
DO 300 I=JBEG,JEND
AA=0.
BB=0.
cc=0.
DO 280 J=1,NN
JI=J~1
KK=- ( (NN-1)/2)+JJ
AKK=FLOAT (KK)
AA=AA+Y (I+KK) * (3. *ANN*ANN-20. *AKK*AKK-7. )
BB=BB+Y (I+KK) *AKK
240 CONTINUE
YFIT (I)=CAA*AA
Z (I)=CBB*BB/DT
300 CONTINUE
RETURN
END
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21
22

SUBROUTINE DREDBLD(X,Y,CAL,NPT)
LOGICAL*1 FILNAM(32),TEXT(72)
REAL*4 CAL(3),X(400),Y(400)

READ(5,2)IQ, FILNAM
FORMAT (Q, 32A1)

LUN=1
FILNAM(IQ+1)=0
OPEN (UNIT=LUN,NAME=FILNAM, TYPE=’OLD’ ,READONLY)
READ (LUN, 20) NTEXT
FORMAT (1)
DO 22 I=1,NTEXT
READ(LUN, 21) TEXT
FORMAT (72A1)
CONTINUE

READ (LUN, 35) (CAL(I),I=1,3)
FORMAT (3F)
TYPE *,’ Calibration factors are ’,CAL(1),CAL(2),CAL(3)

TYPE 36

FORMAT (/’$ Lower,Central or Upper data?( type 1,2 or 3)..

ACCEPT *,IC
IF(IC.LT.1.0R.IC.GT.3)GOTO 37
SC=CAL(1C)

IPT=0

IPT=IPT+1

READ (LUN, 10, END=200) XX, YY

X (IPT)=XX

Y (IPT)=YY*SC

Y (IPT) =YY

FORMAT (2F10.4)

TYPE *,XX,YY

GOTO 5

NPT=TPT-1

CLOSE (UNIT=LUN, DISPOSE='KEEP")
RETURN

END
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