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Abstract 

In this Ph.D thesis, electronic structure and transport properties of quantum dots 

are studied using advanced numerical techniques based on fundamental many-body 

theory. In fact, in such nanostructures, correlation and quantization effects dominate 

motion of electrons like in real atoms, hence an exact treatment is often necessary 

to understand and predict their electronic properties. Moreover, experimental real­

ization of quantum dots in the presence of magnetic field gives rise to several new 

many-body physics that are inaccessible in real atoms, and they provide a crucial 

testing ground for important concepts of mesoscopic and nanoscopic phenomena. 

The many-body tools used in this work include exact diagonalization, quantum 

Monte Carlo, Hartree-Fock, and Keldysh Nonequilibrium Green's function analysis. 

Each of these methods have their advantages and inconveniences. For studying closed 

systems with small number of electrons, exact diagonalization is the best choice, since 

it provides complete information about the total energy, wave functions and corre­

lations for not only the ground state but also for excited states. We used exact 

diagonalization method to study in detail circular parabolic and ring shaped quan­

tum dots containing up to 8 electrons, and we have found that spatial localization 

of electrons inside the dot gives rise to interesting new physics. On the other hand, 

for studying disordered quantum dots exact diagonalization method becomes power­

less due to the broken spatial symmetry. Thus, we developed a fixed-phase quantum 

Monte Carlo algorithm combined with Hartree-Fock solutions, which allowed us to 

investigate the effect of impurities on electronic properties inside parabolic dots con­

taining up to 13 electrons. To investigate open systems and transport properties, we 

have expanded exact diagonalization solutions in terms of Keldysh Green's functions 

which allowed us to discover a new transport blockade regime. Finally, again using 

Keldysh Green's function formalism, we have studied a double quantum dot system 

in the presence of Kondo resonance, and we have shown that multi-channel transport 

gives rise to particularly interesting competition effects between resonant tunneling 

and Kondo effect. 
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Resume 

Dans cette these de doctorat, la structure electronique et les proprietes de transport 

des points quantiques sont etudiees en se servant des techniques numeriques basees sur 

la theorie fondamentale des systemes a ./V-corps. En effet, dans ces nanostructures, 

tout comme dans les atomes reels, les effets de correlation et de quantification domi-

nent le mouvement des electrons. Un traitement exacte est done souvent necessaire 

pour etre en mesure de mieux comprendre et de predire leurs proprietes electroniques. 

De plus, la realisation experimental des points quantiques en presence de champ 

magnetique donne lieu a des phenomenes physiques qui sont inaccessibles dans les 

atomes reels, en plus de fournir un champ d'essai pour des concepts importants en 

physiques nanoscopique et mesoscopique. 

Les outils theoriques dont nous nous sommes servis dans ce travail incluent la diag­

onalization exacte, la methode Monte Carlo quantique, Hartree-Fock, et les fonctions 

de Green de Keldysh hors-equilibres. Chacune de ces methodes ont leurs avantages 

et leurs inconvenients. Pour l'etude des systemes ayant un petit nombre d'electrons, 

la diagonalization est le meilleur choix, car elle fournit l'information complete sur 

l'energie totale, les fonctions d'ondes et les correlations, non seulement pour le niveau 

fondamental mais aussi pour les etats excites. En utilisant cette methode pour notre 

etude des points quantiques circulaires harmoniques et en forme d'anneau, nous avons 

montre que la localization spatiale des electrons confines donne lieu a de nouveaux 

phenomenes physiques fortement interessants. Mais, pour Tetude des points quan­

tiques en presence de desordre, la diagonalization exacte devient impuissant a cause 

de la symetrie spatiale brisee. Alors, nous avons developpe un algorithme Monte Carlo 

quantique a phase-fixe, combine avec les solutions de Hartree-Fock, qui nous a per-

mis d'etudier les effets des impuretes sur les proprietes electroniques dans les points 

quantiques paraboliques contenant jusqu'a 13 electrons. Afin d'etudier les proprietes 

de transport des systemes ouverts, nous avons effectue une expansion des solutions 

de la diagonalization exacte en terme de fonctions de Green, ce qui nous a permis de 

decouvrir un nouveau regime de blockage de transport. Finalement, en se servant de 

nouveau du formalisme de fonctions de Green, nous avons etudie un systeme a points 

quantiques double en presence de resonance de Kondo, et nous avons montre que le 

transport a multi-niveaux donne lieu a une competition particulierement interessante 

entre l'effet tunnel resonant et l'effet Kondo. 
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Statement of Originality 

In this thesis, several numerical many-body techniques are developed, combined and 

used to study strongly correlated quantum dot nanostructures for which simpler semi-

classical or mean-field approaches do not give correct physics. The applications of the 

techniques that we have elaborated concentrated on elucidating complex many-body 

phenomena arising from electron-electron interactions, geometrical factors, magnetic 

field, and transport properties of quantum dot systems. My original contributions to 

this study include: 

• I developed an exact diagonalization code to calculate electronic properties of 

arbitrarily shaped circular three-dimensional quantum dots. 

• I calculated many-body states using exact diagonalization algorithm and in­

vestigated energetic competition due to interaction, spin, magnetic field, and 

geometrical factors. 

• By combining the Keldysh nonequilibrium Green's function (NEGF) formalism 

with exact diagonalization, I investigated charge transport in these quantum 

dots and discovered a new "Geometric blockade" phenomenon. 

• I contributed to the development of quantum Monte Carlo and Hartree-Fock al­

gorithms, and implemented a fixed-phase approximation allowing to investigate 

impurities under magnetic field. I applied this technique to study correlation 

effects in a completely disordered quantum dot, for the first time in the litera­

ture. 

• I investigated by analytical and numerical analysis a double quantum dot sys­

tem which allowed me to study Kondo resonance between quantized transport 

channels and a spin impurity. 
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Introduction 

During the last 20 years, advances in semiconductor processing techniques have made 

it possible to create small artificial structures with linear dimension of ~ 100 nm, 

containing only a small number of electrons. Such electronic systems, sometimes 

called artificial atoms [1, 2, 3, 4], have a discrete spectrum of energy levels (like 

natural atoms), and their "effective nuclear charge" can be controlled by metallic 

electrodes. These artificial atoms have been also given other names reflecting their 

different properties: zero-dimensional electron gases, referring to their confinement 

in all three spatial dimensions; Coulomb islands, due to dominant effects of Coulomb 

interactions; single-electron transistors, due to their transport properties which can 

vary by many orders of magnitude when its charge is changed by a single electron. 

In this work, we will call them quantum dots (QD's), which is the mostly found 

terminology in the literature. 

Why QD's have attracted much attention experimentally and theoretically in re­

cent years? First of all, needless to say that QD's are a result of the advances in the 

miniaturization and control of semiconductor structures. This makes them a natural 

choice for the extension of shrinking electronic devices. Of course, building electronic 

circuits using QD's that have reproducible and desired properties is and will be an 

immense challenge. Nevertheless, QD's are one of the serious candidates for the tech­

nology needed to radically replace today's microelectronic devices that are reaching 

their size and speed limits. On the other hand, QD's are also very important from 

fundamental physics point of view, because their realization gives access to quantum 

effects in finite low-dimensional systems that were largely unexplored, by controlling 
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the electrostatic gates, dot geometry, or by an applied magnetic field. For instance, 

by applying a field of only a few Tesla to a QD-helium (that is a QD with 2 elec­

trons), it is possible to observe correlation effects that would require several hundreds 

of thousands of Tesla in a real helium atom. 

blocking barrier 

quantum well 

tunnel barrier 

electrode 

electrode 

GaAs 

< d ZT> 

Cr 

AIGaAs 

GaAs 

AIGaAs 

n+ GaAs 

Figure 1.1: Schematic diagram of a QD located between two capacitor plate. 

Regarding the observation of energy quantization, Reed et al. (1988) [5] performed 

pioneering experimental studies on etched heterostructure pillars, by measuring the 

current-voltage characteristics. Later, Ashoori et al. [6, 7] used a technique called 

single-electron capacitance spectroscopy (SECS), which allowed them to precisely con­

trol the number of electrons one by one from a completely depleted single microscopic 

region. Fig.1.1 is a schematic diagram of one of their samples[2]. The QD is located in 

the 10 nm thick GaAs quantum well between two capacitor plates. It is close enough 

to one of the plates to allow single electrons to tunnel through a 10 nm thick .4/Ga.4s 

barrier, between the QD and the nearby plate. The blocking barrier is thick enough 

to prevent tunneling to the top electrode (gate). By increasing the gate voltage, elec­

trons are attracted towards to QD. Since each time an electron tunnels inside the dot, 

the net Coulombic repulsion of confined electrons will be higher, it is necessary to 

increase further the gate voltage in order to allow one more electron to tunnel. Thus, 

by measuring the capacitance signal at specific gate voltages for which electrons can 

tunnel in or out, it is possible to study the electronic structure of the dot as a function 
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of an external magnetic field. 

n-GaAs 

AIGaAs 

InGaAs 

n-GaAs 

Figure 1.2: Schematic diagram of a QD in a gated transport spectroscopy experiment. 

A more common experimental method known as gated transport spectroscopy (GTS) 

[8, 9, 10, 11] allowed Tarucha et al. (1996) to observe, for the first time, very clear 

experimental evidence for an atomic-like shell structure. Their experimental setup 

is schematized in Fig. 1.2. QD is created in a 12 nm thick InGaAs layer between 

two 7.5 nm and 9 nm thick AIGaAs barriers. These barriers are thin enough to let 

electrons tunnel through. It is then possible to apply a bias voltage to measure a 

net current, and apply a gate voltage to control the attractive radial force in the 

QD to study its electronic structure and transport properties. To understand how, 

it is helpful to look at the schematic energy diagram of the system as a function of 

gate voltage, as shown in Fig. 1.3. Let's assume that for a given gate voltage there 

is only one electron in the QD. If the chemical potential of the source is higher than 

the electron's energy, this confined electron cannot tunnel out. On the other hand, 

electrons in the drain cannot tunnel into the dot, because of the Coulombic repul­

sion U due to the electron already inside; the current is Coulomb blockaded. This 

Coulomb blockade phenomenon is at the heart of the SECS and GTS experiments, 
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and is perhaps the most important property of QD's. Now, if we increase the gate 

voltage by ~ U in order to lower the energy of the discretized dot states with respect 

to leads Fermi energy, a new channel becomes available for electrons to tunnel in and 

out, and current is non-zero. At a higher gate voltage, a second electron would be 

trapped in the dot and the current would again be blockaded. 

Source 
eU 

Source 

Drain 
eU 

• 

Drain 

1 = 0 l>0 

Gate Voltage 

Figure 1.3: Schematic energy diagram of a QD as a function of applied gate voltage. 

It is important to note that the above discussion, based on a single electron lan­

guage, is very simplistic. In fact, the Coulomb repulsion U, also called addition 

energy, must be replaced by the difference in total energy of a A'-electron state and 

a (TV + l)-electron state, which contains very important information such as quan­

tum dot geometry, exchange energy, correlation energy, spin, magnetic field etcfll]. 

Fig.(1.4), perhaps the most impressive experimental spectrum on clean QD's, shows 

the addition energy for a N = 1 up to 18 electron QD, as a function of magnetic 

field [10]. Without going into details for now, it is worth giving a feeling of some of 

the physics that can be studied by such addition spectrum. In the absence of mag­

netic field, the shell structure is reflected by an unusually large addition energy at 

electron numbers N = 2,G, and 12. The dotted line and circles represent transitions 
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between different many-body states such as spin flips and charge redistributions in­

duced by magnetic field, as obtained by analyzing "kinks" in the energy curves. For 

instance, at N = 2, the filled dot corresponds to the transition from a singlet state 

to a triplet state, showing that it is possible to precisely control the spin state of a 

single conduction electron in a sea of billions of valence electrons. It is also possible 

to study excited states by applying a finite bias[9]. 

Clearly, the precise values of magnetic field for which various many-body transi­

tions occur, as well as the shell structure properties are complicated functions of elec­

tron number N, confinement potential strength, geometry, and electron-electron inter­

actions. Thus, advanced quantum many-body techniques such as density-functional 

theory (DFT), Hartree-Fock (HF), quantum Monte Carlo (QMC), or even exact di­

agonalization, are necessary for a deeper understanding. These methods have already 

proven their utility in solid-state physics and quantum chemistry. For the study of 

QD's having less than 20 electrons, these theoretical methods became more and more 

popular, especially following the experimental success of SECS and GTS in studying 

correlation effects. For QD's having larger number of electrons, statistical approaches 

are used. These approaches include semi-classical method, based on an expansion of 

the Green's function in terms of classical trajectories, and random-matrix theories, 

which assume maximal ignorance regarding the system's Hamiltonian except that it 

must be consistent with the underlying symmetries. These methods are particularly 

useful for studying statistical properties and chaotic electron dynamics of QD's con­

taining high number of electrons. However, the theoretical approach taken in this 

work is mostly concentrated on quantum many-body methods, with some flavor of 

statistical physics when necessary. Readers interested in statistical theories of QD's 

are referred to the review paper by Alhassid[4]. 

The most direct way to attack a correlated many-body problem is to apply ex­

act diagonalization[12] method. By including enough number of configurations, i.e. 

Slater determinants made up from the single-particle basis states in the calculations, 

the solution converges to the exact result, and both ground and low-lying excited 
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Figure 1.4: Addition spectrum of a circular QD, up to 18 electrons, taken from Ref.flOl. Vertical 
axis represents the chemical potential for a given number of electrons, v is the filling factor defined 
as the number of flux lines per electron. 
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states are obtained. Applied to QD's for the first time by Maksym and Chakraborty 

[13], then later by Merkt et al. [14], and Johnson and Payne [15], exact diagonal­

ization method has the advantage that, in addition to the ground-state energy and 

wave function, all low-lying excitations are computed with a good accuracy. However, 

since computational cost grows exponentially with the electron number N, exact di­

agonalization is so far limited to highly symmetric QD systems with small number 

of electrons (JV < 7), [16, 17, 18, 19, 20, 21, 22, 23] unless additional approximations 

such as tight-binding models[24, 25] are done. Indeed, conservation of total angular 

momentum and total spin makes possible to reduce the many-body Hamiltonian of 

a circular QD system into smaller matrices. That is why exact diagonalization was 

found to be particularly useful for describing SECS and GTS experiments in which 

the system is vertical, with good circular symmetry properties. For lateral QD struc­

tures [26, 27], the coupling of the confinement region to the electrostatic gates breaks 

the symmetry of the system, making the exact diagonalization very difficult if not 

impossible [28]. 

Another very accurate method is the QMC technique[29] which allows the study 

correlations effect exactly while keeping the amount of computation to rise as ~ 

0(N3). The term "quantum Monte Carlo" covers several different techniques based on 

random sampling. The simplest of these, variational quantum Monte Carlo (VQMC), 

uses a stochastic integration method to evaluate expectation values for a chosen trial 

wave function. A more sophisticated version known as diffusion quantum Monte Carlo 

(DQMC), uses a projection technique to enhance the ground-state component of a 

starting trial wave function. Although there are other useful QMC methods such as 

auxiliary-field Monte Carlo[30], and path-integral Monte Carlo[31] (PIMC) which are 

in principal capable of simulating interacting electronic states at finite temperature, 

in this thesis we concentrate on the zero temperature VQMC and DQMC methods 

which have already proved their worth in solid-state physics. Regarding the QD 

structures, most of QMC calculations are done for circular parabolic systems using 

DQMC[32, 33, 34], VQMC[35, 36, 37, 38, 39], and PIMC[40, 41, 42]. However, one of 
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the great advantages of QMC over exact diagonalization method is the possibility to 

study systems which do not have a particular symmetry[43]. So far, this advantage 

has not been exploited much except the work by Wan et al. (1997)[44], and Lee et 

al. (1998) [45] on 2 electron QD systems containing a single impurity. 

Other approaches to a description of finite quantum systems of interacting parti­

cles are based on the idea that the interactions, together with an external confine­

ment, create an average "mean field", which can be approximated by an effective 

potential in which particles are assumed to move independently. This mean field 

approximation forms the basis of Hartree-Fock[12] and practical density-functional 

theories[46] (DFT). It is recognized that in strongly correlated systems, these ap­

proximations can give substantial errors in energy and many-body wave function. 

Nevertheless, for a qualitative understanding of some properties of QD's, Hartree-

Fock[47, 48, 49, 50, 51, 52, 53, 54, 55, 56] and DFT[57, 58, 59, 60, 61. 62, 63] are 

used for their simplicity. Moreover, they are particularly useful for QMC methods 

since, Hartree-Fock and DFT wave functions can be used as trial states in YQMC and 

DQMC calculations. In this thesis, as we will see in chapter 5, we use Hartree-Fock 

solutions in our QMC calculations. 

So far, the theoretical tools that we have considered help us to deal with closed 

systems. However, in a real experimental situation, especially in GTS experiments, 

the system interacts with leads, and one is also concerned with the transport prop­

erties. Moreover, coupling to the leads can give rise to very interesting many-body 

physics such as Kondo[64, 65, 66] and spin blockade[67, 68, 69, 45] effects. Theoreti­

cal study of transport through a strongly interacting region is a formidable problem, 

and no complete and practical theory exists so far. Even for non-interacting systems, 

quantum transport problem remains a big challenge[70, 71]. Most of the work on 

quantum transport including strong interactions is based on non-equilibrium Green's 

function analysis[72, 73, 74, 75, 76] of a Hubbard Hamiltonian where the interacting 

region has only one channel for spin up and spin down electrons. To study QD's with 

an arbitrary number of electrons, additional approximations, such as weak coupling 
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to the leads, must be done[77, 78, 79]. While this approximation gives very useful 

insight of many-body physics in the interacting region, higher order effects due to the 

coupling to the leads such as Kondo phenomenon, are completely neglected. 

Despite many experimental and theoretical contributions so far, electron interac­

tion effects, ground and excited state properties, of QD's remains an active subject 

of study. Many experimental investigations [80, 81, 82, 83, 84, 8, 26] have provided 

clear indications that the confining potential landscape can play an essential role 

to the many-body states and transport properties of the QD's. Several theoretical 

analysis have been reported in order to elucidate geometrical effects in strongly in­

teracting regions, coming from random disorder[24, 25, 49, 52, 53, 62, 63], chaotic 

dots[50, 55], QD molecules[19, 51, 38], non-circular dots[60, 61], impurities[44, 45], 

and ring-shaped dots[85, 86, 87, 88]. It is the purpose of this thesis to report our 

investigation of geometrical factors, magnetic field, electron-electron interactions in 

few-electron QD's using theoretical quantum many-body tools. The organization of 

chapters is as follows. 

In chapter 2, we review the basic theory behind the methods used in this work: 

Exact diagonalization, Hartree-Fock, QMC, and Keldysh Green's function transport 

formalism. 

In chapter 3, we begin our study of QD's by recovering first the well known basic 

physics of the mostly studied QD system, a cylindrically symmetric parabolic confine­

ment potential containing up to 5 electrons. This comes as a bridge towards largely 

unexplored quantum transport properties, as well as other geometrical effects which 

will be studied in following chapters. We perform exact diagonalization to calcu­

late the eigenstates of the system, and combine the results with the Keldysh Green's 

function formalism. We show that the current is strongly dependent on many-body 

correlation effects at finite magnetic field, and the shell structure in the absence of 

magnetic field gives rise to very interesting current-voltage characteristics, directly 

reflecting the degeneracy of the many-body states. 

In chapter 4, we study competition effects due to the existence of two potential 
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minima, on the electronic structure and transport properties of a QD system. We 

consider a ring-shaped QD having a peripheral potential region and a core region, and 

by taking advantage of circular symmetry, we use the same strategy as in the previous 

chapter, i.e. exactly diagonalizing the many-body Hamiltonian up to 5 electrons, and 

combining the results with the Keldysh Green's function technique. Our main results 

are: (i) Due to localization effects provided by the two local potential minima, there 

is an abrupt redistribution of electrons between the two potential minima in the QD 

as the magnetic field is varied; the electron density in the core potential minimum 

is suddenly changed at specific field strength, (ii) We have discovered a geometry 

induced blockade effect due to a spatial separation of electrons in the dot, which 

results in a suppression of conductance peaks at low temperature that should be 

testable experimentally, (iii) We have found that the addition spectra of the distorted 

QD show new behavior as electrons go into different spatial regions. 

The goal of chapter 5, is to study the effect of random disorder in a parabolic 

confinement potential on the electronic structure up to 13 electrons. For this, we 

apply QMC methods since exact diagonalization becomes practically impossible to 

use to study such big systems with broken rotational symmetry. We first show that 

DQMC gives excellent total energy and spin configuration for clean-QD's as compared 

with exact diagonalization. Compared with the HF technique, we found that DQMC 

gives superior advantages in total energy accuracy, especially for low magnetic field 

regime. DQMC also reduces the problem of artificial density modulation in HF[56]. 

We found that disorder has a very significant effect to the total energy of QD. In 

particular, the energetic transitions (the kinks in energy) between many-body states 

are made much less clear due to disorder, and the required magnetic field to induce 

such transitions can be rather different than that of clean-QD. We also found that 

the Hund's rule for closed shells is robust against even strong disorder, but less so for 

open shells. 

In chapter 6, we extend our study of quantum dots to "quantum dot molecules", 

i.e. 2 coupled quantum dots, and we concentrate on transport properties, notablv 



1: Introduction 11 

Kondo effect. To do this, we take a different approach as compared to previous chap­

ters. Instead of solving the problem of closed system exactly, we start from a simpler 

Hubbard Hamiltonian, and expand it directly in terms of Green's functions, under 

mean field slave-boson approximation (infinite [/-term). In particular, we concen­

trate on the effect of having several transport channels in one quantum dot, which 

are coupled to a second quantum dot treated as a Kondo impurity. Our results show 

that the competition between resonant transport and Kondo resonance gives rise to 

very interesting current-voltage oscillations. 

In the last chapter, we summarize the main results of this thesis and suggest future 

developments in the direction we have taken. Finally, several pieces of technical details 

are summarized in the Appendices. 



1: Introduction 



Theoretical Foundations 

2.1 Introduction 

In this chapter, we present theoretical tools which allow us to study electronic struc­

ture and transport properties of quantum dots. Since we are interested in strongly 

correlated systems, where single electron picture breaks down, many-body formalism 

becomes necessary to fully take into account interactions. In section 2.1, after intro­

ducing the general problem of interacting electrons in solids, we briefly review some of 

the basic notions in many-body physics with a focus on fermionic properties, such as 

antisymmetrization of wave functions, Slater determinants, second quantized formal­

ism. Subsequent sections are devoted to the explanation of numerical techniques that 

we have developed to study electronic structure of closed systems, as well as the pow­

erful quantum transport formalism based on Keldysh Green's functions that we use to 

study transport properties of open systems. In section 2.3, we introduce exact diago­

nalization technique for studying closed systems, by expanding the wave functions in 

terms of Slater determinants of non-interacting states. Hartree-Fock approximation, 

which serves us as a starting point for quantum Monte Carlo calculations, is explained 

in section 2.4. Quantum Monte Carlo technique, based on first quantized formalism 

in contrast with other methods, is presented in section 2.5. In particular, we explain 

in detail the fixed-phase approximation in diffusion quantum Monte Carlo method, 

necessary to study systems under external magnetic fields. Finally, in section 2.6, we 

give a brief introduction to Keldysh Green's function formalism, and we explain how 

it is applied to quantum transport problems when strong correlations are present. 

13 
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2.2 Systems of interacting electrons 

One of the greatest challenges of condensed-matter physics is to obtain accurate 

approximate solutions of the many-body Schrodinger equation. This, in general, 

includes the motion of electrons, nucleus and the electrostatic interactions between 

them (electron-electron, electron-nucleus, nucleus-nucleus). However, since the mass 

of an electron is much smaller compared to that of a nucleus, their dynamics can, 

to a good approximation, be decoupled. Within this approximation, known as Born-

Oppenheimer or adiabatic approximation[89, 90], to the electrons ions are essentially 

stationary and many-electron wave function may be obtained by solving a time-

independent Schrodinger equation given by the following Hamiltonian: 

fc2 N N y 2 N JV p2 

# = - — V V 2 - V , + y V r ^ r- (2.1) 

where vx is the position of the ith electron, d a are the nucleus positions, and Za are 

the nuclear charges. 

For semiconductor structures, which are our point of interest in this thesis, a 

very common approach is to use the effective mass approximation[89}: The electrons 

near the bottom of the conduction band which is assumed to be decoupled from the 

valence band, can be viewed as if they were moving in free space but with a mass 

given by some appropriately defined effective mass m*. When these free electrons 

are "artificially confined" in nanostructures, their Hamiltonian becomes essentially 

similar to Eq.(2.1): 

fc2 N N -i A' A' 2 

» = - ^ E v ! + E>.,W+ E E ^ . (2.2) 

where Vconf represent the artificial confinement potential. It must be noted that 

the screening of electron-electron interactions due to the polarizability of the crystal 

within the effective mass approximation is taken into account through the phenomeno-

logical zero-frequency dielectric constant e[90, 89]. 
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2.2.1 Antisymmetrization of wave functions 

Both Eqs.(2.1) and (2.2) form systems of identical particles. Since in quantum me­

chanics, identical particles must be indistinguishable (expectation values of operators 

must not change when the coordinates of two particles are interchanged in the wave 

function), their wave function must have permutation symmetry. For fermions, the 

wave function must be antisymmetric in order to ensure that two particles do not 

have the same set of quantum numbers and that Pauli exclusion principle is satisfied, 

so that 

# ( . . . , Xi,..., Xj,...) = -V(...,Xj,...,Xi,...), (2.3) 

where x% — (ri5 a A represents the space and spin coordinates of an electron. 

As an example, let's first consider a system of N non-interacting electrons, Ho = 

^ f hi, for which the one-particle problem is assumed to be solved: 

hipa(x) = ea(j)a{x). (2.4) 

We can then construct antisymmetric solutions by using Slater determinants [91]: 

(j>aAx\) •• </>ai(Zjv) 

$Nj{X) = 
N\ 

(2.5) 

<PaN(Xl) •• (j>aN{xN) 

where A' = (xi,x2, ...£#). It can be verified that ^AT/S defined this way are eigen-

functions of the Hamiltonian H0 with eigenenergies Yi ea, • It is important to note 

that Slater determinant is only unambiguously defined by a given ordered A/-tuple 

(ai < oi2 < oi3 < ...), where a represents a set of quantum numbers such as 

(nQ,ma,aa). 

Now, if we turn on the electron-electron interaction term v, $^j ' s will not be 

eigenfunctions of H = H0 + v. Nevertheless, they can still be used as a basis set to 

construct a Hamiltonian matrix, which can then be diagonalized to find the eigen­

functions. This process is called exact diagonalization which is studied more in detail 

in section 2.3. 
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Few words about notation. Like in single particle quantum mechanics, many-body 

wave functions are often characterized by the following Dirac representation: 

(X\N,J) = $NJ(X), (2-6) 

where \N, J) is in general a linear combination of Slater determinants 

\N, J) — J^2cQ\aia2...aN), (~-7) 
a 

which should not be mistaken for tensor product that we will denote with a curved 

bracket: 

\etia2...aN) = |ai)|a2)...|a!jv). (2.8) 

2.2.2 Second quantization 

Second quantization is an alternative formulation of quantum mechanics. It allows to 

study systems in which particles can be created or annihilated. To do this, we define 

annihilation and creation operators, d̂  and d[, which allows us to map between 

different the ./V-particle Hilbert spaces. They can also be regarded as operators on a 

more general space, so-called Fock space, which is a product of all A'-particle Hilbert 

spaces. 

The action of a\ can be defined as ak\aia2...a^) — \kaia2...ay). Taking into 

account that for fermions indices must be ordered and no two electrons can occupy 

the same state, this gives 

t (—l)j~l\ai...aj-ikaj...) if ctj-i < k < a,-
a[\axa2...aN) = < , (2.9) 

[ 0 if k e {CV 1 02. . .0A} 

where the phase (-1)-7-1 arises from rearrangement of terms in the determinant (each 

permutation gives rise to a - 1 factor). Similarly we have, for the annihilation oper­

ator, 

J (-l)j~1\ai...aJ_iaj+i...) if there is a j with k = c*7 
ak\ala2...aN) = < . (2.10) 

0 otherwise 
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Using these definitions, we can show that [91], annihilation and creation operators 

for fermions have following properties: 

(i) Fermion creation and annihilation operators obey the anticommutation relations 

given by 

{dhak} = 0 

{a?,d[} = 0 (2.11) 

{a\,ak} = 6itk. 

(ii) Hamiltonians which contain single and two-particle operators, i.e. 

H = j^h(xl)xj^v(xl,xJ), (2.12) 
i ij 

as in equations 2.1 and 2.2, can be expressed in terms of creation and annihilation 

operators as 
OO 1 oo 

H = ]C^N-?')a!^' + o Z^(^l^l^)«la]a/«fc- (2-13) 
ij ijkl 

The first term is diagonal if {d;} correspond to non-interacting states. In solid 

state physics, most of the interesting many-body effects arise from the two-particle 

term in equation 2.13, and it will be discussed in detail in the section 2.3.1. 

2.3 Exact diagonalization 

Exact diagonalization method is the most direct and robust way to attack a many-

body problem for a finite quantum system. It consists of diagonalizing the Hamil­

tonian of the equation (2.13), usually by using some of the eigenfunctions of the 

non-interacting part as a basis set. Then it is possible to obtain very accurate wave 

function and energy of the ground and excited states, hoping that the result will 

converge by increasing the size of the basis set before reaching the limits of given 

computational resources. 

Assuming that single particle problem has been solved, the remaining major steps 

in exact diagonalization can be summarized as follow: 

• Construction of two-body interaction terms (ij\v\kl) 
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• Calculation of matrix elements of H 

• Diagonalization of H. 

In the following, we will give more details concerning these three steps. 

2.3.1 Calculation of two-body interaction terms 

A critical step in the numerical calculations is construction of the two-body interaction 

terms (ij\v\kl). They contain most of the interesting many-body physics, such as 

correlation and exchange interactions (in addition to the direct Coulomb interaction). 

They also reflect the symmetry of the system under investigation, which is important 

especially from numerical point of view, since the symmetry can be used to make 

diagonalization of larger systems possible. 

The operator (ij\v\kl) can be separated into its spin and spatial parts: 

(ij\v\kl) = <WAj*i Jcir1cir20*(r1)</)*(r2)i;(r1,r2)^(r1)0;(r2) 

= OaiCrf,0a}(7[Vijki 

where we define Vijki as the spatial part of (ij\v\kl). We note that terms like vtjij 

represent the direct Coulomb interaction, whereas terms like VijJt are so-called ex­

change terms, responsible for the magnetic phenomena[92] by favoring parallel spin 

alignment. The other terms are correlation terms, and they are responsible for mixing 

Slater determinants with different spatial distribution. One common characteristic 

of exchange and correlation terms is that, they are due to the overlap between wave 

functions: two electrons which are a part from each other are said to be uncorrected, 

and there is no exchange force between them. 

In order to calculate vljkl, it is convenient to expand the interaction term v(rx. r2) = 

, r i l r 2 l in a coordinate system which favor the symmetry of the system under inves­

tigation. For instance, for real atoms, one can use spherical harmonics. In our case, 

however, we mostly deal with systems having cylindrical symmetry, and following 

expansion in terms of Bessel functions is useful[93, 94]: 

1 oo rOQ 

i £ / dk(^
(h-^Jm(kpi)Jm(kp2)e-k^-^. (2.15) 

k i - r 2 mt!noJ0 
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The wave functions in a cylindrical system can be written as: 

4>i(T) = e-im*eRi(p)Zi(z). (2.16) 

Using equations (2.15) and (2.16), it is straightforward to show that 

Vijkl = ^2^nl+mJ,mk+ml dk dzXdz2 J dpXdp2pip2 

X Jmk-mXkPl)JrnJ-ml(kp2)Rl(pl)Rk{pl)Rj{p2)Rl(p2) (2-17) 

Xe-^>-^<)Zi{zi)Z^Zi)Zj{z2)Z[{z2) 

which essentially consists of double integrals. The particular form of this integral for 

a cylindrical parabolic confinement is given in appendix A.l. 

It is important to note that this electron-electron scattering term conserves the 

total angular momentum rrii + m,j as we can see from the delta function in equation 

(2.17). Since, in an A-body system, the angular momentum of all the electron couples 

will be conserved, the overall total angular momentum L = Yi rnal, will t>e a good 

quantum number, in addition to total spin S and its projection Sz. 

2.3.2 Calculation of many-body matrix elements 

Once all the Vijkfs are precalculated and tabulated, in principle it is possible to let 

the computer construct the many-body Hamiltonian H, by directly using equation 

(2.13). However, it is convenient to take one more step before doing the numerical 

calculations. To construct H, We need to calculate interaction matrix elements: 
1 oo 

{a[..a'N\V\ai..aN) = -Y^(ij\v\kl){a[..a'N\a\a)alak\ai..aN). (2.18) 
ijkl 

Using the following notation 

\{aN}) = \ai..aN) 

\{aN}di) = state {aN} in which a; is removed (2-19) 

|{cvjv}67i07A = state {CVAT} in which c^ and oij are removed, with i < j , 

and applying the definition of annihilation operator giving in equation (2.9), we ob­

tain: 
oo N 

J2 \kl)aiak\{aN}) = £ ( - l ) * + ' (\akai) - \atak)) {{a^a^k). (2.20) 
kl Kk 
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A similar relation is obtained for the bra states. Note that in equation (2.20), sum­

mation in the left term is over the single particle states, while in the right term it is 

over the electrons. Finally, equation(2.18) gives 

{a\..a'N\V\ai..aN) = Yjj^(-l)l+^k+l({al
la']\v\akal) - (a^v^a,)) 

l<k j<i 

^({a'^a'ja'AiQNJaiak). (2.21) 

This is the equation which we use in order to calculate interaction matrix elements. 

The last term at in the right side is a delta function since cross product of two Slater 

determinants gives 1 or 0, depending on whether they are identical or not. These 

cross products test if it is possible to obtain a state {CUN} starting from a state {a'N} 

following the scattering of two given electrons. Their determination is the most time 

consuming part of the matrix element calculations, since the two-body terms are 

usually pretabulated. 

When building the many-body Hamiltonian, most important to remember is con­

servation of total angular momentum L, and projection of total spin Sz (although 

total spin S is also conserved, it is more convenient to consider its projection, since 

there is usually an applied magnetic field). That means the matrix elements like 

(N,LSZ\H\N,L'S'Z) are zero. Hamiltonian can then be separated into independent 

subspaces with fixed L and Sz, as seen in Fig.(2.1). The advantage of doing this is 

clear: Instead of having one big matrix to diagonalize, we now have several but much 

smaller matrices to diagonalize. 

2.3.3 Diagonalization 

The size of a many-body Hamiltonian can be very large even for very low number of 

electrons. Let's consider that we build A-electron determinants from a set of n single 

electron states. The total number of A-electron Slater determinants is 

n! n 

N \iy I 
(n-N)\NV (2-22) 
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Figure 2.1: A many-body Hamiltonian with good quantum numbers L and Sz 

Usually n is few times greater than A", and equation(2.22) scales as 0(eN) for 

large A". As an example, for n = 40 and A" = 6, the size of H becomes ~ 4 x 106 

which means we need to store ~ 16 x 1012 elements, well beyond the capabilities 

of today's computers. Taking advantage of good quantum numbers L and Sz, the 

size of matrices may be reduced to ~ 50000, giving ~ 25 x 108 elements to store, a 

number much more realistic for most of today's personal computers, considering that 

the matrices are usually very sparse. But inversion of several matrices of such size 

is still a very time consuming process. Thus, we use a special technique known as 

Lanczos diagonalization[95], which is a very accurate way to find lowest eigenstates of 

a real symmetric matrix. It is based on the idea that a real symmetric matrix can be 

converted to a tridiagonal form, which is much simpler to invert. It is a well-known 

method and extensively used in the literature to deal with large matrices. Technical 

details of the Lanczos process can be found in[95]. 
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2.3.4 Calculation of electronic density 

In this section, we discuss the computation of a quantity of physical interest, elec­

tronic density, from the result of exact diagonalization. Although it may sound like a 

straightforward calculation since the wave functions are known, it must be computed 

with care when dealing with linear combinations of thousands of A-electron Slater 

determinants. 

Electronic density p(x) for a many-body wave function ^ A T J ( A ) , is given by 

p(x) = AT Idx2dx3..dxN\^NJ{x.x2...xN)\2, (2.23) 

where the integration includes summation over spin degree of freedom. From this 

equation, we can define many-body density operator as 

N 

p(x) = Y,&(x-Xi)- (2.24) 

i = i 

Using equation(2.13), second quantized form of the density operator can then be 

expressed as[91]: 
CO 

p(x)=Y,ti(x)M*)fcj- (2-25) 
ij 

In numerical calculations, after the diagonalization is performed, the state |A\ J) is 

a linear combination of Slater determinants: 

| J V ^ = ^ C Q | { Q I Y } > . (2.26) 
a 

Finally, using the definitions (2.19), we obtain a rather messy, but more convenient 

expression for the numerical calculations of the electronic density: 

P(x) = EK^i ( - l ) , + , C;( . ' ' ) i , ( . r ) ({<4KIK}a , ) . (2-27) 
a' a ij 

2.4 Hartree-Fock approximation 

We have seen in the previous section that in order to correctly express eigenstates 

of an interacting A-electron system, we need to build linear combination of Slater 

determinants by diagonalizing the many-body Hamiltonian, which is a very intensive 
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process. Let's now assume that we want to approximate the ground wave function 

by a single determinant. This can be done by optimizing the exact Hamiltonian 

H — YH h(x.i) + Eij v(xi,Xj) with respect to single particle states 4>(x) from which 

Slater determinant is built. Doing so, we obtain Hartree-Fock equations[12, 91, 90]: 

N 

h(x)</>a(x)+ J dy^^iivWy^M 
i 

N 
dyY^<f>i(y)<f>i(x)v(x>y)<l>a(y) = ^a<t>a(x). (2.28) 

/ • 

As we can see, the many-body problem is reduced to a single-particle problem, in 

which each electron moves in a mean-field potential produced by all other particles. 

However, Hartree-Fock equations cannot be solved like a normal eigenvalue problem 

due to non-linear terms in the effective mean-field potential. Instead, we must solve 

it by iterations, using a self-consistent procedure. To understand how, let's express 

Hartree-Fock equation in matrix form using the basis set of non-interacting electrons 

\m) such that |0;) = J2mcmi\m). Equation(2.28) becomes 

00 

(k\hHF\l) = (k\h\l) + J2 pmn[(km\v\ln) - (km\v\nl)], (2.29) 
mn 

where pmn are the density matrix elements given by 

N 

Pmn = Y,CmiCni- (2 .30) 
i 

Then the equation (2.29) can be solved using diagonalization technique by updat­

ing pki after each iteration, until convergence is reached (see Fig(2.2)). It is clear 

that equation (2.29) will give an infinite number of eigenfunctions in principle. The 

ground state of the many-body system is then constructed using A" lowest states. 

Note that the corresponding total Hartree-Fock energy is not obtained by simply 

adding AMowest eigenenergies of the Hartree-Fock Hamiltonian, since each eigenen-

ergy contains interaction energy due to all other electrons. To avoid double counting, 

the safest way to calculate the total energy is by inserting the Slater determinant of 

the occupied states in the exact Hamiltonian: 
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1st iteration 2nd iteration 3rd iteration 

Figure 2.2: Schematized Hartree-Fock procedure. 

N 1 N 

(N\H\N) = ]T< A|A|A) + ^EKM'I^IM) - (MH^A)] 
oo 1 

= J2 Pki(m\h\n) + Y, Pki-zY, P™[(km\v\ln) - (km\v\nl)] (2.31) 
fcj kl * run 

This equation is often used to define direct, exchange, and correlation energy of a AT-

electron system: second right term is direct energy, third right term is the exchange 

energy, whereas correlation energy can be defined as Eexact — EHF[12]. 

2.4.1 Restricted and unrestricted Hartree-Fock 

As mentioned before, in the systems we are studying, total angular momentum L 

and 2-component of the total spin Sz are conserved and they must commute with 

the non-relativistic Hamiltonian. The Hartree-Fock Hamiltonian, however, does not 

commute with any of these operators. Consequently, the solutions of the Hartree-

Fock equations do not have proper symmetry. This is due to the symmetry breaking 

mean-field potential in equation (2.28). 

A simple way to construct Hartree-Fock wave functions with better symmetry 

properties is to restrict "artificially" the single electron states to have some fixed 
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quantum numbers during the calculations. This will force the Hartree-Fock self-

consistent procedure to converge towards a local minima with right symmetry that 

corresponds to these quantum numbers. In most of the Hartree-Fock calculations z-

projection of the spin, sz, is restricted such that Sz commutes with the Hartree-Fock 

Hamiltonian. 

r w = ^wx+(S2) t = i,..,w+ (232) 
0 , % + W = ^ + ( r ) \ - ( S z ) t = l,..,JV_ 

where N+ and A l are the number of spin up and spin down electrons, respectively. 

This procedure is often badly called unrestricted Hartree-Fock (UHF) in order to 

emphasize the difference between this restricted procedure and further restrictions on 

spatial states (such as angular momentum) [91]. We will also use this terminology in 

this thesis. 

When further restrictions are imposed, such as assuming that single particle or-

bitals are eigenfunctions of the angular momentum operator, the ground state energy 

calculated by this restricted Hartree-Fock method increases. We encounter a funda­

mental problem known as symmetry dilemma of the Hartree-Fock procedure[91]: if 

the best possible ground state energy is sought, single particle states should be free 

to vary. If the symmetry is improved by restricting the variation of the orbitals, the 

ground state energy increases. However, it is possible to improve the symmetry of 

the UHF solutions by applying a projection method such as diffusion Monte Carlo 

method, as we will see later in this thesis. 

2.5 Variational Monte Carlo 

The variational Monte Carlo method is the simpler of the two zero temperature quan­

tum Monte Carlo methods discussed in this thesis. It is a direct application of Monte 

Carlo calculation of multidimensional integrals. It was first used by McMillan[96] to 

calculate the ground state properties of liquid 4He and then generalized to fermion 

systems by Ceperley et al. [97]. 

The VQMC method relies on the availability of a trial wave function \I>T(R) that 

is a reasonably good approximation of the exact ground state wave function (we 
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assume spinless electrons for now). This trial wave function must satisfy following 

conditions: (i) it is antisymmetric for fermions, (ii) both # T and its V ^ T must be 

continuous wherever the potential is finite, (iii) integrals f dR^T^r J dR^THvT, 

and JdRWrH^T should exist. Its variational energy is then an upper bound to the 

exact ground state energy E0: 

J d R ^ ( R ) ^ r ( R ) ( 2 3 3 ) 

1 / d R ^ ( R ) t f T ( R ) ~ 

which can be rewritten as 

Ev = JdRP(R)g(R), (2-34) 

where we defined P(R) = | * r | 2 / / r f R | ^ r | 2 , and g(R) = ^>T
lH<S>T. Since, P (R) is 

a normalized probability distribution, in principle we can generate a set of random 

vectors R m sampled from P(R) , then compute the sample average 

1 M 

M m=\ 

This is the basic idea behind evaluating multidimensional integrals with Monte Carlo 

methods[29, 31]. 

2.5.1 Metropolis algorithm 

One technical difficulty of the Monte Carlo evaluation of high-dimensional integrals 

as described above is the necessity of sampling complicated probability distributions 

with, in general, unknown normalization. The Metropolis rejection algorithm[29] is 

a very nice and useful method that allows an arbitrarily complex distribution to be 

sampled in a straightforward way without knowledge of its normalization. 

In Metropolis algorithm, the random vectors R™, often called walkers, have now 

a dynamics of their own: they are allowed to change their position by random walks 

obeying a transition probability T(R <- R') which must satisfy the detailed balance 

[31] 

T(R <- R')P(R') = T(R' <- R)P(R) (2.36) 

ensuring the equilibrium state P(R) . The unknown transition probability T(R' i— R) 

can be split into an arbitrary sampling distribution T0(R' •<- R) , and an unknown 
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acceptance probability A(R! <- R). Since 0 < A < 1 by definition, equation (2.36) 

can be rewritten as 

.4(R^R)<Minfl,T°(R"R'»X'). (2-37) 
; ~ V T0(R'<-R)P(R)/ 

We can now describe the Metropolis algorithm as following: 

• Choose a T0(R' <— R) that is easy to sample (Gaussian, hard-wall cubic, etc.). 

• Initialize walkers position (randomly or from a previous calculation). 

• Make a trial move to a new position R' sampled from T0. 

• Accept the trial move with the probability 

M.nfl.^*"R™y (2.38) 
V T 0 (R'<-R)P(R) , / v ; 

• Collect averages. 

Using a judicious parameterization of ^ T ( R ) , it is then possible to optimize the 

parameters and obtain an accurate upper bound for the ground state energy [29]. In 

this work, we use VQMC to equilibrate the walkers to be used in the more advanced 

diffusion Monte Carlo method. 

2.6 Diffusion Monte Carlo 

Diffusion Monte Carlo method is, in principle, an exact method for calculating the 

ground state of a many-body system. It is one of the so-called projector Monte Carlo 

methods where the ground state is projected out from an arbitrary wave function with 

the help of an operator of the Hamiltonian. 

Diffusion Monte Carlo method is often introduced by writing the many-body 

Schrodinger equation in imaginary time ( in the following we use effective atomic 

units defined by setting e = m* — h — 47re0e = 1): 

-JU(R,t) = (H- ET)$(R,t), (2.39) 
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where £ is a real variable measuring the progress in imaginary time, and ET IS an 

energy offset (it's utility will be clear soon). This equation may be rewritten in the 

integral form: 

^(R,t + r) = J dR'G{RR',T)^(R',t), (2-40) 

with 

G(RR' , r ) = ( R | e - ^ - ^ ) | R / ) (2-41) 

is a Green's function that obeys equation (2.39). Let's define a trial function ^irutW = 

$(R, t = 0) and expand it in terms of eigenfunctions of H: 

*i„«(R) = E($ j |*m«>(R|$ j> . (2-42) 
j 

Then, equation (2.40) becomes 

$(R, r) = J2(<S>j\yimt)$AR)e-T{Ej-ET). (2.43) 
j 

Finally, when we take the limit when r approaches infinity, we end up with the ground 

state 

lim $(R, r) = ($o |* m i t )<MR)e- T ( £ °- £ r ) , (2.44) 
T—>00 

since the excited states are all exponentially damped. The role of the offset energy 

ET is now clear: it keeps the overall normalization of $o(R-) fixed when ET ~ EQ. 

Equation (2.44) which is the fundamental property of the projector e-T( / /-£ ,r) forms 

the basis of the diffusion Monte Carlo method. Same ideas apply to other projectors 

such as [1 + T(H-ET)]~1 used in Green's function Monte Carlo [98], or [1-T(H — ET)} 

used in Power Monte Carlo[99]. Note that the trial wave function must have an 

overlap with the ground state. If they are orthogonal, instead of finding the ground 

state, we will find the lowest excited eigenstate having an overlap with tynut. 

It is generally only feasible to determine G(RR' , r ) explicitly for small r, and the 

integral of the equation (2.40) must be solved by iterations. We can then represent 

the distribution $(R,£) by walkers, i.e. a set of discrete sampling points R m , and 

move each walker to a new position R'm by the probability given by G(RR', r) (see 

Fig.(2.3)). 
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Figure 2.3: Schematic representation of DQMC process. Density of walkers which are shown by 
vertical lines, represent the state of the system. Each walker moves according to the Green's function 
C 7 ( R R ' , T ) . Starting from an arbitrary initial state, the result converges to the ground state. Note 
that R is a 3iV dimensional vector. 

To find an approximate expression for Green's function G(RR', r ) , Trotter-Suzuki 

formula for the exponential of a sum of operators is used [29]. That gives 

C7(RR',r) = ( R | e - T ( t + ^ - ^ ) | R ' ) 

» e - [ V ( R ) - ^ T ] / 2 ( R | e - r f |R / ) e-r[V(R)-£; r] /2 + Q ^ {2A5) 

where (R|e~ r T |R') is the Green's function for a diffusion process, which can be cal­

culated by expanding the operator e~rT in terms of plane-waves. Finally we obtain 

6?(RR',r) « G r f(RR',r)G ,
6(RR',r) (2.46) 

(2.47) 

with 
' G d (RR' , r ) = ( 2 7 r r ) - ^ / 2 e x p [ - ^ ^ 

C76(RR', r) = exp [-r (V(R) + V(R') - 2ET) /2] 

The diffusion Green's function Gd is a Gaussian with a variance of 3A^r which can be 

sampled using for instance Box-Muller method [100]. This will assign new position 

R' to each walker, similar to the VQMC case. The branching Green's function Gb 
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acts as a time-dependent renormalization term. There are various ways to incorporate 

the effect of renormalization into the walkers "life". Most efficient is the branching or 

birth/death algorithm [101], which determines whether the walker will survive after 

it moves, or it will be duplicated. Number of copies can be calculated by taking 

the integer part of (u + Gb) where u is a uniform random number in (0,1). As a 

result, if the potential energy is less than the ground state energy, duplicate copies 

are generated. In the regions of very high potential energy, the walker will most 

likely die. Note that V(R) includes overall electron-electron interactions as well as 

the confining potential. 

How is ET fixed? Actually, it is not fixed but occasionally adjusted to keep the 

population (total number of walkers) during the simulation constant. Since the am­

plitude of the wave function depends exponentially on ET (see equation (2.44)), ET 

can be updated using E%ew = ET
ld + «ln(P0 /P), where P is the current population, 

P0 is the desired population, and K is a feedback parameter chosen to be small to 

minimize the bias effect. This way of adjusting ET to achieve a stable ground state 

distribution $o(R), can be used as an estimator for the eigenenergy E0. However, we 

will see that there is a better way of calculating the eigenenergy. 

2.6.1 Importance sampling and fixed-phase approximation 

The above scheme, first suggested by Fermi, actually fails on many-body systems 

because the potential V(R) is unbounded. In fact, the Coulomb potential can go to 

infinity when two particles coincide, making the renormalization process ill defined. 

Moreover, so far we have assumed that the wave function is real and positive for all 

R (walkers must represent a distribution function), which is obviously not the case 

for fermions: due to their antisymmetry, fermionic wave functions may have nodes, 

where the sign of the wave function changes. This problem is known as fermion sign 

problem. They can even be complex when, for instance, there is an external magnetic 

field. 

There is fortunately a simple cure known as importance sampling to these two 

problems (renormalization, and antisymmetry) discovered to deal with the renormal-
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ization problem[102, 103]. Instead of sampling $ (R , i ) with walkers, we now sample 

a new function defined by f{R,t) = $*(R,<)*T(R), where $T is a known trial func­

tion. Clearly, if we assume that the $T and $ have same phase, / will always be 

real and positive. This condition is automatically satisfied when we represent / by 

walkers, since walkers live in a "real and positive world". This is known as fixed-phase 

approximation first time introduced by Ortiz al. [104] then applied to quantum dots by 

Bolton [32]. It is basically a straightforward generalization of the much more familiar 

fixed-node approximation for real wave functions[29]. In the following, we explain in 

detail how to use fixed-phase approximation through importance sampling. 

To implement importance sampling into the calculations, we insert the definition 

of / into the equation (2.39): 

- - / ( R , t) = - - V 2 / (R , *) + V[v D (R) / (R, t)] + [EL(R) - ET]f(R, t), (2.48) 

where V is the 3Ar-dimensional gradient operator, v#(R) is the 3A-dimensional drift 

velocity defined by 

vD (R) = tfrfR^VMR), (2.49) 

and EL(R) is the local energy defined by 

EL{R) = ^T{R)~1H^T{R)- (2.50) 

Note that both drift velocity and local energy have a real and imaginary part, 

because * T ( R ) = e~*0(R)|\I>T(R)|- However, since / ( R ) is considered to be a real 

function, it can be verified that the real and imaginary parts of the equation (2.48) 

are decoupled, and the imaginary part contains no new information in the fixed-

phase approximation. Moreover, since the imaginary parts are Hermitian and purely 

imaginary (see appendix A.2), their expectation values (vrj(R)) and (EL(R)) must 

be real. We therefore use following quantities as the drift velocity and local energy 

in the numerics: 

vD(R) = Re { ^ T ( R ) _ 1 V ^ T ( R ) } , 
K ) ' (2.51) 

EL{R) = Re { ^ ( R ) - 1 ^ ^ T ( R ) } . 
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With these definitions, fixed-phase approximation is enforced (imaginary parts can be 

used as check quantities). In appendix A.2, we give explicit expressions of these terms 

applied to our quantum dots. We can now write the integral form of the equation 

(2.48) as 

/(R, t + r) = j dR'G(RR', r)/(R', t), (2-52) 

where the modified Green's function G is by definition equal to * T (R)G(RR / . T)$TCR') 

As for the G, G can be evaluated in the short-time (r « 0) approximation: 

C7(RR', r) « Gd(RR', r)G6(RR'. r) (2.53) 

with 

i\-i 

[R-R'-TVD(R')]2 

2r (2.54) 
G r f(RR',r) = (27rr)-3;v/2exp 

Gb(RR', r) = exp [ - r (PL(R) + EL(Rr) - 2ET) /2 

There are 2 differences between equations (2.54) and (2.47): first, in Gb we now 

have local energy EL instead of the potential energy. This is crucial because for a 

good trial state \I>T, EL is roughly constant, so that the fluctuations of Gb is much 

diminished compared to Gb. Also, in the diffusion Green's function Gd- we now have 

the diffusion velocity vD . It's effect can be more easily understood in the case of 

non-complex wave functions. When a walker approaches a node, it will be carried 

away by the growing drift velocity, since ^T approaches zero. Thus, the walker will 

avoid the node, without having to change "it's sign", and fixed-node approximation 

will be enhanced (this process is much less clearly visualized in the case of complex 

wave functions). 

However, the Green's function given by the equation (2.53) is only approximative. 

Close to a singularity in the potential or to a nodal surface the drift velocitv, and the 

local energy may even diverge. The resulting bias can then be significant[105]. The 

simplest remedy is to take smaller time steps, although this makes the calculation 

rather inefficient. A better idea due to Ceperley et al. [106], is to incorporate a 

Metropolis rejection step into the walkers dynamic. Here we generalize it in the 

case of complex wave functions. Since the exact Green's functions G and G satisfy 
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following relations 

G ( R R ' , r ) = G * ( R ' R , r ) V ' K ' (2.55) 
G(RR',r) = ^ 1 (R)C7(RR ' , r ) ^ T (R ' ) , 

we obtain 

G(RR' , r ) |* T (R ' ) | 2 = G ( R ' R , T ) | ^ T ( R ) | 2 , (2-56) 

which is a detailed balance equation. We can then define an acceptance probability 

in terms of the approximative Green's function as given in equation (2.53): 

.4(R'R) < Min L fo(M^)l*r(R)n ( 2 5 7 ) 

which can be implemented by a Metropolis algorithm, and guarantees the correct 

sampling regardless of the size of the time step. Note that, if we do not include 

birth/dead algorithm i.e. completely ignore Gb, we simply recover VQMC algorithm 

with T0 = Gd-

2.6.2 Calculation of expectation values 

How do we retrieve information about expectation values from the walkers? Let's 

first consider the energy: 

($o|$o> 
(2.58) 

= lim - ' '—r- L-!- 2.59 

, ( e - T ^ * r | P | ^ T ) 
= lim ^- . ' ' {' 2.60 

— l l m a n > (2-61) 
T^OO ($0 |^T) V ' 

1 A/ 

~ T 7 E ^ ( R - ) ' (2-62) 

where Rm is the M samples of / ( R , oo) resulting from the DQMC run. If the trial 

wave has the right phase (or node for real wave functions), this would give the exact 

ground state energy. But, in practice, the exact nodal or phase surfaces are unknown, 
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Figure 2.4: Comparison of many-body density for a 4 electron QD, (L,2S:) = (3,2), obtained by 
DQMC and exact diagonalization. 

so that the equation 2.62 gives an upper bound on the exact ground state energy. 

The error induced by the fixed-node approximation is typically 5% of the correlation 

energy [29]. 

The above formula can also be used to calculate the quantities which commute 

with the Hamiltonian. But in general, for all other quantities, we must do a first 

order approximation to <f>0, which gives[29] 

^ O I S I ^ T ) <tfr|S|*T) 
(S) + 0 {$0 ~ * T (2.63) 

($O|*T) (^T\^T) 

often called extrapolated estimator. Here, S is an operator of interest.It's accuracy 

depends on the trial wave function. As an example, we plot in Fig.(2.4) the radial 

density of a 4 electron quantum dot system with 1 spin-up electron. The trial state 

is obtained by a non-interacting electron determinant. The result obtained using 

equation (2.63), and compared to the exact result which is in good agreement with 

the extrapolated result. Exact results were calculated using the equation(2.27). All 

results are "self-normalized" during the calculations, so that no fitting was done 

after the data were obtained. The good agreement between two results gives us 
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confidence about our calculations since the two approaches are completely different 

from numerical point of view. More detailed comparison between the exact and 

DQMC results will be seen in chapter 5. 

2.6.3 Spin 

So far, we did not tell how to take into account the spin dependency of trial functions. 

However, as we will show now, there is a tricky way of incorporating spin into calcu­

lations which makes the QMC algorithm even faster without extra complications. 

Suppose, we want to calculate the expectation value of a spin-independent operator 

0(R): 

d _ XaJdR**(X)d(R)nX) , , 
( 0 ( R ) > " E . / d R * - W * ( X ) ( } 

with, A' = ( x i , . . . , X N ) , and X; = (r;S;). Since 0(R) does not depend on the spin 

states, the integral over R must give the same value for any set of s = ( s i , . . . , SN) 

for which \I> is non-zero: 

f dR$*(X)0(R)V(X) = f dRV*(X)0(R)V(X) (2.65) 

To see why, let's look at a simple example of 2 spin-down and 1 spin-up electrons, 

and consider s = (4, t>i)- Permutation symmetry of particles allows us to write 

J d R # * ( r i | , r2 t , r3 | ) 6 (R) t f ( r i | , r2 t , r 3 I) 

= J dRV*(r2 t , la | , r3 | ) 0 ( R ) * ( r 2 t , rx | , r 3 I) 

which gives 

= y dRtf*(n t , r 2 l , r 3 | ) 0 ( R ) * ( n t , r 2 | , r 3 I ) , (2.66) 

since r^'s are dummy integral variables and the observable O is symmetric with respect 

to exchange of electrons. We can repeat this process (collect all spin-up electrons 

as the first arguments), for any s configuration having 1 spin-up and 2 spin-down 

electrons, and we will always obtain the same integral. Consequently, we can drop 

the sums over spins as well as spin variables (but keeping in mind that first arguments 
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corresponds to spin up electrons): 

d = fdR*{R)d(RMR) 6 ? ) 

K K " JdR^(R)q{R) ' V 

This is equivalent to treating spin-up electrons distinguishable from spin-down 

electrons, i.e. there is no specific symmetry on exchange of the spatial coordinates of 

electrons with different spin. Therefore in QMC calculations one usually express the 

trial waves as a product of determinants of spin-up and spin-down electrons[29]: 

* r ( R ) = ^ ( r , , . . . , rNt)P»+(rNT+i, • • • • r N ) , (2.68) 

such that a large determinant is now replaced by two smaller ones. This, of course, 

guarantees to give the right expectation value for spin-independent operators. 

2.6.4 DQMC algorithm 

Most important steps of a fixed-phase DQMC algorithm can be summarized as follows 

[29]: 

(1) Choose a "good" trial function tyT (from Hartree-Fock. density functional the­

ory etc.). 

(2) Initialize walkers position sampled from | ^ T | 2 using VQMC. 

(3) For each walker, propose a move using R' = R + \ + r v D ( R ) , where \ is a 3AT 

dimensional vector of normally distributed numbers with variance r and zero 

mean. 

(3) Accept the move with probability given by equation (2.57). 

(4) For each walker, calculate the number of copies that will continue in the evolu­

tion given by INT(u + Gb), where u is a uniform random number. 

(5) Occasionally adjust ET using E%ew = ET
ld + /dn(P0 /P). 

(6) Accumulate the quantities of interest. 

(7) Repeat steps 3-6 until convergence is reached. 
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Figure 2.5: Schematic diagram of the experimental transport configuration. 

2.7 Quantum transport 

So far we were only concerned about closed systems. However, interesting phenomena 

arise when these systems are coupled to the leads, as schematized in Fig.(2.5): The 

interacting region is coupled to two metallic multichannel leads where the electrons are 

not interacting. This problem can be studied by first considering unperturbed system 

which consists of three uncoupled regions: left lead, right lead and the interacting 

region. Then we let the coupling turn on, and calculate the current when the system 

reaches the steady state. Keldysh Green's function formalism is well suited to study 

this situation, and we will now give a short review of this formalism. 

2.7.1 Keldysh Green's function formalism 

Keldysh Green's function formalism is particularly useful for describing nonequilib-

rium quantum transport, allowing us to deal with expectation values such as (alcij) 

in the presence of interactions. In the following, we give a brief description of Green's 

functions and we point out some of their important properties. A detailed formal dis­

cussion of Green's functions can be found in Ref.[107], while application of Keldysh 

Green's functions to transport problems in solid state physics is discussed in Ref.[108]. 

The electron Green's function is defined by 

Gij(tut2) = i{fa\(ti)aj(t2)), (2.69) 

where t is the time-ordering operator, and braket () may represent ground state 

expectation value (at zero temperature) or a thermodynamic average over ground 

and excited states (at finite temperature). In nonequilibrium situations, i.e. while 
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the state t — - oo is described as the ground state of the unperturbed system, the 

state t = oo is not not well defined since the perturbations remains on. A method 

for handling the asymptotic limit t = oo, is to consider a new time axis, so called 

complex-time contour, for which the time variable r goes from t = - o o to the point 

of interest t0, then goes back from t = t0 to t = -oo . In Keldysh Green's function 

formalism, using the complex-time contour Gij(tut2) can equivalently be defined 

through the following Green's functions: 

Gfj(t1,t2) = i(a](t2)ai(tl)) 

G>(tut2) =-iihiih)^)) 

G'ijituh) = -zO(ti -t2)({a?(t1),a](f2)}> 

Ga
t3(tl,t2) = iQ(t2-tl){{dl(tl),d)(t2)}). 

Last two Green's functions are the familiar retarded and advanced Green's functions. 

Now, let's consider a system for which Green's functions are known, denoted as g. 

If we turn on some interaction terms in the Hamiltonian, the Green's function G of 

the system including the interactions can be described in terms of g by using Dyson 

equation, G = g + gT,G, which gives[109] 

Qr/a _ gr/a + r/aj-r/aQr/a 

(2.71) 
G</> = [1 + GrT,T]g<>[l + GaEa] + G rS</>Ga , 

where £ r / a represents interactions inside the system, while £</> describes how the 

system interacts with the outside world. They can be calculated in terms of diagrams 

or using equation of motion method[75]. The double products in the equations above 

may imply multiple integration on dv and dt depending on a chosen representation. 

In steady state problems, the Green's functions depend only on the difference between 

two times, and can be Fourier transformed: 

G13(UJ) = jdtewtGl3(t,V). ( 2 . 7 2 ) 

When expressed in energy representation, the equations (2.71) are just algebraic 

equations. 
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2.7.2 Calculation of current 

In order to calculate the transport properties of the system shown in Fig.(2.5), we 

start with the following model Hamiltonian: 

H = HIS + Hteads + HT, (2.73) 

where HIS, Hieads, and HT represent the Hamiltonian of the interacting system, leads, 

and tunneling between them, respectively. They can be expressed as 

His = E j ^jO-jQ-j + Hint 

Hieads = Eka 4ad{kadLka + Eka 4adRkadRkcr ( 2 - 7 4 ) 

HT = ZkjaitkjAkaU] + tkja^Rka^j + H-C-), 

where cLka destroys an electron with momentum k and spin a in the left (L) lead. 

Reservoirs representing left and right leads are described by Fermi-Dirac statistics, 

and are assumed to be large enough that their bulk chemical potentials /J,L and \±R 

are not perturbed by the current. 

In the noninteracting case, the transport problem was solved by Landauer[108], 

by expressing the current in terms of local properties of the finite region (such as 

the transmission coefficient) and the distribution functions in connected reservoirs. 

Here we follow the formalism developed by Meir and Wingreen [77], which generalizes 

Landauer's current formula for strongly correlated systems. The current Ia can be 

calculated by "counting" the electrons in the left (a — L) or right (a — R) lead: 

^ - ^ ) = ^ ( E i / ^ ^ ] ) (2-75) 

= ^ E ( C < 4 A > - ta
k*a{a)cak<J)). (2.76) 

kja 

This quantity can be worked out using the definitions of Green's functions given in 

equation (2.70), and Dyson equation, which gives[77] 

/ = - | l m { / ^ X ; r 5 ( 6 ) [ / a ( € ) G T J . ( 6 ) + \G<(e)}}, (2.77) 

where fa is the Fermi-Dirac distribution of the leads, and r°(e) is a coupling param­

eter defined by 27r J^ktki^kja^i6 _ eka)- If we assume that r§(e) is proportional to 
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T^(e) we obtain a simpler expression[72]: 

/ = - | / ^ [ / L ( e ) - / f l ( 6 ) ] I m { X : r ^ . } , (2.78) 

where T = TLTR/(TL + TR). It should be emphasized that this innocent looking 

formula is the central result of this quantum transport formalism, and includes, by 

means of the full Green's function Gr, effect of leads, electron-electron interactions, 

spin flips, inelastic processes, etc. The evaluation of Gr for a given system is the most 

critical and difficult part of the calculations, and one must do appropriate approxi­

mations in order to include correlation effects. 

2.7.3 Transport through a N-body system 

Let's now assume that we have solved the A-body problem for an isolated system, 

by exact diagonalization or DQMC method. How can we evaluate the current as 

given in equation (2.78)? Starting point is Dyson equation, which express Gr as a 

function of the unperturbed Green's function g of the isolated system which includes 

electron-electron interactions: 

G^e) = r-X(\ W V (2-79) 
gr l{e) - E ' ( e ) 

with E£j = - | E Q r ^ , when matrix elements are restricted to interacting system levels 

dj [75]. We must now calculate glj(e) = f dteietg^(t), with 

9Ut) = -ie(t)({oi(t),a](0)}). (2.80) 

In order to include finite temperature effects inside the system, we must average over 

all possible states. Denoting P(NJ) as the probability of finding a AT-body state 

which is at it's J eigenstate, we have 

gl3(t) = -ie(t)Y,P(NJ){NJfa(t)a](0) + a}(t)ai(t)\NJ) 
NJ 

mjEEPiNJK^Jl^lN +U')(N +lJ>\a\(0)\NJ) 
M T U J ' I I 

+(NJ\d}(0)\N - IJ')(N - U'faWlNJ)}, 

N J J' 
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keeping in mind that a,|0) = 0. Then, by explicitly writing time dependency of the 

operators, it is straightforward to show that 

gr
l3(t) = -iO(t) £ £[P(ATJ) + P(N - 1 J ' J l e - ^ - ^ - i ^ A y M , (2.81) 

N JJ' 

where ENJ are the eigenenergies controlled by a gate voltage Vg as ENJ = E%j — NeVg, 

and 

\j(N) = (NJ\a]\N - 1J')(N - lJ'\a.i\NJ). (2.82) 

We can now take the Fourier transform to calculate gl3(e), which gives 

9lM) = E E f F ,1 TW^P{NJ^
 + P{N ~ lJ'^W- (2-83) 

N JJ' € ~ ^NJ + &N-W + «0+ 

It is then possible to get Gr(e) by matrix inversion using equation (2.79). However 

according to equation (2.78), Gr(e) must be integrated, where each integration point 

requires a matrix inversion. Moreover, this process must be repeated for several 

values of voltages \ g and temperature T in order to get complete current-voltage 

characteristics of the system, which makes the calculations even more complex. Thus, 

in the following, we will take 

Gr(e)^gr(e). (2.84) 

This approximation means that we are neglecting the broadening of the levels due to 

the coupling with the leads, which remains true as far as A^T 3> T. Then, integration 

over e can be evaluated analytically to give 

f =
 T^2^2 Et-/^ (ENJ - EN-ij>) — JR(ENJ — EN_u>)] 

ft N JJ' ij 

x r3l[P{NJ) + P(N - 1 J')]Ay(JV). (2.85) 

This expression is a product of four terms. The first one describes the state of the 

leads. The second one is the coupling term between the leads and the interacting re­

gion. The third term is the thermodynamic probability of a given couple of many-body 

states in the interacting region to participate to the transport. They can be calcu­

lated from grand canonical ensemble given by P(NJ) = exp(-(ENJ - Nfj,)/kBT)/Z 

when we are in the linear-response regime, that is in the limit of zero bias voltage. 



2: Theoretical Foundations 42 

But, in order to study finite bias effects they must be calculated from detailed balance 

equations that we will study in section 2.7.5. The last term, called spectral function, 

is an overlap between N and TV - 1 states, giving the transition probability between 

two states due to many-body correlations. It is responsible for new physical effects 

in quantum dots presented in in chapter 4. 

2.7.4 Calculation of spectral function 

The calculation of the spectral function Aij(N) is very important to us, since it 

contains most of the many-body phenomena that occurs during quantum transport. 

When \NJ) and \N-IJ') are single Slater determinants, the product (N-lJ'\di\NJ) 

is simply 1 or 0. However, a strongly correlated system cannot be described by a single 

determinant, and Aqj(N) can take any value between 0 and 1. It's calculation is easy 

if exact wave functions are given in the second quantized language i.e. by exact 

diagonalization. 

As spectral function directly reflects many-body correlations in wave functions, an 

interesting and very important question is whether it is possible to evaluate X,j(X) 

by DQMC method. This is less trivial than using exact diagonalization for several 

reasons. First of all, calculations must be restricted to ground states since in general 

excited states cannot be studied by DQMC. Also, as DQMC calculations are done in 

first-quantized notation and calculation of spectral function requires mapping between 

N and A"- 1 electron Hilbert spaces, we must establish a connection between the two 

formalisms. A more fundamental problem is the fact that DQMC is based on fixed-

phase approximation. While this approximation gives very accurate total energy 

or electronic density, it is not clear how it would affect the calculation of spectral 

function where the relative phase of different Slater determinants plays an important 

role. Moreover, in the DQMC, quantities which do not commute with the Hamiltonian 

can only be evaluated up to second order. In the following we suggest a possible way 

of calculating the spectral function by DQMC, in the spirit of extrapolated estimators 

of equation (2.63). 
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In DQMC, A-body ground state wave function can be written as 

\$(N) = CT\*T(N)) + ce|e(A0). (2.86) 

For a good trial wave function \VT(N)), we have cT « 1 - \c2
t. We have then three 

way to approximate ($(AT - l)\a,i\$(N)) up to second order: 

(1) ($(N - \)\a&T(N)) + ct(N)(*(N - 1 ) | M ^ ) ) 

(2) (a\*T(N - 1)\*(N)) + ct(N - l)<a}e(JV - 1)|$(JV)> 

(3) (*T(N - l ) | a ^ T ( A 0 ) + ct(N)(yT(N - l)|a,|e(7V)> 

+cc(N-l)(e(N-l)\ai\*T(N)). 

By adding (1) and (2), then subtracting (3), we can eliminate first order terms. We 

finally obtain 

<*(N - l)\a-\*(N)) ~ ^ ( ^ - l ) M r W ) (H*T(N - 1)|*(JV)) 
<<t>(A l ) | a ^ ( A ) ) ~ ^ _ 1 } | ^ ( ] V _ i } ) + {q,AN)mN)) 

-(*T(N - l)\ai\*T(N)) + 0(c2(N) + c2(N - 1) + ce(N)ce(N - 1)). 

The first two terms at the right side of the equation can be evaluated by running (N — 

1) and A-electron DQMC simulations respectively. Third term is the spectral function 

of the trial wave functions. While this equation seems plausible, our calculations 

show that the error generated is too high, sometimes giving unphysical results such 

as Aij(N) higher than 1 or lower than 0, perhaps due to fixed-phase approximation 

and quality of the trial wave functions. Adding a Jastrow factor [29] to the trial wave 

function might help to improve the results, although this would make the calculation 

rather complicated. Thus, in this thesis we will only use exact diagonalization wave 

functions in order to calculate the spectral function. So far there is no quantum 

transport calculation based on DQMC in literature, and further investigations are 

necessary. 

2.7.5 Detailed balance equations 

If we assume that there is no phase coherence between the dot and the leads (kBT ^> 

FL,TR), and provided that inelastic scattering in the interacting region is negligible 
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(an electron cannot change its state for instance, by phonon emission), steady-state 

occupations P(NJ) of the many-body states are determined by the statistics of the 

leads, and can be calculated using a set of detailed balance equations [78, 110] : 

ZJ, P(NJ){TL [1 - fL(ENJ - EN-U,)] + FR [1 - fR(ENJ - Pyv-uO]} 

= Ej' P{N - lJ'){rLfL(ENJ - Pyv-uO + TRfR(ENJ - EN-w), , n _ 
(2-87J 

Ej P(NJ){TL [1 - fL(ENJ - EN-u,)] + TR [1 - fR(ENJ - Pyv-uO]} 

= EJ P(N - U'){TLfL(ENJ - EN-XJ.) + TRfR(ENJ - EN_XJI), 

where we have assumed constant couplings TL,TR. These equations form a system 

of linear homogeneous equations, and they are satisfied by following equation: 

llP(NJ)=l2P(N-U'), (2.88) 

where 

— t , ^ L t 
7l = JL + 7T-JR 

J- R 

l2 = l-fL+^(l-fR) 
t R 

which must be solved using the conservation of probability, ENJ P(XJ) = 1-

It can be verified that, in the special cases of linear transport regime \JLL = /j,R, 

or when TL » TR, these equations give P(A^J) = exp(-(ENJ - Nf_iL)/kBT)/Z as 

expected. 

2.8 Summary 

In this chapter, we discussed in detail several techniques which will allow us to inves­

tigate strongly correlated quantum dot systems. Exact diagonalization and quantum 

Monte Carlo methods are valuable numerical techniques based on first principles and 

each has its own advantage and inconvenience. With exact diagonalization method, 

it is possible to obtain very accurate eigenfunctions and eigenenergies for both ground 

state and excited states. But it suffers from computational limitations for large num­

ber of electrons and for systems that do not have good symmetry properties On the 



2: Theoretical Foundations 45 

other hand, quantum Monte Carlo technique can be applied to larger systems with 

arbitrary geometry for an accurate calculation of ground state energy provided that a 

good trial function is available, while it cannot give complete information about wave 

functions. For open systems, we have seen that Keldysh Green's functions formalism 

can be used to calculate current-voltage characteristics of the interacting region, in­

cluding the effects of strong correlations through spectral function. In the following 

chapters, we will apply these techniques to several quantum dot systems to investigate 

their electronic structure and transport properties. 
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Perfectly Parabolic Quantum Dots 

3.1 Introduction 

This chapter is devoted to the study of cylindrical quantum dots with harmonic con­

finement potential by exact diagonalization. We also introduce Fock-Darwin states 

which form single-electron basis set used in most of the numerical calculations per­

formed in this thesis, as well as in the quantum dot literature. Exact diagonalization 

allows us to calculate exactly the spectral function that contains all the correlation 

effects in a tunneling experiment. In section 3.2, we present our model Hamiltonian 

matrix which consist of a parabolic confinement in xy plane, a quantum well and 

external magnetic field in ^-direction. The solutions to the parabolic confinement 

with the magnetic field are called Fock-Darwin states, from which we build Slater 

determinants used to construct the many-body Hamiltonian matrix. In section 3.3, 

we present and discuss the results: the addition spectrum of a quantum dot is calcu­

lated and compared to the experimental result of Fig. 1.4. We then study transport 

properties as a function of magnetic field, by combining exact diagonalization results 

with the current equation derived in previous chapter using Keldysh Green's function 

formalism. We also study the effect of degeneracy on transport properties in the 

absence of magnetic field. 

3.2 Fock-Darwin basis set 

In most of the experimental situations, especially for very small dots, the confinement 

potential of the quantum dot can be approximated by a 2D-harmonic potential. When 
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an external magnetic field B is applied perpendicular to the harmonic confinement 

plane, single-electron Hamiltonian can be written as 

Xg*[iBBsz + \w(z), (3.1) 

with A = |(—Brx, Bry,0), e < 0, and r = (rx,ry). Yw represents a narrow quantum 

well whose thickness is typically much smaller than the lateral confinement such that 

only its lowest level is taken into account. The parabolicity of the lateral confinement 

is characterized by the parameter UJQ. g* is an effective Lande factor depending on 

the material. The solutions to the parabolic confinement part of this Hamiltonian are 

called Fock-Darwin states, and were studied well before quantum dots were invented, 

by Fock[lll] in 1928, and by Darwin[112] in 1930. The Fock-Darwin wave functions 

are given by 

ip(r,6) = Ke-mer\m\L^(^)e'^, (3.2) 

K = ( n] \ ~-
V27r/22M(n+|m|)! , ' 

a2 = ^ K 2 + 4o;2)-1/2 (3.3) 

and L H are associated Laguerre polynomials. The quantum numbers associated with 

the Fock-Darwin states are angular momentum m (-co -^ oo) and Landau level index 

n (0 —> oo). The eigenenergies are given by 

Enm = (2n + |ra| + 1) (-to2 + UJ2] 2 h - -mh^c. (3.4) 

This energy spectrum reveals very interesting features (see Fig. 3.1). Near zero 

magnetic field, we observe closed-shell structure resulting from the two-dimensionalitv 

of the circular confinement. At 2,6,12... electron numbers, we would expect a stable 

electronic configuration. The stability of closed-shell structure against disorder will be 

studied in detail in chapter 6. At high magnetic fields, negative angular momentum 

levels are suppressed, effect of spatial confinement is reduced, and we can clearly 

distinguish different Landau levels. 

with 
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Figure 3.1: Fock-Darwin energy spectrum as a function of magnetic field. Different line styles 
correspond to different Landau levels. Confinement potential strength HUJQ is fixed to 5 meV. 

3.3 Results 

3.3.1 Addition spectrum 

Addition spectra such as in Fig. (1.4) can be studied by calculating the difference in 

total energy E(N + 1) - E(N) of the ground states. This corresponds to the chem­

ical potential ^(N) of a given Af-electron quantum dot. In Fig.(3.2), we present the 

addition spectrum of a quantum dot with TIUJQ — 5.4 meV. We have used material 

parameters of GaAs (m* — 0.067ra0, er = 13.1, g* = 0.52). While it is known that 

the value of g* can vary by many orders of magnitude depending on the size, and tem­

perature of the QD, there is no satisfactory theory for predicting its value. Thus, the 

value of g* used here corresponds to the experimental bulk material parameter. Num­

bers in parenthesis represent quantum numbers (L, 2SZ) and arrows are the transition 

points between different many-body states. For instance, the two-electron quantum 

dot changes its state from (0,0) to (1, 2) at B « 4 T. This is the singlet-triplet tran-
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Figure 3.2: Addition spectra up to 4 electrons as calculated by exact diagonalization. Confinement 
potential parabolicity is JUVQ = 5.4 meV. Numbers in parenthesis represent total angular momentum 
and total spin, (L,2SZ). Many-body transitions are shown by arrows. 

sition: at low magnetic field the two electrons occupy the same spatial state. When 

magnetic field increases, orbitals are squeezed, energy gap between them decreases, 

and the overlap increases. Thus, one electron jumps to a higher orbit by gaining 

exchange energy. At even higher magnetic fields, the Coulomb repulsion becomes too 

strong and it is energetically more favorable that the center electron jumps to a larger 

orbit. This is also a common (but not complete) sequence of transitions for higher 

numbers of electrons, as naively schematized in Fig.(3.3). At low magnetic field, elec­

trons occupy lower orbitals with total spin minimized (except at B « 0 where spin 

can be maximized due to Hund's rules). As magnetic field increases, system goes 

through a paramagnetic-ferromagnetic transition (so called "melting" process [18]), 

where spin flips occur until the system reaches a very stable state called "maximum 

density droplet" (MDD) [10]. This state can also be interpreted as the v = 1 state 

familiar from quantum Hall effect: electrons occupy all the available lowest Landau 

levels, with their spin polarized. For higher magnetic fields, the system enter the 
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Figure 3.3: Schematic representation of magnetic field induced orbital and spin transitions. 

"lower density droplet" (LDD) regime [113, 114, 115, 116, 117] experimentally ob­

served in Ref.[10] (see Fig.(1.4)). A more detailed study of spin transitions for higher 

number of electrons using quantum Monte Carlo method will be done in chapter 6. 

3.3.2 Spectral function and current-voltage characteristics 

As discussed in chapter 2, in order to study transport properties in strongly correlated 

systems, we must calculate spectral function using exact diagonalization results. In 

QD's with vertical geometry, the single-electron coupling terms r ^ do not depend 

strongly on single electron states, and for a given Coulomb peak A" Eq.(2.78) gives 

JN = ^ £ [ / L - fR][P(NJ) + P(N - U')}A(N)., 
n
 JJ' 

with 

A(A0 = ]TAJ2(A0, 

(3.5) 

(3.6) 

where we have neglected the cross terms of the overlap matrix elements Au> (N) which 

are due to the presence of second Landau level. In Fig.(3.4) we show the spectral 

function for a quantum dot containing up to 5 electrons, with hcu0 = 4 meV. As we can 

see the value of the spectral function is near 1 in most of the time, but reduced for some 

values of magnetic field, for instance between 2.5 — 4.5 tesla: this regime correspond 

to the melting states, where the charge spreads over a large number of single electron 
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Figure 3.4: Spectral function calculated by exact diagonalization as a function of magnetic field, up 
to 5 electrons. 

states and several spin flips occur. The overlap matrix elements between these highly 

correlated states is much diminished. In the maximum density droplet region, states 

are well described by single Slater determinants and correlation are weaker, so that 

overlap matrix elements approach unity. At higher magnetic fields, the MDD state 

breaks apart into lower density droplet (LDD), and since the transition probability is 

reduced between two different charge distribution, spectral function is again reduced. 

In some cases, the spectral function is exactly zero. This is due to the so-called spin 

blockade: in fact, when the total spins of the (A - 1)- and the A-electron QD satisfy 

the following relation: 

\S(N)-S(N-1)\>1- . (3.7) 

A(N) vanishes. In other words, it is not possible to obtain such transition by adding 

or removing one single electron. As verified by numerics, this happens near 4 T and 

and 6.5 T for A" = 5, as well as near 7 T for A" = 4. 

Fig.3.5 shows the tunnelling current IN as a function of gate voltage V and mag­

netic field B, obtained by evaluating Eq.(2.85) using the exact overlap matrix ele-



3: Perfectly Parabolic Quantum Dots 53 

cti 

CD 

PQ 

PQ 

0.012 0.016 0.02 0.024 0.028 

b.b 

6 

6.5 

7.5 

ts 

8.5 

1 1 

. 1 (b) . 

. 1 . 

_ _A_ _ 

-A-

L 
0.018 0.02 0.018 0.02 0.018 0.02 

VJeV] 'g 

Figure 3.5: Three dimensional plot of tunnelling current 1^ (arb. units) as a function of magnetic 
field B and gate potential Vg, for perfect quantum dot without confining potential distortion. The 
height of the Coulomb peaks indicate relative magnitude of the current, (a). Coulomb peaks of 
transitions in 2,3,4 and 5-electron QD's at bias potential ALL = 0.05 meV and temperature T = 0.2K. 
(b). Emphasizing the MDD-LDD transition for N = 3. The effect of increasing ALI to 0.2 meV and 
T to IK is shown in (c) and (d) respectively. 
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ments. Up to 10 excited states for each electron number A" were included in calcu­

lating the current, although the number of transitions significantly contributing to 

transport depends on applied bias voltage Afi and temperature T. The estimated 

capacitance C = q2/2U where U = E(N + 1) - E(N) in constant interaction model, 

gives C ~ 10 aF. Fig.3.5(a) shows IN at low temperature and small bias. T = 0.2 K 

and A/i = 0.05 meV, for which the ground state contribution to current is dominant. 

Clearly, there are magnetic field regions where the current is substantially suppressed 

as indicated in the figure by the diminishing peak heights. This is due to correlation 

effects which reduce the overlap matrix elements between ground states as previously 

discussed. In Fig.3.5(b),(c), and (d), we take a closer look to A* = 2 to N = 3 transi­

tion in order to study effects of finite bias and non-zero temperature in the MDD-LDD 

transition regime. This transition occurs at B ~ 7 tesla for AT = 3, and at B ~ 9 tesla 

for N = 2, resulting in a reduced current between 7 - 9 tesla (Fig.3.5(b)). When we 

increase the bias from 0.05 meV to 0.2 meV which makes possible transitions through 

excited states, two new small peaks appear (see double peak in Fig.3.5(c)). We also 

observe an increase of current in the MDD regime due to contributions from very 

close excited states. In Fig.3.5(d) we increase temperature T to IK: the effect is to 

reduce the maximum current and smoothing the peaks as expected. 

When the QD is asymmetrically coupled to the two leads, i.e. A = TL/TR ^ 1, 

an asymmetry in current flow occurs. Fig.3.6 shows the Coulomb peaks up to A* = 5 

for B = 0 at low temperature (0.2 K) and small bias (0.05 meV). The solid lines are 

current at positive bias, denoted by I+; and dashed lines are for negative bias denoted 

by IN (^ i s s e t t 0 1 0 0 ) - It is interesting to observe the ratio of the peak heights I%/I~ 

which is 1 : 2 for AT = 1, 2 : 1 for N = 2, 1 : 4 for AT = 3, 4 : 3 for A = 4 and 3 : 4 for 

N = 5. This ratio directly reflects the degeneracy on the ground states. Assuming 

that the degeneracy of the A-electron state is gN and neglecting the excited states, 

due to conservation of probability we must have 

gNP(N,J)+gN-1P(N-l,J') = i . (3.8) 
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Figure 3.6: For a perfect dot with asymmetrical couplings to the two leads, this figure shows the 
tunnelling current as a function of gate voltage Vg for N =1 to 5. Solid lines represent positive bias 
and dashed lines negative bias. 

Combining Eq.(2.88), Eq.(3.8) and Eq.(3.5) we obtain 

/ e TLTR 

IN = 

x 
7i + 7 2 

JJ' % ) 

ih-fR) (3.9) 
#JV-l72 + gNii 

From this equation, when T approaches zero, we find that the relative peak heights 

are given by 

(3.10) 
IN 9N + A#yv_i 

IN ^9N + 9N-I 

Eq.(3.10) can be applied to any QD regardless of the nature of its degeneracy. It 

is a generalization of the case where only spin degeneracy is present [67]. Note that 

Eq.(3.10) reduces to 

5 ~ ^ z i i f r
L »r* , (3.ii) 

IN 9N 

which can be explained in many-body language as follows: when the bias voltage is 
applied such that current flows from right to left, its magnitude will be proportional to 

the number of available A'-body states so that a new electron can enter the quantum 
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dot. This is because, the transport is dominated by the slower process, i.e. tunneling 

through the right lead. Now, if the applied bias voltage is reversed, transport will be 

dominated by the electrons inside the quantum dot that are trying to get out through 

the right lead. Thus, the current will be proportional to the number of available 

(A - l)-body states so that the system can release an electron. We conclude that 

IN I IN ~ 9N-\/gN- For a parabolic two-dimensional QD, the many-body ground 

states for N = 1 to 5 are given by (L, Sz) = (0; ±1/2), (0; 0). (±1; ±1/2) , (0; 0, ±1), 

and ( ± l ; ± l / 2 ) , which perfectly explains the current ratio obtained from Fig.3.6. 

This effect, if observed in a real experiment (the quantum dot must be extremely 

clean so that the degeneracy of many-body states is not broken), can be used to 

estimate the relative coupling strength of the leads. 

3.4 Summary 

To summarize, we have studied addition spectrum and transport properties of two-

dimensional parabolic circular quantum dots using exact diagonalization technique 

and Keldysh Green's functions formalism. Addition spectrum calculated by exact di­

agonalization agrees qualitatively well with the experimental results, providing useful 

insight to the many-body states and transitions induced by magnetic field. Exact 

calculation of the spectral function allowed us to show that, for some values of mag­

netic field, the ground to ground state transition probabilities are diminished due to 

correlation effects, it can even be zero when spin blockade occurs. However, in a 

real experimental situation, a finite bias is applied and the temperature is nonzero, 

such that transitions through excited states occur. Our calculations including low­

est lying excited states show that, in this case, the current is recovered for a rather 

small bias (« 0.2 meV) and temperature (« 0.2 K). We have also studied the effect 

of asymmetric coupling to the leads at zero magnetic field, which leads to a very 

interesting effect [118]: reversing the bias causes a change in the magnitude of the 

current which can be predicted using a very simple equation, which depends on (i) 

many-body degeneracy and (ii) relative coupling strength of right and left leads. 



Ring-Shaped Quantum Dots 

4.1 Introduction 

Although the parabolic circular confinement potential remains a good model for ex­

plaining many important many-body properties of QD's, both experimental and the­

oretical investigations have provided clear indications that the confining potential 

landscape can play an essential role to the many-body states of the QD[119, 80, 81, 

82, 120], especially under a strong magnetic field. Tunneling into a disordered QD, 

for example, may lead to addition of pairs of electrons to the QD[80] because the two 

electrons can enter spatially distinct regions provided by disorder[81, 25]. Experimen­

tal and theoretical analysis have also been reported for QD's with more complicated 

confining potential landscape, including lateral double QD's[121, 122, 123, 124], verti­

cal double QD's[19, 125], and ring-shaped QD's[85, 86, 87, 88, 84]. First experimental 

spectroscopic study of quantum rings in the scatter-free quantum limit was very re­

cently reported by Lorke et al. in 2000. It is expected that energetic competitions 

due to strong electron-electron interactions, magnetic fields, and confining potential 

geometry, will lead to interesting and perhaps complicated many-body correlation in 

QD devices which can manifest in the tunneling current. 

Motivated by the importance of geometry in the confining potential of a QD, in this 

chapter, we present investigations of the combined effects of interactions, magnetic 

field, and geometrical factors by exact diagonalization and Keldysh nonequilibrium 

transport formalism. The geometrical effect is generated by a confining potential 

distortion that generates two potential minima, and abrupt electron redistribution 
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occurs as the magnetic field is increased. Due to the spatial localization of electrons 

in different potential minimum, a new transport blockade is predicted in addition to 

the familiar Coulomb and spin blockades. We calculate the addition spectra of the dot 

confining a small number of electrons, and using the exact spectral function we eval­

uate tunneling current by the Keldysh non-equilibrium Green's function formalism. 

The geometrically induced blockade drastically diminishes the tunneling current. 

In section 4.2 we explain our QD model which consists of a ring-shaped potential 

with a central confinement potential. In section4.3, our main results are presented: 

(i) Due to localization effects provided by the two local potential minima, there is 

an abrupt redistribution of electrons between the two potential minima in the QD 

as the magnetic field is varied; the electron density in the core potential minimum 

is suddenly changed at specific field strength, (ii) We have discovered a geometry 

induced blockade effect due to a spatial separation of electrons in the dot, which 

results in a suppression of conductance peaks at low temperature that should be 

testable experimentally, (iii) We have found that the addition spectra of the distorted 

QD show new behavior as electrons go into different spatial regions. While we did 

not detect cases of zero addition energy (so that paired tunneling occurs), due to the 

two potential minima there are situations of reduced addition energy. 

4.2 Model and method 

We consider cylindrically symmetric QD's with a parabolic confinement potential 

distorted by a smooth radial barrier (see inset in Fig.4.1(a)). As discussed above 

the symmetry helps the exact diagonalization procedure. Our QD is confined in 

the 2-direction by infinite walls, and an uniform magnetic field B is applied along 

this direction. Before discussing the many-body analysis, we first consider the single 

particle basis set which we use to expand the many-body wave functions In the 

effective mass approximation, single particle Hamiltonian of this system is given by 

"° = 2 ^ ( p - ; A < r > ) 2 + ^ « v 

+ g*fiBBs2 + Vw(z) + Vp(r) (4 ^ 
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Figure 4.1: Single particle density for a few lowest single particle states, (a) Density as a function 
of radial coordinate r, at B = 1 tesla and B = 8 tesla. Inset: the confining potential as a function 
of radial distance for the quantum dot. The confining potential is distorted from a perfect parabolic 
shape by a barrier that separates the dot into a core and a peripheral region, (b) Single-particle 
energy levels as a function of angular momentum m for quantum number n — 0, for the QD potential 
in the inset of (a). 
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This equation is similar to Eq.(3.1), except the additional distortion term Vp(r). The 

precise radial form of Vp(r) is not crucial for the general physics we study—so long 

as the total confining potential possesses two potential minima so that electrons can 

reside in localized spatial regions. In the present work, we choose 

Vp(r) = V0(l- cos ( V ~ r J + ^ ) , (4.2) 

for r0 - \ < r < r0 + \; and Vp(r) = 0 for other values of r. Here V0, r0 and d 

are parameters describing perturbation strength, radial position and barrier width, 

respectively. We have fixed r0 = 300 A, d — 400 A throughout the analysis. We 

use standard material constants correspond to GaAs and fixed the parameter hujQ — 

4 meV. We have investigated two different cases for the confining potential: with 

weak distortion where V0 = 5 meV, and strong distortion where V0 = 15 meV. The 

inset of Fig.4.1(a) shows the confining potential of a strongly distorted QD. 

Although it is possible to use Fock-Darwin states to construct Slater determinants, 

this is not a good choice for exact diagonalization for the distorted QD. In order to 

improve the convergence of the results, we first calculate single particle eigenstates 

of the distorted QD system, starting from Fock-Darwin wave functions. Adding the 

perturbation potential Vp(r), only the radial part of the wave functions is modified, 

and the new radial wave functions can be obtained using the Fock-Darwin states as a 

basis set. Since the angular momentum is still conserved, for each angular momentum 

state m we obtain modified Landau levels by mixing enough original Landau levels. 

Energy separation between the different new Landau levels has similar characteristics 

to the original separations. Therefore, for many-body calculations, the Hilbert space 

can be restricted to a few modified Landau levels. In this work, we use two modified 

Landau levels below B = 6 tesla and one Landau level above this value. 

To give a feeling of the single particle states, Fig.4.1(a) plots single electron den­

sities as a function of distance, for a few lowest states at B = 1 and 8 tesla for a 

strongly distorted dot with V0 = 15 meV. The radial barrier leads to localization of 

these single particle wave functions in different potential minima. Therefore we de­

fine "core" states which live inside the central potential minimum, and "peripheral" 
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states which live inside the outer minimum. As seen from Fig.4.1(a), the number of 

core states depends on the magnitude of B. Magnetic field has the effect of squeezing 

the orbitals and, as a consequence, the number of wave functions which can be fitted 

in the core region increases with B. Moreover, the overlap between the core states 

and the peripheral states is very small, therefore if we build two A"-body Slater de­

terminants having different numbers of core electrons, the correlation between these 

states would be practically zero. This has an important effect on transport blockade 

properties as will be seen later. In Fig.4.1(b), we plot the single electron energies as 

a function of angular momentum m for n = 0. The core states can easily be distin­

guished from peripheral states by their larger energy gap. At B — 8 tesla, the energy 

separation is about 5 meV between the core single particle states, and it can be much 

smaller between the lower peripheral states. For instance, the gap between the two 

lowest peripheral states (m = 13 — 15) is about 0.02 meV. Since this is smaller than 

the Zeeman splitting (0.03 meV/tesla for GaAs), in the single electron picture the 

first three electrons entering the ring would have their spin up. Thus, the Zeeman 

splitting which is negligible in the core region cannot be ignored in the ring region. 

4.3 Results 

4.3.1 Weakly distorted dot 

In the following we consider the weakly perturbed QD with V0 = 5 meV. Fig.4.2 

shows the spectral function A = Ei An, for the ground state transitions of the QD. 

An effect of the confining potential distortion is to increase the potential curvature of 

the core region so that energy separation between the single-electron levels there are 

higher, and the melting processes (paramagnetic-ferromagnetic transition) occur at 

higher magnetic fields. For the 5-electron QD, in the region between B = 2 - 4 . 5 tesla 

as well as at B — 5 tesla, the spin blockade occurs, i.e. the ground state transition 

from the 4-electron QD to the 5-electron QD involves changing the total spin of 

the QD by more than 1/2, which has zero probability (see Eq.3.7). Spin blockade 

extending over wide field range has also been predicted in double QD's[69]. 
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Figure 4.2: Spectral function for the ground state transitions as a function of magnetic field B. 
for the weakly distorted QD. The empty regions are blockaded due to spin blockade or geometrical 
blockade. 

Most interesting, however, is the finding that some many-body states are very 

strongly affected by the confining potential distortion, an example is the A' = 5 

electronic state (see, also, next subsection where this occurs in N = 3 QD). In 

particular, we found that that there is another forbidden transition going from the 

4-electron QD to the 5-electron QD in the field range B fa 6 . 5 - 9 tesla, shown by 

the absence of A in Fig.4.2. This is not due to spin blockade because the total spin 

is changed by only 1/2. Our investigation indicates that this a new blockade regime 

that is induced by the fact that electrons can be localized in the two potential minima 

when VQ 7̂  0. At low magnetic fields, the electronic distribution is spread over the 

two potential minima. When B increases, electrons become more localized in the 

core and the peripheral regions since the single-electron wave functions are squeezed 

by the field. This can be seen clearly from the distribution of electron density that 

can be made quantitative by using Eq(2.27). In Fig.4.3, we show the radial part of 

pN(x) for A = 5. The solid, dashed and dash-dotted lines are for 5 = 4 6 and 8 
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Figure 4.3: Many-body ground state density function for 5 electrons versus radial coordinate r for 
the weakly distorted dot. Solid line is for B = 4 tesla, dashed line for .6 = 6 tesla, and dash-dotted 
line for B — 8 tesla. Localization of electrons in the core and in the peripheral regions is apparent. 

tesla respectively. At B = 8 tesla, approximately 2/5 of the total charge resides in 

the peripheral region. On the other hand, the ground state of the 4-electron QD 

have all the four electrons in the core region at the same field. Therefore, to add 

one electron to the 4-electron QD, the 4—^5 transition requires the addition of the 

new electron plus a redistribution of one core electron to the peripheral region. The 

transition probability of such a process is proportional to that given by Eq. (3.6) 

which turns out to be practically zero. To understand why is this, we denote the 

5-electron QD wave function as \c,c,c,p,p > indicating that there are three core 

electrons (c) and two peripheral electrons (p), and the 4-electron QD wave function 

after one more electron is added as |c, c, c, c, A"), which indicates the four original core 

electrons and the newly added electron in region X where X = c or A" = p. Therefore 

the spectral function is A = Ei \(c, c, c,p,p\a\\c, c,c, c)\2 ~ \(c, c, c,p,p\c,c, c, c, X)\2. 

This transition probability is extremely small because mixing between Slater states 

with different localization configuration is extremely small (smaller than 0.1%) due 
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Figure 4.4: Many-body ground states up to 5 electrons as a function of B, for a strongly distorted 
QD. The QD is schematized by an inner disc representing the core region and an outer ring represent­
ing the peripheral potential minimum. Thick lines represent blockaded regions during a transport 
measurement. The arrows indicate spin configuration of the electrons. For simplicity, only those 
states with equivalent localization-spin configuration representing more than 95% contributions to 
the exact ground state for B < 3 tesla, and more than 99.9% contributions for B > 3 tesla. are 
shown. For this QD, the transition from N = 3 to N = 4 between B as 3.2 tesla to 6.8 tesla, and 
the transition from N = 4 to N = 5 between B » 6.8 tesla to 9 tesla are geometrically blockaded. 

to the spatial separation of the single particle states that make up the many-body 

Slater determinants. Such a geometry induced blockade is near 100% complete: it 

would greatly reduce the tunneling current when occurs. 

We emphasize that the above qualitative picture holds when the single electron 

states are well localized in different potential minima, i.e. when the magnetic field is 

sufficiently high or when the confining potential distortion is sufficiently strong. We 

also believe this geometry induced blockade should be a more general behavior when 

QD potential is sufficiently disordered so that localization of electrons occur, because 

this effect is due to the geometrical separation of electrons that drastically reduces 

the spectral function, and it is not related to the specific cylindrical symmetry of the 

potential distortion used in our QD model. 

4.3.2 Strongly distorted dot 

The exact diagonalization of the QD with strong distortion (Vr
0 = 15 meV) prod 

the many-body ground state configurations schematically shown in Fig.4.4, as a func 
uces 
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tion of magnetic field B. The results are qualitatively similar to the weakly distorted 

dot. In order to make the interpretation easier, only those states which have dif­

ferent spin and spatial configuration are shown. Configurations in Fig.4.4 represent 

the most relevant Slater determinants which contribute to the ground state in the 

corresponding ranges of field. The QD is symbolized with two semi-circles, the in­

ner circle represents the core region (central potential minimum), and the outer circle 

represents the peripheral region (outer potential minimum). The arrows indicate spin 

states of the electrons occupying the regions. Thus, for example, at 4.5 tesla and for 

a 4-electron QD, the ground state has two electrons in the core region forming a spin 

singlet with the other two electrons in the peripheral region in a spin triplet. The 

thick black lines represents forbidden transitions between a (A' — l)-electron QD and 

a A"-electron QD. For instance, between B fa 3.2 tesla to 6.8 tesla, no electron can be 

added to a 3-electron QD to obtain a 4-electron QD due to the geometrical blockade 

discussed in the last subsection: transport is therefore blockaded in this field range. 

Strictly speaking, eigenstates of a many-body Hamiltonian are a superposition 

of all possible Slater determinants with the same M and Sz. Therefore one may 

expect a possible mixing between states with different localization configuration but 

the same total angular momentum, leading to a much more complicated graph than 

Fig.4.4. However, especially when there is a strong magnetic field such that the 

system is dominated by the first Landau level, the mixing between states with different 

localization configuration is practically negligible due to weak tunneling between the 

two potential minima. Moreover, when B increases, the angular momentum of the 

lowest peripheral states decreases, which makes the energy difference between the 

Slater states with the same M but different localization configuration higher, reducing 

the mixing even more. For instance, for B = 3 - 6 tesla, the contribution to the 4-

electron ground state by Slater states having only one peripheral electron (instead 

of the two as shown in Fig.4.4), is found to be less than 0.1%. These contributions, 

while non-zero, are not important, so that we do not draw them in Fig.4.4. We 

note that this picture holds especially at low number of electrons, otherwise the wave 
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Figure 4.5: Many-body ground state density function versus position r up to N = 5 at B = 6 tesla, 
for the strongly distorted QD. Solid lines are for the total radial charge distribution; dotted lines 
with solid squares are for spin-up contribution; dashed lines with empty squares are for spin-down 
contribution. 

functions would become delocalized in the dot. The distribution of electron density, 

schematically shown in Fig.4.4, can be made quantitative by using Eq.(2.27). The 

solid lines in Fig.4.5 show the radial part of PN(X) up to five electrons at B = 6 tesla. 

The dotted line with solid squares indicate the spin-up contribution to pw(r), while 

the dashed line with empty squares are for spin-down configurations. Comparing 

with Fig.4.3, it is clear that the spatial separation of electrons into the core and 

peripheral regions is much more apparent for this QD with stronger confining potential 

perturbation. 

The most interesting result is how the spatial separation of electrons correlate 

with the orbital and spin degrees of freedom. Returning to Fig.4.4, for 2-electron 

wave functions, our calculations show that the only effect of potential distortion is to 

push the singlet-to-triplet transition to near 7 tesla from ~ 3 tesla when there is no 

distortion. A large field is needed for our distorted dot because of the larger energy 

gap between core states which makes the change of an electron from m = 0 to m = 1 
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more difficult. For three electrons the effect is more striking: the peripheral and 

core regions are in competition for the third electron. At low field, the third electron 

(keeping in mind that we are using single electron language in these discussions) 

has two possibilities: it may reside in the core region and occupy the next single 

particle state, or it may reside in the peripheral region. For our QD, it turns out 

that the ground state is for the third electron to reside in the peripheral region at 

low B, because of the large energy gap between the core states at low B so that 

the third electron rather enters the peripheral region even though that region is a 

higher potential minimum. Another reason is that a reduction of total Coulomb 

interaction occurs when the third electron goes into the outer region of the QD. As B 

increases, the energy gap between the core states decreases, and as a result, an abrupt 

redistribution of an electron into the core region occurs at B ~ 3.8 tesla. Thus, in this 

transition regime the electron density ne changes abruptly from ~ 2.5 x 1010 cm - 2 to 

2.5 x 1011 cm - 2 . These estimates were obtained using the effective dot area. Using 

the conventional definition rs — a^1 (7rne)
_1//2 (where aB is Bohr radius which is about 

1 x 10 - 6 cm for GaAs), we obtain rs ~ 3.6 below 3.7 tesla and rs ~ 1.1 above this field. 

Abrupt electron redistribution has previously been seen experimentally[10] in another 

context, namely when a MDD in the QD breaks up into LDD as B is increased. In 

other words, during the MDD to LDD transition driven by an increase of B, the 

density reduces. However, exactly the opposite is observed in our distorted dot. This 

is because our MDD states are at higher values of B, e.g. the last configurations of the 

N = 2 and A" = 5 panels of Fig.4.4, and here the inter-minima electron redistribution 

occurs at a lower B and it is totally due to an energetic competition between the two 

potential minima. For the 4-electron QD at B < 2 tesla, there are two electrons in 

the core and two in the peripheral region with total spin minimized. At ~ 2 tesla, 

the outer electrons become spin polarized. This singlet-triplet transition involving 

peripheral electrons is easier to realize than that in the core region because of the 

closer gap between the electronic states in the peripheral region. Then, at B ~ 7 

tesla, a transition between the two local potential minima occurs by which an outer 
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electron redistributes into the core region. For the 5-electron QD, the localization 

configuration does not change in the magnetic field range studied here, e.g. there are 

two electrons in the core and three in the peripheral regions all the way to B = 9 

tesla. However, when B is between 3 - 7 tesla, we observe a rapid oscillation of the 

total spin in the peripheral region, where the single electron level spacing can be as 

low as 0.05 meV which is in the same order of magnitude as the Zeeman splitting as 

discussed earlier. Therefore, as the magnetic field varies, the fifth electron changes its 

spin state essentially due to the level crossing, although in some case, we also observe 

that one electron in the peripheral region can jump into a larger orbital reducing the 

Coulomb interaction instead of staying in the lowest peripheral state. Finally, near 7 

tesla the system becomes fully polarized. 

These results, obtained from our specific QD, suggest a general picture on electron 

distribution in QD's with two (or more) potential minima, namely that it is critically 

affected by the relative single particle level spacing in each of the potential wells. 

Together with the Coulomb interaction, these factors determine to a large extent 

where the electrons will reside. The magnetic field B, on the other hand, reduces the 

level spacing and squeezes the orbital, causing a redistribution of the charges. 

In Fig.4.6 we plot the addition spectra as function of B. The first 3 electrons enter 

the QD with an addition energy between 8 - 1 0 meV. However, the next electrons 

have addition energies which are decreased considerably. There are several reasons 

for this behavior. First, interaction between electrons sitting in different potential 

minima is much weaker, only about 2 meV (with essentially no exchange energy 

due to weak wave function overlap). The direct Coulomb energy between peripheral 

states is low, ~ 3 meV, because they lie on large orbitals; whereas the attractive 

exchange energy between the nearest peripheral states can be as high as 1.5 meV due 

to their substantial overlap. In addition, as mentioned earlier, the energy difference 

between the lowest peripheral states are smaller than 0.1 meV. As a result the overall 

addition energy for 4 and 5 electrons is about 1 - 3 meV. These results suggest that, 

in a tunneling measurement, the closest electron addition energy should occur after 
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Figure 4.6: The addition spectra (chemical potential) of a strongly distorted QD as a function of B. 
The charging energy is substantially reduced after N = 3 due to spatial localization of electrons. 

the first time when an electron enters the outer potential minimum, i.e. the third 

electron for B < 4 tesla, the fourth electron for B > 4 tesla, etc. 

In Fig.4.7, we compare transport properties of 3,4 and 5-electron QD's at temper­

atures T = 0.2 K and 1 K as calculated by Eq.(3.5). Bias voltage is fixed to 0.05 meV 

such that the system is essentially in the linear regime at low temperatures, and we 

take A = 0.01. At T = 0.2 K, the current is dominated by transitions through ground 

states as given in the Fig.4.4. It is clear that the current is strongly suppressed es­

pecially for A" = 3 to A" = 4 transition in the geometric blockade region. In the spin 

blockade region between B = 0.5 — 2.5 tesla, most of the current is recovered due to 

the transition from the 4 electron first excited state as we verified from the numerical 

analysis. In the N = 5 geometric blockade region, the gap of excitation energies 

is about 0.1 meV which is higher than bias voltage. However, this is small enough 

to make transitions through excited states which are not blockaded (\c,c,p,p > to 

\c,c,p,p,p > and \c,c,c,p > to \c,c,c,p,p >) possible with increasing temperature. 

Thus, we see that at T = 1 K the current peaks increase in the A" = 5 geometric 
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Figure 4.7: 3D plot of tunnelling current (arb.units) as a function of B and 1 r
g for a strongly distorted 

QD. (a) For T = 0.2 K and (b) for T - 1 K. Bias voltage and the asymmetry parameter A are fixed 
at 0.05 meV and 0.01 respectively. The blockaded regions are clearly seen, and raising temperature 
may increase tunnelling current in the blockaded regime. 
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blockade region. However, for A = 4 blockade region, current is still strongly sup­

pressed at T — IK due to a larger energy spacing of the excited states. For instance, 

gap between the lowest \c,c,p > excited state and the \c,p,p > ground state reaches 

0.5 meV at 5.5 tesla. This gives an approximative maximum bias voltage for which 

geometric blockade effect can be observed in this specific dot. We also note that at the 

edges of the blockaded region, excitation gap of different localization states become 

degenerate. As a consequence, the transition channels from \c,c,p > to \c,c,p,p >, 

and from |c, c, c > to |c, c, c,p > become available at B ~ 3.5 tesla and B ~ 6.5 tesla 

respectively. 

4.4 Summary 

To summarize, using exact diagonalization we have analyzed 2D quantum dots whose 

confining potential is distorted so that there are two potential minima present. The 

ring-shaped potential landscape provides a competition of various contributions to 

the total energy by spatially separating electrons. Such effects have interesting im­

plications for tunneling current in the Coulomb blockade regime, at least for cases 

involving small number of strongly interacting electrons as we have studied. By lo­

calizing in different potential minima, the total ground state energy is minimized. 

However, due to the energetics competition, adding an electron to the QD may in­

volve a charge redistribution between the two potential minima. We found that this 

redistribution occurs abruptly as the magnetic field is increased. A most interesting 

outcome of the redistribution is a new blockade phenomenon which is caused by a 

drastic reduction of the spectral weight for the transition from a (A' - l)-electron 

QD to a A-electron QD due to the spatial localization of the electrons. The geo­

metric blockade leads to a drastic reduction of the tunneling current which should 

be measurable experimentally. Finally, the addition energy is substantially reduced 

when electrons start to redistribute in different spatial regions, this is similar to that 

obtained before[25]. 

Clearly, the precise occurrence of the geometric blockade, i.e. at which number of 
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electrons N and at what magnetic field value B, is dependent on the strength of the 

confining potential distortion and spatial separation of the minima, but the physics of 

energetic competition between strong interactions, magnetic fields, and geometry, is 

rather general and should be present in QD's with sufficient disorder so that electrons 

can localize themselves in different spatial regions. 



Effect of Impurities in Parabolic Quantum Dots 

In the previous chapter, we have studied the effect of spatial localization of electrons 

in a ring-shaped potential landscape i.e. where the circular symmetry is not broken, 

by exact diagonalization method. Another interesting situation occurs when the po­

tential landscape is distorted by random disorder such that the circular symmetry 

is broken. This is a very important problem from experimental point of view. Un­

fortunately, exact diagonalization method is very difficult to apply to these systems, 

since the total angular momentum is not conserved and matrices to diagonalize are 

too large even for very small number of electrons. A more suitable choice is QMC 

method, and it is the purpose of this chapter to report our investigation of disordered 

(and clean) QD's under an external uniform magnetic field which confine up to 13 

electrons, using a diffusion quantum Monte Carlo numerical procedure as discussed in 

chapter 2. To the best of our knowledge, QMC analysis of QD's containing impurities 

have been limited to 2 electrons[44, 45], and we are not aware of any previous exact 

calculations on energetics and spin configurations of disordered QD's up to A" = 13. 

Moreover, our DQMC data allow us to probe the physics of clean QD's under ex­

ternal magnetic field with larger number of electrons than studied before. We focus 

on investigating the competing energetics of electron-electron interaction, magnetic 

field, and disorder. 

In section 5.1, we present our disorder model which consists of gaussian shaped 

impurities randomly distributed in a circular parabolic confinement potential. The 

results are discussed in section 5.2; we found that DQMC gives excellent total en­

ergy and spin configuration for clean-QD's as compared with exact diagonalization. 

73 
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Compared with the unrestricted Hartree-Fock (UHF) technique, used as trial states 

in DQMC procedure, we found that DQMC gives superior advantages in total energy 

accuracy, especially for low magnetic field regime. DQMC also reduces the problem 

of artificial density modulation in UHF[56]. We found that disorder has a very sig­

nificant effect to the total energy of QD. In particular, the energetic transitions (the 

kinks in energy) between many-body states are made much less clear due to disorder, 

and the required magnetic field to induce such transitions can be rather different 

than that of clean-QD. We also found that the Hund's rule for closed shells is robust 

against even strong disorder, but less so for open shells. 

5.1 Model and Method 

We consider the standard QD model with cylindrically symmetric parabolic confine­

ment potential. We introduce disorder by randomly positioned impurities with a 

Gaussian-like impurity potential. We assume a strong confinement in the z-direction 

so that our QD's are effectively two-dimensional (2D), i.e. we neglect effects of the z-

dimension on the electron-electron interactions. In the effective mass approximation, 

the single particle Hamiltonian for such a system is 

If e . , A 2 1 
Hn = * 2J2 (p - ^A(r)) + -m*ul 

2m* 

+ 9*fJLBBsz + y£vrP(r), (5.1) 
i 

where material constants corresponding to GaAs are fixed to m* = 0.067m0, dielec­

tric constant K — 12.4, and fix the parameter hu>0 = 5 meV which is within typ­

ical experimental range [59, 10]. The resulting dimensionless interaction strength 

of the parabolic confinement given by rs = (e2/KIQ)/hujQ is fixed to 1.54, where 

l0 = (h/(m*LJ0)). As in previous chapters, Fock-Darwin states are used as the basis 

set in our calculations of interacting QD's. In Eq.5.1, Ei ^]"np represents impurities 

which are modeled by a Gaussian profile: 

\?mp = A,e (5.2) 
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Figure 5.1: Single particle energy for different random disorder configurations used in DQMC cal­
culations. Disorder number 0 corresponds to the clean QD case. 

Here the potential strength A{ is uniformly distributed within a range of ±11.86 meV; 

and the width U{ is uniformly distributed in range 3 — 10 nm. Number of impurities in 

the physical area occupied by up to 13 electrons is fixed to 6 which gives an estimated 

impurity density of 0.6 x 10 - 3 nm - 2 . In the following we will use effective atomic 

units determined by taking into account the effective mass and dielectric constant 

of GaAs. We define effective Bohr radius a*0 by Bohr radius times Km0/m* which 

gives 9.793 nm and, effective Hartree H* by Hartree times m*/(m0K
2) which gives 

11.86 meV. For magnetic field, we use the unit defined by r = (m*/m0/-c)2(eo/2^B) 

which gives 6.862 tesla. 

In this work, we have considered eight different disorder configurations at zero mag­

netic field (B), and one configuration for finite B. To give a feeling of the strength of 

the disorder, in Fig.5.1 we plot single electron energies for the eight different disorder 

configurations at B — 0. The first configuration corresponds to a clean dot without 
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any disorder and its four levels represent the s,p, d and / shells which are responsible 

for the Hund's rule up to 20 electrons. Adding disorder breaks the cylindrical symme­

try of the QD and removes the degeneracy of the shells, as seen in Fig.5.1. However, 

we note that the shell structure is not completely destroyed by our disorder, and the 

spacing between levels of the same shell varies around 5 mH* — 100 mH . 

To investigate the disordered QD's with electron-electron interaction as described 

by the total Hamiltonian H = E HQ + Hi where Hi is the Coulomb interaction 

between electrons, we apply a diffusion quantum Monte Carlo technique. The ac­

curacy of DQMC depends largely on the quality of trial wave functions. Several 

different trial functions have been used in the literature, including solutions by local 

density approximation[33], single- or multiple-configuration states of non-interacting 

electrons[32], optimized with Jastrow factors. Our DQMC method uses unrestricted 

Hartree-Fock (UHF) solutions as trial states. Since spatial symmetry is broken by 

disorder, it is unclear a priori how to make assumptions on the form of the trial 

wave function. We expect UHF solutions to be a good starting point as we have 

checked (see below) by comparing DQMC solutions using UHF trial states with exact 

diagonalization in a disorder-free QD: a very good agreement is found. It is worth 

mentioning that since UHF solutions are single Slater determinants, only the pro­

jection 5*2 of the total spin can be resolved. To resolve the total spin 5, one needs 

to construct multi-determinant trial functions which is not possible in Hartree-Fock 

approximation that we use. 

The presence of impurities in the Hamiltonian H adds a new degree of complexity 

to DQMC, because UHF solutions become complex numbers even at zero magnetic 

field. As discussed in chapter 1, since QMC methods can only deal with positive real 

numbers, a fixed-phase approximation, which is a generalization of the fixed-node 

approximation, must be used. In the fixed phase approximation, the exact solution 

of the many-body problem is assumed to have the same phase as the trial wave 

function. This approximation was introduced in Ref.[104] to deal with 2D electron 

gas and later applied to clean QD's[32], in the presence of a magnetic field. 
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Figure 5.2: Many-body ground state energy as a function of magnetic field for (a) 4 electrons, (b) 
6 electrons, (c) 9 electrons, and (d) 10 electrons. DQMC results are shown by solid lines (clean 
QD) and filled circles (disordered QD); UHF results are shown by dashed lines (clean QD) and open 
circles (disordered QD). For 4 electrons QD, exact results are also shown. The inset represents the 
confining potential of the first disordered QD (see Fig.l) and walker positions for B = 0.9 r and 
TV = 4. 

5.2 Results and Discussion 

5.2.1 Energy and addition spectra 

In this subsection we present results of the total energy and the addition spectra of 

clean and disordered QD's under an external uniform magnetic field. 

In Fig.5.2 we present ground state energies obtained by UHF and DQMC for 

N = 4,6, 9, and 10 electrons. Here DQMC results are represented by solid lines 

for clean QD and filled circles for disordered QD; UHF results are represented by 

dashed lines for clean QD and open circles for disordered QD. Clean QD results 

are obtained at every 0.02r, whereas disordered QD results are obtained at every 
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O.lr. For comparison, we also include results of exactly diagonalizing the many-body 

Hamiltonian H for N = 4 electrons in a disorder-free QD (Fig.5.2(a)). The vertical 

dashed lines represent spin transitions as obtained by DQMC for clean QD, and total 

spin in the z-direction (2 x Sz) are also indicated as integers in different magnetic field 

ranges separated by the vertical dashed lines. The numerical numbers in parenthesis 

are spins for states of disordered QD, and are indicated only if they differ from the 

clean QD results. The data for distorted QD in Fig.5.2 were obtained from the first 

disorder configuration (see Fig.5.1) and its confining potential is shown as the inset 

of Fig.5.2(a). The shaded area in the confining potential indicates the random walker 

positions in our DQMC simulation at B = 0.9 r and A" = 4. 

First, we consider results for clean-QD's. We have verified that results from ex­

act diagonalization and DQMC agree very well, as shown in Fig.5.2(a) for a clean 

QD with N — 4 electrons. The DQMC results are actually lower by ~ 0.03 H* in 

the low field region, indicating a slightly better convergence of the DQMC results. 

The exact diagonalization produced a slightly higher energy in the range of B-field, 

presumably due to the limited number of Landau levels used in our analysis: In our 

exact diagonalization calculation, we have used three Landau levels for B < 5 r, 

and two Landau levels for B > 5 r, to obtain numerical convergence of the results. 

Nevertheless, the agreement between DQMC and exact diagonalization is very satis­

factory. In the maximum density droplet (MDD) region, i.e. B > 0.6 r, results from 

DQMC and exact diagonalization become indistinguishable. The essentially perfect 

agreement in the MDD region is not surprising since the MDD state has a very small 

correlation energy and is well approximated by a single Slater determinant. This 

is also the reason that UHF results are rather close to the DQMC/exact results in 

the MDD state, see Fig.5.2(a). However, for lower magnetic fields it is well known 

that the HF method does not give accurate energies and correct spin states[18], as 

clearly seen in Fig.5.2 for up to ten electrons. Our DQMC results for 6 electrons 

in a clean QD (solid line of Fig.5.2(b)) agree well with a variational QMC calcula­

tion reported in Ref.([38]). Our results give the same spin transition sequences of 
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0 —>• 2 —> 0 —> 2 —> 4 —> Q with an increasing magnetic field. For A' = 9 and N = 10 

clean-QD's, spin transition sequences are found to be 3—> 1 —» 3 —>• 5 —> 7 —> 9 and 

0 - > 2 ^ 0 - > 4 - > 0 ^ 2 ^ 0 ^ 4 - ^ 6 ^ 8 - + 1 0 a s seen in the Fig.5.2(c) and (d), 

respectively. The spin states which appear for very small magnetic field windows are 

shown by arrows in Fig.5.2(d). 

Next, we discuss the disorder effects shown in Fig.5.2. The most striking result 

is the deformation caused by disorder in energy as a function of magnetic field. For 

instance, the energy difference between clean QD and disordered QD for N = 6 is 

about 0.1 H* at B = 0.2 r , while it is about 0.02 H* at B = 0.3 r, as shown in 

Fig.5.2(b). Due to these differences, the structures in the E = E(B) curve, which 

are caused by different spin or momentum transitions, are drastically reduced for 

disordered QD. Such an effect is also observed for other electron numbers, and can 

make experimental observation of many-body transitions difficult. Analyzing the spin 

transitions, we find that disorder can strongly affect the total spin. For instance, in a 

4-electron QD, 0 —>• 2 transition occurs at much smaller B (see Fig.5.2(a)), and in the 

10-electron QD, Sz = 2 state appears at B = 0.6 r, while no such state exists in the 

corresponding clean QD. Here we emphasize the qualitative result that disorder can 

alter the many-body states in some important ways, but the precise changes probably 

depend on the details of the disorder and its configuration. 

Fig.5.3 shows the addition spectrum of clean (solid lines) and disordered (filled 

circles) QD's. The addition spectrum measures the chemical potential iiN = EN+I -

EN as a function of B, which can be experimentally determined by capacitance or 

tunneling microscopy. Fig.5.3 plots (J,N for up to ten electrons. Note that the even-odd 

effect[83, 8], i.e. the shift in tunneling current in pairs with B, is still visible in the 

presence of disorder. This pairing effect can be explained in single electron language 

as follows: When successive spin up and spin down electrons enter the quantum dot, 

they occupy same spatial orbital, hence they have similar energy versus magnetic field 

dependency. For clean QD's, we observe the out-of-phase variation of paired spacing 

which were detected experimentally[83, 8] for higher number of electrons. This effect 
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B [ T ] 

Figure 5.3: Addition spectrum as a function of magnetic field up to 10 electrons, for clean QD (solid 
lines) and the first disordered QD. Dotted and dashed lines represent left border of the MDD region 
for disordered and clean QD's respectively. 

is due to sharp kinks in energy for odd number of electrons. For instance, the energy 

of A' = 9 QD (Fig.5.2(c)) has a sharp transition at B = 0.5 r, which affects the 

fj,$ = 2?9 — Eg and fig = E\Q — Eg lines of the addition spectrum in an opposite way. 

Similar effects are also observed for A = 7 and 8 pair, sometimes accompanied by 

a spin transition (e.g. B = 0.48 r) . More interesting is how the transition to MDD 

state is affected by disorder. To see this, in Fig.5.3 we have plotted an approximative 

line representing the left border of the MDD regime, for clean QD (dashed line) and 

disordered QD (dotted line). The difference in the transition lines is more important 

for lower number of electrons. Importantly, although the slope of the transition 

is changed by disorder, the transition line is still rather smoothly defined as N is 

increased. 
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N 

Figure 5.4: Addition energy at B = 0 up to 13 electrons for clean QD (the lowest line) and 8 
different disorder configuration following the order represented in Fig.l (2nd line and up). The 
numbers represent 2 x S : , and they are shown for disordered QD's only if they differ from the clean 
QD results. Vertical scale is shifted by a constant amount in order to make the interpretation easier. 

5.2.2 Hund's rule at zero magnetic field 

In atomic physics, Hund's rule determines whether a spin-down or a spin-up elec­

tron is added in order to fill the shells sequentially. For closed shells, i.e. at atomic 

numbers (magic numbers) 2, 10, 18,..., total spin must be zero. For any other atomic 

numbers, total spin in the open shell must be maximized. Due to the symmetry of the 

two-dimensional harmonic potential, the magic numbers for the QD system we are 

studying are 2, 6, 12,... Experimentally, magic numbers as well as the half-shell elec­

tron numbers (4, 9,...) can be observed since they are responsible for the maxima in 

addition energies in QD's[8, 126]. This has also been found by exact calculations up to 

six electrons[20]. The stability of Hund's rule against elliptical deformation[60], ran­

dom disorder[63] and non-parabolicity of the confinement potential[126] were tested 

by density functional theories. 
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In Fig.5.4, we show addition energy up to 13 electrons at zero magnetic field, 

calculated for a clean QD (the lowest line) and 8 different disorder configurations 

following the order presented in Fig.5.1 (2nd line and up). It is clear that closed shell 

structures are not affected by disorder at least for the disorder strengths we have used, 

giving a higher peak at magic numbers N = 2,6 and 12 corresponding to closed shells. 

This holds even for the case of large disorder where the ratio between perturbation 

energy due to disorder and the shell gap is about 1/3 (see Fig.5.1). On the other 

hand, although the half-shell peak at A = 4 is not affected by disorder, the half-shell 

peak at N = 9 is found to be less robust against disorder. Our calculations show that 

for the eight disordered QD's we investigated, the 9 - th peak is an energy minimum 

in four of them; in addition, statistical noise in the DQMC calculation prevented us 

from reaching conclusive results for another three QD's. Finally, we note that a very 

clear dip at Â  = 11 is observed in all our results. 

In Fig.5.4, the numbers on the lowest spectrum represent 2 x Sz for different N. 

For disordered QD's, Sz is plotted only if it differs from the clean QD case. According 

to Hund's rule, the total spin must be maximized in the outer shell. Moreover, it is 

believed that, in disordered QD's, high-spin states are suppressed due to a lifting of 

the degeneracy [63]. As mentioned before, in our calculations only z-component of 

the total spin can be resolved, and so in the following we limit our discussions to 

Sz. Without disorder, our DQMC results are in perfect agreement with Hund's rule. 

When disorder is added, we found that Hund's rule is especially stable for closed 

shells as well as for the second open shell (N = 3,4,5). For the third open shell 

(N = 7 - 11), Fig.5.4 shows that there are some deviations in Sz from that of the 

clean QD, especially for A' = 10 where Sz = 0 was found in five out of the eight 

disordered QD's, different from the Sz = 2 for the clean QD. A higher probability of 

5 = 0 state for N = 10 was also found in density functional calculations of Ref.([63]). 

These results also show that maximal spin alignment does not guarantee a peak at 

half-shell filling in agreement with the results of Ref.([126]) as seen, for instance, in 

the disorder configuration number two. Other deviations from the clean QD case 
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are observed for the third shell of disordered QD number one; spin is minimized for 

N = 7, 8, and 9 QD's. Finally, in the UHF results (not shown), we did not find any 

evidence of Hund's rule nor the appearance of high peaks at magic numbers in the 

addition spectra, even for the disorder-free QD. This is understandable since UHF is 

not expected to describe effects due to strongly correlated electrons in the QD. 

5.2.3 Many-body densities 

In this section, we investigate and compare two-dimensional many-body electron den­

sities obtained by UHF and DQMC methods. In QMC methods, expectation values 

of quantities that do not commute with the Hamiltonian can be calculated using a 

combination of mixed and variational estimators which, for the density operator, is 

given by (see Eq.2.63) 

PQMC « 2 x pw - pT + 0 [ ($ - # T ) 2 ] , (5-3) 

where pw is given by the walkers density (mixed estimator), and pr is the density 

of the trial wave function (variational estimator), which is an UHF determinant in 

our case. The error obtained by using such estimators depend on the trial wave 

function. It is well known that unrestricted version of HF can give artificial charge 

densities arising from symmetry-violating mean field, and it was shown[56] that an 

azimuthal modulation of charge density can occur due to a superposition of opposite 

angular momenta. Similar effects are also observed in density-functional theories. It 

is therefore interesting to see how DQMC reacts to UHF trial functions when such 

modulations occur. 

In Fig.5.5, we superimpose PQMC(*, t ) a n d Pr(r> t ) calculated for N = 13 in such a 

way that only the highest values are plotted. In the absence of disorder (Fig.5.5(a)), it 

is clear that UHF method gives azimuthal modulations (solid lines) which are artifacts 

due to UHF. On the other hand, DQMC smoothes out these modulations (dashed 

lines) by decreasing the maxima and increasing low density regions by approximately 

5-10%. The reduced radial modulation in QMC results with respect to HF results 

were previously observed[33]. Our results further verify that QMC tends to recover 
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Figure 5.5: Superimposed many-body densities for spin up electrons, obtained by DQMC (dashed 
lines) and UHF (solid lines), for (a) clean QD, and (b) disordered QD. Only highest values are 
plotted in order to enhance the difference between DQMC and UHF results. 
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the correct symmetry properties by also reducing the azimuthal modulation. We note 

that circular symmetry is not completely recovered even with DQMC. There are two 

reasons: (i) density calculated by Eq.(5.3) is only a second order approximation to the 

true density; and (ii) DQMC wave functions are assumed to have the same phase as 

the UHF solutions. Similar density properties are also observed in disordered QD's, 

as shown in Fig.5.5(b). For disordered QD, there is no circular symmetry so that some 

azimuthal modulations are expected. However, the DQMC results are still smoother 

than those of UHF; and the azimuthal modulations in UHF results are distorted by 

disorder (compare Fig.5.5(a) and 5.5(b)). 

Another interesting result obtained by symmetry-violating models such as HF 

and density-functional approximations is spin-density-wave states[57, 51], i.e. space-

dependent spin polarization with zero total spin. It was argued in Ref.[60] that these 

states are artifacts of the fact that only Sz is conserved. While we did not observe 

any spin-density-waves in our clean QD, disorder was found to enhance the UHF 

ground state spin-density-waves at non-zero magnetic field. In Fig.5.6(a), we plot 

UHF solutions to 8-electron QD at B = 0.3 r, where solid lines are for spin up 

electrons and dashed lines for spin down electrons, showing a spin texture which is 

created by a dephased azimuthal charge density modulation of spin-up and spin-down 

electrons (a density maximum for spin up electrons corresponds to a density minimum 

of spin down electrons). However, once again, in DQMC calculations the modulations 

are smoothed as seen in Fig.5.6(b) for spin-up electrons and similar result is obtained 

for spin-down electrons (not shown). Therefore, we conclude that DQMC reduces 

the artificial spin-density-waves although without destroying them completely for the 

same reasons given above. 

5.3 Summary 

We have investigated the competing energetics of electron-electron interaction, mag­

netic field, and disorder, in quantum dots with up to thirteen electrons, using a 

DQMC technique. DQMC is shown to give excellent total energy and spin configu-
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(a) 

Figure 5.6: Superimposed many-body densities (a) obtained by UHF for spin up (solid lines) and 
spin down (dashed lines) electrons, (b) obtained by UHF (solid lines) and DQMC (dashed lines) for 
spin up electrons. 



5: Effect of Impurities in Parabolic Quantum Dots 87 

ration for clean-QD's as compared with exact diagonalization, and is very powerful 

for investigating disordered QD's which do not possess any spatial symmetry. The 

lack of spatial symmetry makes an exact calculation very difficult if not impossible 

for N > 7, even for modern computers. Compared with the UHF technique, DQMC 

gives superior advantages in total energy accuracy, especially for low magnetic field 

before the transition to maximum density droplet states. DQMC also reduces the 

problem of artificial density modulation in UHF which is a symmetry breaking mean 

field theory. Disorder is found to have very significant effects to the total energy of 

QD. In particular, the energetic transition (the kinks in energy) between many-body 

states is made much less clear due to disorder, and the required magnetic field to 

induce such transitions may be rather different than that of clean-QD, this may have 

important implications to interpreting tunneling spectroscopy data. We found that 

Hund's rule for closed shell is robust against even strong disorder, but less so for open 

shells. For the lower shells, the spin states are largely unaffected by disorder, but for 

higher shells (larger number of electrons N) this may change due to disorder. 
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Kondo Effect in a Quantum Dot Molecule 

6.1 Introduction 

A peculiar behavior of conductance in some metals discovered over 60 years ago is 

the enhanced resistivity as the temperature is lowered below a certain value. This 

phenomenon which is due to the presence of magnetic impurities in the metal was 

first explained by Kondo[127] as spin-flip scattering between the delocalized conduc­

tion electrons and the localized impurity spin. Later, theoreticians [128, 129, 73, 76] 

predicted that similar effect should manifest itself in the transport through QD's. 

Consider a QD whose energetic diagram is established by various gate and bias volt­

ages as shown in Fig.6.1. Here all the levels below (fiL,VR) a r e filled except the 

highest level e0 which is occupied by only one electron. We assume it to have spin-up. 

When our QD is in the state shown in Fig.6.1, the electron at e0 cannot tunnel out 

of the QD because e0 < HL,VR-
 A n electron outside the QD cannot into the QD 

unless the Coulomb energy U is overcome. Therefore, the first order tunneling events 

are Coulomb blockaded and there is no current flow. This is the familiar Coulomb 

blockade phenomenon discussed before in chapter 1. However, due to uncertainty 

principle, in a time r ~ -77- (assume (JLL ~ HR = v), the electron at e0 can tunnel 

out of the QD, followed by another electron outside QD having spin-down tunneling 

into the QD. This is a virtual co-tunneling process and the quantum superposition 

of infinitely many of these co-tunneling events gives rise to a real contribution to 

transport so that the current at /i is enhanced. At the same time, the average spin 

in eo is zero due to the rapid spin flips during co-tunneling, and we say that the local 

89 
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v„ 

Figure 6.1: Energetic diagram of a QD in Kondo regime. 

spin at €o is "screened" by the free electrons in the leads. This is the phenomenology 

of QD Kondo effects, observed experimentally by many groups so far[64, 65, 66]. 

Another interesting question is whether Kondo effect can occur between a local­

ized spin and quantized states instead of delocalized free electrons. Such system 

can be experimentally realized by coupling two QD's (QD molecule) together, and 

by connecting one of them to external leads. Recent theoretical calculations show 

that[130, 131, 132], transport through a single quantized state in Kondo resonance 

with a localized spin can be strongly suppressed. A more realistic situation occurs in 

QD molecules when several quantized states (transport channels) are present. This 

question has not yet been addressed, and it is the purpose of this chapter to study 

transport properties through a multi-channel QD coupled to a strongly interacting 

QD, in Kondo regime. In section 6.2, we present our model consisting of an Anderson 

Hamiltonian, and we introduce a slave-boson mean field theory which helps us to 

simplify the many-body problem. In section 6.3, we calculate the Green's functions 

of the system that we need to investigate transport properties. The results are pre-
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Figure 6.2: Schematic representation of the QD molecule. The bigger dot (QDi) where the electron-
electron interactions are neglected is coupled to the leads. Smaller dot (QD2) acts as a Kondo 
impurity and is coupled to QDi. 

sented in section 6.4. We found that linear conductance has very interesting features 

as a gate voltage to the conduction channels is applied and the energy of the spin 

impurity QD is changed. In particular, our results show that the phase of the usual 

resonant transport oscillations is reversed as the system enters the Kondo regime. 

6.2 Model and method 

In Fig.6.2, we schematically present our QD molecule. The annihilation operator of 

the non-interacting states in the bigger dot (QDi) is represented by cia. This QDi is 

coupled to a smaller dot QD2 in which electron-electron interactions are assumed to be 

much stronger than in QDi. We are interested in investigating transport properties 

of this system when QDi is coupled to the leads. In the Hubbard approximation 

(i.e., we consider only one channel in the interacting region and include spin degree 
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of freedom), Hamiltonian of this system can be written as 

H = E tdd\d<j + E Ud\adia + E £akC]
akacaka 

o ia aka 

+ E (*<*fc»cLfcffa«r + H.C. ) + E ( * i d 4 A + H -C - ) ^ - ^ 
akai ai 

where the first three terms at the right side correspond to single electron states of 

the QD,, QD2, and the leads, respectively. The first term in the second line gives 

the tunneling matrix elements between the leads and the QD1? while the second term 

gives the tunneling matrix elements between the two QD's. The electron-electron 

interaction in the QD2 is given in the last line. Note that, there is no summation over 

the interaction term. This is because, we can at most have one spin up electron plus 

one spin down electron in a single channel. 

The presence of £/-term in the above equation makes the Green's function expan­

sion awkward. In order to simplify, we will consider the limit of strong interactions 

U —¥ oc, such that it is less likely to have 2 electrons at the same time in the in­

teracting region. Then, we can simply ignore the [/-term. Of course, we now have 

make sure that the total number of electrons in the QD2 do not exceed one, by im­

posing constraints to the Hamiltonian. This can be done through the slave-boson 

approach[130], by enlarging the Fock space which contains the fields of electrons. 

Let's define a boson field b, and a new fermion field fa such that 

do = #fa. (6.2) 

This equation implies that destroying an electron in the QD2 with spin a is equiva­

lent to destroy a "pseudo-electron" / with spin a and create a boson b. Then, the 

constraint 

^ + E/iA = l (6.3) 
a 

guarantees that we have at most one electron in the interacting dot QD2. This 

constraint can be enforced by adding \(tfb + Eff Ufa - 1) to the Hamiltonian of the 
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Eq.6.1, where A is a Lagrange multiplier[130]. Together with Eq.6.2, we obtain 

H = E Zdflfo + E eMa^ia + E €akcikaCaka + A(6 f 6 - l ) 
a ia aka 

+ E {takiclto&u, + H.c. ) + E ( ^ « U f A + H-c- ) (6-4) 
akai 

with, 

e = e + A. (6.5) 

In the following, we will use a mean-field approximation to describe the boson 

field, by setting b to a constant number b. This means that we are neglecting charge 

fluctuations around the average (b(t)). Nevertheless, this approximation is correct for 

describing spin fluctuation (Kondo regime). Furthermore, we will suppress the spin 

index a since the system is assumed to be spin degenerate. 

6.3 Calculation of Greeris functions 

In order to study transport properties, we need to calculate the full Green's function 

Gr
u of the QDi (see Eq.2.78). To do this, we use Dyson-Keldysh equations 2.71. 

Generally speaking, when the perturbation Hamiltonian consists of tQ7a^d7 tunneling 

process [75], interaction coupling elements E^7 have a very simple expression: 

Yr — t 
(6.6) 

£<7 = 0, 

which can be shown in terms of diagrams or using equation of motion method. As 

discussed in section 2.7, E r describes how electrons interact inside the system, thus 

it is given by the tunneling matrix element tai. On the other hand, E < represents 

the interaction with the outside world. Since the unperturbed Hamiltonian is chosen 

to be a closed system (including the leads, and the two QD's in our case), we have 

yj< = 0. Our starting point is the Green's functions g0, for which all the interaction 
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(6.7) 

terms are turned-off, that is tid = taki - 0. In Fourier space, we have[107] 

gr
0ll = T [-ie(t)({oi(t), at(0)}>] = (e - ez + Z0+)"1 

gr
od = T [-ie(t)({f(t), /f(0)}>] = (c - Q + t0 + )" 1 

g&i = T [i{{oi(0)t d\(t)})] = 2m(m)6(€ - *) 

g<d = T [t<{/(0),/t(t)}>] = 2m(nd)S(e - ed), 

where T represents Fourier transformation. Now, let's turn on the coupling to the 

leads, taki only, and denote the new Green's functions by g. This is the well-known 

problem of resonant transmission through a non-interacting system[108]. By applying 

Dyson-Keldysh equations or using equation of motion method, it can be shown that 

Green's functions in the QDi are given by 

(gT1 = 

e-e1 0 0 

0 e - e2 : 

0 

+ ^(rR + rL), (6.8) 

with 

and 

r«(e) = 27rY,ta
k*at

a
kjJ(e-eka), (6.9) 

g< = gTi(TLfL + THfR)ga. (6.10) 

In the QD2, we have gd = god, obviously. We now open the coupling between the two 

QD's, and calculate GX 

^^li + E^%, (6.11) 

where (3 and 7 run over all the states. Using Eq.6.6, we obtain 

GS = J; + & 5 W ld9; 
lm 

mj-' (6.12) 

where the summation runs over the QD! states only. Again by applying Dyson 

equation we can calculate Gr
d. This gives 

Gd = ((gr
d)-

x-Y.^ijd)-\ (6.13) 
y 
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Now, we need to calculate b and A. b is giving by 

b2 = l-2(flfa) = l-2(-tj^G<). (6.14) 

Also, using equation of motion for b, —idtb — [b, H], we find 

A 6 2 = z E ^ / ^ < . (6.15) 
ia 

We will now use Keldysh equation with E< = 0 to calculate Gd and Gfd: 

GK
d = (1 + E Gdlild)9^(l + E h*Ga

jd) + E Gr
dttdg<ijdG

a
d. (6.16) 

i j ij 

Realizing that Gr
d/g

r
d = 1 + EiGr

dliid, we have 

Gi = Gd(g
r
d)-

lg<(ga
d)-

lGa
d + E G & # , ^ . (6.17) 

ij 

Using Eqs.6.7, first term at the right side cancels, and we obtain 

G$=j:Gdiidg<tjdG
a
d. (6.18) 

ij 

Similarly, for Gdi, we find 

Gl = GT
d E iugfJSmi + imdG

a
dl). (6.19) 

lm 

(6.20) 

But, 

Ej(9mj)~1G'ji = 0~mi + tmd,Gdi. 

Thus, 

G* = ̂  E * w ^ ( ^ ) - 1 ^ . (6.21) 
Imj 
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For simplicity, we will now take the rg- fa Ta5lj, and tld « t. Within these approxi­

mations, equations that we need to solve can be summarized as follow: 

9il — A ( € _ £ ! ) 2 + ( r L + r f i ) 2 / 4 

Gd = (e-~ed-i
2^9lir

l 

G\j = 9ti^ij + 9iitGr
dtgjj .g 22x 

Gd = Ei Gdtgi{ tGd 

Gdi = Ej Gr
dtgjj(gjj) Ga

}l 

b2 = l-2Imf£G< 

Xb2 = iElof£iG<-

These equations must be solved self-consistently for A and b. A convenient way is to 

fix ld as an input parameter instead of fixing ed. Then, we can solve the self-consistent 

problem for b only, and calculate A afterwards. 

6.4 Results 

The simplest case occurs when we only have one channel in the QDi. In Fig.6.3, we 

plot small bias conductance as a function of QD2 energy ed. given by 

dl\ „ TRTL , ^ r de 
G \dVJAV=0 

= 2efRX7YE^T,J^J(e)Y:Gr
n(e). (6.23) 

In the calculations, we use coupling parameters T = T — T — 0.2 and t = 0. o. 

Go represents the conductance without QD2. In all the figures, the energy scale 

is renormalized in unit of T. Experimentally, ed can be controlled by applying a 

gate voltage. As expected, for high values of ed, G/G0 approaches unity. At low 

temperature, and ed « —1, we observe a clear dip in the conductance which is due 

to Kondo resonance between the two QD! and QD2 channels; the spin up and spin 

down electrons in the QD! can tunnel into QD2 for very short times « ft/|e8 - ed\, 

and the phase-coherent superposition of all possible tunneling events gives rise to 

a spin-singlet in QD2. In Kondo regime, the average occupation number na of the 
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Figure 6.3: Conductance as a function of QD2 energy level for different temperatures. C70 is the 
conductance for ed —> oo. Inset shows the average occupation number na of QD2. All the energy 
scale is renormalized in unit of T in this figure and in subsequent figures. 

QD2 approaches unity, as we can see in the inset of Fig.6.3. As the temperature is 

increased, Kondo resonance is destroyed and the current is recovered. 

In Fig.6.4, we plot the local density of states (LDOS) inside QDi for different values 

of ed and at T = 0.001, giving by 

1 
LDOS1(e) = — I m £ G£(c). 

7T , 
(6.24) 

At ed = 20, the coupling to QDL is ineffective and we simply have a resonant tunneling 

peak with width « V, near e = 0. As ed decreased, a new peak approaches from right 

due to coupling with QD2. In Kondo regime, the two peaks overlap and a strong-

dip whose width decreases exponentially with ed, appears. The Kondo temperature, 

i.e. the temperature above which the phase-coherent co-tunneling between the free 

electrons and the strongly interacting system is destroyed, is proportional to the width 

of this dip. As a result, if the temperature is smaller than the Kondo temperature, 

current is suppressed. When ed is decreased further, Kondo temperature becomes too 

small, so that Kondo resonance is destroyed and current is recovered (see Fig.6.3). 
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Figure 6.4: Local density of states inside QDi at different QD2 energy levels. A narrow Kondo dip 
appears for small values of ed. 

These result also agree with Ref.[131], where the authors investigate conductance 

properties of a quantum wire coupled to a quantum dot. 

We now investigate the effect of including many levels inside QDi. In Fig. 6.5. we 

consider 5 channels with different energy separations Aet. Channels are placed such 

that two of them are below the Fermi energy fi of the leads, two others are above 

fi, and one channel is aligned with //. Compared to the case of Ae, -» oo, we see 

that when many channels are present, current is not completely suppressed anymore. 

This is because more electrons can now participate to the transport, while in Kondo 

regime the average number of electrons in Kondo resonance remains always 2na « 1. 

We also observe a slight displacement of Kondo minimum towards left. In fact, in the 

presence of several channels, probability of spin fluctuations is higher. This is also 

seen in the inset of Fig.6.5; the ed dependence of na is smoothed due to fluctuations 

through several channels. As a result, Kondo temperature is higher, and for a given 

temperature T, Kondo minimum occurs at lower e. In Fig.6.6, we show the growth 

of Kondo peak inside QD2 with decreasing ed. The transition from a smoother local 
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Figure 6.5: Conductance as a function of ed of a 5 channel QDi for different energy separation of 
the channels. Inset shows the average occupation number in QD2, as a function of ed. 

density of states to the sharp resonant behavior as a function of ed is clear. 

In Fig.6.7, we study the effect of applying a gate voltage Vg to the QDi on the 

zero bias conductance. The spacing between QDi energy levels is fixed to 0.3, and 

we consider 11 channels to ensure a periodic behavior of transport properties as 

a function of V„. We use the same coupling parameters t and T as in previous 

calculations. Results are obtained for 11 values of Vg between -0.15 and 0.15 (one 

complete period). As we can see from the figure, for non-zero Vg, the behavior of the 

conductance as a function of ed can be different. For instance, when the energy of 

the channel initially aligned with the Fermi energy fi is slowly increased by applying 

a small Vg = 0.06, the conductance G first increases with a decreasing e, then G 

starts decreasing. This yields to a very interesting Vg dependency of conductance as 

shown in Fig.6.8: by varying ed from very high values to low values, it is possible to 

reverse the phase of oscillations of the conductance. To see why, let's first consider 

ed = 100. In this case, coupling between the two QD's is negligible, and we simply 

have resonant transmission through non-interacting dot levels, i.e. the conductance 
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Figure 6.6: Local density of states in QD2. Kondo peak is enhanced as ed is decreased. 

Figure 6.7: Conductance as a function of QD2 energy level ed, for different gate voltages applied 
to QDi. When a transport channel inside QDi is not aligned with the Fermi level of the leads, 
decreasing ed may lead to an increasing in conductance. 
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Figure 6.8: Conductance as a function of gate voltage Vg applied to QDi, for different ed. 

is maximized when Vg = fi = 0. For ed = —3, Kondo effect becomes important such 

that the conductance is minimized when Vg = fi = 0. On the other hand for non-zero 

Vg, the Kondo scattering becomes inefficient, thus, electrons which were in Kondo 

resonance can now participate to the tunneling current. For medium values of ed, 

there is a complex competition between Kondo scattering and resonant transmission 

giving rise to a dephased oscillation as a function of applied gate voltage. 

6.5 Summary 

In conclusion, we have studied the Kondo correlation in a QD molecule, between quan­

tized transport channels of the a QD and a strongly interacting QD. We have shown 

that while the linear conductance can be completely suppressed due to Kondo scat­

tering when there is only one transport channel, in the presence of several channels, 

current is partially recovered when energy gap between the channels is decreased. We 

have also studied the effect of applying a gate voltage to the conducting QD. When 

the principal conduction channel is not aligned with the Fermi energy of the leads, 



6: Kondo Effect in a Quantum Dot Molecule 1 0 2 

Kondo effect is reduced, which gives rise to an interesting competition between the 

resonant tunneling and Kondo scattering. As a result, by tuning the energy level of 

the interacting QD, it is possible to reverse the oscillatory phase of the conductance 

as a function of gate voltage. 



. 7 . 

Conclusion 

Both for experimental and theoretical studies, there is a growing interest in quantum 

dots since they provide a powerful tool for investigating the physics of small, coher­

ent quantum systems. Especially, the ability to control their shape, size, number of 

electrons, and interaction strength experimentally has made them very attractive to 

physicists. So far, theoretical and experimental investigations of QD physics have ad­

vanced the understanding of many-body phenomena, the electron transport features 

in nanoelectronic devices, as well as generating novel device concepts. 

While the basics physics of important transport features for a QD weakly coupled 

to external leads such as Coulomb blockade, spin blockade, and Kondo effect have 

been well understood, these small artificial structures continue providing several new 

physical effects which require detailed investigations based on quantum physics. In 

this thesis, we have investigated several different quantum dot structures, in order to 

elucidate complex physical effects arising from competing electron-electron interac­

tions, magnetic field, geometrical factors, and strong couplings. 

The techniques that we used in this thesis were based on many-body formalism, 

since our primary goal was to understand full quantum mechanical effects, including 

electronic correlations. The basic principles of many-body physics, as well as advanced 

analysis techniques such as exact diagonalization, quantum Monte Carlo, Hartree-

Fock and Keldysh Green's function formalism, were presented in detail in chapter 2. 

We have also emphasized how they are implemented, the advantages of each method, 

and in which cases they are beneficial or powerless from a practical point of view. 

In chapter 3, we have investigated cylindrical QD's with a circular harmonic con-
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finement potential under magnetic field. We have introduced Fock-Darwin wave func­

tions that are used as a basis set also in the subsequent chapters. By combining ex­

act diagonalization results with Keldysh Green's function formalism, we were able to 

study the many-body transport properties. We have shown that current-voltage char­

acteristics depend strongly on electronic correlations inside the dot especially when 

an external magnetic field is applied. Moreover, numerical and analytical calculations 

for zero magnetic field shows that transport properties reveals the shell structure of 

the system. 

In chapter 4, we have studied a ring-shaped QD structure having two potential 

minima. Such potential landscape provides a competition of various contributions 

to the total energy by spatially separating electrons. Such effects have interesting 

implications for tunneling current in the Coulomb blockade regime, at least for cases 

involving a small number of strongly interacting electrons as we have studied. By 

localizing in different potential minima, the total ground state energy is minimized. 

However, due to the energetics competition, adding an electron to the QD may in­

volve a charge redistribution between the two potential minima. We found that this 

redistribution occurs abruptly as the magnetic field is increased. A most interesting 

outcome of the redistribution is a new blockade phenomenon which is caused by a 

drastic reduction of the spectral weight for the transition from a (X - l)-electron 

QD to a A-electron QD due to the spatial localization of the electrons. This geo­

metric blockade leads to a drastic reduction of the tunneling current which should be 

measurable experimentally. 

Chapter 5 was devoted to the study of the effect of random disorder in a parabolic 

confinement potential on the electronic structure up to 13 electrons by DQMC method. 

DQMC is shown to give excellent total energy and spin configuration for clean-QD's 

as compared with exact diagonalization, and is very powerful for investigating dis­

ordered QD's which do not possess any spatial symmetry. Compared with the UHF 

technique, DQMC gives superior advantages in total energy accuracy, especially for 

low magnetic field before the transition to maximum density droplet states. Disorder 
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is found to have very significant effects to the total energy of QD. In particular, the 

energetic transition (the kinks in energy) between many-body states is made much 

less clear due to disorder, and the required magnetic field to induce such transitions 

may be rather different than that of clean-QD, this may have important implications 

to interpreting tunneling spectroscopy data. We found that Hund's rule for closed 

shell is robust against even strong disorder, but less so for open shells. For the lower 

shells, the spin states are largely unaffected by disorder, but for higher shells (larger 

number of electrons N) this may change due to disorder. 

In chapter 6, the effect Kondo resonance between several quantized transport 

channels and a spin impurity was studied. Such phenomena should occur when a large 

QD dot is coupled to a smaller one for which electron-electron interactions are more 

important. In contrast with the previous chapters where the many-body problem is 

solved in a continuous potential landscape, we have used a tight-binding Hamiltonian 

model that we have expanded in terms of Keldysh Green's functions. By solving 

the problem in the slave-boson approximation, we have shown that the competition 

between resonant transport and Kondo resonance yields to very interesting current-

voltage oscillations. 

There are of course several improvements that can be done in the research line that 

we have taken. Our study of transport properties in correlated systems, calculations 

of Green's functions were restricted to first order while including the coupling to the 

leads. It would be interesting to see how an exact treatment of the leads may affect 

transport properties. With the increasing computational powers, such calculations 

should become possible. 

For quantum Monte Carlo calculations, a critical step is the construction of trial 

wave functions. In this work, we used Hartree-Fock solutions. Another possibility 

is to perform a density-functional calculation, which might give in some cases better 

trial waves. Also, including a Jastrow factor for variational quantum Monte Carlo 

calculations might improve the trial functions. An improved Jastrow factor can also 

allow the calculation of the many-body spectral function as discussed in section 2.7.4. 
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This would be very interesting and very important for transport calculations. More­

over, in our quantum Monte Carlo algorithm, Fock-Darwin states are used as a basis 

set. Implementation of a more general grid basis set should improve computation 

time, especially when the potential confinement is not perfectly parabolic, such as in 

a quantum dot molecule. 



Appendices 

A.l Two-body interaction terms in Fock-Darwin basis set 

In order to perform exact diagonalization using the Fock-Darwin basis set (see section 

3.2, one needs to calculate the two-body interaction terms given by Eq. (2.17). Using 

Fock-Darwin wave functions, we obtain 
/•oo 

vijkl = 4ir2l36ni+mj,mh+mlKiKjKkKl / dkIkl(k)Ijl(k)F(k), (A.l) 

where A'; is given in equation 3.3, and 

Ikl(k) = /drr^W™'l+ 1e-4LKI(^)Ljj;*l(^)Jm f c_T B i(fcr) _ ^ 

F(k) = fdz1dz2e-^:>-z^Z,i(zl)Zl/k(zl)ZUj(z2)Zl/l(z2) 

Usually, confinement in 2-direction is much smaller so that calculation of F(k) can 

be restricted to lowest level vi = vi = vk = vi = \. Furthermore, this expression can 

be further simplified if we assume that z> - z< « 0 for a narrow well, which gives 

F(k) « 1. From numerical point of view this approximation has a great advantage 

since the double integrations do not depend anymore on the magnetic field. We 

have tested the effect of including F(k) in our calculations for typical values of HUJ0 

( « 5 meV) and well width (« 10 nm), and we have found that including a finite 

well thickness sustains the electron-electron interaction slightly as expected. In the 

following, we derive an analytical form for F(k) for an infinite confinement potential. 

The lowest level wave function for a infinite well width a is given by 

Z(z) = J?sin(—), (A.3) 
V a a 

with u = l. Then, we have 

F(k) - 4 / dzldz2e~!r{z>~z<)sin2('KZl)sin2(TTZ2) 

= \\X dz2sin2(7rz2){ f2 dz1e-^^-Zl)sin2(TTZl) + C dzle~!f^-^sin2(7rz1)}. 
Jo Jo Jz* 
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The evaluation of these integrals is tedious but straightforward. It gives 

F(k) = 
K 

16rr 
1 + ( c-« _ l ) ^ - ^ + 47T2)"2 + K2(K2 + 47T2)-1 

K 

where K = ka/l. This function slowly decreases with k at a rate determined by 

a/l. We have tested the effect of including F(k) in our calculations for typical values 

of huj0 « 5 meV and well width a « 10 nm, and we have found that finite well 

thickness sustains the electron-electron interaction slightly as expected. WTe have also 

performed calculations by mixing second confinement level v = 2, which was found 

to be negligible. 
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A.2 Drift velocity and local energy in fixed-phase DQMC 

In DQMC method, one needs to evaluate the drift velocity v D (R) and local energy 

EL(R). As discussed in section 2.6.1, they are given by 

vD (R) = *T(R)-1VvpT(R) 

EL(R) = ^T(R)-1H^TCR), 

where ^ T ( R ) is a trial wave function which can be written as 

# T (R) = eie{R)A(R), (A.5) 

where .4 is the amplitude of the wave function. Then the drift velocity becomes 

vD (R) = ^ W l - iV0 . (A.6) 

In fixed-phase approximation, the expectation value of the imaginary part of (v£>(R)) 

must give zero. Thus, we define a modified drift velocity, used for numerics, as 

vD(R) = A~lVA (A.7) 

For the calculation of the local energy, let's write the Fock-Darwin Hamiltonian in 

effective atomic units 

H = E (̂PJ + AJ)2 + \»*r) + 9*B4 + E TT^TT 
j z z i<j lr* \?'l 

= E \ (-?? + <*A + BX + w>i)) + E 7-4-7, (A.8) 
j * i<j I1* LJ\ 

with L{ - dQj. We have 

V2VT = V2(et@A) 

~ie rV2 - (V,0) 2 + 22(V,0)V, + z(V29)l A, (A.9) = e 

and 

^e [(dQ]G) - idQj] A. (A.10) = e 
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As before, since expectation value of EL(R) must be a real quantity, we only need 

consider the real part in the numerical calculations: 

EL(R) = Re{£L(R)} = A~lHeffA, (A.ll) 

with 

Heft = \ E ( - V | + (V,6)2 + w2r2 + B{dQjQ + 2g*si)) + E r ^ — i - (A.12) 

To summarize, we use equations A.7 and A.ll in the numerical calculations. 
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A.3 Matrix elements for a Gaussian perturbation in Fock-

Darwin basis set 

In section 5.1, we model the impurity term in the single-electron Hamiltonian by a 

two-dimensional Gaussian profile: 

| r - r 0 | 2 

Vimp = e—^-. (A. 13) 

Thus, in Hartree-Fock calculations, we need the calculate following integrals: 

(i\Y»»p\j) = J rdrdQ^r, e ) V i n % ( r , 6 ) , (A.14) 

where 4>(r, 0) ' s are Fock-Darwin wave functions (see section 3.2), and Vvmp can be 

written as 
2 i 2 

\ 'imP = e-
T~^ e

r-^cos(e-e0) _ ( A 1 5 ) 

Then, we obtain 

(i\V"np\j) = e-^i-m1)Q0 jdQdxfMf^e-^-^^e-^e^08^-^, (A.16) 

2 

where x = j ^ , and 
i 

*W = f 7 - X T ^ T ) 2 e-x<2xW*LW(x). (A.17) 
\(n + \m\y.j 

Angular part of the Eq.A.16 is given by 

S& = j dOe-l{m>-m>)@e^cos@, (A.18) 

and it can be evaluated in terms of modified Bess el functions In(x) as 

Se = 27r/ ra i_m,.(^r). (A.19) 
o~ 

For numerical calculations, it is also useful to consider the asymptotic behavior of the 

Bessel function, to prevent divergence problems: 
X 

In(x > 600) « -jL=, (A.20) 

and the exponential ex cancels out when inserted in the Eq.A.16. 

Note that the factor e- i(mi-mj)0o in Eq.A.16 makes the Hartree-Fock Hamiltonian 

and its solutions complex. Therefore, DQMC calculations must be done in the fixed-

phase approximation, even if there is no magnetic field. 
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A.4 Description of exact diagonalization code 

Our exact diagonalization software is divided into three main codes (see Fig.A.l). 

In the following, we describe these three main steps, as well as the important in­

put/output files. 

• Intpot: Short for interaction potential, this code calculates the two-body inter­

action elements given by the Eq.A.l. User must specify if the 2-direction will be 

taken into account, as well as the range of angular and Landau level quantum 

numbers for which all non-zero elements will be calculated and written in an 

output file. 

• XDN: Short for exact diagonalization for Af-electrons, XDN is the main part of 

the calculations. In the input file input.XDN, user must specify number of elec­

trons, magnetic field, parabolicity of the confinement potential, single particle 

levels used to construct Slater determinants, and good quantum numbers L and 

Sz for which the subspaces will be calculated using the Eq.2.21. The matrices 

that are smaller than the size specified in the input file are diagonalized by a 

conventional diagonalization technique, and the results are written in DDresults. 

For bigger matrices, XDN only calculates the matrix elements, which are then 

written in input files for each subspace, for Lanczos diagonalization. 

• Lanczos: This is a conventional Lanczos diagonalization algorithm which uses 

the input file input.Lanczos supplied by XDN. Results are written in LDresults. 
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Lanczos 

JL 
LDresults 

Figure A.l: Input/output flow chart of exact diagonalization calculations. The main codes are Intpot 
(calculation of two-body interaction potential elements), XDN (construction of different many-body 
Hamiltonian subspaces and diagonalization), and Lanczos (diagonalization). Input and output files 
are shown in ellipses. 
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A.5 Description of quantum Monte Carlo code 

Alain codes and important input/output files of our quantum Monte Carlo software 

are schematized in Fig.A.2. The software package is divided into three main steps: 

• HF: This is the Hartree-Fock code. In the input file denoted as job (see Fig.A.2), 

number of electrons, magnetic field, harmonic confinement parabolicity, number 

of single electron states, number of Gaussian impurities and their parameters 

must be specified. The code first calculates non-interacting Hamiltonian. Then 

Hartree-Fock iterations are performed until the convergence is reached. The file 

Hashtable contains two-body interaction terms, and it is updated during the it­

erations if necessary. The file results, hfcontains Hartree-Fock eigenenergy, while 

Hartree-Fock wave functions for spin-up and spin-down electrons are written in 

job-u.wav and job-d.wav files. The file job.in contains the information on trial 

waves that are necessary for QMC calculations. 

• QMC: The quantum Monte Carlo code needs job.in file where the trial wave 

function is specified. Walkers positions are initialized randomly unless a job.cfg 

file where walkers positions are specified, already exists. Once the equilibrium 

state is reached, average values for the energy are collected in each iteration. 

Walkers positions are also written in job.den in regular time intervals, for the 

calculation of electron density. 

• DenCal: Short for density calculation, this code is an analysis tool which 

calculates spin-up and spin-down electronic densities. It needs Hartree-Fock 

wave functions, as well as the walkers positions from which the QMC density 

is calculated. QMC densities for spin-up and spin-down electrons are written 

in job-u.qmc and job-d.qmc files respectively. An extrapolation between the 

Hartree-Fock and QMC densities is performed as given in Eq.2.63, and the 

results are written in job-.u.out and job A.out files. 
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DenCal 

Figure A.2: Input/output flow chart of quantum Monte Carlo calculations. The main codes are 
HF (Hartree-Fock calculation of trial states), QMC (variational and diffusion quantum Monte Carlo 
calculations), and DenCal (density calculation). Input and output files are shown in ellipses. 
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• Giiglii A.D, Wang, J.,and Guo, H., (2003) Disordered quantum dots: a diffusion 

quantum Monte Carlo study. Accepted for publication in Phys.Rev.B. 
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• Giiglii A.D, Sun, Q.F., Guo, H. (2002) Geometric blockade: addition spectra of 

a quantum dot with two potential minima. American physical society march 

meeting. Contributed talk. 
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