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Résumeé

Une étude diagnostique, comparant des événements persistants de
la haute atmosphére, tels que simulés par un modéle de circulation
générale (MCG) et tels qu'’observés, est présentée Nous commencons
d’abord par un survol des différentes théories tentant d'expliquer
l'existence de ce genre de phénomenes Nous nous attardons tout par-
ticuliérement au modéle propose par Shutts (1983) Ensuite, nous
montrons que les distributions dans 1'espace d'évenements simulés et
observés sont qualitativement tres similaires Les situations ayant
cours au-dessus de 1'Atlantique-Nord sonc retenues dans le troisiéme
chapitre, ou une analyse de ces donnees en termes de fonctions
empiriques orthogonales ayant subies une rotation (REOF) est effectuee
Les deux ensembles de modes qui resortent de cette analyse, 1'un pour
les donnees du MCG et 1’autre pour les observations, se ressemblent
étonnament. Tous deux expliquent approximativement 50% de la variance
contenue dans leur donnees respectives Les relations entres les modes
d’un méme ensemble sont également présentees, 1llustrant ainsi 1'évolu-
tion probable des situations ou ces derniers sont Iimportants Le
quatrieme chapitre contient une évaluation de la théorie de Shutts Les
résultats de 1'analyses du troisiéme chapitre sont alors utilises afin
de n'extraire que les evénements correspondants a un type bien par-
ticulier, 1 e les dipoles prononces +ATL2 Les champs de tendance
temporelle associes aux ondes synoptiques de courtes durees sont évalués
a4 l'aide des vecteurs £, tout en prenant bien soin de distinguer entre
le début, la phase mature et la fin des événements I1 en ressort que
ces ondes synoptiques semblent avoir un effet déterminant sur le cycle
de vie moyen des evenemeuts du genre +ATL2, et ce dans le MCG et dans

les analyses du NMC ametricain




Abstract

A comparative diagnostic study of upper-air persistent atmos-
pheric events, as simulated by a general circulation model (GCM) and as
observed, is presented We start with an overview of the several theo-
ries that attempt to explain such phenomena. Particular emphasis is put
on the model approach of Shutts (1683) We next show that the spatial
distributions of persistent events is qualitatively similar in the GCM
and observational data The North-Atlantic events are extracted and a
rotated empirical orthogonal function (REOF) analysis 1s done on the re-
sulting data sets The two REOF sets that are thus obtained are shown
to greatly resemble one another Both explain roughly 50% of their
original data’s variance The relationships between the modes within a
set are presented, so as to understand their probable combined evolu-
tion The fourth chapter contains an evaluation of Shutts’ rtheory
There, the third chapter’s results are used to isolate a particular
class of events, namely the strong +ATL2 dipoles. The time-tendencies
associated to short time-scale synoptic waves are evaluated, using an E-
vectors approach, taking care to distinguish between the onset, mature
and demise phases of the events. It seems that these synoptic waves
have a significant impact of the average life-cycle of this +ATL2 type
of events, whether they be simulated by a GCM or obtained from a NMC set

of analyses.
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Statement of originality

The contributions to original knowledge to be found in this

thesis are the following:

1)

2)

3)

4)

A time-wise breakdown of the upper-air streamfunction variances
and kinetic energies of observations and of simulated data is
first presented. This shows that a further, more exhaustive,
comparative study of modelled and observed mid-latitude

persistent events is indeed possible.

An objective criterion is proposed by which most instances of
these persistent atmospheric anomalies can be identified in ei-

ther the northern or the southern hemispheres

This permits a complete rotated empirical function analysis of
these events, thereby producing a classification of the princi-
pal modes accompanying strong mid-Atlantic 50 kPa persistent
anomalies The mudel and observation classifications are shown

to closely parallel each other

We finally use this classification to determine the influence
of high-frequency (synoptic-scale) transients on the life-cycle
of one of these types of modes, the so-called ATLZ mode. The
synoptic events are found to either enhance or hinder the ATL2
mode, depending on whether we consider the mode’s onset or de-

mise stages, respectively.
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Chapter 1
Blocking theory survey

1.1 Introduction

A great deal of work has been done in the last ten years or so with
regards to the persistent circulation anomalies known to the meteorolog-
ical community as blocks, their initiation, maintenance and eventual de-
mise. While some of this work has been concerned with a better observa-
tional description of the phenomenon, quite a few theories have been
proposed that attempt to explain one or another aspect of these impor-
tant atmospheric events We propose in the following to evaluate these
theories using, when appropriate, diagnostic tools applied both to ob-
servations and to a long-term atmospheric simulation by a general circu-

lation model (GCM).

This first chapter starts by giving a quick review of the main
points modelers have tried to reproduce from atmospheric observations of
blocks. Secondly, a more extensive overview is given of the more promi-
nent modeling approaches taken in blocking studies, and the 1important
results obtained in each are discussed. No attempts are made to men-
tion all of the different variations pertaining to a given approach A
third section will concentrate on one of the theories that seems most
promising and is also more amenable to numerical evaluation using a GCM
The entire chapter should be viewed as the prerequisite step in an eval-
uation process of recent blocking theories in a primitive equations con-
text. The goal is to identify the better documented or more promising
theories pertaining to blocking so as to verify or invalidate them (if

possible) using a higher level model.

Certain main references turn out to be extensively used in this
chapter. They are the March 1983 issue of the Australian Meteorological
Magazine and Hoskins and Pilerce's 1983 Large Scale Dynamical Processes
in the Atmosphere. More classical reviews such as Bengston's contribu-

tion to the 1979 ECMWF summer seminar have also been found useful.
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The second chapter describes certain aspects of the basic (seasonal
and annual) climatology of the simulated and observed data sets, with
special emphasis on blocking. An objective criterion will be given with
which the events can be defined. Both Northern and Southern Hemispheres
statistics are considered. The work of Dole and Gordon (1983) is par-

ticularly relevant to this part of our thesis.

The third chapter presents a rotated empirical functions (REOF)
analysis of certain of the anomalies that are identified in the second
chapter, The mathematical and statistical methods that are used
throughout are discussed in more detail in Appendix A. This Appendix
should be consulted by readers not already acquainted with the princi-
ples and properties of REOFs. The main result of the analysis is a
breakdown of the simulated and observed persistent anomalous events in
terms of a small number of physically meaningful modes of atmospheric
variations. Each of these can be immediately identified to a specific
atmospheric situation. The GCM and observed versions of these modes are
shown to be very similar. The mutual and self interactions of these
modes (in terms of lag-correlation statistics) is discussed in an

attempt to understand their probable time-wise evolution.

The fourth chapter contains a short diagnostic study where a par-
ticular physical mechanism, the theory of which is reviewed later in
this first chapter, is evaluated whereby blocks could be either created,
maintained or destroyed. This should be compared to the work of Mullen
(198/), where the same mechanism is indeed considered but with different
diagnostic tools and without our particular emphasis on the different

stages of the events.
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1.2 Observational model

All of the blocking theories try to fit some accepted observational
model of atmospheric blocks. A very extensive such model is the one
presented by Dole (1982). Except when specifically stated otherwise, we
will refer to this study when comparing theoretical results to observa-

tions in this chapter.

A quick qualitative description of the main points modelers have

tried to reproduce would be that :

1) Full blown blocks exhibit equivalent barotropic vertical struc-
tures. Thelr vertical temperature structure is that of warm anom-
alies throughout the troposphere and cold anomalies in the lower
stratosphere with wvery little anomaly line tilt in the vertical,
except at the surface and tropopause

2) The three preferred northern hemispheric (NH) geographical posi-
tions for the blocks are the North-Atlantic, North-Pacific and
northern USSR, the first two being the most important. Although
blocks do occur in the Southern Hemisphere (SH) (Van Loon, 1956,
Taljard, 1972, and Trenberth and Mo, 1985), very few modelers have
tried to model them The preferred position seems to be south of
New Zealand with a secondary preferred position south-east of
South America.

3) Blocks occur all through the year but are most frequent in late
winter, early spring and late summer, early autumn (Knox and Hay,
1984, for the NH and Hivst and Linacre, 1981, for the SH).

4) The accepted duration and amplitude criteria are of the order of
five to ten days with an amplitude in the NH of 100 gpm at 50 kPa
(lower in the SH). It has to be remembered though, that Dole's
study shows no preferred time duration for circulation anomalies.

5) Blocks can occur in groups of one, two or three. Solitary blocks
are not at al. uncommon. In fact single blocks are more the rule
than the exception in the SH (Wright, 1974).

6) The spatial extent of blocks is smaller in the SH than 1in the NH
where Austin (1980) associates them to a wavenumber 4 amplifica-
tion occurrence in the Pacific sector, consistent with the Rex
(1950a) criterion of at least 45 degrees of longitudinal extent
(or compare Dole’s NH blocks with Wright’s SH blocks).

Other aspects will be mentioned as required by specific theories.
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1.3 Theoretical overview

We now consider, in order, the modon blocking theory of McWilliams,
followed by considerations of some of the asymptotic approaches that
have been attempted. Charney and DeVore's multiple equilibria theory is
discussed after that, followed by a section on linear stability analysis
and their possible application to blocking. The section ends with a few

of the resonance theories.

1.3.1 Solitary eddy solutions (SES) or Modon solutions

Many authors have used numerical approaches but very few analytic
theories have been produced In the latter, simplifications are
generally introduced to obtain a more tractable problem, such as to im-
pose weak nonlinear interactions, in Malguzzi and Malanotte-Rizzol:
(1984), 1leading to weak (i.e. small amplitude) perturbations, or to
simply specify constant zonal winds, which then results in a linear

problem, in Tung and Lindzen (1979%a)

As of now, however, the only fully nonlinear and finite amplitude
theory of blocking of realistic flows has been the modon, solitary eddy
solution or SES (Flierl et al., 1980, McWilliams, 1980, and Baines,
1983). Modons specifically address the equivalent barotropic, station-
ary and local features relevant to blocks. The solutions are required
to be steadily translating, local structures of the equivalent
barotropic stream function. McWilliams has named them equivalent
modons. One finds, in Flierl et al. (1980), the analytic derivation of
the solutions for the more general two-layer model While there is a
family of such solutions, McWilliams is concerned with only one of them
(see Berestov (1981), for a discussion of the other solutions). The
shape of the retained solution is that of a vortex pair similar to cer-
tain occurrences of blocking such as the January 1963 North-Atlantic oc-
currence (see O'Conner, 1963) and, in the case where the zonal wind far
enough upstream of the blocking region is zero, the range of acceptable
translating speeds turns out to be disjointed from the one pertaining to

the linear Rossby wave problem. The current problem’s solutions are
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thus fundamentally different from the more usual Rossby solutions of the

linear problem.

It is interesting to note that once the translating condition has
been used, the resulting boundary value problem is very similar to the
noninteraction condition used by Mitchell and Derome (1983), that is,
the potential vorticity is a function of the streamfunction (or rather
streakfunction in Flierl et al , 1980). This condition will be discuss-

ed again later in more detail when reviewing Mitchell and Derome’s

paper.

The modon solutions have an inner (blocking) and an outer (normal)
region The local wind (defined in this normal outer region) is sup-
posed to be uniform As of now, this is an essential 1ingredient in
Flierl et al 's problem, but clearly, it would be interesting to know if
modon solutions exist 1n a variable upstream wind field McWilliams
seems to imply that they do, but does not use them. This generalization
would strengthen the theory and could possibly ease its verification.

It could also help explain the preferred positions that blocks exhibit

The range of modon translation speeds depends linearly on the value
of the local wind. This proves to be one of the points causing problems
in the theory's verification since it is difficult to know how one de-
fines 1in practice. A simple time-averaging procedure to determine this
local wind is unsatisfactory since the combination of nonlinear solu-
tions will not automatically yield another nmnonlinear solution.
McWilliams tried to fit the 1963 case to the theory and his results were
at best inconclusive  The problem seems to be that the transient nature
of the real atmospheric flow is not taken into account in the modon the-
ory. The solution itself 1s purely steady-state. There is little need
to point out that climatological winds such as those found in Oort and
Rasmusson (1971) failed the verification test even more seriously than

did the 1963 North-Atlantic winds

The theory as presented by McWilliams does not include any forcing

and, given the dissipative nature of the real atmosphere, this proves to
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be unsatisfactory  Baines (1983) included such forcing relevant to the
New Zealand sector, without changing the structure of the equation. The
solutions were thus of the same type as in the original problem and the
diabatic forcing required by Baines’ modification could very well be
produced by certain local SST patterns Baines remarks that there would

not need be so strange as to completely rule them out.

We can ask ourselves to what extent such modon solutions can really
be identified within a transient fluid such as the atmosphere. It seems
that the necessary simplifications (here, stationarity) permitting ana-
lytic solutions render the results difficult to verify A point that
can help to explain the difficulty in identifying atmospheric modons is
the fact that their north-south asymmetries can be masked by additional
stationary solutions to the basic equations, solutions termed as riders
in Flierl et al. (1980). The stationary nature of this theory should be
compared with the essentially transient nature of the blocking theory

presented in Shutts (1983), to be discussed later

The local aspect of the SES theory should be stressed as it is an
essential part of it Baines (1983) considers that this makes 1t the
theory that explains most satisfactorily the maintenance of blocks in
the SH. Whether this local characteristic of modon solutions can be in-
voked to explain NH blocks, which appear to be more of a planetary scale
than in the SH, remains to be seen. On the other hand, consider Held
(1983). In his review paper on stationary eddies, Held presents the
combined and separate responses of a barotropic channel model with zonal
basic winds and realistic Ekman damping time (as defined by Charney and
Eliassen, 1949, to be of the order of five days) to the two main 45°N
topographic forcings. The Tibetan Plateau and Rockies forcings display
very little interference between each other and he concludes that one
could "think 1in terms of wavetrains emanating from localized features"
This local wview of KH eddies is encouraging for the modon theory
proponents. To our knowledge, verification of the SES theory has not

yet been attempted 1in the SH

Another encouraging aspect of the theory is that presented in
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McWilliams et al. (1981). Numerical experiments presented by these au-
thors, done with a grid point barotropic model, show that the modon so-
lutions are robust with respect to the inclusion of wvarious scales of
perturbations dnd are stable with respect to change in spatial resolu-

tion.
1.3.2 Asymptotic theories

There is a family of asymptotic theories, and a wide range of ap-
proximations have been used to build them, that rely on expansions of
the governing atmospheric variables about one or more small parameter.
The latter can, for example, represent the weally nonlinear nature of
the flow, the long longitudinal scale, the slow time scale on which dis-
persion takes place or the weak forcing which 1s applied to the

equations.

This approach gives eract solutions to the (at some finite order)
expansion of the (appropriately simplified) governing equations 1in terms
of its small parameter It thus allows us to 1solate and understand
different processes that, in a more general framework, can be masked
and/or occur 1n conjunction with other processes The main limitations
of this approach are, firstly, that the small parameters that are used
do not necessarily remain so and the approach then breaks down, and
secondly, that the relevance of these small parameters to observations

is not always obvious from the start.

One justification of the weakly nonlinear approach can be found in
Illari and Marshall (1983) and Illari (1984). These authors show that
there exist a nearly linear relationship between the geopotential height
$ and the potential vorticity g on a given pressure surface in the vi-
cinity of an observed block (July 1976, Northern Europe) In other
words, g was found to be nearly constant along quasi-geostrophic stream-
lines so that the Jacobian of the geostrophic streamfunction wg and po-
tential vorticity was then minimal (1 e. J(q.wg)=0), leading to small
nonlinear interactions over the blocking vegion. The only event stud-

ied, though, 1is the July 1976 Northern Europe block. Derome (1984)
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finds that this assumption holds (although to a lesser degree than in
Illari's study) at the top of the troposphere when considering zonally-
and time-averaged data (here, January 1979) north of the tropospheric
jet stream. We now examine theories using this weakly non-linear hy-

pothesis .

This asymptotic theory discussion will be restricted to the work of
Malguzzi and Malanotte-Rizzoli (1984), Patoine and Warn (1982) and Warn
and Brasnett (1983).

Malguzzi and Malanotte-Rizzoli (1984)1 consider quasi-geostrophic
inviscid motion on a fB-plane They find analytic weakly nonlinear solu-
tions to the stationary potential vorticity equation They thus model
the mature steady phase of blocks. Their (artificial) background zonal
wind U has meridional as well as vertical shear and the solutions are
horizontally as well as vertically trapped by this profile, this being
done to ensure energy confinement (and initial buildup) in the zonal
wave guide defined by U  Note that this is also an appropriate condi-
tion if the mechanism responsible for the block's initiation is supposed
to be some kind of Rossby wave resonance, as in Tung and Lindzen

(1979a, b), where it is indeed required.

O0f the two fashions in which nonlinearities can be considered a
higher order phenomenon, the more desirable one in the problem of blocks
is to have a weak perturbation streamfunction. The other fashion, weak
meridional shear, can be shown to produce solutions that have zero ver-
tical means (see Flierl, 1979, and Malanotte-Rizzoli, 1984) and the de-

sired solutions would not be equivalent barotropic.

It is possible to separate the longitude dependence in the problem
so that the latitude-height problem is described by a linear
Schroedinger eigenvalue problem at finite order while the longitude
structure obeys a KdV equation at first order. This is obtained by bal-

ancing the weak nonlinearities by the weak dispersion. The linear prob-

1Hereafter referred to as MMR4. Their 1985 article will be called MMRS.
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lem then has a complete set of orthonormal eigen solutions (in MMRS).

The perturbation streamfunction solution 1s of the well-known
soliton type. that is, hyperbolic secant squared in longitude, times one
of the eigenfunctions of the linear problem in latitude and height The
latter have to be found numerically, given the U(v,z) profile The
eigenfunction 1s then chosen to ensure an equivalent barotropic solu-
tion The combination of the gravest acceptable eigensolution, which
turns out to be the second one, an” the XdV solution yields 1dealized
but recognizable vortex pair blocks and perturbation geopotential ampli-

tudes of up to 100 m at 50 kPa, consistent with expected values

The main difficulty these authors identify is that the same wave
confinement condition they require may also ensure baroclinically un-
stable background winds On the other hand, thev also qualitatively
show that the interior region of their block has enhanced stability with
respect to its surroundings. The other (conceptual) problem of the
small amplitudes of the perturbations is addressed by the authors in
their 1985 paper where they use a finite amplitude nonlinear truncated
spectral model that essentially manages to reproduce the analytic re-

sults.

In an earlier study, Patoine and Warn (1982) had used an approach
similar to that of MMR4 with a weakly nonlinear asymptotic theory In
fact, they arrived at the same unforced stationary small order KdV equa-
tion as MMR4 but did not solve for the finite order problem Their main
result involves the (asymptotic) time evolution of their soliton solu-
tions in response to weak local topographic forcing The case of weak
periodic forcing had been addressed in Trevisan and Buzzi (1980) In
Patoine and Warn, the solitons end up being attached to (or captured by)

different parts of the topography, depending on aspects of the latter

Warn and Brasnett (1983) extended the previous work by including
Ekman damping and comparing the effect of the relative amplitudes of the
(initially traveling) soliton and topographic forcing on the amplitude

response of the (finally captured) soliton. When the capture mechanism
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is operative, significant (resonant) amplification is shown to occur and

the final soliton position is upstream of the topography.

The relevance of weak topography is not entirely clear in the case
of observed blocks when significant topography may not even be present,
as in the North-Atlantic, or may simply not be weak at all, as in the
North-Pacifi‘c. On the oher hand, land surfaces are indeed found east of

these two preferred blocking positions
1.3.3 Multiple Equilibria

Since the works of Charney and DeVore (1979) and Wiin-Nielsen
(1979), where the possibility of multiple atmospheric equilibrias first
mentioned, quite a few studies on the subject have been produced The
former authors put this result 1in the context of atmospheric blocking
while a more cautious Wiin-Nielsen only hints that it "(: ) corresponds
to the general synoptic experience that certain wave configurations in
the atmosphere may persist for a relatively long time while others, pre-
sumably corresponding to the unstable cases, will break cown ataa fast
rate". One of the aspects shared by most authors is their use of sev-
erely truncated models Leith (1983) in a review article dealing with
predictability of atmospheric flows considers that "The main concern
with these studies has been their severe truncation As more and
smaller modes are 1ncluded, will they serve as random stochastic ele-

ments increasing the transition probability between states ( "

In a recent review article, Tung and Rosenthal (1985) (TR) have
shown that although multiple equilibria do in fact occur in barotropic
models, the necessary conditions for that may be quite unrealistic. An
essential distinction here 1s the one between steady and periodic or re-
gime equilibria. In their article, TR are concerned with steady equi-
libria of barotropic flows as in Charney and DeVore (1979), Charney,
Shukla and Mo (198l) or Legras and Ghil (1985) Regime equilibria 1s a
concept introduced in Reinhold and Pierrechumbert (1982) and is discussed

2

later Gravel (1989) discusses periodic equilibria of barotropic

2The first three are respectively referred to as CD, CSM and LG while
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flows.

In the steady equilibria theory, the unrealistic parameters or
conditions can be very weak Ekman damping and very low spectral resolu-
tion of the forcing (as 1in Leith’s comment) as in CD and CSM, or very
high zonal winds and sources of vorticity that prove to be unphysical as

in 1G.

To be more specific, 1t was found by CSM that under certain parame-
ter values, the =zonal flow of their system exhibits several equilibria
values between mountain torques produced by a one meridional mode topog-
raphy and the transient momentum flux 1n a f-plane channel One of the
stable equilibria corresponds to a (normal) high zonal index and the
other » low (blocking-like) zonal index  The mechanism maintaining the
low-1ndex solution 1s seen to be a form of damped resonance to (form
drag) topographic forecing. In fact, resonance of this or another type

is an essential part of all multiple equilibria theory

TR first point out that instead of a five-day Ekman damping time CD
and CSM actually use a l4-day one. Secondly, if the topography is al-
lowed to have more than one meridional mode (which TR term the nonlinear
case) the multiple equilibria disappear Finally, they point out that

the momentum driving term used by CSM is unrealistically large

Note that l!litchell and Derome (1985) also run into this last type
of problem in their topographic resonance theory They show that 1t is
related to the choice of background wind profiles It would seem that,
if instead of choosing a basic sine wave 1n latitude (as in CSM and
Mitchell and Derome, 1985), one were to add a constant value to this,
the zonal wind for which the external (barotropic) large scale Rossby
wave becomes resonant (stationary) is greatly reduced, as in Dionne et
al (1988) In this latter case, the zonal momentum driving term need

not be as large

the last is referred to as RP.
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TR also discuss the energy source used in the different equivalent
barotropic models to balance the presence of dissipation. They stress
that one should not use a momentum driving term that appears in the po-
tential vorticity equation as a vorticity source since that equation has
no such term, even though many authors have used it, as CD, LG and
Kalnay-Rivas and Merkine (1981) The forcing should instead appear in
the zonal index equation as a (climatological) momentum flux across the
lateral boundaries Taking this forcing into account, as in LG, elimi-
nates steady multiple equilibria in these barotropic models, unless one

considers unreasonably high zonal meomentum driving.

TR's ideas are here in agreement with zonal budgets of the differ-
ent terms in the vorticity (or potential vorticity) equation On the
other hand, transient vorticity sources can locally be of the same order
as the dominant advection terms, as presented in Lau (1979) This 1is
certainly true over the main oceanic storm tracks Baroclinic processes
convert potential to kinetic energy in these regions This latter could
then conceivably be made available to purely barotropic processes. The
question of advisability of including or not such mid-channel energy
sources in equivalent barotropic models does not seem obvious to this

author.

Others have tackled the multiple equilibria problem from a more nu-
merical point of view and RP are among those, They present results from
a very long (257 years, 1.5 million timesteps) numerical integration of
a two-layer (severely) truncated spectral channel model. They include
modes with barotropic and baroclinic components and are thus able to ex-
amine the minimum interaction of one type of wave on the other, particu-
larly in regards to the transition between the different preferred cir-

culation regimes they find.

One of their first conclusions is that "knowing the large-scale
equilibria and their respective stabilities ( ) 1s insufficient infor-
mation 1n determining the qualitative aspects of the quasi-stationary
time-independent flow". For one thing, synoptic scale disturbances mask

the large scale equilibria patterns so that they seem to appear and dis-
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appear.

In fact, the presence of these disturbances as well as the interac-
tions between them and the large scale flow turn out to be essential
aspects of RP’s simulation This is shown by removing the wave-wave in-
teractions In that case, transition from one type of regime to another
does not occur. This is quite interesting 1in view of the proposition
made by Green (1977), developed by Austin (1980) and Shutts (1983) and
partialliy substantiated by Mullen (1987) from cbservations and GCM sim-
ulations In Austin’'s theory, these interactions provide the mechanism
that maintains blocking episodes as a resonant response of a planetary
scale wave to transient synoptic forcing We will come back to this

theory

RP present a theory of feedbacks between synoptic and planetary
scale waves, the former set up the transition from one circulation re-
gime to another while the latter modulate the transient synoptic-scale
transports They arrive at the first result through a budget analysis of
their simulated data and at the second one by a linear stability analy-
sis of their regimes and their implied transports. The results are more
of a qualitative nature and exact criteria for transition are not pre-
sented However, the theory would not only explain the start of block-
ing episodes but also their demise The transition time scale 1in the
model is of the order of the synoptic time scale, 1n concordance with
the observation that blocks appear and disappear fairly rapidly, inde-

pendently of their duration.

Dole’s finding that blocks do not have preferred duration is one of
the characteristics well reproduced in RP's simulation. They also find
evidence that more than one dynamical process may be active and dominant
throughout the wregime lifetime, again 1in agreement with Dole Mullen
(1987) also suggests this in concluding his diagnostic study of blocks
The initial and mature phase of blocks could very well be controlled by
processes having different persistence statistics. Baroclinic and

barotropic processes could very well be both relevant.
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The value of the parameters used in RP’'s model are not those found
in nature, but they are rather chosen so that the simulated flow be it-
self similar to the observed one in terms of scale behaviors The topo-
graphic and latent heat forcings are of the single meridional mode vari-
ety., In view of all this, one can wonder to what c¢xtent the criticism
of TR on stable multiple equilibria for equivalent barotropic models ap-
plies to RP’s model, if they do at all In fact, Ceheleski and Tung
(1987) have investigated RP’s model dependence on severe truncations,
but without changing any of 1ts other parameter values. They establish,
with the aid of bifurcation theory, that under these circumstances, only
one weather regime eventually survives the increase 1n the number of
modes The resulting regime 1s already qualictatively stable, when only
four longitudinal and four latitudinal degrees of freedom are consid-
ered. Ceheleski and Tung explain that, by relaxing the severe trunca-
tion constraint, a vorticity cascade (arising from triad Iinteractions)
to smaller scales is now permitted so that the larger scale flow 1s less
chaotic (but still unpredictable in detail) Reinhold (1989) has, 1n
turn, criticized Ceheleski and Tung for using parameter values that are

inappropriate for these higher resolution models

Gravel (1989) seems to answer most of TR’s 0bjections3 and, accord-
ingly, her model does not contain multiple stationary equilibria. Rath-
er, she finds, again with the methods of bifurcation theory, two
branches of solutions for the same parameter values, one of which cor-
responds to the stationary zonal flow found by TR and the other is a
very slowly oscillating blocking mode. As her model is hemispherac,
TR’s objection to either the channel width or to the boundary conditions
used by previous authors are also answered Note that a fB-plane version
of her model was also found to display these two types of multiple cqui-

libria, but then, only for an unacceptably large ?0-day diffusion

All that can be said in the end 1s that while the multiple
equilibria approach seems in the first instance to be a reasonable one,

both Tung and Rosenthal (1985) «and Ceheleski and lung (1987) have cast

3For example, she has high model resolutions (to triangular-hamapheraic
T9), realistic jet speeds and realistic 8-day diffusion




Blocking theory survey
15

very serious doubts as to its simple application. It still remains one
of the attractive theories (or concepts) attempting to explain why dif-
ferent weather patterns, including blocks, occur and why the atmosphere

shifts from one to another.

1.3.4 Linear Normal Modes

Once the equations describing atmospheric motions have been linear-
ized around a certain basic state and the choice of spatial basis func-
tions on which to project the different fields has been made, one is
left with an ordinary first order set of equations in time. If we fur-
ther choose the time projection as a complex exponential, we obtain a
complex eigenvalue problem in frequency Eigenfunctions corresponding
to eigenvalues having non zero imaginary parts will be amplifying or de-

caying exponentially in time, while thc others will be oscillating.

The resulting eigenfunctions are termed linear normal modes. The
most unstable modes to linear perturbations are the ones having largest
imaginary frequency components and the idea is that these should come to
dominate the perturbation flow 1in the absence of dissipation and
nonlinearities One of the basic hypotheses in this approach is that the
anomaly spatial structures can be deduced from the normal modes even if

the eventual amplitudes cannot be.

None of this is particularly new but it has found renewed interest
in atmospheric dynamics. The reason for this interest is that to accu-
rately represent atmospheric motions, quite a few spectral modes have to
be retained in the first projection and the eigen problem that follows
has degree equal to the number of independent spatial components The
problem quickly became impossible to handle on any of the older genera-
tions of computers Shortcuts exist that can simplify this problem.
The most obvious is the use of zonal basic states and barotropic channel
evolution equation and this was done as far back as 1949 by Kuo. But
now, modern super-computers allow the solution of the problem with ever

more complex basic states and ever more realistic equations.
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In the last few years, contributors on the subject of linear modes
have used full spherical geometry to represent their basic states and
either baroclinic (see for example Frederiksen, 1983) or baretropic
models (as in Simmons et il , 1983, hereafter referred to as SWB) SWR
couple linear normal modes with extensive lincar and nonlincar time 1n-
tegrations of their model where the vresolution, damping and forcing
change, thus verifying the normal mode calculations under more pgeneral

assumptions.

The barotropic calculation, when done using NH winter latitude-
longitude-dependent flows as basic states, have shown a strong resem-
blance between the observed low-frequency winter variance over northern
oceans and northern USRR (Wallace and Blackmon, 1983), and the most un-
stable barotropic normal modes. Blocking episodes do in fact contribute
to this range of frequencies and the preferred blocking positions will
correspond to centres of high variance in these frequencies Nonlinear
damped 1ntegrations of the model produce flows that oscillate about new
mean flows not too different from the integration's initial basic state
We are shown synoptic maps of relevant parts of one such oscillation
The flow actually takes on the aspect of an East-Atlantic split flow for
some time during this period. Normal mode calculations show that the
new mean state remained linearly unstable to barotropic disturbances
But, it is still not clear to what extent the (mature and equivalent
barotropic) blocking patterns (in the NH at least) are barotropically
unstable or even the result of barotropic instability Similar calcula-

tions for SH winter cases would be interesting.

Frederiksen's approach seems to yield modes that operate on smaller
spatial and temporal scales, as would seem appropriate since he consid-
ers baroclinic (synoptic) processes In fact, his older results seem to
have more relevance to the high-pass frequency repgion i1dentified by
Blackmon (1976) than on the band-pass or low-pass regions In any
event, he shows that in one case, where the vertical profile ot the wind
was allowed to be moderately wunstable, the N winter preferred
baroclinic normal mode somewhat resembled the composite blocking precur-

sor for unfiltered data found in Dole (1982) for his Paciftic composite
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positive anomaly case. Dole’s precursor anomaly centre also exhibits
strong westerly tilt with height, consistent with a strong baroclinic
traveling wave component. The conclusion would then be that baroclinic
instability can trigger blocking episodes and nonlinear (or barotropic)
effects would afterward change the preferred scale and positions at

which the process occurs

One aspect one has to consider with this type of approach is the
dependence of its results on the basic state itself. This apparent prob-
Tem is discussed in SWB. The regions of maximum instability changes
with the basic state and this agrees with the fact that blocks do not
always occur in the same location. Some of the preferred instabilities
in SWB show a striking resemblance to certain teleconnection patterns
presented in Wallace and Gutzler (1981). Depending on the basic wind,
the PNA or EA patterns seem to emerge from SWB's results Tropical SST
anomalies could, for example, be considered as an excitation source for
mid-latitude stationary disturbances occurring in certain preferred lo-
cations. This, in turn, could lead to enhanced mid-latitude blocking.
The latter mechanism does not, by any means, explain all types of
blocks, but 1t seems reasonable to expect that it may account for some
blocking occurrences. Karoly (1983) discusses this possibility. An ex-
ample of a situation where such external forcing of middle latitude
waves seems important is the enhanced ridging over the North-Western
North America region found during the 1982/83 ENSO event and the PNA
pattern of which 1t was part (see Rasmusson and Wallace, 1983, on this).
Boer (1989) cautions that this kind of simple explanation may be just
that, too simple, as the nonlinear terms cannot be disregarded in this

context.

One problem in both of these linear instability studies is that the
actual spectral resolution and the equations used are still very re-
strictive. Finally, the approach is still linear and cannot really be
expecved to give the full answer. Rather, it still has to be considered

in conjunction with other (nonlinear) theories.

But even if the linear instability mechanisms were important in
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blocking situations, as seems probable, this just pushes the problem one
step back. One would now have to find which processes set up the un-

stable basic flow

1 3.5 Resonance

Most blocking theories we have reviewed until now rely on a certan
form of resonance, that is, forcing of a (quasi-) stationary Rossbv wave
by a stationary (or periodic) mechanism <uch a+n topographic litting,
oceanic latent heating or transient forcing by a baroclinic cone  lhe
time and space scales on which blocking occurs and the mere exiratonee of
such stable phenomena 1n a dissipative, advective and damped avatom

seems to requlre this general tupe of mechaniom

Observational evidence for the resonance theories can apain be
found in Dole (1982) and also in Austin (1980) The former mencions the
striking phase reversals and amplification for low-pass fi1ltered conal
wavenumbers 1 to 5 corresponding to blocking when comparing climatolopy
and his composite Pacific positive anomaly He also remarks that these
"phase relationships ( ) are somewhat reminiscent of the i1caponses

seen in simple models when crossing through a resonance"

After several individual case analyses, Austin concludes  that
blocking can be associated with a .udden amplification of a few conal
wavenumbers displaying constructive interference She  concludes  that
"In the Atlantic sector this reinforcement is either between wavenumbers,
one and two or hetween wavenumbers two and three In the Pacitic ecton
this initial reinforcement is between wavenumbers two and thiee, but

this manifests itself as blocking only if wavenumwber one 15 wmall”

This last conclusion 1s not rupported by Dole’s study tn the
other hand, Austin does not find phase changes in the <tationary plane -
tary waves, 1n her turn contradicting hole However, both aprac on the
sudden amplification of planetarv qcale waves It 1 probably b Tosnnt

to note that, in the NH middle latitudes, the marn forcing uechanianeg
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have very large amplitude zonal Fourier components at these wavenumbers.

We end this part of our recent historical overview of blocking with
four studies relating persistent anomalies to different types of reso-
nance, namely those of Egger (1978), Kalnay-Rivas and Merkine (1981),
Mitchell and Derome (1983) and Tung and Lindzen (1979a, b).

The mechanism Egger (1978) considers for the production of blocking
situations 1s a resonant triad interaction between two topographically
forced waves (having zonal wave numbers 1 and 3) and a stationary Rossby
wave (having zonal wave number 2). The models he uses are very low res-
olution spectral channel models Barotropic and baroclinic versions are
studied All of these versions are 1inviscid and since the forcing 1is
independent of the actual wind field, energy 1s actually being brought
into the system as can indeed be seen from Egger's Fig. 2 This fact
and the implied spatial periodicity of the model are the most bothersome
aspects of the work. This type of topographic forcing means that the
same two standing forcings will always be present, with the same con-
stant amplitudes Egger’'s approach is necessarily global and all but
the very largest scale waves are ignored The initial (or background)

zonal wind is chosen so as to ensure the desired (triad) interactions.

Egger’'s study shows that, with the special conditions it allows,
blocking-like patterns lasting for something like five to ten days can
be produced by all versions of the model that have orography. Allowing
for wave-mean flow interactions does not significantly change this. The
change one then gets 1is jet stream splitting, associated with the
blocks, produced by momentum transport from the centre toward the chan-
nels lateral boundaries. When using a baroclinic two-layer model, the
author finds a decreased thermal wind associated with blocking episodes,

as one would hope to see in realistic blocks.

The main point made here is that removing the orographic forcing,
or forcing only one standing mode, removes the blocks The orographic
wave interaction being the only mechanism present here able to force

the free wave at the right scale to produce resonance, the result
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somehow does not surprise us [riad interaction could <till he 1mpon

tant in distributing energv between modes 1! more than one wuch can be
made stationary simultaneously (as 1n Mitchell wnd Derome, 1983, where
the three-dimensional wavenumber contiols this) the tiiad interaction
idea has not been picked up bv other wvorks Bote that the «opatial
periodicity and 1nviscid nature ot Eprer’s model are modifired n the

work of Kalnay-Rivas and Merkine (1981), discussed next

Kalnay-Rivas and Merkine ¢1981) tuke parmns to ensure o kind of lo
cality to their blocks 1n apgreement with the comment tablen from Held
(1983) as to localized features 1n the atmosphere They adopt the view-
point that the block production 14 dominated by reconant energy tians
formations "wia wave-induced Revnolds <tress tirelds while barochinge
"

process ( ) are necessdary only das far as" 4 possible mechaniam "tray,

"

ering the traveling disturbances" (note that this point of view 14 very
similar to that of Shutts, 1983) They have a basic setup producing a
steady Rossby lee-wave upon which a positive vorticity pulse 1+ added

every three days  Their model is nonlinear and barotropic in nature

The blocks arise from (large and steady) lee-waves resonantly re-
sponding to traveling disturbances The resulting patterns are womewhat
like an QI-block A certain phase relationship between the pulae source
and the mountain (corresponding in fact to the perturbation prescare
gradient being in the same direction as the main flow when the digturh-
ances pass over the mountain) has to be <atisfred and the pulacy them-
selves have to be strong enough (seemingly ruling out omall amplitude
instability mechanism). The blocks ramarn as loug as the cddy forcing

is active

The authors point out that the pulse source could be another moun-
tain or a baroclinically active region such a the northern oceantc storm
tracks (again considered in Shutts, 1983 Nonlinearity 1a alwo cuaen-
tial to produce blocking-like structures anantepration where the oniy
retained interaction 1s that of the pertuarbations with oropraphy o
indeed manage to produce 4 resonant rosponue buat Chis latter dpd o

look at all 1like a block hote that the urodaction cechaniom beln
! }
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upstream of the blocking region could possibly explain such features as
very similar local budgets for blocking and non-blocking situations,

found by Hartman and Ghan (1980).

The evidence presented for the verification of the theory is of an
indirect and qualitative nature, rather than of a quantitative nature.
As we have remarked several times already, the theory bears a strong
conceptual resemblance to Shutts’ theory (1983), but the emphasis, as to
the means by which their standing wave come about, is quite different.
In the end, it 1s not clesaxr if this resonant mechanism could produce
dipole-1like structures similar to the ones found 1n numerous blocking
episodes (as in diffluent jet stream patterns) or even, what observed
blocking patterns are explained. For 1instance, the Pacific blocks are
certainly not accounted for, as their geographical setup is not the cne
the theory requiresa The same seems true of Atlantic blocks Dole’s
northern USSR positive anomalies geographical setup may correspond to

what Kalnay-Rivas and Merkine’s theory describes.

The next work presented in this overview considers a special type
of flows, namely, noninteracting flows in which the Jacobian of the
streamfunction and potential vorticity 1s zero. This is the same type
of condition solved analytically by Flierl et al. (1980) in their SES
theory. Under these conditions, stationarity is ensured and resonant
responses to a potential vorticity source, such as a diabatic heating
having the right horizontal and vertical structure, are then made possi-
ble. This noninteraction condition is not a bad one, as it is what
Illari (1984) essentially verifies in a particular blocking situation.
Moreover, Illari finds that the implied relationship between the poten-
tial vorticity q and streamfunction ¥ turns out to be linear, which is

exactly what Mitchell and Derome (1983) assumed.

One of the main advantages of such flows is that the growth mechan-
ism for the resonant waves does not imply energy extraction from the

mean flow, so that the system can thus stay at resonance, which is not

“The resonant orography has to be between the eddy-producing region and
the block which is obviously not the case here.
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necessarily the case in other situations We must consider thouph the
result of Tung and Lindzen (1979b), where sipnificant off-resonant ae-
sponses are also achieved in a similar tvpe of study The question e
then, will the system have enough time to grow before poing too far out
of resonance? The answer seems to depend on the tvpe ot wave that s

excited, as we will later see.

Mitchell and Derome (1983) use a three-level 1nviscerd spectial
quasi-geostrophic potential vorticity channel model with no flow across
the lateral boundaries and w=0 at the top and bottom of their domain A
Newtonian thermal forcing is included, as well as thermal dissipation
Choosing a certain zonal initial wind for which the (4,1) and (2,72)
waves satisfy the noninteraction condition, the tlow 15 shown to be nu-
merically stable when untorced and the desired waves to be the resonant
ones when forcing is applied at either only their scale or at a whole
range of scales. The equilibrium (steady-state, unforced) flow 15 also
shown to be nearly equivalent barotropilc in good agreement with observa-
tions and the zonal mean of the zonal wind associated with it has real-

istic tropospheric amplitudes.

The blocking configurations could not be forced from zero wave am-
plitudes though, because then an excited free mode dominated the result-
ing flow It was found that “the configuration under discussion can be
forced and maintained by Newtonian heating 1f the model atmosphere 14 1n
some neighborhood of the equilibrium f{low contipguration at initial
time". This theory would tend to explain the maintenance of certain
blocking situations 1in the fA-plane geometry rather than their creatian
This may not be too surprising as the condition on which 1t lies
(noninteraction) certainly applies more to mature blocking c¢vents than

to developing ones.

Would a developing (by some kind of reuonance) blocking 1tuation
automatically fall into some such noninteraction flow situation? The an-
swer is that it is not clear why 1t <hould Lo owell, tho authore only
consider thermal forcing, which is 1n general by no mean sufficrent cace

Section 5 of Austin (1980) on this subject) A few Llocking wi1taations
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may be explained here, but what is proposed seems more like a particular

case than a general solution.

One of these objections is addressed in Derome (1984). There, it
is shown that, when the zonal mean of the zonal flow is such that its
index of refraction depends only on the vertical coordinate (a condition
that once integrated gives us the same noninteraction condition as
above), tupographically excited waves can coexist with some diabatically

forced waves without interacting with them

We now discus the work of Tung and Lindzen (1979a, b)5 These au-
thors relate blocking to the resonant responses of Rossby waves to sta-
tionary topographic and/or diabatic forcing and as such their theory is
obviously more global than local The first paper presents one of the
very few analytical solutions to the atmospheric blocking problem. The
simplification making this possible is their choice of uniform zonal ba-
sic wind U. The second paper extends TLa's results to more general
(vertically sheared basic wind) conditions, so that the treatment cannot
be entirely analytical, but must turn to numerical methods The solu-
tions found 1n TLa are barotropic, but such 1s not the case in TLb,
where the response is rather equivalent barotropic with an e(2/2) in-

crease in height, with Z=In(P,/P).

In both cases (TLa and TLb), the resonant response is linear in
time (previous to the imposition of damping, of course). Also, TL in-
vestigate the off-resonance responses. It turns out that for the con-
sidered damping, if an horizontal wave’s frequency 1is less than
1/(14 days), its actual response to stationary forcing can be 90% of its
resonant maximum. Exact stationarity 1is then not essential, it seems,
to get a significant response, but the free wave still has to be nearly
stationary. We find in Mitchell and Derome’s (1985) Appendix that exact
resonance is less and less important, as the zonal wavenumber decreases.
So, the larger the scale of the wave, the less important 1s exact

stationarity

5Hereafter TLa and TLb.
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In fact, TL's strongest responses can be found fol a4 Rosuby wave
that has zonal wavenumber 1| or ', no meridional nodes and the {owest
possible nodes in the vertical (so that the tivst eaternal mode seems to
be the best candidate) An dccompanving lowering ot the stiratospheri
jet maximum, acting so0 as to reduce the number of vertical nodes 1o the
case of a wavenumber 1 or 2, will then produce 4 resonant lesponse  of
that wave for reasonable jet speeds

While =zonal wavenumbers 3, .+ and 5 can be r1esonantly escited by
topographic/diabatic forcing, the responses are much omaller than 1o the
case of zonal wavenumbers 1 and 2 and they are also penerally more ub-
Ject to damping [urthermore, thelr resonant responses are confined be-

low the tropospheric mid-latitude jet

The strong points of this theory are, firot, a fairly precioe et
of criteria determining the possibility of resonant waves and, second,
blocking-like amplitudes associated with realistic damping and wind pro-
files Its first limitation is the fact that the backpround conal wind
does not have meridional shear. Another Itmitation, and this one .
shared by numerous blocking studies, is the fact that selt-interactions
and/or nonlinear interactions are not included Thus , the cffect of the
growing wave on the basic flow, on 1tscli or on any other waves 1.
disregarded from the very start and the maintenance of blocl s annot he

accounted for.

Mitchell and Derome (198%) and Dionne eof .l C1988)  csvend 1Lt
work by taking into account horizontal shear of the .onal wind, wave-
mean flow and wave-wave nonlinear interactions joth these wtudies usge
the same model and nearly identical setups  They restrict themueloes 1o
topographic forcing As  the watimun  topopraphic o ompotnont oin cotal
wavenumber domain is in zonal wavinumber / and uince 1D how fhat the
stratospheric jet speeds are the tnportant ones o consider for o th se
w§5enumbers. the background (or tmitialy conal moan of b L onal owiod
will consist of a4 stratospheric jot only  Therc 1. no ftopospheriec ot

in these experiments. From TLa and TLh. .t 1. ¢lear ' bt the Lothars,
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are now interested in major blocking episodes only, at least in terms of

strength.

The theory they present manages to account for the initial growth
of a free Rossby wave by resonant response to topographic forcing. The
effect of the pB-plane geometry still has to be evaluated by going to
spherical geometry and, as of now, the theory’'s practical verification
has come mainly from the fact that the predicted total growth rate
agrees with observations and the attainable blocking sizes are of the
same order as what we expect from blocks On the other hand, Dole’'s on-
set compositing does not display amplification of wunique =zonal
wavenumbers as is the case here, but rather a whole range of waves seem
to amplify simultaneously As well, the topography does not produce

forcing at a single zonal wavenumber as is also done here
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1.4 Baroclinic wave/Planetary wave interactions

A last theory attempts o osplain crther the onset or the mainte
nance of blocking events ot the ‘plit sitewn vartety, apainnt adves Clon
by the mean flow and dissipation The ctual wmechantam by which 1
proposes to do this, ws 1n Shutts 19835y ) 1, 0 tesonant one Liniamidy oo
the (plunetarv-scale) perturbations and therr (hartoclinge wave nduced)
forcings are «tationarv and of The name ol Several aathors Loave
since considered the wane tvpe of intoractions, yonerally b Ldeg apon

Shutts’ work

Creen «1J77) first proposed  that nomentum toroing by Latoo Ling
vddies could have maintained the 1976 cummer block ot YNortlorn Furapn
aralnst dissipation In ruapport ot thirs tdea ot hondbd b pocnrn e d
that ulthough the tronsicnt cddy wortiorts thae forme g ot the plo
bally dominant ones 1n the tine-nean  oxticity budpot, they cannot be
neglected 1n certain replons whore they can oandeed he o ooy tnpalt ant
This 15 especially true over and aound the baroclinicalls ity ve wtorm
track regions., where they are of hegame order, althouph o liphtls
smaller, than the dominant lincdr advietion terme (e Mallen, 1989, ton
vorticity budgets of GOM hlockivy ¢rentys o1 Dupas and DBerome, 198L for
4 January 1979 FGOGE warticrty budyot o I fact 10 Bow s comn ot diag 1y
blocking events those transient oddy tore o conld focall, bl the ad
rections of relative crorticrty b e o oW o el o vt hie
block downstream) and of planetary oyt 00 Ly i o aidiara. et b
tioun wind (from Yullen, 1487) treen’ o caleulatione b by 1 it
momentum flux around the blocy choswed *1a' 00 i 10t a0, vy IREL
duce the observed mean blocking sorticic o about tear oo, Pinoande
1t has long been recopmised “hat the nmaior goeanic winter Lhloore bave

cluratoloprcal ponisionn oo dunratioas ot the o yar g

BRE SIS YRS SR SYD R ST VI A S S ' Cor L i S, b
[RCTCL S S NIRRT I HPS NI SIS S SRS 2% S B S Lot o, Tt L T
Pelallunship vreen, et o, t I T R N
statlondry diotarbanoce R A L T N R LT L " .

1t
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having its maximum a quarter of a wavelength upstream of the standing
wave (so that the forcing and block are in quadrature) would, if applied
at the level of the tropopause, produce vertical structures similar to
those found in blocks. The diagnostic study of Illari (1984) on the
July 1976 block would tend to support this phase relationship The dis-
turbances themselves woulda consist of warm highs below cold highs or
cold lows below warm lows. The tropopause level is chosen because it is
one where the transient momentum flux is known to be maximum 1n certain
blocking events, as can be seen in Oort (1983), for the January 1963

case.

The blocks (or stationary patterns) are here regions outside of
which one finds a split jet stream The two north-south oriented re-
gions of ecdies traveling on the two branches of the jet would then en-
hance the positive and negative vorticity patterns found inside the sta-
tionary blocks by momentum transports towards them, the anti-cyclonic
vorticity pattern being poleward of the cycleonic one, in accordance with
observations of split-stream blocking events. A necessary resonance
condition 1s that the north-south oriented dipole disturbance be in fact

stationary with respect to the mean flow

Shutts (1983) extends Austin’'s work with a series of time-dependent
linear and nonlinear integrations of a channel equivalent barotropic
model. Furthermore, he relates the baroclinic eddy forcing mechanism to
energy transfers that can be found i1in the case of smaller eddies embed-
ded in a larger (two-dimensional and quasi-geostrophic) flow, when the
latter acts as a deformation field on the former The eddies "are, on
average, strained into filaments so that the constraints of energy and
enstrophy conservation demand that energy should appear at progressively
lower wavenumbers (Fjortoft, 1953)" The energy necessary to hold the
block steady against advection and dissipation could then come from such
a straining process Diagnostic studies such as Berggren et al. (1949)
and Rex (1950a), with Lis shock front found just upstream of blocks,
support the idea that such deformation processes play an important

dynamical role in blocking situations.
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A fundamental aspect of this work, as proposed bv Green (1977), is

that the “time-averaged blocking flow field does not satisfv the
equations of motion in itself - 1n other words, blocking 1s essentially
an unsteady phenomenon" It 15 achieved by a periodic e¢ddy torcing on a

scale close to that of a certain stationary Rosshv wave and the total
flow 1s quite variable in time. The model results ot Shutts (19873) ver-
ify this quite well This tenet has to be compared with the fundamen
tally stationary :olutions of McWilliams and the apparent difficulties
this latter had in verifyving his thecories with ohserved flows, at least
in the NH Note also that, as 1n Kalnay-Rivas and Merkine (1981), per-

turbations that are too weak do not produce blocking patterns

As was previously mentioned, the numerical experiments with a two-
layer truncated model, presented in Reinhold and Pierrchumbert (198?2)
also support the svynoptic-planetary wave interaction theory There, re-
moving this kind of interaction essentially prevented the repime transi-
tions that otherwise occur, transitions that can be associated with the

flow going in and out of blocking regimes.

It is very interesting to note that a recent paper by Haines and
Marshall (1987) ties both the modon and transient eddy forcing theories
together. They show that the same type of forcing as 1s considered by
Shutts can as well maintain a modon-like structure for extended periods
of time Their equivalent-barotropic model 1s very similar to that of
Shutts (1983) and they also consider linear and nonlinecar integrations
At the same time, Malanotte-Rizzoli and Malguzzi (1987) extend the re-
sults of MMR6 by considering, again, the eddy transient forcing of their
blocking-like solutions i1n a low-order baroclinic model They report
that “(---) the interaction of our highly nonlinear dipole solution with
traveling synoptic scale systems 1s very similar to what was found by
Shutts (1983) ¢ )" Finally, both of these studies give some 1ndica-
tions as to how their respective theories could be investipated 1n actu-

al observations

6See section 1 2,2 for details
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A feature of observed blocks that Shutts’ equivalent barotropic
theory cannot explain is their relative warmth. Also, in view of Tung
and Rosenthal's (1985) comments on the derivation of the equivalent
barotropic equation and the forcings that can be included in 1t, the ve-
liance of this theory on a wavemaker is a bothersome feature, as it is
in Kalnay-Rivas and Merkine (1981) However, the strongest point about
Shutts’s theory is the degree to which it has recently been supported by

observational studies.

Mullen (1985, 1987) in a diagnostic study of long series of GCM
(specifically, NCAR's CCM) and NMC data shows that the quadrature rela-
tionship Shutts requires between eddy vorticity forcing and blocking
anomaly maximum can be verified, at least for NH flows, in both types of
data. The eddy forcing is specifically found for high pass filtered da-
ta, i.e , the eddy forcing 1s essentially produced by synoptic features,
as in Shutts’ model. The quadrature relationship does not necessarily
hold for unfiltered or low pass data, so that Dole (1982) was unable to
identify it. Mullen states that "During blocking episodes (:--) eddy
vorticity forcing tends to cause the block to retrograde" adding to the
retrograde action of advection of planetary vorticity to balance advec-
tion of relative perturbation vorticity by the mean flow. He also shows
that eddy heat forcing acts to dissipate the blocking pattern tempera-
ture anomaly  The mechanism mostly responsible for the maintenance of
this temperature anomaly seems to be advection of time-mean temperature

by the time-mean flow.

A Tast set of conclusions one can find in Mullen (1987) is that it
appears that "“barotropic processes associated with deformation of the
transient eddies are predominantly responsible for the eddy forcing of
the upper level circulation". Indeed, the 30 kPa and 100 kPa eddy vor-
ticity forcing seem to be highly correlated, displaying an equivalent
barotropic nature, with a maximum in the higher troposphere. This baro-

tropic feature dominates the total eddy forcing in the block's vicinity.
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1.5 Concluding remarks

To summarize what has just been discussed in this chapter, the most
promising theory seems to he a tesonant response theorv ol planetary
scale free Rossby waves with respect to a specitic torcing mechaniam,
namely that of the synoptic scale cddies 1t should be noted thouph,
that from Dole's and Reinhold and Pierrchumbert’s persistence analvais
of either observed circulation anomalics or of simulated repgimes, we can
already expect more than one mcchanism to be responsible for different

periods in the lifetime of blocks,

Although the theory presentation and veritication have +o (a1 made
use of NH conditions, there does not scem to be anv recason why 1t conld
not be applied to the SH. Indeed, the SH man blocking position (the
area south of New Zealand) is again downstrcam of the major hemispheric
storm track (over the southern Indian Ocean) An important aspect here
is that the blocking events are intrinsically considered to be transient
phenomena, more easily identified in time-mean maps than in instantane-
ous flows A first verification of the theory has been attempted by
Mullen (1987), with model and observational diata The theory cannot yot
explain the relative warmth of blocks and this proves to be one of 1ts

few important weaknesses

Some of the other theories also turn out to bhe I1nteresting cven
though not quite as well documented or promising as the two previous
ones For example, linear normal mode analysis does scem to present s
with the baroclinic type of precursor otate alluded to 1n Dole's work
It also gives us 1ndications of what happens 1n the mature barotropic
phase of the phenomenon. The actual resolutions and models used here
are still coarse (because of the wvery heavy resource requirements im-
plied by 1ts use) As well, the method 14 lincar by detinttion, and one
wonders 1f 1ts application to morec comples nodels would not drowsn out

the significant 1nformation that has been {ound to date

The theories presented by Falnav-Fiva. and Merbane (1981 and

ditchell and Derome (1983) do not wccm pencral 1n therr application,




Blocking theory survey

31

the sense that the first considers a Rossby lee-wave resonance (that we
cannot see applied anywhere except maybe the Russian blocks), while the
second limits the resonant forcing to diabatic mechanisms. Topographi-
cally excited waves can coexist with the diabatically forced waves, as
Derome (1984) mentions. Would this theory explain the warm structure of
blocks? It also has not been verified, except to the extent that the
particular kind of flow it requires do effectively occur 1in conjunction

with blocking events.

As for the the modon theory, its main and glaring weakness 1is
exactly what makes it possible, that is, the (forced) stationary nature
of the solution. This may be what caused McWilliams problems in verify-
ing it and the theory should be compared to the transient blocking theo-
ry of Shutts. There exist, though, a simple verification for modon-
like behavior, as can be seen in Haines and Marshall (1987). That is,
the (q,y¥) scatter plots should display two distinct linear relation-
ships, one applying to the inner modon region and the other to the outer

one.

The multiple equilibria theory has been under serious attack (from
Tung and Rosenthal, for example). Reinhold and Pierrehumbert’s work in
analyzing anc reproducing regime transitions in this framework, is one
of the high points of the theory. But the poor results of Ceheleski and
Tung (1987), when the low spectral (or modal) resolution used by RP is
increased, is quite bothersome. The low resolution seems to have been
what permitted the (clear) results of Reinhold and Pierrehumbert. As of
now, such results as those of Gravel (1989), where periodic rather than
stationary solutions are addressed, remain the most promising. But even
then, this kind of analysis on observation or GCM data may prove impos-
sible, the number of possible unambiguous regimes not being necessarily

small (or limited at all).

Tung and Lindzen’'s resonance as well as Mitchell and Derome's
(1983) diabatic maintenance mechanisms could perhaps be tested in a GCM
A linear version of the latter cotild also be used to find the model's

(linear) normal modes, possibly using an approach of the kind SWB used.



Blocking theory survey

The model basic states would then be the precurcors of the initiation

and/or demise of blocks

Finally, Malanotte-Rizzoli and Malgussr (198 leo propose
necessary condition for the presence ot a blocking-like, finite amplitu-
de version of their previously discussed asvmptotic wolution thye
criterion stipulates that a particular (spectitied) function of the hack

ground flow must have the form of a potential well
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Chapter 2

Anomaly climatology: Distributions

2.1 Introduction

This chapter deals with an evaluation of persistent circulation
anomalies in a GCM, namely the Canadian Climate Centre (CCC) GCM, and in
atmospheric data, A climatology of the 50 kPa events in terms of posi-

tion and time of year is presented in what follows.

2.1.1 Model

A complete description of the model and its climatology, as de-
scribed by a few standard fields, can be found in the two articles by
Boer et al. (1984a, b) Briefly, the model is a 10 sigma vertical level,
spectral primitive equation model. It has mainly been run at a triangu-
lar T20 horizontal resolution although T30 and T40 extended runs have
been made. Most runs (including the one used here) also include daily
and annual cycles in solar radiation and a daily cycle in long-wave ra-
diation. The physical parameterization includes gravity wave drag (as
described in McFarlane, 1987), surface hydrology and energy budgets as
well as a Leith-type of (scale-dependent) horizontal dissipation. The
model climatology has been found to be quite reasonable both in the win-
ter and summer Hemispheres throughout the year, most of the well known

climatological features of the atmosphere being rather well reproduced.

Climate models are run at relatively low resolutions when compared
to that used in medium range weather predictions such as the T106 ver-
sion of the ECMWF spectral forecast model. The effect of truncation on

7 with respect to

the quality of the simulation are beginning to be known
the very few high resolution models. Whether these effects are found to
be generic to the whole class of climate models remains to be seen.
However, these potential problems will have to be taken into considera-

tion in any use of simulation data from the as of yet normal "low" reso-

'as an example, see Jarraud's contribution to the March 1986 ECMWF

seminar.



Anomaly distributions

)

8

lution” models. In the meantime. hardware and tunding restrictions will

ensure continued use of the latter tvpe of model 1n climate studies
2.1.2 Observations

Quite a few studies have been made on persistent anomaiies 1n the
atmosphere, nearly all of them proposing their own new sel of criterla
to define anomalies Rex' (1950a, b) work, however, could be regarded aw
the archetype of the whole class and as such, 1t 14 t1]1] natructive to
quickly review the approach he used. His work 14 concerned with  the
50 kPa Northern Hemisphere (NH) winter geopotential heipght  patteins
called blocks (or positive circulation anomalies) The approach 14 en-
tirely subjective and the ciriteria he used to identifv blocking are the

following:

1) The basic westerly flow 1s Splng 1nto two branches,

2) Each current branch must transport an appreciable mass,

3) This double jet system must extend over at least 45 degrees of
longitude,

4) A sharp transition from zonal type flow upstream to meridional
type downstream must be observed across the current oplit,

and finally,
5) The pattern must persist with recognizable continuity for .t

least ten davs

The words 1n italics refer to the subjective aspects of the erite-
ria, the parts that to a certain extent characterize the winter occant
patterns in which Rex was interested This choice ot «(riteria may not
be adequate to study patterns occurring clsewhere or at other times
Furthermore, using this type ot method on a verv long data et gquickly
becomes prohibitive as 1t can hardly be mmplemented anoo prosent day

computer due to 1ts subjective daspecis

Recent studies tend to be more objective 1n thoir specitication of

BR15 NCAR €CM and GFDL GCM. 20 GCC G4
The italics are added by this author
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what constitutes a persistent event, but most of them still retain some
preferred time-and-space scales (as 1n parts three and five of the Rex
set). Two examples of these are found in DolelO (1982) and Lejenas and
ﬁkland (1983). Recent comparisons of these two criteria by Lejends
(1987), using Southern Hemisphere FGGE and Australian data sets, seem to
indicate that the former is less sensitive to the quality of the data as
well as being less restrictive as to the type of events it identifies.
The Rex-type of events are in fact a sub-class of the new ensembles of

events.

A supplementary type of criterion of interest when considering more
general methods of identifying persistent events is the locality one, an
example of which is that the events end if they move by more than 10 de-
grees in 12 hours or i1f their total movement 1s more than 30 degrees,
from Hartman and Ghan (1980). This (angular) migration criterion cor-
responds to the known feature that very few, if any, atmospheric pat-
terns remain absolutely fixed geographically for any extended time peri-

od but, at the same time, they tend to remain in limited areas.

Indeed, the fixed type of patterns appear to be quite excep-
tionalll, whereas the moderately persistent patterns we want to study do
not seem to be so rare at all . In fact, using a looser five-day dura-
tion requirement, Treidl et al. (1981) find that over half of the NH
winter days are blocked at one place or another Using a locality crite-
rion, defined in terms of angular instead of cartesian distances, could
favor lower latitude events over the more poleward events since the for-
mer are then permitted greater spatial deviations from their centre of
definition. However, as we shall see, the preferred anomaly positions
occur in a fairly small latitude belt so that this bias may be safely

disregarded.

To a certain extent, Dole (1982) manages to take into account the

105ome of this material has been published either in Dole and Gordon
(1983) or in Dole (1986).
A maximum of 10 positive events, lasting at least 10 days, at the
100 gpm level in the North-Atlantic winter, from Dole’s work with 14
years of 50 kPa NMC data.

11
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locality of the events. Indeed, Dole filters out the shortest time-scale
fluctuations (periods smaller than one to two days) from the observa-
tions before applying his criterion What arises from this is that a
few cases, where rapidly moving svnoptic events mask and/or interrupt
larger- and longer-scale events, can be identified As well, there are
persistent events for which this masking or interrupting is done bv lo-
cally shifting their centre This technique, however, is by no means
sufficient, as will be shown later, since most "non-stationarv” c¢vents

are still disregarded by it.
2.1.3 Criteria used in the present study

We use Dole’'s (1982) objective criteria, modified to take into ac-
count the possibility that the events move about their peopraphical
centres Thus, an anomnaly event 1s identified at a geographical posi-
tion X if, for a given duration time T, the field under observation 1s
continuously larger than a certain value M at any point within 8 (lati-
tude or longitude) degrees of X. This latter value is arbitrary and is
chosen because it is the approximate separation between grid points 1n
the smallest gaussian grid onto which a T20 spectral field can be proj-
ected without 1linear aliasing Therefore, from a practical point of
view, only the four immediately adjoining grid points are considered
when applying the locality part of the criteria at a certain geographi-
cal point, in addition to the point 1tseclt Only quasi-stationary
events are likely to be captured by this criterion, cven thoupgh 1t 15
conceivable that a series of waves travelling at the right (relatively
high) speed could also (but wrongly) be retained as an event An andr -
cation that only large-scale (and thus slowly moving) featurcs are iden-

tified here, is that most cases found to satisty the full et of (rite-

ria eventually do satisfy the amplitude part of 1t at every adjoining
position around their centre, al one moment or another of therr Dife-
time. We wi1ll discuss the main cases for which thio 19 not erifica,

such as the Atlantic negative anomalics
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2.1.4 Data sets and anomaly criterion values

The model data used in this section of the study are the 50 kPa ro-
tational streamfunction ¥ from a 20-year T20 simulation. The data are
available at 18 simulated-hour intervals, for a total of 9732 different

time values.

Various combinations of amplitude M and duration T values were
tested in the preliminary stages of this work. The objective was to un-
ambiguously eliminate synoptic scale events from the set of persistent
anomalies Aand, at the same time, retain a sufficiently large number of
events so as to get stable statistics from this set. It was found that
the qualitative nature of the spatial distributions of positive and neg-
ative anomalies is maintained over a fairly wide range of possible
values. The values retained are representative of this range and will
also permit comparisons with certain other recent wcnfks]‘2 The same
values are used in both the Southern and Northern Hemispheres Thus, M
is set to 1.0x10’ mQ/s. From geostrophy, this is roughly equivalent to
100 gpm at 45° latitude. The duration T that is used is nine days (that

is, twelve model sampling intervals).

13 are removed from ¥ before

The time mean and the seasonal cycle
applying the criteria. The reasoning behind this step is, fiistly, that
the anomaly events under study are a prior:i supposed not to be directly
related to the variations in solar radiation and, secondly, that we want
to be able to compare events throughout the years or at Teast throughout

seasons. Indications of the independence of the annual cycle signal from

the rest of the time spectrum are presented in the next section.

The observational data used for comparisons are either a l4-year
(1965-78) NMC NH or a five-year (1980-84) global ECMWF data sets. The

observed variable is the 50 kPa geopotential height. However, this is

12Again, mainly Dole (1982) but also Trenberth and Mo (1985) are con-

sidered.
13Unless otherwise specified, this is defined as the annual cycle plus

its first five harmonics.
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generally transformed to the «irostrophie stieamfunction Voo followiny
the comment by lHoskins et al. (1977) as to the appropriatencess ot this
variable when studyving two-dimensional energy pmopagations and/or intern-
actions between tropical and extra-troptcal eprtons  When dealing with
statistics derived from vearly data, the FCMWE data will be preterred io
the NMC, at least 1n the current chapter Ihe reason for this 1o that
the former are global. more vecent than the latter, and we ¢.pect them
to be of generallv higher quality  On the other hand, when dealing with
statistics derived trom scasonal data, the relatively caadler FOUWE Gam

ple seems to become problemnticl“ and the longer NMC cample will be pre-

ferred

Throughout this thes1s 1t <hould be not ¢d that we will uae the term
"anomalies" to describe both the upper-air « wents atinivine our criten
ton, but also to distingulsh between the complete data seta and thoue
from which the time-mean and weasonal cvele components  have been

"

removed, 1 e anomalies Whether the word "anomalies" gefers tao the
events or to deviations from the climatic averages will depend upon the

context.,

“ 3 . »
Problems with o1y o a0,
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2.2 Anomalies in the frequency domain
2.2.1 Anomalies in the frequency domain: Northern Hemisphere overview

A known problem in GCM simulations is their low level of transient
activityls. Note that, at least in the NH, this effect is one of those
presently ascribed, to a certain extent, to resolution deficiencies.
What is not as well known is how this feature 1s distributed in the fre-
quency domain Is this deficiency more important in the high16 frequen-
cies or the low!’ frequencies? Is there a relative difference in the im-
portance of the frequency range mainly concerned with persistent anoma-
lies, the medium frequencies, with respect to the other ranges? One
would hope that the distributions of such quantities as the anomaly ki-
netic energy are, 1f not quantitatively, at least qualitatively similar

in the models and the observations,

It should be noted here that the low- and medium-frequency ranges
adopted here correspond to what Blackmon (1976) calls "low-pass data".
The high frequencies are made up of Blackmon's (1976) band-pass and
high-pass data. Our frequency breakdown is closer to the one used in
Blackmon et al (1984), 1.e. low, 1intermediate and high frequencies.
Please also note that no use is made here of the Blackmon-type of digit-
al filters. Rather, the time filtering 1s done by directly operating on
the timewise spectral components representation of the data sets, ob-

tained via FFTs at each spatial grid points.

Pratt (1979) presents ratios of simulated to observed geopotential
height variances for a range of zonal wavenumber/frequency values. The
simulation data are from earlier versions of the NCAR and GFDL GCMs (his
Figures 3a and 3b) We already know these ratios tc be generally less
than unity. For our purpose, the question of qualitatively similar be-

havior translates here into whether the ratios are independent of fre-

15See Jarraud (1986) as noted earlier, Lambert (1987) on inter-com-
parisons of model and observation energy budgets; Tribbia and
Baumhefner (1987) on the CCM model predictability
Mainly baroclinic waves, with periods shorter than a week
Mainly planetaryv waves, with periods longer than a month




Anomaly distributions
0

quency. Both models unfortunately turn out to be wipmificantlv better
behaved in the svnoptic range of values than at other ranges. lor exam-
ple, the zonal wavenumber <even results for the NCAR model ranpe ftrom o
ratio of 20% at low frequency to better than 80% at ~vnoptic {requencies
and back again to 0% at the highest frequencies avarlable an the -

lation

TABLE 1

Comparative kinetic energy of the CCC rotational V' and NMC, ECMWF
geostrophic components in a Northern Hemisphere 50 kPa conal channel
from 25°N to 55N The percentapes quoted under the ECMWF and NMC
columns are calculated with respect to the corresponding CCC 1eonlty,
The high frequencices correspond to pertods shorter thae a week, the
medium frequencies to periods between a week and a month and tinally,
the low trequencies to periods longer than one month, o cluding, the

seasonal cvcle Then, Box(!) = Boru(2ta4s) and Boxc®) Lor T8

(m°/s”) cce (20 yedr;)_ &gé—(_x‘;'e);_-i(;) ECMWF (1980-84)
Total KE N 152 22 - —20() ;)_~(I3H) i‘)—l 51 (120w
KE Time Mean |, 79 40 8;)‘?0 ( 1“];—!;~ ~87“‘;3 <-H(W.)
Yearly cwvcle T h 17_—1—/ B 16 74 ¢ 98w) 17 68 1w
Tot Seasomnal |, 19 63 ~ ]A‘) 200 ¢ B 200 e
Total Anomaly ? 33 19 o M‘)l-% { -1/ ) BL 8 cdhhen
Low Frequency|, 1/[:5 ] —?’-;)_-‘7/0 (iu8]’a) 200 dlhoe
Med Frequency|, 20 70 | hi(;”% t1/78%) 06 cihle)
Tigh Frerq . 8 18 34 e .’E"~ 0 iwf 12(34) R TS

This change with trequency band 1o not ftound 1o the ©00 wode] | at
least in the NH as can be seen from Iable 1, contarmunge « breakbdown of
LH mid-latitude channel rotationad  rinatic sneiy. Compartngy, WG oy
ECHMNF analvees 1o a (CC symulation, o tund qualitatice apreoment g
their anomaly e¢nergy The overall o0 and TOAWE mmomalres are respec
tively 73% and Y9 more active chan ot 0 s o madc b ammelion at thego
proportions are rowhly the wame 0 4

S dregqrienc y ranpe s cnnepde

red what this nodans 1o that the ratrare ol anomatovs o rvente ma be o m
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ilar in the model and the observations but their number and/or their

strength will be smaller in the GCM. A surprising aspect of this NH ki-

netic energy breakdown is that the seasonal cycle signal is very well

reproduced in the model data. To a lesser degree, the time-mean values

are also well reproduced by the GCM.

2.2.2 Southern Hemisphere overview

Turning to the Southern Hemisphere statistics found in Table 2, the
picture is not us clear. The total and total anomaly kinetic energies
are both about 30% greater in the ECMWF data set than in the GCM simula-
tion. These proportions turn out to be, respectively, the same as for
the NH total and slightly better than what holds for the NH total anoma-
lies. The annual cycle contribution 1s only a small part of the total SH
kinetic energy 1in both SH data sets This 1s a marked contrast to what
was found in the NH. It apparently has to do with the relative absence
of land-sea contrast in this SH latitude band, with respect to what is
found in the NH channel used for Table 1. The higher harmonics of the SH
annual signal are appreciably stronger in the atmosphere but they are

still negligible with respect to the other components of the spectrum.

The partitioning of the total SH anomaly energy in terms of low-,
medium- and high-frequency bands does not yield the same qualitative re-
sults as for the NH The lack of anomaly energy in the GCM simulation,
while generally smaller than in the NH, is not as uniform as what was
found there. The 1lower the frequency, the greater the lack (or
difference) Whereas the high and medium frequencies are about as impor-
tant in the analysis, the former are 25% stronger than the latter in the

simulation.
2.2.3 Overview conclusion

What is to be expected from these differences? First of all, a
smaller number of anomalous events (1.e. those satisfying our anomaly
criterion) and/or smaller events, both in the NH and SH. Secondly, an

even greater importance of the locality aspect of the criterion in the
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TABLE 2,

Comparative kinetic wnergy ot the CCC otational V' and  ECMWF
geostrophic components 1n a Southern Hemisphere 90 kPa conal channel
from 25°S to 55'S The percentages quoted under the ECMWF column
are calculated with respect to the corrvesponding CCC results The
designation of the different boxes are the wame as 1n Table |1

(m®/s”) CCC (20 vears) ECQWFM(umn-a/.)
Total KE |, 218 16 284 48 (1308)
KE Time Mean |, 134 58 ‘ﬂlk/'—l. i’-:’— _(12’/4!)
Yearly cycle |, 133 R N )g «1;3;)
Tot Seasonal |, 3 /5 o ~-A;.;8 —(280%)
Total Anomaly—ﬁ 'é}';g”’ 7108“/0A {liit)
Low Frequency|, '""1:';;'/;”" S l-;? /‘J ‘ (1524)
Med Frequency|, 30 42 o ‘GLENQIWH[;QZ;)
High Freq. s 38 02 495,10 (”1'”1’8%“) ‘

SH with respect to the NH, due to the relativelv greater importance of
the high frequencies in the CM SH It should finally be noted that
there seems to be a better overall quantitative agreement between analy-
s1s and simulation in the SH than 1n the LH, even thouph the qualitative
agreement is better in the NLH shile N unalvses are penerally accepted
to be of high quality, the same certainly conld not bLe sard, up to very
recently, of the SH analyses, mainlv due to the wparseness of the ob-
servation network. To what c«tent the d1 crepanetes botwcen molation
and analysis data, noted in the preceding parapgraphs, «an be traced back

to this feature 1s not at all clear

2.2.4 Seasonal cycle

Let us come back to the weasonal +vele and the fact that, {from

Table 1. 1ts amplitude :+ quite wetl reproduced 1n ne moded W0 This
P i I

different statistical hehavior for the two * opes of  Lipnal, che anomaly

and the seasonal cvele corporenty, o o biras sndioaton bt ey can
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probably be considered separately. Another more substantial indication
of this can be found by considering the loading vectors of the principal
components18 (PC) of the covariance matrix constructed from the model
total ¥ NH transients (not shown) We notice that, poleward of BOON,
the square of the first loading vector (first in terms of explained var-
iance) is essentially identical to the variance of the model ¥ seasonal
cyc1e10 (Fig 1la) The model seasonal cycle components thus seem to be
uncorrelated with the rest of the spectrum. It should also be stressed
that, due to the relatively greater importance of the seasonal cycle in
the NH model data compared to what 1s obtained in the observations,
filtering it out completely is even more important in the first type of
data. All this does not mean that the seasonal cycle is independent of
the rest the spectrum. Indeed, we will shortly find an increased

anomaly activity towards mid-winter and a subsequent decrease towards

mid-summer, so that an indirect seasonal cycle is still manifest.

The horizontal structure of the transients’ frequency distribution
in terms of the seasonal cycle, the low, medium and high frequencies is
discussed next in greater detail. We compare the variances of the GCM
streamfunction, ¥, and the ECMWF geostrophic streamfunction, wg‘ The
latter field is set to zero within 20 degrees of the equator, the geo-

strophic approximation being inappropriate at those latitudes.
2.2.5 Horizontal distributions, A: NH seasonal cycle

Figure 1b displays the seasonal cycle variance of the NH wg The
CCC and ECMWF functions are very similar as to amplitudes and spatial
patterns. Pronounced maxima are found over the mid-latitude eastern
coasts of the major land masses, but these are closer to the pole in the
simulation, by 10 degrees in the Pacific and even more over North Ame-
rica. The minimum found over the Northeastern-Atlantic/Western-Europe

region is more pronounced in the CCC simulation while the reverse holds

18See Appendix A for a presentation of the EOF/PC techniques wused
(mainly) in the next chapter,

19Note that half the variance explained by the EOF/PC(l) component pair

when replacing y by the rotational wind vector V is again identical to

the seasonal cyele kinetic energy.
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over the North American west-coust lhese scasonal evele mavima and min-
ima are obviously vrelated to the ditfering land-sea  temperature
gradients found at their respective positions the same applies to the
third maximum found over (or near) the area ot the Meditetrancan and
Caspian seas. Perhaps due to resolution problems, this feature 14 some-
what washed out in the simulation, although 1t 15 still quite clearly
present. Consider that the land-sea mask used in the OCM simulation
represents the Mediterranecan by a total of only twelve prid pornts while
the Black and Caspian seas rate two grids points cach It 1% thus not
unduly surprising that such relativelv wmall local ditferences as the

ECMWF double maximum in that arca do not pet captured by the model

The model's sea surface temperature (5ST) 16 specified and 14 eo-
sentially made up of a4 crude annual cvele hie does not weem to be too
bad an approximation at the planetary scale we now i1nvestiguate When
the phase of the modelled annual cycle sipnal 1s considered (not shown),
we find that it is such as to promote the deepest castern continentadal

troughs at approximatively the end of [Pebruary There 15 surprisingly

. . . . 0
little variations in these phases north ot JO'N Yalues for the dates

of the negative extremum essentially ranpe from md-lfebruary to mid-
March. This places the seasonal c¢ycle ucdarly 1n phase with the 48T

The annual cycles found in continental areas such Siberia and the Amers-
can Great Plains precedes that of ocecanic arcas but then anly cervy

slightly, that 1s by less than 20 davs

Overall, the agreement between the wimulated and oboerved W0 FPa
variances on the seasonal time «ocale 1o guite pood, oo was ta he «-pec-

ted from Table 1

2.2.6 Horizontal distributions, B: NH anomalies

we have seen from Tubles 1 .nd . *hat the apmpeement batworn the

simulation and observations is not oo ,ood for the momalies dat g e

exactly these discrepancics’ Parte o and b oot §oponee Soand o dre

h-fraquan o, W Tl bane o tor

»

’

play the low-, medium- ind bLi;

CCC simulation and LOMNE analyuen, roapectave s Saimtlar fipares doyyrod
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from other observation data can be found in Blackmon et al. (1984), for

examplezo.

The main qualitative difference between our two sets of variance is
that, as we consider lower-frequency ranges, the main model patterns
tend to split into latitudinal dipoles, whereas the observations display
monopole patterns at all frequencies. This difference is greatest over
the North-Atlantic, to the extent that, i1n the low-frequency range, the
absolute maximum of the model variance now appears over Greenland,
Fig. 2a, whereas the observed absolute maximum is in the Pacific,
Fig. 2b. The North-Pacific region suffers from this dipole problem only
for the lowest frequencies The observations do have 1local maxima
northward of their main oceanic patterns, but the intensities of the

former is negligible compared to that of the latter

Another difference is that the Northern Soviet Union maximum found
in the analysis (and only) in the low-frequency range is not as clearly
defined in the model data. This latter position is the third preferred
NH winter (NHW) observed anomaly position as determined by Dole (1982).
The two other NHW anomaly positions can be very clearly identified in

the simulation low and medium frequencies.

In light of the transient high-frequency resonance theory discussed
in the first chapter, it 1s of some importance to note that the rela-
tion between the two high-frequencv storm tracks and the medium- and
low-frequency oceanic patterns 1s qualitatively the same in both kinds
of data. The lower frequency patterns are found downstream of the high-
er frequency centres Any possible causative link between these fre-
quency ranges is likely to be the same in the simulation and the observ-

ations.

In the high-frequencv range, the Pacific storm track seems to be
relatively well simulated by the model, Fig. %4a, both in terms of posi-

tion and amplitudes. The Atlantic storm track is well positioned but

’) -
205 ame frequency ranges but for the winter geopotential heights standard
deviations.
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its amplitude is only 50% of its observed counterpart, tip b At the
same time, it is onlv 2/3 as active as 1ts Pacitic counterpart, whercean
both storm tracks ate about as «trouy 1n the obhucrvations Alwo, 1t ap
pears to possess dn extension towards Spitsberpen, along Greenland, not
found in the observations. The Atluntic tvpe of persistent anomalies
has been most often presented, both bv theoreticians and data analvete,
as a possible example of events ecither forced or maintained by interac-
tions with high-frequency transients® b Thus, thys mechantam would be
noticeably weakened in the model and, 1t present, 1t could poasihly op-
erate at more northerly latitudes When comparing, with other simila
observation or simulation”® analyses, we should Leop nomind that wont
authors, 1including those previously cited, consrder the winter wcanon

data exclusively While this is not the case here, the patterns nd

Y
values we find are pgenerallv quite cimilar?

In the medium-frequency range, the model Pacifie pattesn, tip o,
is 30 degrees upstream of the obscrvation pattein, lip b The wmodel
Pacific persistent anomalies are thus expected to be closer to the date-
line than the oubserved ones Also, due to the dipole ctructime found
over the model Atlantic, 1ts preferred persistent anomaly posttlon in
that sector 1s also expected to be oplit in twa In contrant to the
high-frequency anomalies, the model medium range ¥ variances in the Pa

cific and Atlantic are of comparable mapnitude

It 1s 1n the low-frequency rarve *hat  tho oot skt bt g
model dipoles are the clearest the houthiern cectious of these pattorn,

are found at olipghtly lower lTatitades than the oboroation patterss el

their northern parts, 20 degrees poleward of that the model Athant i
patterns are now stronger than their Pacitic connterparts ote that
this is not the case 1n the obnervation, e, we should not he ran

surprised to tind sore model poroy cont ocvent s aver e o Lot te thoan

over the Pacific Ccean

>1
5, See chapter 1 “or wmorc dotasle
‘_“;“\s, Lau 1981, on w19 cars t 1! ottt i
« 4 - . . . . .
Lau's results  atrien Yahs o’ lon too NI A Sl Pt oo d
, L .

Atlantie hagh fregquency Larima o N . . HESSTYIR A

vely
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We now conclude this section. The model seems to display a greater
number of NH centres of action than the atmosphere. The reason for this
may have to be investigatedza. The atmosphere’s centres of action are
all present in the model, including the NSU centre, although to a lesser
extent, but their relative importance 1s not quite the same as in the
observations  An intriguing result is the difference between the Atlan-
tic and Pacific model values The Pacific 1s more active at the synop-
tic time scale, while the Atlantic dominates the longer time scales.
This is not verified in the ECMWF observations, where the Pacific is at

least as active as the Atlantic, at all time scales.
2.2.7 Horizontal distributions, C: SH anomalies

In view of their weakness, the model and the atmosphere’s SH sea-
sonal cycle are not discussed in any great detail. It is sufficient to
mention that the only location where both are relatively important is
over the Antarctic, where they represent about 30% of the total model
transients and over 50% of the atmospheric transients. Everywhere else,
this percentage is much less. Maybe due to the shorter sample avail-
able, the ECMWF streamfunction variance 1is not as smooth at this time

scale as the model's.

Again, parts a and b of Figures 5, 6 and 7 display the low-, me-
dium- and high-frequency SH ¢y and wg variances for the CCC simulation

and ECMWF analyses, respectively.

The model and observation variances display qualitatively similar
distributions at all time scales. The relative importance of maxima and
their positions at different frequencies are well reproduced in the
model In fact, the agreement seems better than what is found in the
NH, Inasmuch as the simulation’'s centres of activity closely resemble
the atmosphere’s centres. The Antarctic 1s a region of minimum activi-

ty. The SH important centres are located equatorward of this continent

2Z‘I’or example, could the Greenland centre be in some way related to the
apparent northward extension of the Atlantic storm track?
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but generaly poleward of 40°s.

The biggest difference appearing at long time scales is 1n the
South-Pacific, downstream of New Zealand The main model pattern at low
frequencies is located closer to South-America as well as poleward of
the corresponding observations At medium trequencies, the observed
split between the South-American and New Zealand maxima is not as clear
in the simulation Still, New Zedland itself appears to be mmportant in
both types of data as 1t marks the beginning of the South-Pacific maxi-
ma. This may again be related to the extensive high-frequency storm
track that is to be found in the longitudinally eclongated regilon centred
at 45°S over the Indian Ocean. This storm track ends Just upstream of
New Zealand We are 1ndeed reminded of the similar <ituation noted 1n

the NH where low-frequency maxima tollow the high-firequency

Another difference is that the observation's maxima arce sharper
than the model's. For example, the high-frequency matimam 15 L0«
stronger in the atmosphere. But we already know, from lable 2, that the

gross atmospheric and model anomaly statistics compare best at this time

scale A closer look at Figs 7a and 7b reveals that the diffcerence 1s
mainly confined to the 1mmediate wvicinity of the maximum The bhack -

ground activity over which the Indian Ocean maximum pattern 1+ superim-

posed is quite similar in the CCC and TCMWE data sets and 14 by no means
o s o, ]

negligible The channel daverage valuces from 30°S to 6045 waunld then

again be comparable

The preceding comment on the dwportance of the hiph-trogquency SH
background activity holds at all time wscales considered here  fhie 1
the single most 1mportant difference between the SH and M recults,
where no such background activity «an be found Ihie way ery well be

cxplained by an anchoring ctfcct of che topopraphiie foroiny 7 andson

land-sea contrasts, both mechani-ng bernye 1o more amportant 0 the WH

than 1n the SH Lower frequency activity cannot be ward to be confrner
to certain particular SH longitudes, which oo the caoe e the WH hen
)-Jm__— T )

““See Held (1UB73, for . discuusion o! *hia odea in oo W oconte -t
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are admittedly certain preferred longitudinal positions, but these are
by no means exclusive. This is most obvious in the medium-frequency
range, Figs 6a and 6b. The model and observation background activity

. 13 4 .2
levels are there respectively greater than 4.0x10 " m's and greater

than 5.5x10°% n's™?, at 45°s.

SH longitudinal anchoring effects, 1if such can be said to exist,
are clearest in the low-frequency ECMWF data, Fig 5b, and to an even
lesser degree in the corresponding CCC data, Fig. 5a The three centres
that can be identified happen to be downstream (and poleward) of the ma-
jor SH land masses These positions are the same as the SH preferred
persistent anomaly positions, as determined by Trenberth and Mo (1985).
The South-Atlantic maximum does not show as a distinct extremum in Fig

5a, but is still discernible as such from the figure'’s contours

We expect from the preceding discussion that the model SH
persistent anomalies resemble quite closely their observational counter-
parts. Their frequency of occurrence and/or amplitudes will be reduced,
but their positions should be nearly correct. The anomaly distributions
themselves, to be discussed next, should not be as geographically con-
centrated in the SH as in the NH, due to the greater background activity

present in the SH medium and low frequencies.
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2.3 Anomalies in the space domain

We now present the spatial distributions of positive and negative
anomalies in the Northern and Southern Hemisphere winters and summers
(NHW,NHS and SHW,SHS, respectively) These anomalies are those that
satisfy the criterion discussed in Sections 2 1 3 and 2.1 4 The inter-
mediate seasons will not be discussed in detail. 1In terms of the anoma-
lies as we define them, they are transition periods, not periods of ac-

tivity extrema.

It should be noted that Treidl et al. (1981) conclude that the max-
imum and minimum periods of NH blocking activity dre precisely the
spring and autumn intermediate seasons Their approach, however, 1is
subjective26 and, because of this, does not include removing the scason-
al cycle prior to attempting an identification of the events While the
former just means that reproducing all their results could be technical-
ly difficult, the latter presents a more fundamental problem, as we have
already pointed out From our discussion on the importance of the sea-
sonal cycle, it is not too surprising to find that Treidl et al.’'s annu-
al cycle of blocking high frequencies is exactly out of phase with the
atmosphere’s annual cycle. They observe more blocks when the annual cy-
cle is such as to promote the deepest east-coast troughs, 1 e¢. when the
climatological flow itself gives the impression of being partially
blocked, and fewer when this flow pattern is at 1ts lowest activity

level .

The figures that will be presented in this section have not been
scaled in any way, in that the model values are valid over a 20-year
simulated period and the NMC values are valid over a l4-year observed
period For ease of comparison, whenever we quote specific distribution
values, we will as well translate these to values appropriate for a ten-

year period

26Consisting of a visual analysis of 23000 50 kPa meteorologlcal charts
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2.3.1 Positive and negative NHW events

Using our anomaly criteria, the NHW model results are now compared
to NMC analysis results. We present only the sum of the distributions of
positive and negative anomalies. The individual distributions are quite
similar, both for model and atmospheric data. The differences between

the positive and negative will be mentioned as they arise.

As 1s shown in Fig. 8a, for the NHW model total distributions, the
three centres of anomalies identified by Dole (1982) are clearly present
in the CCC model The relative importance of the three seems, however,
to be somewhat different from what holds in the corresponding NMC ob-
servations, Fig. &b Indeed, we see in the latter figure that the At-
lantic and Pacific cases are about as frequent in the NMC data (56 vs
62 cases, 1.e 40 vs 44/10 year). This equipartition also holds true if
we consider the distributions of positive and negative events separately
(not shown). On the other hand, the CCC simulation would strongly favour
Atlantic events (44 vs 33 cases, i.e. 22 vs 17/10 year). The model seems
to overemphasize positive Atlantic events with respect to positive Pa-
cific events (not shown). This is not the case for negative events. The
model northern Soviet Union (NSU) events are too frequent both with re-
spect to the Pacific and to the Atlantic events: the proportion is cor-

rect for the positive NSU events but not for the negative events

As we anticipated in the preceding section, the main oceanic pat-
terns have more of a meridional extension in the CCC data than in the
NMC data. The observations’ maxima straddle the simulation’s patterns,
as was the case for the low-frequency variances. We now have an Alaska
and a Greenland preferred sub-area, but the main areas are still close
to the traditional ones. It is interesting to note that this problemat-
ic extension is also found for the NCAR/CCM Pacific anomalies as can be

seen 1n Bla-kmon et al. (1986)27.

The model anomaly distributions may be reflected by new circulation

27 Their Figure 5b.
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patterns arising in conjunction with their extensions For example, we
will later see, when discussing the variances associated with individual
types of events, that some of the model NSU negative events are in fact
linked to the previously identified Greenland positive and mid-Atlantic
negative events This connection 1s absent in the atmosphere, but a
link seems to exist there between the Atlantic and NSU negative events

This link does not 1include a Greenland component, but rather a Scandina-
vian positive component. This is quite clear either from Dole’s (1982)
Atlantic or NSU negative composites or from the composites obtained with
our criterion (to be discussed later) The main difference, however, be-
tween the NMC and CCC results 1s the smaller number of events in the CCC
data, as was to be expected from our discussion on anomalies in the fre-
quency domain Please note that the NMC results should again not be con-

sidered equatorward of 200N or 3OON, here as well as in Fig. 9

As we alluded to when presenting our modified Dole criterion, quite
a few more events are now found than would be the case with the standard
Dole criterion, of the order of fourfold if we refer to the observa-
tions, even when we use essentially the same threshclds as he does
The number of positively blocked days per winter is now of the same
order as that found by Treidl et al (1981). When the negative ano-
malies are considered as well, we tind, for example over the North-At-
lantic, that something noteworthy is occurring on two out of every three
winter days The mean event duration 1s also quite comparable with what
was earlier found, either by Dole or Treidl’'s team, that 15, of the
order of 15 days for Atlantic events The atmospheric events found by
this local criterion are in fact a superset of the original Dole set
In an attempt to capture certain events that may have been briefly 1u-
terrupted by fast transients, Dole filters out the very highest frequen-
cies in his data set. We have found that applying this additional pro-
cedure does not yield a greater number of cvents What  this mavy point

out 1is that there are no other perwistent md-latitude events to he

identified with this type of method, 1 ¢ onr anomaly et seems com-
plete [he same would hold for the 601 simulation  We have alwo vern-
fied that the observed and model anomaly distributions within the winter

season are not hiased towards spriug [hns approximatively o third of
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the total winter blocked days are found in February.

Persistent events can be seen to occur at any particular geographi-
cal position in the NH. However, their distributions are by no means
spatially homogeneous, the preferred positions (i e. the two mid-oceanic
and NSU regions) being three times more frequent than any mid-continen-
tal positions. This holds both 1in the atmosphere and in the model
With respect to a possible link with high-frequency phenomena, both of
the oceanic maxima of the NHW persistent anomaly distributions can be
found immediately downstream of the two main regions of high-frequency

activity This is again the case for the observations and model.

2.3.2 Positive and negative NHS events

The model and atmospheric NHS total distributions of persistent
positive and negative events, found in Figs 9a and 9b, respectively,
differ more than their corresponding NHW distributions The two oceanic
patterns are still present, but so are new model continental patterns
missing in the observations The latter patterns could well be linked

28 and heat

to a model tendency for extremely high surface temperatures
domes over areas such as the American Great Plains and Iran. Indeed,
the new extrema reflect the presence of negative circulation anomalies
over their regions The NSU maximum is now appreciably weaker in the

model with respect to the two other main centres. This is not the case

in the atmosphere

One consistent summer feature found both in the model and the at-
mosphere is a shift in the Atlantic maxima towards Europe. The model
Greenland extension is still present, although much weaker than in the
NHW. In view of the previouslv mentioned North-Atlantic/Greenland/NSU
link in the model, this may or may not be related to the weaker NSU cen-
tre. The NHS Pacific maxima found in both data sets are now shifted to-

wards Asia with respect to thelr wintertime positions

28Mean summer surface temperatures of the order of 37 °c to 40 °cC.
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The maximum number of events is drastically reduced from their NHW
value, approximately by a factor two. The longitudinal differences in
the distributions are even greater than in the NHW  There are practi-
cally no mid-latitude NHS persistent continental events in the atmos-
phere; the same holds in the model, apart from the afore-mentioned prob-
able model deficiency Whatever the mechanism causing them in the NHW,
it seems to be inoperative in the NHS. The oceanic events do not seem

to be as affected, as their number is not reduced as much
2.3.3 Positive and negative SHW events

We now turn to the sum of SHW distributions of positive and nega-
tive cases presented 1in Fig 10a and compare it with the anomaly analy-
sis of Trenberth and M029 (1985) The model reproduces the two main ac-
tion centres south and downstream of both New Zealand and South America,
over the South-Pacific and South-Atlantic oceans. When the events of
the two South-Pacific model extrema are totaled, the relative importance
of the two regions is similar in the GCM, the South-Pacific region being
more frequent by far A third centre in the southern Indian Ocean,
again downstream of a major land mass, Africa, is present in both the
model and the WMO observations but seems much weaker in the latter, al-
though van Loon (1956) also identifies this third centre, using surface

pressure data.

Our criterion was not applied to 4 sutficiently long time series of
SHW observations, so a direct comparison of the frequencies of anomaly
occurrences is not vet directly available As we have alrcady scen
(Fig 8a), the NHW model results difter from both the NMC frequencies
presented by Dole (1982) and our own NMC anomaly f{requency analysis
(Fig 8b) 1n a more quantitative than qualitative manner I, au we can
reasonably expect, those quantitative differences dlso apply to the SH,
we can dgain say, while referring to the <tatistics of Trenberth and Mo
{1985) for the observed positional information, that the model has fewer

anomalies than the atmosphere, bt the anomalies 1t has are at roughly

9
“gDone with twice-daily operational analvsces from the WHO Melbourne
centre, valid from May 1972 to November 1980
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the right positions.

One obvious difference is the split in the New Zealand/South-Pacif-
ic model centre. Trenberth and Mo identify only one observational pat-
tern in this region, while the GCM clearly has twe, resulting in four
overall maxima. It is also interesting to note the nrarly regular posi-
tioning of these four SHW event maxima Indeed, the three southernmost
maxima are separated in longitude by approximatively 120 degrees and the

two northernmost by 180 degrees

Comparing the southern and northern winter hemispheres and using
the same criterion, the GCM has fewer anomalies in the SHW than 1n the
NHW (as is the case in the atmosphere) Inasmuch as the spatial scales
displayved by an anomaly distribution will to a certain extent reflect
the scales of the anomalies themselves, the spatial scales associated
with the SHW events are slightly smaller. This may or may not be relat-
ed to a more local type of explanation being appropriate for the SHW

events, as discussed in Baines (1983).

The major centres 1in both winter hemispheres are found Iimmediately
downstream of the most 1intense high-frequency activity. As such, the
high to low frequencies link still seems to hold and the former frequen-
cies could very well be part of a triggering or maintaining mechanism
for certain low-frequency (persistent) events. We have also commented
on the fact that the SH high-frequency activity 1s much more geographi-
cally widespread than in the NH. This may in turn be related to the
SH's weaker pattern of (climatological) standing waves, as these latter
are known in the NH to provide for locally unstable regions where high-
frequency events tend to grcw. That these regions are found immediately
downstream of the NH land-masses 1s again hardly accidental All of
these points are quite consistent with the SH's comparatively weaker
longitudinal anchoring of persistent events, in the sense that the

events seem less constrained to occur in relatively limited areas.
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2.3.4 Positive and negative SHS events

We now end the discussion on anomaly distributions by quickly con-
sidering the sum of the SHS positive and negative model anomaly distri-
butions, Fig 10b This field 1s quite similar to the corresponding,
figure of Trenberth and Mo {1985) The events now tend to occur at
about 50°S and no splitting of the New Zealand pattern can be observed,
compared to the SHW model cases The three SH major centres can again

be clearly identified

At the same time, the SUS background anomalv activity is more 1m-
portant with respect to the extrema than what is found in the NHS A
final point we wish to make 15 that the reduction 1n danomalvy activity
from the SHW to the SHS 1s not as severe as what 1s observed cand wod-

eled) in the NH
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2.4 Composite events

2.4.1 General considerations

Overall, as we expected from the discussion of model and atmospher-
ic variances, the model anomaly activity is 1n better agreement with
that of the atmosphere in the SH than 1n the NH. This seems particular-
ly true in the SHS We can still conclude that the model does reasona-
bly well in both Hemispheres and both extreme seasons Thus, we can ex-
pect to find useful model analogs to atmospheric situations The next
point we explore is the spatial structures of certain time-mean events
This is done in order to ascertain to what degree these model events
possess the same characteristics o the atmospheric ones A complete
catalog of model events 1is obviously out of the question Firstly, we
have already seen that some of these anomalies may not have atmospheric
counterparts Studying these latter types, while interesting in itself,
would probably not help us in increasing our understanding of the atmos-
phere’'s hehavior with regards to 1ts persistent patterns. Secondly,
even 1f we restrict ourselves only to the types of events that do have
atmospheric correspondence, some of them are probably linked together,

as we have already alluded to -'hen discussing a possible NSU/North-At-

lantic NHW connection Also, there are probablv a limited number of
processes leading to the persistent structures we now lnvestigate An
equally limited number of event tvpes would then be appropriate For

these reasons, we limit the following discussion to events found in the
winter North-Atlantic and North-Pacific and finally, 1n the summer

New Zealand/South-Pacific sectors

We choose to present maps of the composite total and anomaly
streamfunctions for each case, in order to display the mean horizontal
structure of the events As such, the reader will find 1in Figures 1l to
16 the total streamfunctions displaved as unlabelled alternating stip-
pled and clear bands, superimposed on the anomaly field, which is itself
displayed using heavier contour lines The high and low values refer-
enced on the maps are those of the anomalies The same type of maps are

also constructed from observations when they present 1important differ-
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ences from the composite maps of Dole (1982). As well, the anomaly
contour intervals remain identical throughout the series, 1.e.
2.0x10® m?s”!. The contour intervals of the total streamfunctions are

1.5x107 m?s”! and 1.0x107 m?s” ' for the NH and SH fields, respectively.

At this point, a few comments on the compositing itself are proba-
bly appropriate While the events are 1dentified using daily data, the
composites are defined from pentadic data This modification is only
introduced so that, in light of the decoupling times that can be
inferred from their lag correlation statistics, the atmospheric or irod-
elled states that make up the final composites are such that one would
normally consider them to be essentially independent from one dnother3o

This will become 1mportant in the next chapter when we discuss the var-

iance patterns associated with certain types of events

We retain pentads when any part of an event occurs within them

The composites will thus generally contain part of the build-up and de-
cay phases of the events One 1mmediate consequence of this is that an
event that lasted longer will have greater weight in the compositing
than a shorter event, even tough every pentad is given the same weight

This is particularly true of the relatively short events that barely
satisfy the criterion The longer lasting events do not suffer too much
from this problem Another consequence of the compositing method is that

the composite events appear weaker than their 1individual evencs

The total sample used in the composite is much larger than what is
found to have been used in previous studies As an example, when Dole
(1982) built his composites, he gave each event the same weilght by con-
sidering only the 1ndividual event means His Atlantic NHW negative

composite is thus made up of the means of the six events he identifies,

30This is verified over the modelled wintertime continental landmasses

and over most of the NH oceans, as the five-day pointwise lag correla-
tions of 50 kPa y then become statistically insignificant The same
cannot be said over certain other oceanic regions, particularly in the
Azores high region, where strong lag correlations persist well beyond
ten days Small values of lag correlations are even more prevalent in
the SH
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while our NMC NHW Atlantic negative composites are calculated from at
least 90 to 120 five-day periods. This will also become important in

the next chapter,
2.4.2 Composite Atlantic NHW events

We now discuss the type of composite anomalies presented the most
often, the North-Atlantic events. Figs 1lla and 1llb show the positive
and negative model composite NHW anomalies, respectively, when a centre
position of (180W, AAON) is chosen, this position 1s the one where the
greatest number of positive and negative NHW model events can be found
There are in the two plots, respectively 23 cases covering 87 pentads,

and 21 cases covering 78 pentads31

The positive case bears a strong resemblance to the Dole (1982)
positive composite at the same position, that 1s, a strong positive cen-
tral cell, resulting in a blocked North-Atlantic circulation, with an
indication of downstream and equatorward wave-like propagation, hence-
forth called the EMA, 1 e Europe/Middle-East/Africa, pattern A weaker
negative anomaly south of the main centre completes the Atlantic dipole
pattern. There finally seems to be a hint of a north/south oriented
chain of extrema that includes the two Atlantic, and weaker Greenland
and NSU centres. Xo other global scale features of importance seem to

be present

Turning to the negative composite, the picture 1s quite different.
There is again an indication of the EMA downstream and equatorward wave-
train, but much more 1s happening elsewhere The NSU and especially the
Greenland centres are here very important centres There also seems to
be some dipole-like events taking place in the Northeastern-Pacific and
two negative extrema are found over Sudan and Korea  Thus, the picture
we get around 30°N is of four negative anomalies fairly evenly separated

1n longitude The geographic centre around which these negative extrema

31Removing the pentad portions corresponding to build-ups or demises,

the events, strickly speaking, last a total of 360 and 320 days, re-
spectively.
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are distributed is closer to the NSU extrema than the North Pole Still
the Atlantic dipole is the strongest by far. Its negative centre is as-
sociated with a zonal flow over Europe, while the positive centre
enhances a northward meridional circulation, 1 e blocks the Naorth-Ac-

lantic flow, in marked contrast with what Dole (1982) found

It is not at all clear that the sum of all the different extrema
found in Fig. 11b represents a unique and consistent circulation pat-
tern, or rather a mean of several types For example, the Pacific ex-
tensions could be (and they in fact turn out to be) the signature of a
few double blocking events It is also possible that not every Atlantic
negative centre is associated with « Greenland positive centre The
events where they would not be thus assoclated would then resemble nega-

tive 1mages of the positive events found 1n Fig lla

Dole’s (1982) negative composite, while still more global in nature
than his positive composite, still resembles the latter to a further ex-
tent than is the case in the CCC simulation. The main difference be-
tween model and observations, as they are presented by Dole, is the
strength of the Greenland positive centre in the model negative compos-
ites It could be that the model Greenland positive centre 1s a reflec-
tion of the tendency of the GCM for a more northerly jet stream In-
deed, we have already established the model’s tendency for more norther-
ly low- as well as high-frequency eddies, namely 1n the Atlantic It 1s
now also known that, at least 1n the NH atmosphere, high-frequency
eddies are associated with the acceleration/deceleration of the time-
mean jets (mainly along their northern flanks) while the low-frequency

2
eddies seem to be linked to their decelerations (at the jet exiL)’2

The NMC (1965-79) observation composites of positive and negative
NHW Atlantic events at (180w, SZON), as determined from our c¢riterion,
can be found in Figs 12a and 12b  This centre position is chosen as 1t
1s our closest grid point to the Atlantic position used by Dole at

0 -0
(20°W, 50 N) 1t should be pointed out that 1t 1s not the position where

32See either Hoskins et al (1982), Lau and Holopainen (1984) or our

fourth chapter dealing with this subject
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the maximum number of persistent events is to be found. This latter is
rather at (36°W, 520N). The composites respectively represent 92 and 94

pentads.

Notice that both composites differ from Dole's This can be seen
in that we now have a series of relatively weak centres of alternating
sign, weakening with distance from the prima.y ¢ ntres Even more in-
teresting is the fact that the path of these secondary centres lies
along the total circulation and not acrses it, as seems to be the case
in Dole’s work. There still 1s an EMA wave-train downstream of the
anomaly, but it is now greatly reduced. The two observation composites
still remain close mirror 1mages with respect to one another, thus con-
trasting the model composites Another point to notice 1s that we only
find veryvy weak secondary dipoles over the Pacific 1n the observation
composites. This feature was very prominent in the simulation  This is
surprising since, according to Treidl et al. (1981), double Pacific/At-
lantic winter blocking events are frequent enough and we would have
expected them to somehow show up 1n our composites Finally, apart from
the previous discrepancies, the qualitative agreement 1s now good be-

tween our model and observation composites.

We have also investigated modelled and analysis composites obtained

33 to get an idea

from events occurring at slightly different positions
of the stability of the propagating-like patterns This 1is important
inasmuch as we have taken care with our locality criterion to consider
the possibility for the ewvents to travel Two general comments can be
made. Firstly, more than 80% of the model positive events identified at
the downstream position were already included in the upstream composite
and, secondly, the model events found at the former position tend to
occur later than their corr-sponding upstream events. More precisely,

twice as many will either start and/or end later than the reverse situa-

tion. The same comments stand when considering the negative composites

3Namely, (9°W. 52°N) for the model and (36°W, 52°N) for the observa-
tions Note that while these positions are close to the original
ones, neither of them were included by the locality criterion when de-
termining the first composite sets
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derived from the observations. The downstream events are thus a subset
of the upstream events and also tend to occur later. There are occa-
sions when this last comment does not hold, for example when events ret-
rogress before disappearing However, this simply does not seem to be a
general rule, even when positive events are considered It may be that
the dissipating and possibly retrogressing events no longer satisfy the

amplitude criterion

Let us now turn our attention to the new model composites, corre-
sponding to respectively 53 and 69 pentads, Figs 13a and 13b, and start
with the positive case Bv choosing this second position, we now select
model positive anomalies for which the centre of the blocking-1like
dipole occurs closer to the exit region of the North-Atlantic jet The
downstream equatorward structures weaken very slightly, while the
poleward structures strengthen, a new centre near Korea being added to
the chain The negative centre south of the main positive one 1n
Fig 13a 1s also considerably more 1important Turning to the negative
composite, the Greenland and NSU secondary centres are not as lmportant
as before The Pacific 1tself is not as active The equatorward wave-
like string of extrema 1s still very much present The negative model
composite, Fig 13b, 1s again different from the first one we saw The
Greenland and especially the NSU secondary extrema are not as 1mportant
The same is apparently true for the Pacific dipole, as if double events
iare not as frequently associated with these further downstream cases
This negative composite no longer resembles a4 northerlv version ot the
positive, as 1in the first set of composites Neither 1s the global
aspect as prevalent and the only reallv globallv organised teature re-
tained from the previous set ot model composites 1s the LMA wave-1ike

pattern, stilll very much present

The second set of observation composites, from respectively 86 and
121 pentads, 1s presented 1in Figs l4a and l4b, 1n the same order as bhe-

fore These are even more different than the first set from the Dole

composltes The features added with respect to the latter are of the
same type as 1n our first composite set, but stronger, namely very clear
poleward or rather, Northern Eurasia wave-like patterns 1n both compos-
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ites. The patterns in fact ressemble the well established Eurasian
!

teleconnections>* The EMA wave-like pattern is either very weak, as in

the positive case, or missing entirely, as in the negative case.

Notice that a pair of extrema are present over the Eastern-Pacif-
ic/North American Rockies region of the NMC positive composite, the neg-
ative extremum being stronger than the positive. This could be related
with Dole’s (1987) comment on the fact that the Pacific negative anoma-
lies are often related to 1ncreased ridging over the North American
west-coast This extrema pair would then be the signature left in the
Pacific of certain double blocking events As we commented earlier, a
much weaker but similarly positioned extrema pair can be also seen in
our first NMC positive composite, Fig. l2a. We find this type of left-
over circulation only 1n the model negative mid-Atlantic composites,
Figs 1lb and 13b But these residue of Eastern-Pacific events differ
markedly in the NMC observations and in the model, as do 1indeed the cor-
responding total flow themselves Instead of the single oceanic nega-
tive extremum, the model presents us with a significant dipole structure

with an added anomalous ridge over Alaska

There are certainly a few points worthy of notice as we conclude
this sub-section It has been shown that the model and atmosphere have
the same qualitative behavior with respect to their mean NHW Atlantic
events. More preciselv, as the event centre position shifts in relation
to the underlying mean flow, the downstream response to rhe event also
shifts. In every case, this response resembles a set of wave-like and
sign alternating extrema whose amplitude decreases with distance from
the main centre  The path of this downstream wave-like response seems
to be that of a great circle initially tangent to the mean flow One
difference between simulation and atmosphere 1s in the strength of these

downstream patterns the atmosphere’s are generally stronger

There 1s alwavs a secondary extremum of opposite sign associated

with the primary pattern but its 1mportance depends on the event's posi-

3as an example, compare with the EU2 November teleconnection patterns

in Barnston and Livezey (1987)
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tion, again in relation to the mean flow A tentative relationship be-
tween position in space and position in the life cycle of the events was
also established, at least for certain rypes of observation and modelled
events Finally, the negative mean events tend to display more global
patterns than the positive events, especially in the model There seems
to be more than one type of circulation going into the making up of the
latter composite. The differences between Figs lla and 1lb 1llustrate

this point very clearly.
2.4.3 Composites vs individual events

One could wonder at this point to what extent the NHW composites
discussed in the previous pages reflect the reality of the individual
events that make them up. A visual inspection of the time means of each
of the simulated and observed individual events (not shown) occurring at
our NH Atlantic secondary positions was performed to establish this.

The positive cases are considered first.

What we find is that, practically all of the major patterns found
in both observed and simulated data sets seem to satisfy the
aforementioned Rex criterion, that is to say, they are North-Atlantic
blocks The downstream chains of sign-alternating and amplitude-de-
creasing anomalies is also a generic feature to the class of positive
events At the same time however, the situation that holds 1n the ob-
served Pacific region is not quite as clear The negative extrema found
there could indeed be the lefr-over signal from double-block events.
But then, the corresponding positive extremum can be found at either
northerly or north-easterly positions and these two possibilities seem
to cancel each other out. The resulting composite is smaller than ei-
ther  But this 1s a rather minor point and to a large extent, the posi-
tive composites would indeed represent most of the significant aspects

of its individual events

Consider now the individual negative NHW Atlantic cases Model and
analyses are not as similar as 1n the positive events Again, a large

number of events consist of NHW blocks. The persistent and large-ampli-
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tude negative centres we identify are then either the southerly cell of
a dipole structure, as is mainly the case in the model, or the upstream
cyclone of a northern Europe blocking episode, as in the analyses. The
reverse situations also exist That is, there are a few observed nega-
tives corresponding to Greenland blocking and still fewer model nega-
tives corrzsponding to European blocks. The large number of model
dipole events with relatively northerly positions is consistent with
some of the other discrepancies already noted between both data sets

The Greenland medium- and low-frequency activities and the northerly ex-
tensions of the geographical distributions of positive events are
amongst these we have already pointed out the importance of the NSU
centre 1n the model composite This turns out to be a large downstream
extremum veryv often associated with the Greenland blocks The EMA pat-
tern identified 1in the negative model composite 1s 1tself again associ-
ated with these Greenland blocks. As for the observations’ NSU centre,
it seems to be assoclated with European blocks, as a downstream negative
centre. A connection between mid-Atlantic and NSU negative anomalies

also holds for the observations

On the other hand, not all negative events can be included in these
blocking situations A significant number 1n both data sets simply cor-
respond to persistently enhanced zonal circulations, very high czonal
index situations over a large part of che North-Atlantic and Europe
There does not seem to be any particular global pattern consistent v oc-
curring in conjunction with these zonal events Thus, the contritutions
of these particular subsets to the observed and modelled negative com-

posites is to enhance the main negative centres

We have to conclude that both the observed and modelled negative
composltes are somewhat misleading in that each of them include several,
quite different types of events Retrieving a single explanation for
the ensemble’s existence 1s probablvy 1impossible and the attempt could
only lead to confusion A sub-classification 1s certainly required
Still, essentiallv all of the features found 1n these composites were
traced to real features 1in certain of the individual events, so that

these constructs are not altogether useless.
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2.4.4 Other model composites

We end this chapter with a quick review of some of the other inter-
esting model composites. The disgcussions will be shorter than fo the
NHW Atlantic cases as much of what was found there applies here as well
An example of this is the sensitivity of the composite patterns to the
position of the anomaly in relation to the corresponding total circula-
tion. It was indeed verified that the model composites of NHW Pacific
anomalies may change significantly with relatively small changes in the
anomaly centre position Another recurrent feature is the preferred
patterns found in the composites Again, wave-like structures are very
often found downstream of the principal extrema  The NHW model compos-
ites for positive and negative Pacific events having a centre position
at (1620w, 350N) are presented in Figs 15a and 15b, corresponding to,
respectively, 15 cases covering 49 pentads and 13 cases covering 43 pen-
tads A second position ten degrees closer to the dateline was also
used (not shown but discussed) to determine the robustness of the com-
posites With this very slight geographical shift, the changes found in
the features making-up the composites were more quantitative than quali-

tative, but they were still noteworthy.

Let us first consider the negative composite i1n Fig. 15b. The most
striking features are the two dipole structures found over the oceans
And indeed, the corresponding total circulation depicts a situation con-
sistent with a model North American west-coast block that would be fre-
quently accompanied by a second block over the Atlantic This is (not
too surprisingly) the converse of what we found for the model negative
Atlantic composites. A weak wave-like structure is also seen downstream
of the main negative extremum When we consider the composites of nega-
tive anomalies with centres at the secondary Pacific position (not
shown), the two Atlantic extrema as well das the one over Alaska are
weaker, the weak downstream wave-l:ike string of anomalies remalns nearly
1dentical and the Korean relative eutremum 1s stronger and better iden-

tified
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The positive NHW Pacific events, Fig. 15a, are discussed next. The
main feature is the somewhat PNA-like pattern th- 1s made of the prima-
ry positive extremum, the negative Rockies and positive North American
eastern seaboard extrema, all very clearly present in this case. Other
weaker wave-like features are also present either following lines eman-
ating from the main positive centre towards Eurasia or along 30°N over
the same land mass. We again have a secondary extremum over or near Ko-
rea, as in the previous negative composites But now, no obvious circu-
lation type dominates over the Atlantic basin When we investigate the
other Pacific positive composite (again not shown), it displays an even
more clearly defined PNA pattern This is as if these positive PNA-like
anomalies, viewed as the model's response to an unspecified forcing,
were somehow enhanced as their centre approaches the position chosen by
Wallace and Gutzler (1981) 1n their teleconnection study The model be-
haves a lot like the atmosphere in this respect At the same time, it
should be stressed that the sea-surface conditions experienced by this
version of the CCC GCM are specified and are those derived from clima-
tology. As such, these simulated PNA patterns are definitively not a
response to an anomalous (external) forcing Note that this (internal)
view is supported by Frederiksen (1989) in a case study of an observed

Pacific blocking event

The last types of events we consider in our study of composite
anomalies are the positive and negative SHS streamfunction anomalies
downstream of New Zealand, Figs l6a and 16b, corresponding respectively
to high and low zonal index flows over the regiom. The number of cases,
respectively six and 13, and the total number of pentads, 20 ard 49,
that are used in these composites are more limited than what was used in
the NH so that care should be taken not to stress too much the signifi-

cance of the results, and this especially for the positive composite.

This SH anomalv centre 1is again immediately downstream of a major
centre of high-frequency transient activity, as were the two other sets
of NHW composites in the Atlantic and Pacific oceans. The negative,
anti-cyclonic composite, Fig 16b, displays a single very clear wave-

like pattern that starts with the main extremum and extends eastward and
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equatorward. Nothing of a more global nature is present, so that this
g pattern could tentatively be labelled as a relatively pure example of a

"local" anomaly.

This is not at all the case for the positive composite, Fig. 1l6a,
whose overall features are much more hemispheric. The first thing to
notice is the quite important =zonally symmetric pattern of negative |
anomaly values 1n the Arctic and positive values at mid-latitudes This
is very similar to the dominant mode of wmonthly variation in the SH high
latitudes as reported by Szeredi and Karoly (1987) In addition, this
composite can be seen to display strong zonal wavenumber four, as well
as wavenumbers one and two, anomaly components Finally, there are no
equatorward wave-like patterns to be found in this mean of positive

anomaly events

Either by accident or because these SHS events are "purer", perhaps
due to the simpler SH orography, the two composites we have briefly in-
vestigated for events occurring there clearly display the two main types
of mean anomaly structure. In retrospect, it would indeed seem that the
features found in the composites we have displayed often take on either
a global or local nature. The local type of events, another example of
which are the NHW (anti-cyclonic) positive events, dare mailnly character-
ized by downstream wave-trains quite remilniscent of barotropic energy
propagation as presented by Hoskins and Karoly (1981) At this stage,
nothing can be said as to whether these wave-like structures are stand-
ing, propagating or even significant features. They are surely recur-
rent., On the other hand, the global or rather hemispheric type of
events remind us of the resonant planetary wave-number amplification
mechanisms such as proposed by Tung and Lindzen (1979a) and others

(Chapter 1).
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2.5 Conclusion

Model and NMC analyses have similar anomaly distributions in time
and space even though the model transient activity is markedly weaker
than in the NMC data ser Model positive and negative anomalies, at
least in the Northern Hemisphere winter, seem to be of quite different
types (local vs global, respectively), again in agreement with what Dole
(1982) concludes from his NMC analyses. There are some interesting and
consistent differences in the situations pertaining to the two sets of
events One of these is the greater number of more northerly events in
the model and the fact that there exists an accompanying extension of
the high-frequency model transient activity 1in those regions The NMC

analyses do nnt displav this type of transient northerly extension

There 1s also a real need for a better classification of events
than that of the simple scheme used up to now Indeed, we saw that cer-
tain composites may be made up of several quite different kinds of
events And furthermore, it is not clear whether considering the resul-
ting composites in any quest for physical explanations to persistent
anomalies 1s at all meaningful This problem of separation of types

will be addressed in the next chapter
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Chapter 3

Variance analysis
3.1 Introduction and Methodology

We have seen in the last chapter that the preferred modes of varia-
tions to be found in both model and atmosphere turn out to be more com-
plex than what can be determined from direct averages or other slightly

more involved compositing techniques We discussed how, for instance,

both the model and atmospheric mean negative mid-Atlantic anomalies are
made of several types of quite different synoptic events The fact that
this 1s true could also have been 1inferred by considering the apparent
confusion found in the means themselves, as each of the different event
types contribute to the overall mean, either cancelling and/or emphasiz-

ing one another.

Once this has been realized, the use of standard composites when
attempting to determine the wunderlying physics associated with these
persistent events is to be highly discouraged. There are fortunately
several other and, at the same time, better means to 1dentify the basic
features associated with persistent events Several relatively simple
statistical methods have been proposed 1n the last few years that at-
tempt to extract salient information from complicated data sets Mete-
orologists and climatologlsts have thus started to use one or another of
these, depending on the hypothesis underlying their work and/or their
specific kind of data Examples of these methods range from the Princi-
pal Interaction Patterns (1 e PIPs) ot Hasselmann (1987), to Canonical
Correlations, as presented bv Nicholls (1987), to the study of the
Phase/Coherence patterns of Lau and Lath (1987), to finally Potated Em-
pirical Orthogonal Functions (1 e REOFs), as used by Horel (1981, 1984)

and Barnstom and Livezey (1987), amongst others
3.1.1 Methodology. Overview

The main tools retained in the present chapter are the oblique-real

and oblique-complex versions of the RECF method e will onlv expound
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here what turns out to be the most relevant set of properties of an REOF
analysis A more complete discussion of these properties and of certain
other 1mportant aspects of the mathematics involved can be found in Ap-

33 As neither the time nor the space components of the analy-

pendix A
s1s results are constrained to bhe orthogonal, and since we choose to let
the latter geographical patterns carrv the data’'s specific variance in-
fecrmation, these should more properly be called primarv patterns. but we

will henceforth refer to them as REOFs

Our approach is different from that of the last few authors men-
tioned (e g Horel or Barnstom and Livezev) Indeed, it seems that since
Horel has presented his procedure to the meteorological community in his
1981 paper, most of the relativelv few climate diagnostics papers that
deal with REOFs have followed him 1n using the VARIMAX orthogonal rota-
tion. The other referenced paper on the subject, by Barnstom and
Livezey, also makes use of this specific algorithm, What is 1implied by

this choice is discussed in Appendix A

The most striking aspect of REOI's and what makes them so useful is
thei. stability. Let us explore what this means in the present context
Given that there e«xist a relatively small number of distinct states (or
modes) that account for most of the timewlse or spacewise variance found
1n a data set containing manv independent realizations of these states,
the REOFs will tend to reflect these individual states In addition to
this, halving the time series or the spatial domain does not necessarily
destroy or even change the REOFs bevond recognition. On the other hand,
a caveful selection of the times and aiea where a certain state 1s more
important will certainly highlight this state in terms of a specific

36 Obviously, a mode has to be

REOF, or a4t most, a smdll scet of them
present in both of the chosen spatial and time frames in order that the
analysis can pick it up, <o one should still seek to have the largest

amount of data possible

394 basic desciiption of the real and complex EOF models is given, as

well as a discussion on EOF selection rules We end with a definition
of certain relevant EOF rotations and their properties.

The latter depends on the nature of both the specific mode and the
rotation See Appendix A for more details.

36




Variance analysis
72

A last comment should be made on this spatial domain requirement.
The rotation algorithms we have used all work under the hypothesis that
the physical modes contained in the data can be isolated either in time
or in space The choice 1s left to the user We have chosen to trv to
i1solate them in space One consequence of this choice is that a hypo-
thetical global signal may or may not be picked up by this type of anal-
ysis, depending on 1ts relative 1importance In any event, the domain
has to be at the least large enough to contain a significant part of the
spatial signature of the modes we expect to identify, but not necessari-

ly any larger.

3.1.2 First analysis step

Perhaps surprisingly, 1t seems that the most sensitive parameter 1in
the analysis is the actual number of EOFs to retain before rotation
This number has to be determined in a more or less subjeccive fashion,
depending on the underlying data set. Thus, it should be intuitively

clear that more complex data sets will require a larger number of modes

than simpler ones to adequatelv describe them This turns out to be
true in a REOF analysis One should note that the reverse problem also
stands. Indeed, care has to be taken to choose a value that is not too

large, even slightly so At the point this starts to happen, the rota-
tion algorithm will tend to break up some of the patterns into their
sub-patterns. The method chosen to determine this measure of complexity

is twofold.

In a first step, the EOFs are ordered 1in terms of the persistence
characteristics of their respective principal components (PCs) We use
a statistical selection rule geared for per51stoncez7, as opposed to
randomness. As our 1nterest lies with persistent types of events, only
the most persistent (EOF,PC) pairs are now kept North et al (1982)

comment on the problem of discriminating between EOFs associated with

close eigenvalues They point out that such groups of EOFs cannot be

37See Appendix A
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considered independently as the information they contain is randomly
spread throughout the group members To account for this, we reject all
EOFs from groups 1in which any member fails the statistical selection

rule.

3.1.3 Second analysis step

In a second step, the rotation 1s attempted with several different
numbers of retained EOFs, e g the first five, ten or fifteen compo-
nents. At this stage, a new set of composites is 1invoked to help us
For each REOF pattern, we choose the time intervals at which the data

project 1n a persistent and strong fashion on this component and average

these time intervals together This 1. done scparately tor the positive
and negative phase of the modes lhus, positive and negative composites
are obtained for e¢ach REOF pattern A number of retained components

that is too small will yield a composite set for which the members can-
not all be interpreted in terms of simple synoptlc events In other

words, there would not seem to be a simple link between the REOFs and

their underlving composites The key words here are interpreted and
simple This 1s vhere we have to refer to the data set and our know-
ledge of what can be found in 1t In this study, this means examination

of individual events, occurring at different positions or times of year
As a simple example, the relation betveen a composite and its REOF could

be as direct as one reflecting the other within an amplitude factor

Choosing a number of retained components that is too large can re-
sult in two problems Several REOFs can be identified to the same com-
posite and/or we can end up with patterns that do not relate to their
composites at a11°8 The first problem 1s inherent to the different ro-
tation algorithms, as they all attempt to 1solate (1 e. breakup 1n time
or 1in space) the 1nformation contained 1n the EOF model of the original
data rcet This recalculation of the REOFs (with different numbers of
EOFs) 1s then refined until an optimum value 1s determined for which the

two problems do not uarise As we will shortly see, this number does not

38This often happens with REOFs that explain too little of the total
variance Thev may be persistent but do not seem to be 1mportant

e
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have to be the same in our simulated data and in the corresponding ob-

servations

The end result is a set of patterns that are not orthogonal, 1 e
that are oblique, 1n the rotated dimension (space or time, whereas the
EQFs are orthogonal 1n both) and that mav not be quite orthogonal in the
other. The approach retained here 1s to rotate the spatial components,
giving patterns that have a nearlv orthogonal (or independent) timewise
behavior and for which the spat:al patterns are no longer constrained to
be orthogonal These latter patterns will tend to be spatially 1solat-
ed, or at least of a more regional nature than the original EOFs Note

that this 1s not necessarily the case for the time components

3.1 4 Real and complex analyses

We conclude this section with an explanatory comment on the real
and complex versions of the analysis In the present context, the pri-
mary version 1s the real one  The complex calculations are used only as
a check for the real calculation The real REOF analysis can only cor-
rectly identify stationarvy pdtterns Travelling patterns will always be
broken up 1nto two or more patterns and the relationship between these
aliased patterns need not be at all obvious This 1s not the case 1n
the complex version of the analysis (1 e CREOF) in which the real and
imaginary part of the CREOF provide for the quadrature information need-

ed to descrihbe travelling patterns.

However, the cost assoclated with the CREOF analvsis 's not at all
negligible The complex analysis method is not as straightforward as
the real one, having to rely on a pair of digital filters in the produc-
tion of the complex data sets, the imaginary parts of which are Hilbert
transforms of the real parts +n undesired aspect of this filtering
step 1s that 1t removes, strictly as a side e¢ffect, the very lowest fre-
quencies As an example, the version we used of these filters start to
remove 1information at periods longer than 6 dave (in the case of model
data) This may or may not be acceptable, but 1t certainly has to bhe

kept in mind Furthermore, the computing requlrements involved in this
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complex calculation are at least twice as big as in the real version
and, since the phase between the real and imaginary parts of a complex
REOF is arbitrary, the resulting patterns are not as clearly defined
Finally, both methods give nearlv 1dentical results when the modes are
stationary  Thus, 1t has been found sufficient to verify in a few rele-
vant cases that the most 1important modes produced by the CEOF analvsis
are indeed stationary Therefore, unless 1t 1s otherwise mentioned, we
always consider the results of the real analyvsis It 1s to be under-

stood that the modes we present are at worst only gquasi-stationary
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3.2 Covariance matrix and data selection

As in the preceding chapter, we consider the data as sets of con-
secutive pentads (five-day averages) of the data when circulation anoma-
lies are present The covariance matrix for which the EOFs are
eigenfunctions are then constructed fiom the slowly varying model and
atmospheric components We have already commented on the fact that the
principal modes we consider among all these functions are not travel-
ling, but rather, stationarv This 1s not to say that there are no such
atmospheric travelling modes as can be found by another CEOF analysis
It is only that the nature ot the phenomena 1n which we are interested
and the several steps we fee. are required for this study have all but

eliminated them

Several authors have done REOF analyses on such data sets as NMC

heights>?

A major design difference between their work and ours lies
in their simpler selection rule for the EOFs themselves Thev all use a
rule of the dominant variance type, whereas we use a time history selec-

40 Note that this tvpe of rule assumes 1mplicitly that the

tion rule
different samples are statistically independent, and this 1s why, in an
attempt to satisfy this hypothesis, we consider pentadic data  As well,
because of our particular choice of selection rule, we do not at the on-
set require our signal to be confined to the very strongest EOF modes

The other tvpe of selection rule assumes that this signal has to domi:-
nate the whole variance information Ihis choice of design has c-nabled
us to identify and remove several components that, 1f kept, would have
seriously compromised our results As a4 consequence, we eventually

reject more of the total variance than 1f we had used a dominant vari-

ance rule.

It was also found during the testing phase of our work that some of
the largest modes thuat we were rejecting displayed certain of the char-

dcteristics assoclated with travelling features This is not too sur-

39por example, see Hsu and Wallace (1985) on Multi-level data and
4 FKushnir (1987) with CEOFs.
OSee Appendix A
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prising as the persistence test we apply is of a local nature and any
travelling wave will thereby be penalized to the extent that it removes

itself more or less rapidly from the testing domain.

3.2.1 Time selection

Calculations have been done either restricted to winter circula-
tions or with the whole data sets and, since the data sets are them-
selves wueseasonalized, the results of the two calculations agree to a
large extent This not too surprising as the winter season is itself
the most often sampled season In any event, the full year calculations

have been retained as thev do not 1imply an artificial seasonal cutoff

and they maximize the number of persistent events We have commented in
a previous section on the effect of data selections This 1s relevant
in the present context in the following way If we retain moments in

time at which no significant persistent event 1s taking place, has taken
place or 1s about to take place, the signal corresponding to those
events that we know occur will be partly masked by other types of
events On the other hand, 4 too careful selection mav onlv highlight a
single type of event at the expense of all others. We have thus chosen
a loose time selection based on the event identification rule presented
1n section three of the preceding chapter. But this criterion is ap-
plied now over the whole year instead of a particular season as it was

done before.

In Chapter 2, we presented the spatial distributions of anomalies
satisfying a fixed amplitude/duration criterion. If we consider instead
the two dimensional anomaly distributions at a fixed position (e.g. the
mid-Atlantic), obtained by varying both of the criterion thresholds (not
shown), we find a distinct relative minimum at around the nine-day dura-
tion level, for a wide range of amplitudes Both of the model and at-
mospheric versions of these distributions displav a single rather homo-
geneous pattern for durations shorter than nine days, but 1n the same
respective amplitude ranges. These shorter duration events clearly be-

long to the class of synoptic events we specifically want to eliminate
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in the present context. Thus, events are constrained by definition to
last at least nine days. This minimum duration criterion is the same as

that used in Chapter 2

Anomalous persistent events can be found at any vertical level but
we have verified that the (analysed or simulated) events have an equiva-
lent-barotropic three-dimensional structure Indeed, applying appropri-
ately scaled versions of the anomalv criterion at either 85 kPa, 50 kPa
or 20 kPa, we will essentially extract the same time segments out of the
full time series The time-mean events found at these different pres-
sure levels display equivalent-barotropic relationships between each
other. This is one of the known characteristics of persistent events

and should not surprise anyone.

The horizontal structure of the events can then be well defined us-
1ng a single pressure level. Again for the sake of comparison with
other studies and unless specified otherwise, the 50 kPa data set is re-
tained We thus consider the time covariance matrix of the anomalous

50 kPa streamfunctions.

3.2.2 Space selection

.

We have shown that the Atlantic basin was one of the most, if not
the most, active region in terms of persistent events and this in both
model and atmosphere We have also discussed at length the relat.vely
low amplitudes attained by the model persistent events with respect to
the observed ones Assuming that the physical mechanisms underlying the
events are the same in both model and atmosphere, and that the reduced
level of transient activity found in the former has 1ts root elsewhere,
it makes statistical sense to use different amplitude thresholds for the
CCC and NMC data sets. Using streamfunction amplitudes of respectively
6 80x10' and 1 210" mzs-l, the relative frequency of davs when
persistent streamfunction anomalies take place 1s then nearly the same

in both types of data so that the «tatistical weights given to the

events are then quite similar
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Considering the above, we retain roughly 36% and 43% ol all observ-
ation and modeling data, respectively This means that roughly 40% of
all pentads contain anomalies that are in their onset stage, in their
mature stage or 1n their demlse stage This value 1s rather large and
it highlights the fact that persistent events, as we define them, do not
seem sO rare If, instead of onlv looking for Atlantic events, we had
considered events occurring at any of the three primary anomaly posi-
tions as identified in Chapter 2, this percentage would have been even
larger As it is, it compares favorably with the number of blocking
days obtained by Treidl ec al (l981) by completely different methods
But this proportion, obtained from vearly data, 1s two- to three-times
bigger than the 16% Dole (1986) finds as the total of all positive and
negative events, uslng his (ten-dav, 100 gpm) criterion on the NMC NH
winter data alone Admittedly, Dole does not consider the onset and de-
mise stages of the events, but his amplitude threshold 1s also not as
selective as the one used here for our own NMC data set  This relative-
ly low hit percentage for the Dole anomaly criterion 1s quite surpris-
ing, considering the slight modification by which our criterion was ob-
tained from his It 1s also interesting to note that Dole’s anomaly per-
centage rises to 36%, a value equivalent to ours, when he considers low-
pass filtered data (with a cutoff at around the ten-day periods). This

is in fact the data he uses 1n his own EOF study.

3.2.3 Normality

We have already mentioned that a compositing technique is used in
the process of determining what REOF set 1s most significant with re-
spect to the total circulation. The times used in a particular composite
are those when the anomalous circulation projects strongly onto the cor-
responding REOF The rotared principal components (RPCs) associated with
REOFs have zero mean und unit variance Theyv contain the timewise nor-
malized importance of the REOF at anv particular moment The projection
threshold value that 1s used, 1 28, corresponds to the Y90% probability

of the Gaussian N(0,l) distribution.

Whether or not the RPCs are normally distributed (: e¢. whether the
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preceding threshold extracts roughly 10% of the data) 1s indeed quite
debatable A quick test for normality applied to both simulation and
atmospheric data, using the Cramer-Von Mises NJ statistic (Stephens,
1974), only establishes that the first RPC 1s almost certainly (at the
99% level) non-normal and the others probably not either (at lower sig-
nificance 1levels) Be that as 1t may, the threshold value mentioned
above is still used In order for a pentad to go into the making of an
REOF composite, its RPC has to exceed this value for at least two con-

secutive pentads This ensures that the projections that go 1into the

composites are as persistent as the events themselves

Even though the RPCs may not be normally distributed, we cannot
reasonably hope to extract more than 10% of the data with this selection
method of computing the composites The fact that we use the whole year
instead of restricting ourselves to only winter conditions permits us to
be as restrictive and still obtain stable composite fields For exam-
ple, using the 1 28 amplitude threshold, each model composite 1s typi-
cally made of 30 to 40 pentads This means that from 150 to 200 days go
into each model composite, 1 e about 6% of all anomalous cases The
particular threshold is unimportant in itself as is the actual imposed
duration. What 1s important here is that we correctly and unambiguously
identify the circulation patterns associated to the REOFs In that
sense, the n mber of cases that go 1into each composite has to be large
enough to eliminate small 1inter-case varilations but not so large as to

include cases that have little relevance to the particular REOFs

The time-history EOF selection rule discussed earlier generally
tries to eliminate components having a behavior in some way similar to
that of a white noise process A few test were actually run in which
this white noise requirement was replaced by red noise The results
(not shown) agree with those of Dole (1986), 1n that the first few EQOFs
were indeed discarded by the modified selection rule As these same
EOFs are eventually kept and contribute heavily to the f{inal REOFs, this

indicates that the REOFs themselves have 1 strong red noise "flavor®
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3.3 Model persistent NH Atlantic modes
3.3.1 Overview

We now present the result of the variance analysis on the model
streamfunction. A few of the basic statistics associated with the REOF
patterns, such as the variance they each explain and some of their im-
portant correlation characteristics, or the number of pentads included
in their composites, can be found in Tables 3 and 4 The REOFs are giv-
en names in the first line of Table 3 and the naming convention is based
on a short-hand of their respective regions of importance The data set
used in this section consists of the anomaly pentads of the northern At-
lantic 50 kPa streamfunction in which a persistent positive or negative
mid-Atlantic event is taking place We consider an area covering 36% of
the Hemisphere centred at about (lSOW, SSON) where the Siberia/Pacific
and near-equator ceglons are ignored. The number of model EOFs retained
before rotation is si1x, the same as in the observations, to be discussed
in Section 3 4. Note that, 1n an earlier series of calculations span-
ning the whole Hemisphere (not shown), the corresponding numbers were
both found to be between 10 and 15, the model number being slightly less
than the one that holds for the observations. The complex version of
the analysis was only used during this earlier hemispheric series of

calculations

There 1is an additional analysis step that has not been discussed
yet. It certainly was not obvious at the onset that it would be re-
quired, but experience has shown that it 1s, particularly for the model
data. This step concerns the values of the anomalous surface averages.
These do not have any dynamical meaning and they are indeed generally
set to zero when we calculate global streamfunctions However, while
the average values are still meaningless when the domain 1s reduced to
either a full Hemisphere or a relatively large section of one, they are
then no longer constrained to be null and thus make contributions to the
anomalous variance in time. This added variance happens to be of the
same order 1in both our data sets. This is not too dramatic 1in the ob-

servations where it turns out to be a good deal smaller than what the
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anomalies themselves contribute.

On the other hand, due to the relative weakness of the model snoma-
ly signal and to the EOF analysis method itself, this surface mean vari-
ance, if it is not previously removed, completely contaminates the model
analysis. How does it achieve this? The first part of the answer is
that the EOF analysis, by its very definition, attempts to load the
first eigenfunction with as much signal as it can. This means that the
surface average variance, being large with respect to other model sig-
nal, is largely included in this eigenfunction along with the variance
of several other signals. 1If, for example, the seasonal signal were
still included in the data at that very moment, which it certainly is
not, it would indeed replace this surface average component in the first
EOF, being itself much stronger than any other individual model feature.
The very high correlation of the model PC(l) with the time series of
surface averages, ~90%, shows this clearly. Simply removing the first
EOF is the obvious but unsatisfactory solution since we then loose the
relatively important and physically meaningful part as well In addi-
tion, a few other EOFs are also contaminated at the onset, admittedly
to a smaller extent For the sake of comparison, only the twelfth or
thirteenth observed EOF is affected by this problem. The solution we
retain is to remove these surface averages from both simulated and ob-
served data sets, before doing the actual analysis, as is done for che

seasonal cycle.

The fact that we now consider positive and negative events together
means that the total time-mean pattern that is subtracted before calcu-
lating the covariance matrix is very small compared to any of the
anomalous events that go into it. As a consequence, the variance pat-
terns we find will be related to the anomalies themselves rather than to
deviations from the mean pcsitive or negative anomalies, as would be the

case if we only retained one or the other.

Limiting the domain area to the Atlantic Hemisphere is important in
the present context of regional rotation algorithms as it relates to one

of the results of the previous chapter. Indeed, we then commented upon
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the more local patterns associated with the persistent anomzlies found
in that area, if only with regards to positive anomalies. On the other
hand, this domain limitation does not really change any of the main re-
sults but, at the same time, allows for their more concise presentation
In fact, the large scale modes that are eliminated by this reduction de-

scribe phenomena that are important over regions other than the North-

Atlantic, modes such as the PNA and the WP patterns (Wallace and
Gutzler, 1981)
TARLE 3.
General information on the model NH Atlantic REOFs 1 to 6. The

second row gives the percentage of retained variance explained by
each REOF The third row mentions which EOF contributed to the REOF,
the main ones with a bold-italic typeface The fourth row tells us
which REOFs are connected to each other i1n terms of their temporal

evolution The last two rows contains the number of days retained in
each phase of the composites
, GRN , ATL2 |, ATLl | EUR |_ NSU ¢ WA
Variance % 27 3% 18.7% 14.4% 14 2% 13 5% 11 9%
from EQOF # 1,4,6 2,3,5 1,2,6 3,6 4,5 4,5
Max Correl 3.431% 5:+15% 1:431% | 5:+17% 4.+17% 5 -9%
+ Composite 260 165 110 180 200 180
- Lomposite 155 155 125 190 175 190

The short-hand used to name the

individual modes in Table 3 is

mainly self-explanatory. It is probably sufficient only to mention that
ATL1 and ATL2 refer to the monopole and dipole mid-Atlantic modes, re-
~wectively, while GRN refers to the Greenland mode. It is interesting
to note that each of the first six EOFs make important contributions to
at least one of the REOFs and that none of them contribute to only cne
REQF.
if the T;;=T(i,)) component of the rotation matrix is larger than 25%

J
and this contribution is strong when T;

In building this table, EOF(1) is said to contribute to REOF(j)

j exceeds 80%.

The goal that underlies the current section on model results and
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the next one on observations is to present the persistent modes of at-
mospheric variations (simulated or otherwise) as given by the REOF anal-
ysis and more importantly tc show how these modes can help us in under-
standing the evolution of the full system. This will be attempted
through the description of the relationships displayed between these
REQFs at any stage in their respective life cycle The extent to which
these life cycles are realistic will give us a measure of the usefulness

and success of the REQOF analysis method as a whole.

Table 4.

General information on the model analysis procedure. The first row
gives us a measure of the time dependance of the REOFs The next two
rows contain the surface average of the regional variances before and
after the EOF selection algorithm has been applied The last row also
mentions the number of EOFs retained for rotation and the number of
EOFs that account for 90% of the total variance.

Time Correlation Determinant 0 882
Total Hemispheric Variance 4 050 x 10*°
Retained Variance (6/22) 2.177 x 10%3

3.3.2 Significant correlation

The values quoted in the tables for the maximum linear correlations
r, among the different time components of our REOF model, should somehow
be put into (statistical) perspective. How small a value should we con-
sider? Indeed, a value that is said to be significant will be expected
to depend on the length N of the time series to which it applies What
is then needed is an N-dependent correlation threshold to which a cer-
tain statistical significance can be assigned. Essenwanger (1986,
PP-273, 279) provides us with a few approximate ways of doing this. He
first states that when two time series (the RPCs in the case of interest
a4l

to us) are normally distribute and their regression line is linear,

the null hypothesis { Hg. r=0 } can be tested with Student’s t parame-

“lye have already briefly discussed this aspect and concluded that the
RPCs are probably non-normally distributed.
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ter. In fact, under the previous two hypotheses, t and r are related

l‘ through the followiug relationship-

(3.1).

Thus, #, is accepted at a certaln significance level a when t,<t1_ 4
and the corresponding number of degrees of freedom is N-2. In the pres-
ent circumstances, this number of degrees of freedom can be considered
for all practical purposes to be infinite. A satisfactory first order
approximation to (3 1) can be substituted, namely that ranrm//N, where
r, 1s now the absolute value of the desired correlation threshold at the
level of significance a and ¢ is the two-tailed asymptotic value of
t;.o for infinite N

The second test presented by Essenwanger is based on an application
of Fisher's z-transform and does not involve a linear regression line
hypothesis. It merely requires that the population of correlation coef-
ficients be not too close to t1. This condition is quite easily satis-
fied in our data sets, as this value 1s then closer to 0. It turns out

that

1 l1 +r
z, = 3 ln[ T, ] (3.2)

has a nearly Gaussian distribution with specified mean z, and standard
error €., both being related to the number of pairs in the correlations

It is thus possible to test z_ for departures from normality. But in

r
fact, the correlations we find are small enough and the number of de-
grees of freedom large enough that the test deriving from (3 2) can be
simplified to verifying whether llrliza e, where a  1is here the prese-
lected (two-tailed) Gaussian value at the significance level a and
erzl//N. Hp will then be rejected at the a significance level when this
is the case. It is also noteworthy that under these ~ircumstances, we
obtain nearly the same answers 1n this test as we do in the previous

one.

The appropriate number of degrees of freedom to be used in these

‘! tests has to be at least as large as the number of persistent synoptic
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events identified by the anomaly criterion, 190 for the model and 110
ror the observations, and smaller than e total number of pentads re-
tained for the REOF calculations, 1. e. respectively 616 and 367 If we
consider the large scale decorrelation times in the atmosphere (and in
the model) to be of the order of 10 to 15 days, values of 300 and 190
would seem adequate Thus, in the case of model data, HO can be re-
jected with 108, 5% or 1% chance of mistake if |lrll is respectively
larger than 9.52%, 11.3% or 15.0% Accordingly, the minimum absolute
value of model correlations we will be considering is 9.5% Anything
smaller will be deemed insignificant. The other thresholds will also be
useful They will essentially provide us with a scale with which we
will be able to assign a relative importance to the correlation values

we find
3.3.3 Mode correlation

Most of the major patterns mentioned in the preceding table are
significantly cross-correlated. The only exception is the West-Atlantic
REOF (6) The highest correlation value 1s between the Greenland dipole
and Atlantic monopole patterns This and other high correlations
should not be unduly surprising considering the small number of modes
retained here and the relatively large amount of variance they each ex-
plain. 1Indeed, from Table 4, we note that the first six model REOFs ac-

count for 54% of the (surface averaged) time variance.

These high correlations can be explained by the fact that there re-
ally is no reason why only one mode can contribute to the life cycle of
a normal event at any one time, What we have identified here are the
simple modes, in the sense discussed in Appendix A, Section 5. Any sim-
ulated or observed situation will then be made up of one or more of
these modes As we have done here in the case of a successful rotation,
each of these simple modes can now be identified as an individual and

physically meaningful type of situation.

This discussion may a prior:i give the reader the impression that

every mode is going to be linked, in some significant fashion or anoth-
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er, to all the others. This is far from true, a fact that can be gath-
ered from the value of the determinant of the 0 lag correlation matrix,
0.882. To appreciate the significance of this number, consider that
the mean value of this statistic from a large ensemble of pseudo-random
input 51tuationsaz 1s found to vary from 0 916 to O 977 depending on
whether we have individual sample sizes of 200 or 600 The asvmptotic
value for the infinite sample size (or fully independent case) is 1.0

The other extreme situation we should consider is one in which at least
one of the RPCs 1s completely explained by the remaining others This
gives us a zero correlation determinant value The value of 0 882 is
thus much closer to what we would get from an experiment made up of in-

dependent samples than to the corresponding value from a deterministic

one

The variance that remains unexplained by any of the REOFs corre-
sponds to motions of smaller scales (in time and/or space). As such,
these motions can be considered, at best, as corrections upon the prima-
ry large scale patterns (so that they still contain some kind of low-
grade physical signal), and at worst, as random perturbations of these
same larger scale patterns (in which case, we absolutely have to elimi-
nate them). Thus, the interpretation of variance of the higher order
EOFs in terms of physically meaningful processes may be essentially im-
possible in the present context. In fact, their inclusion in the REOF
analysis procedure would only serve to mask the essential nature of th-

first six modes

3.3.4 Transformation scatter diagrams

In Section 5 of Appendix A, we also mention a prerequisite condi-
tion for assuming success 1in rotating a set of EOFs, Indeed,
Richman (1986) describes a graphical procedure by which a given rotation
T can be evaluated. The full set of scatter plots of every normalized
primary pactterns (and not the loading factors) with respect to every

other is examined and the extent to which points gather near the axes

“2yhere the RPCs are replaced by N(0,1) pseudo-random deviate vectors.




Variance analysis

88

and/or the origin determines to relative high or low quality of the
transformation. Let us consider a particular scatter plot of two modes

As the rotation algorithms attempt to isolate the hvpothetical signal
(presently in space), a satisfactory outceme requires a small degree of
scattering awayv from the axes (1 e few points at which the two patterns
are simultaneously large), 1indicating a clear modal separation, and a
relatively large concentration near the plane origin (1 e several
points at which both patterns are small, providing for a buffer =zone),
indicating that the modes are indeed spatially 1isolated Cases where
this is not found denote either a lack of simple structures (an expres-
sion coined by Thurstone (1947)) 1in the data set or the use of an 1inap-
propriate rotation algorithm in this analvsis step An unsuccessful rd-
tation will have a tendency to spread the information all over the scat-

ter plane in a seemingly random distribution.

We have thus made a quick attempt to quantifv this closeness con-
cept, as applied to scatter diagrams, using a series of Monte-Carlo sim-
ulations. For example, we can calculate the percentage P,, of points
that lie within 0 10 of the x and ¥ axis. the data along each of them
being normalized. For 1llustration purposes, Fig 17 displays the first
four of the model scatter plot series This set of four should be con-

sidered as representative of all the others One question we could want

to ask is "What is the probability of these diagrams occurring random-

ly?" A closely related question is "What 1s the probability of this
percentage P,, being found randomly?" We chose to answer the latter
question.

As our goal is to evaluate the complete transformation and not only
a small part of it, we consider the full set of scatter plots and the
average P,, is the quantity we will test for Its value is 30 4% for
model data43. By comparison, a scatter plot of two vector samples of
N(0,1) deviates would be expected to give us from probability theory (on
the average) 15% of the points within the same bounds After repeating

this experiment a very large number of times, we find that 30.4% 1s a

43PIO is equal to 20.6% for the corresponding six unrotated EOFs
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very extreme value Indeed, 99 99% of the pseudo-random deviate vector
experiments, with ecach vector containing the same number of polnts as
the REOFs, produce smaller P,y values than this [f we separate the
points near the origin from those away from it, but still close to one
of the axes, the same conclusion holds for hoth subsets This indicates
that the patterns are both more 1solated and more separate than would

occur randomly and that the rotation is indeed acceptable

In fact, the conclusion stands as lonpg as the distance awav from
the axes is small enough Replacing 10% by 25% does not change the re-
sult significantly, but replacing 1t bv 50% does In the latter case,
there are still too many points near the origin, but the number of those
away from there become i1ndistinguishable from what we find in the random
simulations This 1s not surprising as the arca of the plane we are
testing is then an appreciable portion of the total area within a stand-
ard deviation of the origin Accordingly, the procedure 1s then only
testing for points close to the origin In other words, for a distance
threshold that is too big, the distinction between points that are near

or far from any axis 1s statistically 1rrelevant

Coming back to Richman (1986) and considering the full set of model
REOFs scatter plots (not shown) in a fully subjective manner, we would
probably say that, using his terminology, the model rotation displays a

moderate to weak amount of simple structure.

3.3.5 Spatial representation

Let us now turn to the spatial representation of the modes them-
selves. Figures 18 (a to f) and 19 (a to f) present the two opposite
phases of the first to the sixth model REOFs. The former set is called
the positive or first phase and the latter, the negative or second
phase. Members of the positive set will at least display a main posi-
tive extremum over their region of importance  The negative set follows
suit. As in Section 2.4, the underlying stippled and clear bands corre-
spond to the total streamfunction composite, but this time made up of

all pentads that strongly project onto the chosen phase of a particular
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REOF pattern, 1tself displayed with heavy contour lines The contour

intervals are the same as in the preceding set of surface figures

We have also inspected the means of the 1individual events that go
into the total streamfunction composites, as was done in the previous
chapter and for the same reason, that is, to gain an i1dea of the repre-
sentativeness of the composite with respect to the events that make them
up. While none of these maps will be shown at this time, we will cer-
tainly use the 1nsight gained from their inspection when commenting upon

the total fields

At first glance, it seems obvious that all of the patterns de-
scribed by Figs 18 and 19 fall into two distinct classes, high and low
zonal index situations, at least over their principal region of inter-
est In the mid-Atlantic region, low zonal 1ndex cases dare 1llustrated
by the positive REOF(l, 2 and 3) (Figs 18a. 18b and 18c, respectivelv),
while the high zonal cases are represented by the negative REOF(1 and 2)
(Figs 19a and 19b, respectively) The positive REQF(l) is by far the
most frequent case found i1n this sample of model realizations, as can be
seen from Table 3 and it highlights the model Greenland blocking events.
This mode 1s clearly derived from the negative Atlantic anomaly cases
discussed in Chapter 2  Note the dJownstream NSU negative and the larger
lower latitude mid-Atlantic negctive extrema The other two mid-Atlan-
tic low zonal 1ndex modes resemble the more normal mid-latitude Atlantic
blocking situations as described Ly mono- or dipolar anomaly patterns
Both of them display downstream secondary patterns as well as lower-la-
titude secondary patterns, as was the case for the model positive Atlan-

tic anomaly

All of these cases, and especially the positive REOF phases, mimic
quite closely the individual events that make up their total circulation
composites This is one of the main reasons why we tend to believe that
the analysis method 1s successful 1n producing a basis for the
persistent anomalies of the model Thus, the first three REOFs are the
dominant model modes we could expect from the discussion of Chapter 2.

One surprising aspect is the splitting of the mid-Atlantic blocking
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events into two families In view of the high 1n-phase correlation be-
tween members of the (3,1) REOF pair, this mav or may not be an artifice
of the analysis method We agaln tend to believe that this separation
has a real phvsical basis The high correlation can simply be explained
by certain events that either have larger latitudinal extent or take
place berween the two RLOFs The 1in-phase correlation of the (4,5) REOF
pair can be similarlyv evplained  These are bv no means average situa-
tions or else they would show up das modes 1n themselves The last 1im-
portant correlation, 1nvolving the (/J,5) REOF paiv, 1s only a first in-
dication of the model’'s tendency to link the mid-Atlantic and NSU re-

gions as discussed earlier

The most 1mportant result of this section 1s that we can now iden-
tifv a few of the other i1mportant tvpes of persistent circulations pat-
terns that can occur simultaneously with mid-Atlantic positive and n-va-
tive anomalies  The two most obvious are the European and NSU low zonal
index types of situations described bv the positive REOF(4 and 5)
There are relativelv large numbers of pentads that project significantly
onto one or the other of these modes Their inclusion in any of the
previous anomaly types could be quite misleading Please note that we
again have an in-phase relationship between the mid-Atlantic and NSU re-

gions in both of these latter anomaly modes

The opposite phases of the European and NSU blocks .ould seem to
indicate high zonal index circulations And 1ndeed a few of the indi-
vidual pentads that 1dentify with these REOFs are precisely that. On
the other hand, not all of them can be so easily categorized The same
comment stands with respect to the negative phases of the first three
modes. The events that go into these modes cannot be unambiguously
ascribed to only one tvpe of circulation For example, some of the neg-
ative REOF(3) are in fact reflections ot a positive REOF(l) situation
As well, negative REOF(2) pentads can be associated to positive REOF(4)
pentads. This simply means that negative mid-Atlantic centres of anoma-
ly can be associated with either positive Greenland centres or with pos-
itive European centres. Thus, the difference from previous analysis

methods is that we now have means to discriminate between those negative
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anomaly situations by way of the other REOFs.
3.3.6 Lag correlations

We have not yet discussed the patterns associated with REOF(6) be-
yond mentioning that it is the only REOF not significantly correlated
with any of the other five This sixth REOF portrays a West-Atlantic
dipole situation In an attempt to establish that the WA pattern is in-
deed part of the evolving large-scale circulation, we have calculated
the lagged time-correlation from -5 to +5 pentads between every palr of

PCs to see if there were any indications of linked life cvcles

Let us first define the short-hand notation (i,j) is significant
at k lag means that REOF(i) and REOF(j) are significantlv correlated
when the former lags the latter by k pentads The value k can be erther
positive (lag) or negative (lead) Only for the purpose of this calcu-
lation, moments 1n time at which no significant persistent events*® are
taking place have been included in the series but with zero coefficient
values These moments do not contribute 1n any way to the correlations
but their inclusion precludes us from making spurious connections be-
tween events that may not have been originally adjacent in time The
time series used here thus have length equal to the number of pentads in
the original data set We have also calculated the composites of the
onset and demise of the significant events that project onto each phases
of the REOFs  These will again not be displayed, but we will comment on

the information they contain, when appropriate.

The length of time over which the lagged auto-correlations remain
significant tells us the characteristic duration of the different types
of events described by the REOF patterns It also gives a time frame 1in
which cross-correlations should be considered. In all but one case,
there is a sharp cutoff after five days. from about 50% to 10-15%. The
lagged auto-correlation of REOF(1l) drops more slowly and is still 17% at

15 days, when none of the other correlations remain significant The

4445 defined by our standard anomaly criterion.
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typical time scale associated to the REOFs 1s then ~20 davs tor REOF(1),
~10-15 days for REOF(2) and ~5-10 davs for REOF(3. 4, 5 and 6) Lag 1
correlations can thus be considered for every pair ot modes as all modes

displav wemory on that time scale Unless clearly explained through an

indirect connection (1 ¢ 1nvolving a third mode), a lag 3 or longer
correlation should never be considered Ihe lag 2 si1tuations will be
marginal 1in that verv strong correlation values will be needed to retain

them as signiricant Tinallv, whether the larger lag correlations are
grouped 1n time (1 ¢ the (..} pair 1o significant at lags ky-1, kg,
Kotl, and so on) or are tound for an 1solated lag time will also have to
be taken intc account  The former will be given much more credence than

the latter as 1t hints to a dvnamicallv evolving situation

What we tind is that there are indeed a tew sipnificant series of
correlations Mamely, REOF(6) <eems to significantlv lag the first
three REOFs by one and two pentads The correlation extrema are respec-
tively +13%, +21% and +10%. The s1igns indicate that positive WA anoma-
lies would follow positive Atlantic basin anomalies This 1s consistent
with the known behavior of blocking events to eventually drift north-
westward as they become 1solated from the main circulation The north-
ward component of this drift as well as the fact that ATL2 mode is the
closest geographically to WA could explain the higher values for the
(6,2) pair. The composites of the decline phases of all these types of

blocking anomaly verify this drift

Lagged correlation of the (5,1) and (6,5) pairs are also found to
be significant, although not as strongly for the latter In the former,
REOF(1l) leads at one and two pentads. The zero lag correlation is not
significant. The maximum correlation, at lag 1, is -19% and the sign
indicates that negative NSU anomalies tend to follow positive Greenland
anomalies, a fact that is verified by comparing the composites made up
of the negative NSU anomaly build-ups and the positive GRN cnomaly de-
clines. The (6,5) pair displays both positive and negative significant
lag times But again, the zeruv lag values turn out to be nonsignifi-
cant REOF(6) leads REQF(5) with -13% at five days and then lags with

(a barely significant) +9% at five days The latter again corresponds
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to a westward drifting of the NSU (positive) anomalies. The first part
is a little harder to explain. We can note that REQOF(6) displays a sec-
ond dipole pattern downstream of the principal one. This secondary
dipole is both weaker and of opposite phase. What seems to obtain (and
the NSU rpositive anomalv composite verifies this) is that this second
patterns will have a tendencvy to build up into the NSU REOF(5) pattern.
The presence of a strong Northwest-Atlantic precursor of ooposite phase
is quite 1interesting as 1t is not at all what Dole (1982) describes as a

NSU anomaly precursor with his own NMC compositing

Finally, the (3,4), (3.5) and (4,5) pairs all display lag 0 and 1
significant correlations The (3,4) and (3,5) maxima, +14 and +15%, are
at lag 1 while the (4,5) maximum, 17%, 1s found at lag 0O All of these
lag 1 values could again be 1nterpreted as examples of westward propaga-
tion of positive anomalies toward the end of their life cycles There
is another possibility with respect to the (3,5) pair Both negative
anomaly composites for the REOF(3) onset and REOF(5) demise resemble a
Greenland block. We have already commented on the (5,1) and (3,1) cor-
relations 1involving the same type of events In view of this, the (3.,5)
connection is also probably due 1n large part to the model’s propensity
to link negative Atlantic and NSU anomalies to positive Greenland anoma-

lies as discussed 1n the previous chapter

It should be clear from this section that although the correlation
values we discuss here may appear to be generally small 1n absolute
terms, the proportionally large data base we retain is what makes them
statistically significant This in turn points out the need in this
type of analysis for a careful but by no means exclusive data selection
algorithm Let us now turn to the results of the REOF analysis of the

anomalies of the observed NH Atlantic geostrophic streamfunction
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3.4 Observed persistent NH Atlantic modes
3.4.1 Overview

We wi1ll use in this section the same data as in Chapter 2, namely
the NMC analyses of the NH geopotential at 50 kPa valid from March 1965
to February 1979 We also consider exactly the same spatial domain as
in Section 3 3, and the analysis proceeds as before except where specif-
ically noted. Due to their shorter duration, the correlation thresh-
olds we use for the NMC PCs are 11.9%, 14.2%3 and 18.7% at the 108, 5%
and 18 significance levels, respectively Tables 5 and 6 contain some
of the basic information derived during this NMC REOF calculation and
can be read in the same fashion as the corresponding model Tables 3 and
4, respectively The mode naming convention used in the fifth table 1s
also the same as in Section 3.3 The spatial distributions of the posi-
tive and negative phases of the NMC REOFs one to six are respectively
displayed in Figs 20 (a to f) and 21 (a to f), the sign being again that
of the REOF main pattern. The underlying total circulations that are
displayed in these figures are now given by the 50 kPa composites of the

geopotential height itself

TABLE 5.

General information on REOFs 1 to 6 from the NH Atlantic NMC geostro-
phic streamfunction. Table organisation 1s the same as in Table 3

, CRN |, ATL2 |, EUR |, NSU |, ATL1 |, waA
Variance % 21 4% 19 5% 17 3% 14 6% 13 9% 13 2%
from EOF # 1,2,5 1,2,4,5| 1,4,6 3,5 1,3,5, 1,5,6
Max Correl 3 -21% | 4.+15% 1 -21% | 2 +15% 6 +20% 5 +20%
+ Composite 170 100 105 130 110 90
- Composite 80 135 100 135 85 80

We have recalculated the P,, statistic with the rotated NMC data.

The result, 30 1%45, is again extremely unlikely to be found at random,
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Compared to the model data, there are about 2% fewer wvalues near the or-
igin and about 2% more near the axes, but away from the origin. Roughly
speaking, this means that the observed patterns can be expected to be
very slightly larger on the average than the model patterns were shown

to be.

By far the most recurrent NMC individual pattern is the positive
REOF(1) Greenland block, even though the geographical position at which
we apply the selection criterion happens to be southeast of that. The
second most frequent pair of modes are the positive and negative REOF(4)
NSU patterns The negative REOF(2) mid-Atlantic high zonal 1ndex circu-
lation is itself about as frequent as the two previous ones And al-
though fewer pentads project onto the other modes, the least well repre-
sented still have a respectable 80 davs going 1nto their composites
The actual percentage of all retained anumalous days that go into one or
another phase of a particular REOF ranges from 9% to 4%. These percent-
ages are roughly comparable to the ones that apply to the corresponding

model REOFs

From Table 6, the value of the (lag 0) correlation matrix determi-
nant, which provides us with a measure of the 1independence of the REOF
set as a whole, is again such that the NMC REOFs can be considered to be
weakly mutually uncorrelated (as a set, if not exactly independent). We

will now consider the instances where this 1s not the case.

3.4.2 Correlations and spatial patterns

Notice first that each REOF is found to be significantly correlated
(at 0 lag time) with at least one other. In particular, the (1,3) and
(6,5) pairs display very strong correlations In the former, the value
is negative so that it relates opposite phases of the two REOFs. Let us
now consider this pair Some features of the total circulation compos-
ites are sufficient to explain the high correlation values. In the

first place, the negative EUR and positive GRN patterns (Figs 2lc and

45The un-rotated result is now 22.3%.
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20a, respectively) both describe Atlantic ridges at about 300W, the lat-
ter being much more intense than the former. Similarly, the negative
GRN and positive EUR patterns (Figs 2la and 20c, respectively) again
both describe ridges but now along ZOOE, the latter also being more in-
tense than the former Thus, a REOF corresponding to positive anomaly
patterns over either Greenland or Europe finds common aspects with the
negative phase of the other REOF. It should also be noted that the pos-
itive phases of these two REOFs let us distinguish between the strong
negative mid-Atlantic anomalies associated with two very different types

of atmospheric circulations.

Table 6.

General information on the observation analysis procedure To be
interpreted as Table 4

Time Correlation Determinant 0 921
Total Hemispheric Variance 6 841 x 1013
Retained Variance (6/21) 3.955 x 10'°3

The second highly correlated pair associates the Atlantic monopole
(Figs 20e and 2le) and WA patterns (Figs 20f and 21f) of the same sign
What connects these two patterns so strongly is not immediately obvious,
especially if we consider only their positive phases A good 1ndication
is instead provided by the two negative composites of the corresponding
total circulation which both describe a high-latitude Atlantic ridge,
upstream of the REOF(5) and downstream cf the REOF(6) main patterns
The individual events (not shown) that make up these negative composites
do indeed verify this relationship We find several events for which
the means display strong East-Atlantic and Eastern North America nega-
tive extrema, more often than not in conjunction with a Greenland posi-
tive extremum These events would project strongly onto the negative
phases of both REOFs Surprisingly enough, we also find a few instances
of double positive extrema for the events that go into the composites of
the positive REOFs, but not as many as in the negative REOF cases and

this, particularly for REOF(6)
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Another element we can gather from this examination of individual
events is that the negative anomaly events associated with a particular
REOF do not fall 1anto a unique type of circulation, be that for negative
REOF(5) events or for negative REOF(6) events. Indeed, a few may corre-
spond to Greenland blocks, and then again, others correspond to mid-At-
lantic blocks, to name but two differing types of negative REOF(6)
events. In fact, upon examination, the negative phases of the other
REOF(1, 2 and 4) also have the same non-uniqueness problem to varying
degrees. The least affected mode is REOF(3) where most events project-
ing upon the negative phase describe a circulation structure similar to
an Atlantic-NSU double block situation, while the positive phase events

resemble a nicely defined European block

The above points out that, as was found for the model REOFs, the
composite means obtained from negative anomaly events are ambiguous
Again, one has to wonder about results that concern event life cycles or
their underlying physical mechanisms. These results are often obtained
when all negative anomalies are considered together, that is, without a
prior attempt to distinguish between the different types of circulation
these negative anomalies can reflect To be sure, using a much more
stringent selection rule than what is applied here may alleviate the
problem somewhat (at the same time, eliminating most events) However,
we would probably end up studying a very particular type of composite

anomaly.

On the other hand, this ambiguity does not seem to apply in general
to the anomaly sets that make up the composites of the positive REOF.
From an examination of their individual member events, those latter sets
of anomalies are more homogenous in morphology and can thus be said to
define certain circulation families., Each family then essentially rep-
resents enhanced ridging over its mode’'s main geographical pattern Not
surprisingly, in view of its verv nature, the only real exception to
this is REQF(6) where the positive anomaly cases would generally de-

scribe situations of increased conal circulation.

What are the tvpical time scales that can be associated with these
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empirical modes? An answer is provided by their lagged auto-correlation
statistics. We find large (i.e. ~50%) values for all REOFs at lag 1.
As well, all of them, except for REOFs 2 and 5, remain significantly
auto-correlated to ten days, the largest value being found for REOF(1)
at 24.8%. But none is correlated at 15 days, although REOF(l) comes
close. It is thus obvious that all modes evolve along a five- to 15-day
time scale, a range that brackets the minimum duration wvalue in our
anomaly criterion. In terms of individual modes, the most persistent
REOF(l) can be assigned a ten: to 15-day time scale while the least

persistent REOF(2 and 5) can be assigned five- to ten-day time scales.
3.4.3 Lag correlations

Does this REOFs model offer any insight on the evolution of the at-
mospheric modeé that it holds? We will now discuss the links we find
between the observed REOFs through their time lagged correlations. As
we did for the model in Section 3 3, the onset and demise composites of
the events that project significantly onto each phase of the NMC REOFs
will often be considered in the following discussion, but they will not

be displayed

The most persistently related set, even if not the most strongly,
appears to be the (1,4) pair of REOFs, the Greenland and NSU patterns.
The correlations remain significantly large for lag times of -2 to +2
pentads. The pair displays two extrema, the +1 value which 1s +17% (in-
phase) and the -1 value at -18% (out-of-phase) It 1s interesting to
note that the zero lag correlation, 3%, is not at all significant, a
fact that could indicate the existence of two distinct connections be-
tween the REOFs. Accordingly, we consider the positive and negative
lags separately. The out-of-phase negative lag, where the Greenland
anomalies lead the NSU anomalies of opposite sign, would be consistent
with either polarity of the REOFs. For example, the negative REOF(1)
displays a weak downstream pair of extrema and a corresponding weak
ridge in 1ts composite circulation that are nearlv colocated with the
positive REOF(4) main pattern, itself describing an intense NSU ridge.

The composites of the demise of the negative REOF(1l) and the onset of
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the positive REOF(4) bear this out even more clearly. The negative
RECF(4) pattern, a NSU trough, also holds within 1ts own composite an
attenuated flavor of the positive REOF(l) Greenland block and this is
again evident in corresponding onset and demise composites. This five-
day lag could thus present us with either a NSU blocking precursor or a

Greenland positive ancmaly follow-up

The situation is not as clear for the positive lag times, where the
REOF (1) patterns lag the REOF(4) patterns of identical phase. This as-
sociates positive NSU anomalies to positive Greenland anomalies and vice
versa. Whereas the lag 0 patterns gave us a least an inkling of what
was going on in the previous case, here only the demise and onset com-
posites supply us with an interpretation in terms of synoptic situa-
tions And what they suggest is that the positive Greenland anomalies
sometimes follow positive NSU anomalies in a general easterly motion of
these large scale patterns. Insofar as their composites can tell us,
there does not seem to be any particular links between the negative

anomalies

The strongest observed correlation at any lag time is found for the
(6,5) pair at lag 1. This maximum, +27%, applies to lag 1. We have al-
ready discussed the strong value at lag 0 and the conclusion was that
the negative cases were mainly responsible for it. The onset and demise
composites tell quite another story The anomaly patterns found in the
demise of the positive REOF(5) and the onset of the positive REOF(6)
(i.e. positive WA following positive ATLl) are very similar, much more
so than the reverse phase composites. That is not to say that the pre-
viously propesed mechanism involving negative extrema does not stand
There is indeed sign of it in the latter pair of lagged composites. But
this signal is decidedly weaker than the one accounted for by the posi-

tive events

There are two other pairs of significantly correlated REOFs in this
set yet to be discussed They are the (2,4) and (2,1) pairs at lags O,
1 and 2 and lags 1 and 2, respectively. Both have their maximum at

lag 1, +23% and -17%. Let us first consider the (2,1) pair. This out-
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of-phase relationship involves the demise of the positive REOF(l) and
the onset of the negative REOF(2). This is quite clear from the compos-
ites of each of these events, as these two composites bear strong resem-
blances to one another This is not the case for the composites of re-
verse signs The situation described here is a westward movement of the
decaying Greenland positive extremum, accompanied by a drifting and am-

plification of the negative extremum towards the northeast.

The (2,4) correlation in which an ATL2 pattern follows an NSU pat-
tern is a little harder to explain, as was the case for the (1,4) in-
phase lag 1 case. The same explanation can be invoked here as was then,
i.e. an easterly drifting (or maybe re-establishing is more appropriate)
of large scale patterns of positive sign. However, something else now
seems to be involved as well The lag 0 correlation. +15%, is signifi-
cant so that there also is some‘degree of co-evolution present. The
events included in the lag O composites make this quite clear Indeed,
we find several instances of either double troughs or double ridges, one
of them over the NSU and the other over the mid-Atlantic. This is re-
flected in the total circulation composites by the fact that an impor-
tant ridge over one region is accompanied by a smaller one over the
other. And, the same holds for troughs. On the other hand, most of the
demise and onset composites do not tell us very much The only one that
contains a recognizable set of patterns is the onset of the positive
REOF(2) What shows up there is a clear positive REOF(2) pattern with a
rather amplified NSU positive extremum. This again points to a lagged
connection involving positive anomalies between two regions, the earlier

anomaly being situated downstream of the latter’s position.
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3.5 Conclusion

It is very interesting to note the extent to which both the CCC and
NMC analyses of variance parallel each other. To be sure, the differ-
ences noted in the second chapter are still much apparent, if only in
the amount of variance explained by the six NMC modes with respect to
the six CCC modes. But even then, both REOF sets account for nearly the
same relative percentage of their respective total variance, i.e 57%

and 54%.

The most striking similarity resides in the modes themselves
There is indeed a clear parallel between the model and observed REOFs.
The same circulation patterns are identified by both even though their
relative importance may not be quite the same As an example, in view
of the northerly bias already displayed by the more classic model analy-
sis carried out 1in Chapter 2, the fact that the proportional importance
of the GRN pattern is significantly larger in the model than in the ob-
servations is not surprising  However, this pattern is the one that ex-

plains the most variance in both data set

Some significant lag-correlations were found in both analyses. As
an example, a few situations described WA follow-ups to mid-Atlantic
events Another recurrent situation seems to indicate a strong negative
GRN anomaly as precursor to NSU blocks. There are several other exam-
ples. There are also, certainly, points in which the model and observa-
tions do not agree. But these seem to be minor when compared to those

points for which they do

One aspect for which there certainly is an agreement concerns the
negative anomaly phases of the REOFs. These were found in most in-
stances to be ambiguous in that, gquite often, more than one type of cir-
culation managed to project strongly onto them. On the other hand, it
seems that the positive REOFs did not display any of this behavior
There is only one, nearly successful, case of a negative anomaly mode,
the one depicted by the negative ATL2 REOF We were not quite able to

find an empirical mode that could be said to uniquely represent a nega-
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tive mid-Atlantic "block". This type of circulation anomalies may jus:
not be frequent enough compared to the other types of persistent anoma-
lies and is thus not identified by the REOF analysis. However, the in-
stances when this circulation pattern is in effect, in either of the ob-
servations or the simulation, are obviously included in the negative
ATL2 REOF. And indeed, upon verification, the individual negative
events that strongly project onto this REOF are mainly of this type, but

even then, not all of them were
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Chapter 4

Transient forcing
4.1 Introduction

We have seen in the previous chapter how a REOF analysis can, under
certain circumstances, provide us with the primary modes of persistent
model and atmospheric wvariations. Once these modes have been identi-
fied, the next step is to attempt to understand the mechanism by which
the corresponding events are either i1nitiated, sustained or terminated.
Several hypotheses were 1indeed presented to thot effect in the theory
review of Chapter 1 In retrospect, all of them are derived from sim-
plified or low-order models of the atmosphere and, as yet, very few
have been satisfactorily tested on more complex data sets such as those
provided by either GCM simulations or by observations. One noteworthy
example of such a verification is that of Mullen (1987) (hereafter call-

ed M87), alsoc discussed in the first chapter.

Turning back to our second chapter, recall that one of the main re-
sults dealt with some of the differences found between the model and at-
mosphere with regards to nigh frequencyA6 storm-tracks and how these
differences were reflected in their respective persistent anomaly dis-
tributions. MNamely, the CCC GCM seems to have a more northerly region
of Atlantic synoptic activity than 1s found in the NMC (1965-79) analy-
ses of geopotential heights At the same time, the model also displayed
a distinct Greenland extremum 1n 1ts positive anomaly distributions, a
feature not present 1n the corresponding observations Furthermore,
while both the observed and simulated REOF(1) derived in Chapter 3 were
Greenland dipoles, the variance explained by the GCM mode was signifi-
cantly larger. These facts seem to point to a possible causative link
between the HF transients and persistent anomalies. This link, as pro-
posed by Green (1977) and Shutts (1983), is the one that was studied by
M87 in a diagnostic study, following Lau and Holopainen (1984) (hereaf-

ter LH84), using normal composites of both simulated and observed block-

“0ye will henceforth use the shorthand HF to denote high frequency
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ing events. Shutts reasons that eddies embedded in a deformation field
(here the HF transients evolving in a diffluent jet stream) are (on av-
erage) strained into filaments and thus, by energy conservation con-
straints, energy should appear at progressively lower wavenumbers  This
mechanism implies that an anticyclonic forcing (due to these HF tran-
sients) is found immediately upstream of the block, in fact, at a posi-

tion that is in quadrature to the ridge itself.

We propose 1in the current chapter to investigate this same 1link,
but to distinguish between different moments in the life-cycle of the
events and to make use of an REOF decomposition of the data sets before
attempting any composites The diagnostic tool that will be used are
the E-vectors as presented by Trenberth (1986) (hereafter referred to as
T86), a recent extension of the concept of Eliassen-Palm vectors (1i.e.
the so-called E-P flux vectors of Edmon er al. (1980)) to the case of

time-mean devxation547.

This E-vector analysis will be restricted to certain specific cases
of NH Atlantic anomalies, that is, to the same type of events as the

ones presented in Chapter 3.

474 first version of this concept is presented by Hoskins et al (1983),

hereafter referred to as HIW.
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4.2 E-vector theory

We will now briefly present the E-vectors themselves, what they
mean and in what context are they applicable. The first (quite general)
assumption in their derivation is that the set of governing equations
for the atmosphere are the hydrostatic primitive equations This seems
quite appropriate as this 1s precisely the set of equations used by the
CCC GCM. The vertical coordinate used by T86 is Z=In(p,/p) where p 1s
pressure and p,=I100 kPa, but this can be replaced by pressure itself
without any particular problem An entropy form of the first law of
thermodynamics provides us with an evolution equation for the tempera-
ture T. Other frequent approximations, such as quasi-geostrophy (as in
M87) and/or horizontal non-divergence of the eddies (as in HIW), need
not be made at this stage. The starting equations are thus the horizon-

tal momentum and thermodynamic equations

DV + (f + u tang/a)-kxV + Vh ® = 7

x
Dh®p+ow=-[—(;DQ]= S

and (4.1)

along with the hydrostatic (®p=-a) and continuity equations, as well as
the perfect gas law (pa=RT). Here, D denotes the total four-dimensional
Eulerian derivative and Dy 1is simply equal to D without its vertical
portion The same distinction holds with regard to the gradients V and
Vy. This three-dimensional gradient operator V on the sphere is defined

as

[___1__3___1____ 5_]

a cos ¢ 3\ ' a cos ¢ 3¢ dp

Q is the entropy and ¢ is the (time-dependent) static stability. All
horizontal vectors of variables such as 7 and V, respectively the hori-
zontal friction and wind, are denoted by underscores As well, a is the
earth radius and ¢ and A are respectively the latitude and longitude.
The local 3-dimensional orthonormal vector basis is denoted by (iﬂjﬂk).

The other symbols have their usual meteorological meaning

The next step is to expand all of the variables into their respec-

tive time means (over a specific sample) and deviations therefrom, 1.e.
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X = X+X', and time-average the previous set of equations. The last step
is to re-write the resulting products of time deviations in flux form
(using the continuity equation). The time-averaged momentum and thermo-

dynamic equations are then respectively,

57 ; 57 ; _ 3.
DV + (f +u tangs/a) -kxV + Vh (¢ + KE) = T+ cos
V o cos ¢ l v'2 u’2 u’'v’ u’w’
2 | 2 '’ ' L (4 2)
V o cos ¢ -u’v’ - % [ v"2 - u’2 , -v'w!'
and 7
5.3 + 55 = 9+ oo |2 o1l
h p po) c P
P 4 3,
- v o [ UI®, , VI@I , wl@l ]
p p p

where Kp is the time-mean kinetic energy of the horizontal transient
eddies As well, D and Eh now only contain the advective components

(but by the mean winds (u,v,w) and (a,V)) of the original D and Dy,.

The reader will no doubt have recognized in the right side of equa-
tion (4.2) that the horizontal portion of the first vector to be operat-
ed upon by V 1is very nearly the E-vector of HIW. In fact, the major
difference is an extra 1/2 factor to be found here T86 shows that with
this modification, the (barotropic) relative group velocity of the tran-
sient waves, Cg-V, is parallel to this horizontal vector Another ad-
vantage of the present formulation is that we now have an explicit ex-
pression for the v-tendency as well as for the u-tendency associated
with the transients. The approach of HJW gives us only the latter u-
tendency. This is relevant in the present context as we know the mean
meridional wind Vv to be locally more important in the situations that

48 One possible expla-

are of interest to us than is generally the case
nation for this difference could very well be the existence here of an

appropriately large eddy forcing of this component

/
48Compare an -block situation with the usually more zonal circulation.
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The goal of the E-vector approach is to isolate all transient forc-
ing of the mean momentum in such a way that, in the absence of such
forcing, the mean wind vrofile would remain fixed. This is not the case
in the system described by (4.2) and (4.3). Assuming that the transient
eddy part of (4.2) is null, there still exists the possibility of (indi-
rect) transient forcings of mean momentum through the mean thermodynamic
equation forcing of & . To account for such a possibility, a mean re-
sidual wind V*-(u*,v*,w*) is defined which satisfies the continuity
equation and corresponds to the circulation remaining once the geo-
strophic and hydrostatic balances have (nearly) taken place. Thus, fol-

lowing T86, we define (using tle hydrostatic equation):

* - 14 i v'T’
v.o- Vo ?ax[‘“"z} * Rap[“'ap*]
* — i u’?’ R d v'T’
w‘w_R_B—J-(['a'p] ) cos¢6y[5p cos¢]

so that (4.2) and (4.3) become, respectively,

sin ¢ = T + [Vofu, voE“VJ (46.4)

- - - * -
D (V cos ¢) + [-kx(V cos ¢) + 2 j KM

and

— —_ —_ * e 6 R Y. X4

Dh<I>P+aw - 6+[ap+ [c-l]/p] w@p (4.5)
p

where Kf('&2+32)/2 is the kinetic energy of the horizontal mean flow and

fu, E';, are the so-called u and v E-vectors. These are respectively the

same two vector expressions found in the second and third line of (4.2)

(without their Vo operator), to which are added the following vertical

components:

[ - = v'T’ cos ¢] (for fu) and [% u’T’ cos ¢ ] (for Ev)'
Notice that, apart from the _(m covariance contribution, which
vanishes in the quasi-geostrophic limit, there is now no transient eddy
forcing of the mean flow in this modified thermodynamic equation (4.5)
and the essential part of this forcing is then directly contributed by
the two E-vectors, found in the new momentum equation itself. This im-

plies that, except for the eddy vertical flux of heat, the usual indi-
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rect forcings, arising through secondary circulations, are thus expli-
citly accounted for by this formulation. We should also mention that
the momertum equation (4.4) has been re-written in terms of
(U,V)=(u,v)xcos ¢ since this is the appropriate continuous expression
for the horizontal wind when using latitude/longitude coordinates on the

sphere.

As T86 comments, the definition of the residual circulation that is
used here is based upon'the usual quasi-geostrophic approximation of the
more general geostrophic balance equation and, as such, it is not quite
appropriate for planetary scale waves. As well, all terms involving w’
are dropped by T86 in his final expressions for E; and E;. This may in
part explain the large imbalance he finds in a point-wise budget caicu-

49 On the one hand, the vertical

lation of his u-momentum equation
speed w is a notoriously 111 behaved field when derived from any type of
observed (initialised or not) quantities This is obviously not the
case with modelled fields Furtbhermore, the usual scale analysis of at-
mospheric waves (most often applied to planetary scale waves) predicts
that the terms involving the vertical speed (or, for that matter, its
time-deviation w’) should be small. On the other hand, a synoptic scale
analysis of these same terms shows that they cannot be ignored so easi-
ly. Since we intend to study the influence cf the high-frequency tran-
sients, which are precisely of synoptic scale, we feel that the w terms
should at least be evaluated in the case of the observations and fully
considered 1in the model analysis Accordingly, we will construct w
fields by vertically integrating the horizontal divergences provided by
both the model and observed data sets. These integrations will be car-
ried out from the top down and will assume a no-vertical-wind condition

at the top.

We have chosen to display the tendency (aﬁ/at)tr of the time-mean
horizontal streamfunction ¥ due to the eddy transient as it combines the
relevant information of the uU- and V-tendencies 1n a single relatively

smooth function This former field is easily obtained from the latter

49See his Appendix B.
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two. Indeed, if A is the Laplacian,

a9 Y B P _
[ac]cr - 4 (kovhxat 'V)t:r}

ol

where (é)ﬁ/é)z:)tr and (BV/at)tr are directly related through (4.4) to the
(three-dimensional) divergence of E; and E;, respectively. We can thus
distinguish between contributions of the horizontal (barotropic) and
vertical (baroclinic) components of the E-vectors. These will be label-

led ( )ypp and ( )., respectively.

It will be very important, while viewing any of these ¥ tendency
fields, to remember that their absolute amplitudes are of themselves
quite arbitrary and that one should instead consider the results of the
(kxV)-operator on these fields, which are quite meaningful, as they re-
late to the (rotational) wind tendencies. This means that a strong hor-
izonutal gradient of (aJ/a:)tr w1ll be more important than a large abso-

lute value.

Before proceeding to the analysis itself let us discuss some of the

mechanics involved.
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4.3 Practical considerations
i 4,3.1 Multi-level observations

The first practical consideraticn has to do with the obscrved data
set. Up till now, we have (mainly) used a 50 kPa NMC set of NH geopo-
tential analyses spanning the period of March 1965 to February 1979.
This single-level data set 1s no longer sufficient ard we have had to
turn to one of the newer multi-level data sets The NMC eight-vear dai-
ly (00 GMT) analyses, valid from December 1977 through November 1985, of
temperature, vorticity and divergence have been retained in the present
chapter The data are available at 12 mandatory pressure levels from

S5 kPa to 100 kPa

Trenberth and Olson (1989) discuss at length the problems associat-
ed with this data set The main one f{or our purpose has to do with
missing data. Altogether, nearly 10% of the data are found to be miss-
ing. The earlier NMC geopotential analyses used in our study suffered
from the same problems, but to a smaller extent, 1 e roughlv ? 5% No
timewise (very extensive) blocks were found missing in the ecarlier data

setso

, so that linear interpolation in time was thought to be sutficient
to fix the problem This cannot be relied upon for the newer set in-
deed, for the eight years period over which the data are valid, there
are six blocks of missing data, each lasting at least <ix davs and two

of them lasting for 18 and 23 days, in July 1982 and April 1983, respec-

tively

Thus, we have had to re-consider the fashion 1n which the dnnual
cycle is removed, as doing a time-Fouriler analysis across such extensive
blocks of interpolated data 1s clearly unacceptable 1f 1ts purposce 1s
only to determine exactly a few specific components. The beginning and

the end of the interpolation periods would then be unrelated and could

result in unpredictable results in Fourier space The box method 1n
which each day of the year 1s one such box was uced 1notead Ihe annnal
50Only one block lasted four days, while none of the others c«eed two

days
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cycle is then made-up of the mean of each of these boxes. Only the days
for which the data were actually available are considered.

Ll that removing this box-like annual cycle

It can be easily shown
corresponds to the removal in time-Fourier space of the annual period
and all of its sub-harmonics. As the current set is eight years long,
this means removing every eighth harmonic. This is more severe than the
procedure we used up till now and it may partly account for the fact
that this data set has the weakest anomalies of all of the observed data
sets we have used throughout this thesis. Indeed, when statistics such
as those found in Table 1 of our second chapter are calculated, we find
that these observations are now only 20 to 30% more active than the
model, in terms of NH channel kinetic energy. In accordance with this,
the anomaly criterion has also had to be re-scaled downward so that the
amplitude threshold of the observed anomalies has been reset to
1.1x107 m2/s On the other hand, the duration threshold part of our
criterion has not been changed. A total of 192 pentads (1 e 33% of
this data set) were found to satisfy either the positive or negative
versions of the criterion. This percentage of retained pentads is only

very slightly smaller than the corresponding one for the earlier observ-

ations.

Returning to Trenberth and Olson (1989), their quality analysis re-
veals that the NH analyses, poleward of 20°N, are largeiy free of the
main biases and spurious trends If they restrict themselves (as we
did) to 00 GMT fields, they then find only three obviously erroneous
global analyses, roughly 1% of the data we used As an example, a maxi-
mum of 13 6% of suspect or clearly bad analyses is reported for the year
1984, but nearly all of them concern tropical or SH problems. As the
diagnostics we aim to produce will be restricted to the NH Atlantic, we

feel confident in using this data set as is, once the obvious holes have

been accounted for.

Plsee Appendix B.




Transient forcing

4.3.2 Spatial derivatives and smoothing

Let us now consider the method used tor calculating the derivatives
assoclated with the E-vectors such haighty difterentiated quantities
always involve a large part ot Crror e cach successive difterentiation
increases the 1mportance of smaller and smaller scale waves for which
our knowledge can be quilte 1nadequate In an attempt to alleviate this
problem somewhat, we consider exact horicontal derivatives (such as
those provided by a surtace spherical harmonic cxpansion of the data)
and fourth-order precise vertical derivatives (as provided by the humer-
ical Algorithm Group’s (NAG) LOIBAF (ubic spline 1outine Fhisw minam
1zes the introduction of errors by the analvears oth mode] wnd obacrw
ations were projected onto o 170 @ o tirtangular 200 o pher o al harmonte

truncation

The errors found in the inittial analvees are still present. though,
and even the streamfunction tendency has to be liphtly wmoothed o as to
remove excesslve noisiness Also, this latter tield cossentially con-
tains a T40 level of information as 1t 15 the result of the product of
T20 arrays. A (r=2, n,=20) version of the spectral smoother proposcd by
Sardeshmukh and Hoskins (1984) 1. nsed to etfect thie amoothiing thie
results 1n fields containing the same spectral range s the oripinal 1.0
data, but without the usual Cibbs phenomenon that would accompany o om

pler truncation to T20 of the result 1taelt

The minimum size of horizontal domain we could consider, because of
our choice of spherical harmonic nasis fanctions  was the Hompophere
even though we onlv wanted vesults over o wmaller arca wnach own the S
Atlantic window of Chapter ! fthe oripinal data were provided as plobal
tields so that care had to be tuken in proaucing the corrtenpanding con
sistent hemispheric fields This means “hat aata cguatorward of pouphly
20° latitude were eventually divcaracd by the procons of conderiny the
f1elds either swvmmetric (temperature, ,copotential and diverpence) o
anti-symmetric (varticity) with roapeet *o the vt coleward ot

latitude, the resulting fields woere concns i, nwoditioa
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The last spatial consideration concerns the vertical domain used in
the diagnostic procedure Briefly, we did not retain the 100 kPa level
as we wanted results pertaining to the free atmosphere, at or above
85 kPa, the next level upward. Thus, vertical means (if either shown

and/or only discussed) will represent averages from 5 kPa to 85 kPa.

4.3.3 High-frequency cutoff

As we mentioned at the beginning of this chapter, we seek to deter-
mine the influence of HF transient eddies on certain particular mean
circulation flows. The frequencv cutoff used to define these KF tran-
sients i{s the same as in Chapter 2, namely, periods shorter than one
week. We have thus had to isolate the HF components of our data sets
This was done through time-Fouriler analysis, retaining only the compo-
nents contributing to the HF range. One immediate problem 1s that this
procedure requires continuous data so that we decided to "fill in" the
missing observations by linear interpolations. So, care had to be taken
also to exclude from the re-constructed (and filtered) data time levels
corresponding to any of the previously discussed large blocks of missing

observations

To be sure, a Fourier analysis of such (interpolated) data means
that the complex coefficients of individual frequencies may be impre-
cise, but, as we currently only require a very broad-band knowledge of
the informationsz, the procedure is nevertheless deemed acceptable

Again, the model data set does not at all suffer from this.

There is a second point concerning this frequency separation that
needs to be brought to light. We will very shortly use these HF data
sets to construct several composites Implicit in this is a discontin-
uous sampling of the total time-series, highlighting certain types of
events. The (model and observed) sets used to build the covariance sta-
tistics from which the E-vectors are defined will thus not be the same

as the ones in which the frequency separations were done Now, we know

32For which band, we have a large number of correct realizations at each
frequency.
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from elementarv Fourter dnnlvsxs)i that the total vartance of o spectt b
variable X is the sum ot the squared amplitudes ot all ot ot trequency
components Thus, we can etfectively male distineitons between conty
butions to the total variance by vither ~peditic f1equency «omponent - ol
bv specitic trequency buands fthe ditteront trequency contribution. e
1
separate ond 1t 1s quite meaningtul to consider them an fcolation  How
ever, this only arises because the basty functions used to do the lon
rier expansions are orthoponal wvver the whole time-saries his s o

longer the case with the sampled data wets

As a consequence ol the ime-samplineg, che ample means v fhat de
fine a composite will 1 fact contarn contribhutions trom 1 froquen
cles, as well as trom the complete fime soricy f1ne means Y v he
sample becomes more extensive, t will bhe capected 1o converse fo A

However, for smaller samples, 11 15 posoible 1o constder a bieal down of

X 1nto several distinct (and non-zero) sample-means, cvach one corre

sponding to a different frequency ranpe Thus, we tind that
Xo= X, v (Xo) o+ (X,) o+ (¥

where the new subscripts 5 and I reter to the scasonal atd Tow fae

quency components of X  All of the preceding applice tmmediately ta @ he
varlance/covariance calculations This 1mplies that, as well a4 conaad

ering the usual sample-mean of Hf-cddy quantitics (ot the type CXppAy,
which 1s then equivalent to rtakiug the HE contributionn o the total
mean), the HF sample-mean of unfilterod foelde vof the oo o0 ”

where interactions between ditferent frequoncy 1oangen are peormited)
will also contribute to  the  rarjance covariance . ot b COnpO gt
events For lurge samples, we e pect che Dattor contiibutions, o e
very much smaller than the former noriew of thrs the forner e of
statistics 1s more 1mportant (and unlens mentioncd otherwiae our reaults
are derived from them) wee have newvertholess cralaated che Tt e

of quantitics in rertaln cascs of padel e

-]
y 7 )

In tac., from Parce ral’ . s quation
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4.4 Tendencies due to high-frequency transients eddies.
4.4.1 Observed positive ATL2 events.

Let us now turn to the E-vector analysis itself. Je first consider
the observed data set. As a preliminary step, the same REOF analysis
discussed in the previous chapter has to be redone, but now, with this
shorter eight-year set The different modes thus identified parallel
the ones in the earlier observations That is not to say that the REOFs
are identical This 1s not the case Rather, 1t is possible to estab-
lish functional equivalences between the two sets of empirical modes
This 1s a good example of the stability feature of the REOFs themselves,

as discussed at length in Appendix A.

We have chosen to concentrate our analysis effort upon a single
type of circulation and thus, to extract time levels at which the anoma-
ly flow projects strongly onto the observed positive ATL2 mode (that we
denote by +ATL2), a mid-Atlantic dipole blocking situation. As it turns
out, this is the most important REOF of the present anomaly data set (at
least in terms of explained variance, i1.e. 22%), whereas it was second
to the GRN mode in both of the longer 1965-79 geopotential analyses and

in the 20-year model data set

We also separate the onset, mature and demise periods of each of
these +ATL2 events, thus obtaining three different composites. This is
done in the following manner. As in Chapter 3, we make use of an ampli-
tude/duration criterion applied to each of the rotated principal compo-
nents (RPC) 1in order to identify the individual events (by their respec-
tive pentadsSA) to be included in the corresponding REOF composites.
Note that the amplitude part of this criterion is not quite as restric-
tive as the one to be found in Chapter 3, namely the RPC pentad value
has only to be larger than 1.03655, rather than the previous 1.28 This
is only changed to account for the shorter time spanned by this particu-

lar data set. The model amplitude threshold is not modified and the

54Remember that our REOF analysis applies to five-day mean data.
5SThis only the cumulative N(0,1) value for the 85% probabilitv level.
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minimum duration ot an event 1s again et to two pentads 1 hoth duta
set Using this tvpe of criterion, we thus ddentity pentads an o whioh
strong +ATL2 events are prusvntab AU thry point . we now 1econstdor Che
individual days that go 1nto these particular pentad poriods, The onnae
and demise parts o} the conmposite are then the werages of all the it
and last three davs ot cach ot these (disjornty retarned porioda e

spectively Finallv, the average ot the middle dave, thowe that e
left-out by this procedure, detine the nature patt of the compongt

The tendencv analvsis 14 1tselt cattied out dpott cach ot hione v

parts of the composite vvent

The onlv real difference hetween the oboervat ton and mode caloula
tions is that, in the latter, we alwave (onsider the stieamtuanction ten
dencies obtained both with the (w'V’) covar tane e contithations  whilo in
the former, these contributions mav not bo P baded fote that thie,
only applies to the mature «i1tuatione As we shall shortls Loe, om
single case 1llustrates the relative 1mportance of theae vl ly e

glected terms

Figures 22 (a, b and c¢), 3 (a, b and <) and 4 ta, bhoand o vach
A

contain (aE/ac)rr, (3p/a8tr) and (3%/dt) o that order, o the on

trh
set, mature and demise parts ot the compostte event, respectica ]y IS8
before, the underlving stippled fields aie the cortespond e ol o

posite streamfunctions The Tabellod tondency contomr e i s
1n units of 106 (m)/S)/duv, while the an tabetlod o cantoura e onnl s
spaced, every 2%10; mz/s As well, the o oand b ooty of bag 'S contain
the mature (é;/br)(r and Cow/ot), s denpectn ol ban YooV
covarilance terms are not ret.alned Most tondenc s tieldy have e 1y

mum at or around 25 kPa w0 that this level 14 the one honen for draplay

purposes :

Do the three v composite fannd 1n Py L0 Doaned N
present us wilth anv realistic tor « son -om conploten Lobe 0 Lo e by

blocking event? DL trs cdear tram o A RS

L6,

slne events lasting o *otal of U0 d i re et o0ty oot o
tull data et
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(Fig. 22) that a significant mid-Atlantic block is already the major
feature in the onset streamfunction composite. This agrees with the
rapid growths of this type of event in its initial period, as documented
by Dole (1982). This composite block grows substantially toward its ma-
ture stage (Fig. 23) Finally, while the demise composite (Fig 24)
still displays relatively weak mid-Atlantic westerlies, 1t also shows no

strong ridging activity, so that the block is then effectively gone.

We now address the ?;7E77 problem. Comparing Figs 23a and 25a, the
total tendency maximum is more localized in +he former than in the lat-
ter. Furthermore, this extremum is then also stronger, 8.03xlO6 mz/s,
and in a quadrature position to the event itself, while in the latter
case, we find an value of 6 21x106 mg/s at a position 30 degrees longi-
tude further upstream. The corresponding vertical components, presented
in Figs 23c and 25b, are at first glance very similar, as for example,
the major horizontal gradient, between the Quebec positive and West-At-
lantic negative extrema, is smaller by only 0.55x106 m2/s in the former
57

figure This overall pattern is indeed present in both cases and can

be associated to a strong baroclinic deceleration of the time-mean jet
streamsg, mainly along its northern flank and just upstream of the

block, as synoptic events grow at the expense of the ti.e-mean flow.

The largest differences can be found over the general area of the
block itself and, in particular just upstream of it. There, the North

American anticyclonic tendency is essentially cutoff in Fig. 23c¢ as com-

pared to what can be seen in Fig. 25b. 1Instead, a distinet cell of
anticyclonic forecing is now apparent and it combines with the barotropic
tendency over the block, Fig. 23b, rather than cancelling it. The up-
shot 1is that the vertical momentum covariance terms seem to reinforce
the barotropic tendencies over the block, while reducing their
baroclinic counterparts over or near the upstream continental coast.

One result of this is a better horizontal separation of the tendencies

57 This same gradient is reduced by 1 5x10° ml/s in the case of the on-

set composite.
58As found by LH84, for general wintertime flows, and by M87, in block-
ing events.
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due to all the vertical components and this, olong the lines of more
i distinct near and tar-upstream behaviors. thus taking 1tnto account the
changing nature of the flow hetuwceen these two restans Another point
worth mentioning i1 that nowhere are the tendencics due to the oV
terms the dominant ones, but ruather, they seem to act as (qualitativels
important) corrections In that wetioe, we die ot teast as Interested in
their qualitative nature as we could be 1o therr osact quantitative na
ture (if this latter were known with ans contidence ot all) Thia 1a whiy

we choose to heep them 1 this version of the analvaas

Coming back to the horizontal tendency due to the HP cddaes an the
mature composite, I'tg 27b, thio tireld displave o parr of north wouth
extrema over the time-medan jJet «tream, tesulting this time 1n the woodld
eration of the latter as the HF «ddies tharotroproallyy prve cnerpy badd
to the time-mean tlow?? In the presceut situation, this acceleration e
not at all strong enough Lo compensate for the previoun tharociinio) e
celeration of the time-mean jet otream WO cdan nee, an well o ey
clear anticyclonic forcing ummediately upstream of the black, us e
quired by the (barotropic) theorv of “hutts 1983 .md as indecd tound
by M87 Note that this latter forcing 1 not found in calculations done

with the complete data, when no prior cvent sampling occurs, wo that sl

indeed seems relevant to the blocking problem

The next question we choose o addrecs 1o "What e che naan dad
ferences (1f anv) 1n the tendency “erms hetwoen She onnet oo atare aned

demise stages of the composite cvvent”” The oncet and matire compositer

.

are compared first The obvious difference 14 the laryer values

weo fand
at the onset of the composite eveut Indeed, bhoth of the barntropic

celeration and baroclinic deceleration, which are apain centied along
7o°w, are significantly wtronger the ame holda an well tar the an
set antlcyclonic quadrature forco.r,, A TIEUR SRS IR PR L TR PR PR A TR R PR

: Crticoad IERLSFIS STIR P (IR 9

that this latter fcature .o Lar,er e ottt

U R H ST

dency This was certainly not sle o ane on

tect, a4t thils vatlael jhane b T Lorean, et | ol e

¥ 59
As 1n eirther ot B4 o Lt a
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transports would be major contributors to the required forcing of the
event, the horizontal HF-eddy momentum transports providing weaker sup-

port.

This conclusion is quite different from that of M87, who concludes
that the tendencies induced by the heat transports act instead to dissi-
pate the temperature anomaly with the blocking pattern and that
(barotropic) processes associated to the latter are predominant in forc-
ing the upper level flow At this moment, we can only point to the dif-
ferences between his analysis procedure and ours The main ones is that
M87 solves for the (quasi-geostrophic) geopotential tendency over the
whole composite event. Thus, it is for example quite conceivable that
the tendencies due to the HF transients change significantly as the

events go through their full life-cycle.

As for the demise stage tendencies, since the block has by that
time mainly disappeared, we would expect the results of this tendency
analysis to resemble those of LH84 and 1indeed they do, except that the
tendency due to the HF-eddy heat fluxes is still very much stronger than
the tendency due to the eddy momentum fluxes, which has by then markedly
decreased. M87 comments that using the eddy heat transports in an E-
vector type of approach does indeed produce larger tendencies than is
found by the Lau and Holopainen tendency approach. The quadrature forc-
ing term 1tself is all but gone The eddy associated baroclinic decel-
eration is now oriented zonally, indicating that the eddies are no long-
er deflected northward, as is clearly the case in the earlier compos-
ites, so that the eddy straining mechanism hypothesized by Shutts would

also be absent.

An example of the vertical averages of the horizontal and vertical
component of these tendencies 1s provided in Figs 26a and 26b, respec-
tively, which apply for the mature stage of the events As expected,
the tendency due to the (barotropic) HF-eddy momentum fluxes does not
display any tilt with height, as the vertical average extrema occur at
the same position as the 25 kPa extrema. And again, as expected, the

same cannot be said for the tendency due to the (baroclinic) HF-eddy



Transient forcing

heat fluxes Notice that the quadrature toroing that s quite evidont
at the 25 kPa level 1s not at all appatent in this latter tipre which,
as T86 comments, 1s simplv the ditfterence between cddy heat tluses
the bottom and at the top of the domain, the former level larpely dom
nating the latter Thus, what 149 ety cloar bere s the stormtrack de

tlection brought about by the bhlioclk oo the HP cddies continue to yrow
g

on a path that passes to the north ot 1t

4.4.2 Modelled positive ATL2 events

we discuss next the model H-ector analvars of model oall) cvent.

1

! 16

The standard RPC criterion that we had nsed an chapter 3 ostracts
cvents that lust a total ot 1o, davs Pachh ot these 0o coents can he

constidered to project otrongly and perarstent!t. onto chee moded o eadl

mode As 1n the previous oub-cection, biys U0 o0 b oand oy L H val b
and ¢) and 29 (a, b and ¢) cach contarin the 25 FPa o cou, ot A
and (ufﬁ/()r)rrv, in that order., for the onaset, mature and domyse mode |
composlite events, respectively And  again, the underlving  otippled
fields are the corresponding total composite wtreamfunctions e

units and contour intervals used hete are also the same s thowe aaed

tor tne LMC tendencies

as well as for the MMC analsy o G, T ha thiaa L T A L R B
provide us with a large part of the roral Jite - oole o “he conponit
model event The firat one, b1y o) presonts an o aireads ol bilown

mid-Atlantic dipole event which manayes to intensify 1o the weoonnd com
posite, Fig 8, and has nearlv disapprared oo the Lot ane by
The onset, mature and demiae ondoncron Wl now e presented X

that order, .nd, at the same “ime, conpated ta “he "ot sponding” on

served fields Ae we conld have « opecrod chore wre crcr s T, e o
crtative andd evven paalot et b e R ¢ HICIN !
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the model and observed +ATL2 modes no longer match as exactly here as
they did when we used the older, but more extensive, 1965-79 NMC analy-

5es.

The model onset total tendency due to HF transients and, in partic-
ular, its vertical component, respectively Figs 27a and 27c, are two
such fields 1in which the major differences with the observations are
probably caused by a model inadequacy We can see a very strong zone of
jet stream (baroclinic) deceleration immediately downstream of Green-
land, over Scandinavia. The usual West-Atlantic/North American deceler-
ation zone is still present, but is less intense, though geographically
more extensive, than other one The Scandinavian baroclinic zone 18
very clearly the result of the (erroneous) model tendencv for a verv
high latitude extension of its mid-latitude stormtrack Synoptic events

thus have a second chance to grow at the expense of the time-mean flow

The HF-eddy heat fluxes do not seem to sustain the main anticyclon-
ic event at all If anything, they do quite the opposite. On the other
hand, the tendency due to HF-eddy momentum fluxes, Fig 27b, displays a
very clear quadrature anticyclonic forcing The North American
barotropic acceleration we generally had in the NMC cases seems to be
nearly absent The only present aspect of it 1s the rather northward
acceleration found upstream of the model ridge, but even that 1s much
weaker. Strictly in terms of the amplitudes of the different tenden-
cies, we certainly could have expected smaller model values, as we had
already found the model HF transients to be themselves smaller than the
observed ones However, it would seem that this problem is linked more
to the momentum fluxes than to the heat fluxes, as the tendencies asso-
ciated with the former are relatively weaker than those of the latter,
and that especially when comparing to the corresponding observed quanti-
ties. In fact, the most important barotropic forcing is the quadrature

forcing which is itself directly associated with the block maintenance

In general, these comments still hold for the model mature compos-
ite, as the barotropic and baroclinic tendencies, respectively Figs 28b

and 28c, display the same biases  However, 1t should now be noted that
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the latter can be seen to exactlyv oppose the blocking circulation {t-
self, as for example, 1n the middle ot the block, the tendency due to
the HF-eddy fluxes would accelerate the tlow northward, opposing the
time-mean southward tlow The zones of masimum (hartoclinicy activity of
Fig  28Be also extend too tar noirth Finally, the block 1taelt 14 counen
tially maintained bv the quadrature (barotiropic) forcing due to the HE
vddy momentum f{luxes, which has now 1ncreased 1n «trength from that of

the onset composite

The situation changes dramatically 1n the demise composite Remem
ber that in the corresponding obucrvations, the quadiature torcing dis
appeared and the baroclinie tendency simply prored up, without chanpiny
1ts essential drarmng nature on the time-mean Jonal momentan o th
model case, the quadrature torcing, g U, wedbens only s liphedy
However, the baroclinic tendency, by 9, which oo alvo padled ap, o1
now such as to completely destrov the blocking circulation, which has by
that time indeed lost much of 1ts strenpgth and may have cven started to
drift with the flow In particular, the tendencies found n Hipg D'
would tend to establish o «ourherly ftlow, climnating oy ower fdional
flow associated with the hlock [he (ot wedaber) hatotropie compoanent
seems to be generally bhetter orpaniced than ot was on the other moddd
composites and now tends to dccelerate the time mean flow over ntch of

the mid-norcthern latiturles

The vertical averages ot the harotiopic d baroc bt tendone e

due to the HF-cddy fluxes are found 1. Figs 300 and 0L, penpectavely,

for the case of the mature moder cogponity e e of e farne
is clearly an attenuated ccersion of 3o corronponding vyt ld
while the later apain reflocts the oL b ba odd, heat £ 0 oo that

the contours, compared to *hooe b ha oo npanditg ohece boed ot e ald

average, are more anitformly Yoo co, 0t T L A
v tennive northerly Yarooiar G o I

we end thia Sectiaon with [ S S S N L) PR S R C I R N SV
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‘ posed by equation (4.6). We have already mentioned that these extra
. terms should be small for large sample sizes and this indeed turns out
to be the case, at least where the (larger) model sample is concerned.

The resulting tendencies (not shown) are at best organized along the

very small scales and seem to have little to do with the larger scale
circulation. The spatial distribution of the individual wind tendencies

(which are again not shown) indeed reveal a series of small scale, sign-

alternating, extrema along the sample-mean wind track, a series which is

quite reminiscent of the individual synoptic events themselves. The up-

shot is that, as we are essentially interested in the large scale pat-

terns, these contributions to the small scale total forcing are irrele-

vant to us. This would certainly not have been the caze had we been

studying tendencies of synoptic scale events.




Transient forcing

4.5 Conclusion

What can we conclude from these calculcations?  Farst, with 1espect
to the HF-eddy transient torcing of blocking events, the requirved quad-
rature forcing always seems to accompany diffluent cor even diverted)
flows in both model and observations lThat does not prove that  the
transients are solely responsible for the events, but 1t does does show
consistency with the simulation of blocking tlows 1n simpler models such

as those of Shutts (1983) or Haines and Marshall (19870

Secondly, the model torcing are generally weaker than the ones de-
rived from the NMC analyses, which 1u again consistent with lews intense
transients of the model However, there are unevertheless weveral an
stances of strong HF-eddy transient forcing in the model, but these are
not as widespread as 1n the obscrvations Examples of this are the
(probably erroneous) high latitude (baroclinic) forcing of the onset
composite and, more interestingly, the mid-Atlantic (apain baroclinic)
"anti-blocking" forcing found for the demise stage of the composite

event.

The quadrature forcing seems relatively more mmportant an the model
data set than in the observed one, but 1n both data sets, 1t also varies
with the intensity of the block again, with respect to this forcing, o
major difference between the two data wets 15 that 1t seems to he
purely barotropic phenomenon in the model, while both the barotiopie and
baroclinic components of the HF-eddy transient forcing mike contribu-
tions to it in the NMC analyses In fact, the baroclinic component can
be seen to be the major contributor 1n the observed onset composite
This would agree well with the old i1dea of thermally torced cor aniti-
ated) blocks6o. something that <tudics wuch as M8/ have not boen able to
verify In fact, M87 scemed to 1wply the reverse One thing 15m ery
clear and that i+ that the foreiny asnoctated with »he #4571 vectors v

les substantially within the life-cvele of this tvpe of cvent Ihe

H0 . ,

""Hoskins and Sardeshmukh 198/, Moo cane  study ot a4 winter 186
blocking event, show a4 wertes of iwenivopic potential corticity maps
that somewhat oupport *his i1dca
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model baroclinic component do not appear to be involved in the block
maintenance (in the sense of a quadrature forcing at least), but, on the
other hand, it seems clearly related to its demise, something which is

not obvious in the observations.

Part of these differences may have arisen because we ".ad to relax
our selection criterion for the compositing of these eight-year NMC
analyses, so as to obtain more stable statistics. A larger data base
would certainly have helped as is witnessed by the good agreement be-
tween the model and the older (but longer) l4-year observations in the
variance analysis of the previous chapter There is indeed a corre-
spondence between the model and observed versions of the ATL2 mode, but

it is no longer as good as before

Finally both data sets show the same physical general interactions
between the time-mean flows and their corresponding HF transient eddies
As an example, over the storm tracks, the latter baroclinically extract
energy from the former and and at the same time, give back part of that
energy in a barotropic manner (: e by wave-wave interactions) This

agrees with earlier results such as in HIJW and LH84.
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Chapter 5

Overall conclusion

Throughout this thesis, we have tried to gain a better understand-
ing of the 1important atmospheric events we call blocks We have used
both simulated and observed data for that purpose and several olimatol
ogies have thus been established A first strong conclusion that can be
drawn, relating to these different climatolopies, 15 that therr difte
ences are more of a quantitative than a qualitative nature Weo huiave
found the simulated and observed anomaly climatologies to be quite simi-
lar as to preferred time and space scales The objective anomaly crite-

rion that is used scems to 1dentifv most, 1f not all, «ipnifircant

persistent events It 1s shown, 1n agreement with older <tudies, that
blocks are not rare phenomena The time-mean averapges ot atmosphenic
flows is thus made-up of very different situations One  pmmediate cans

sequence of this 1s that the meaning (or usefulness) of such averages s
questionable. 1In particular, the winter mid-Atlantic circulation seems
to spend nearly half of its time either in the onset, miture or demise

stages of blocking events

Note that the most severe quantitative disagreement between the ob
servations and model data occurred 1n conjunction with the best qualita-
tive agreement. Indeed, the older !MC analvses, while diaplaving th
most active transients of all data sets (the GCH displaving the Toasty,
produced nearly the same preferred REOF anomaly modes oo did the oo
model. This is the seconu noteworthy conclusion of aur thesis Theae
modes are the major ones during persistent mid-Atlantic anomaly evonts,
whether they be positive or negative That 15 not to say that they are
all mid-Atlantic modes themselves bome of them are not Phewe Tatter
are the modes that may be found 1n conjunction with any of the phuases of
mid-Atlantic events Their relation to the martu mid-Atlant o mode s have
been studied through tag-correlation otatictica, an o well o0 he 1ela
tionships between the main modes themuclves, and wipnitfioant ogquences,
have been produced Altogether “he 70 and MMG dominant nodes of o

»

ation, such as the REOFs can ropresent them. proved to e yomarrahl,

simtlar The RLEOF analvsils methnd bLao g been whiown o e anetal g
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identifying the underlying physical signals associated with large-scale

atmospheric anomalous circulations.

As for the theories that have been proposed to explain blocks,
most, if not all, rely on such severe simplifications of atmospheric dy-
namics that it is difficult to extend them to more complete systems or
to observations However, several means have at the same time been pro-
duced by which data could be tested as to the relevance of a few of
these theories. The high-frequency (HF) transient forcing of Shutts
(1983) has been chosen for our purpose. This is because, throughout
Chapters 2 and 3, systematic differences in the modelled and observed HF
transients were reflected in every persistent event statistics. In
Chapter 4, an E-vectors diagnostic gives us the longer time-scale ten-

dencies associated to these synoptic time-scales.

Making use of our REOF analysis results, we considered the compos-
ites of the onset, mature and demise phases of a particular type of
event, namely the mid-Atlantic dipeole blocks, as represented by the
positive ATL2 REOF modes. These diagnostic calculations have shown that
both the model and the atmosphere display forcing fields that agree with
Shutts, at least 1in the onset and rature stages of the +ATL2 blocks. An
interesting result 1s the change (or non-change) in the nature of the HF
forcing (or of its individual components) as the composite event goes
through its life-cycle Thus, as an example, both model and observed
baroclinic components grow, (or at least change their respective nature)
toward the end of the event, in such fashion has to oppose or destroy
it. This opposition is not observed at the onset of the event, when
these components have a positive effect on the event's growth. Mullen
(1987) only considers the complete events and thus only concludes as to
the importance of the barotropic forcing, a componernt we find to be con-
sistent throughout the +ATL2 event life-cycle. Finally, note that even
though there certainly exist other important forcings that apply to
these events, we find that the ¥ tendencies due to the HF eddies are

generally quite largeel.

615uch as to build the anomalies within a day or two
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As it could have been expected, the strengths and weaknesses ot
each type of data, whether 1t be model of observations, shows through
the results we have obtained in our endeavor Consider the obuserva-
tions. The data sets we have used scem to have been erther old (but ex
tensive) or recent (but short) On the one hand, the older data have
given us very stable statistics, but some of the known deficiencies of
the data gathering systems responsible for their production can never be
remedied. These deficiencies can eventually cast doubt over tiesults
that are obtained with this type of datad On the other hand, the newer
sets have benefited from the better observing networke, as well as from
the more appropriate analysis tools of the post-FGGE vears However,
there 1s only as of now a limited number cat least 1n terms of iime

span) of these, when compared to the older observations

As for the simulated data, 1t also has 1ts own set of problems
The most obvious is the presence of some biases 1n the model climatolo-
gy. We have taken pains to point these out, as tar as they seemed rele-
vant to our problem The model’s low level of transient actaivity, s
well as its northward extension of the climatological mid-Atluantic storm
track, are probably the aspects that were brought up most frequently
Furthermore, these difference b-' reen the analyses and simulation coli-
matologies have been considered at every step 1n our work However, the
simulated time-span of this data set, J0 vears, 1o certainly one of ats
more interesting qualities, as well as the overall verv pood agreement

62 This permitted the use of very selective

between the climatologies
objective and statistical techniques, techniques that had to be relared

somewhat for some of the later observations

6 .
2Thls 1s certainly true for the firut-arder statistics tur problems

mostlv concern the second-order <tatiatics
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Appendix A
REOF methodology

A.l1 Introduction

This Appendix presents the method used to describe the original da-
ta sets in terms of a simpler set of fields, such as to retain as much
as possible of the evolutionary information contained in the data. The
basic data reduction is done with empirical orthogonal functions (EOFs).
These functions have been widely used in meteorology in the past few
years so that an in-depth derivation is not necessary at this time. In
fact, we only go so far in this introduction as to be able to explain
the particularities of the approach used in the analysis Both real and
complex EOFs are discussed. Once determined, a certain subset of the
EOFs is rotated (preducing REOFs) so that the space and time domain de-
pendencies inherent in the EOF approach are minimized. Two rotation al-
gorithms are used, the orthogonal VARIMAX and oblique PROMAX. The rele-
vant strengths and weaknesses of these methods of analysis are pre-
sented. The main references for this section are the following‘ Richman
(1986) deals with real EOF models and especially their rotations;
Preisendorfer et al. (198l) present several statistical selection crite-
ria for EOFs; and finally, Horel (1984) reviews the complex EOF models
(CEOFs) and gives several interesting examples of the VARIMAX complex
rotation (RCEOFs). They are referred to as R86, PZB and H84, respec-

tively
A.2 Real EOF models

The basic equations and definitions used throughout the Appendix
and much of Chapter 3 are presented in this sub-section. Let us consid-
er a (Nxn) data matrix Z = {zij r1=1, ..., N, g =1, ..., n} where 1
indexes the cases and ; indexes the variables. The case means have been
previously removed from Z. Two valid examples of the most widely used
type of data matrix Z are the 50 kPa y time anomalies in our GCM climate
simulation and the same data normalized by their timewise root-mean-

square (rms). The variables are then the ¥ values at different posi-
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tions and the cases consist of values at different times We call this
the time-variance approach. The analysis could also be carried out with
an alternate presentation where the cases correspond to spatial posi-
tions and the variables to differing times We would then make use of
the space-variance approach [t 18 interesting to note that when both
the case and variable means are removed at the onset, the two approaches
give essentially 1dentical results The reason behind this 15 discussed

in the sequel

The real EOF model representatiDn(’3 ot 2 which we denote by z;/,
is
r
’ o t L)
z = £ [a ] ,o1o= 1, LN, ) =1 B I S N I I
i) ; tm{ ym
n=1

where £, is called the ith score of the mth principal component (Pe)
and aJm is the corresponding loading tfactor of that PC on the jth var:-
able. The t superscript denotes the matrix transpose The normaliced
loading factors are the EOFs, which then have unit (<patially 1ntepra-

ted) variance Equation (A 1) becomes

t
2" = F A (A )
in matrix notation. The (rowxcolumn) dimensions of A and ¥ are then

(nxr) and (NXr).

In practice, the EOFs are a subset of the cipenvector of the corre-

lation or of the covariance data matriux
d = (Z2° 2)/N

and they depend on the specitic nature of the s o In most instances
H

P will also be either the time covartance or spatial covartance matiie

depending on how the 'rariables and cacen are reapectioly dotined The
loading factors are then its eipenvectors amltiplicd by he ot
square root of their respective clpenvalucs u, chese cipenvalues dre

63
“Dften also called o Principal fomporont odod
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in fact the amount of variance or the correlation percentage explained
by the corresponding eigenvector. That is to say that the loading fac-
tors matrix A carries the variance or correlation information contained

in the right side of equation (A.2). The PC matrix is then defined by64

F

[

Z A (I/a).

This simply means that the PC matrix F is the normalized projection of

the original data matrix Z onto the EOF matrix.

If we now consider the alternate (covariance or correlation) matrix
®’ derived with Z’ instead of Z, we find that with the previous defini-
tions of 4 and F, the eigenvalues/eigenvectors of ¢’ are precisely the
ones selected by the EOF model of equation (A.l). In this sense, Z’ is
a filtered version of Z, the former retaining a selected portion of the

latter’'s wvariance structure.

Every variable is given the same weight in the calculation of the
total variance. This may or may not be appropriate in certain circum-
stances. When, for example, these variables represent a field in space,
their respective importances should, in some fashion, be proportional to
the area they represent. The total wvariance one attempts to explain
with the EOF model is then the real spatially-integrated value. There
are at least two methods to obtain this. One of them is to use an un-
derlying equal-area grid as in Barnston and Livezey (1987) The data
generally have then to be interpolated to such a grid, since none of the
widely-used data set make use of them. An easier alternative method is
to pre-multiply the individual variables by the square root of their
corresponding area weights. The matrix A will then contain the "real"

weighted variance information.

The covariance matrix ¢ is by construction positive definite and

65

symmetric so that its eigenvalues are all positive real numbers The

64Throughout this Appendix, let it be understood that expressions of the
type al stand for the (rxr) diagonal matrix such that [Ql)mm = o, 7
being the (rxr) identity matrix The same applies to (I/a) and Jal

651ndeed, X*®X = X°Z'ZX = (ZX)'(ZX) = 0, %/ X, an arbitrarv column vector

of dimension (nxl) If X 1s chosen to be one of the eigenvectors of
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sum of all eigenvalues is the trace of ®, 1 e the total (or space 1nte-
grated) space/time variance/correlation, depending on the tvpe of data
used to build ¢. Again bv construction, the EOFs as well as the PCs are
orthogonal. Also, because of their (quadratic) definition, the FOFs arve

indeterminate to within a sign change

These relationships can be summarized in the following set of equa-

tions.
A A = al and
t t
N & A=A Nal = {;:”2.' ] A - [F A ]’ Foala
- A [Ft P'] al,

.
so that FC F = NI and A A = &

b (A D)

Most authors seem to use the correlation approach”®. 1 ¢ they use
the Zy, containing the original data divided by their timewise rms
values, which then have unit variance 1n time This may be  quite ap-
propriate when, for example, the data consist of geopotential {iclds
Then the correlation matrix 1s the only one that can contain useful in-
formation on patterns extending over a4 wide latitude hand The amplia-
tude information itself is then lost  The covariance of the streamfunc-
tion ¥ is not affected by this deficiency and its amplitudes, being di-
rectly related to the transient energies, may be more 1nteresting phven-
cally than the previous correlations. Since the data et we uae 19 pre-
cisely this y field, ¢ 1s here detined to be the covariance matria Jhe
factor loadings are then related to the variances or amplitudes of the
data and not to their correlations Note finally that the loading .-
tors or their corresponding EOFs and PCs are pencrally ordered by the
decreasing amount of variance they explain, : ¢ the fivet 101 16 a0
ciated with the largest eigenvalue, aj, the wecond 10F 1o the secon

largest, a,, and so forth

b, this 1mplies that *he correapording, « open/ase oo s a0 ity e
nh

é

Yote that 1f the data conmint of wcvera, ptonioan. e i tboren tupe aof

1
seasurements  Che correlation approach cuan ta ta wrjoed
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The main interest in an EOF model is that it can be shown that it
is the optimum fashion in which to reproduce the variance structure of a
data set®’  That is to say that a large percentage of the total wvari-
ance can be accounted for by a relatively small number of mutually or-
thogonal components. Furthermore, the goal of the EOF model 1s precise-
ly and only this: to obtain the smallest set of functions that all to-
gether explain the largest proportion of the total variance of a data
set. This means that choosing r<<n in equation (A.l) is a reasonably
good approximation and in practice, r is often chosen to be less than
10% of n. No other orthogonal set of function will manage this as effi-

ciently.

There is an interesting consequence to the EOF unicity When the
case and variable means have been removed prior to processing, the time-
variance and space-variance approaches mentioned at the beginning of the
Appendix will effectively commute. Then, up to within a multiplicative
constant, the PCs of one approach are the EOFs of the other, and vice

versa.

There is no a prior: physical meaning to the EOF patterns and no
reason either that there should be, in general, any such physical mes&
ning. There are in fact several problems inherent in any endeavor to
assigning such meaning to specific EOFs. R86 discusses a few of these

problems. We briefly present some of the most important

1) It turns out that the shape and size of the space domain on
which the EOFs are defined may impose a certain predictable pat-
tern progression to the EOFs themselves, this being essentially
due to their spatial orthogonality constraint. R86 calls these
domain shape dependence and sub-domain stabilicv, respectively

A good parallel to this situation is the shape progression evi-
dent in most complete basis set of functions such as the
Legendre polynomials on the real interval [-1,+1] or complex ex-
ponentials on the unit circle The EOFs can i1ndeed be considered
as another basis set with which to oprimallv represent a tield on
a specific domain. An enlightening example of the second problem
is given by R86 where halving the domain produced two new sets of

67See, for example, Chapter 8 of Morrison (1976), where the model 1s
derived using the fact that each successive EOF explains a maximum of
the residual variance
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EOFs, the union of which had verv little to do with the wet de-
rived on the full domain

2) The extent of the time domain 1, 1tself important Halwving,
the time series can also produce two very ditferent sete ot Pos
This is related to the asvmptotic convergence tate ot the PCs,
which can be fairly slow In certain clicumstances, espectally
when the real eigenvalues turn out to be verv close to one anoth-
er, the PCs may not counverge at all

On the other hand there vxist certain situations where the LOFs are
precisely the normal modes ot the  physical  aystom under  study
North (1984) shows that this 1s the case tor svstems poverned by linen
Hermitian operators, driven bv stochastic torcinps uncortelated 1o space
and time Smith (1987) extends the result to linear non-Hermitian ope
rators (which include damped svstems) He even establishes cartamm e
lationships between LOFs and a <t1ll slightly more veneral wowvatem’s noy

mal modes, through 1ts covariance and cospectra

The relations between LOMs dand the normal modes of w4 svetem are 4n
teresting but i1t may not bhe possible to eqtablish similar relationashifps
In more realistic situations The tack of Ltababity anheront an the
patterns produced by the PC model 19 oloo quite botherwome  Tar theae
reasons, the direct phvsical 1nterpretation of 10bs, «vcept possibly for
the first one, seems undadvisable l'he model can ot ll be ey bt
c1ently used as an optimum bagis set, anstead of othor wore o lassioal
capanstons and researchers oach oo Sobdert D eE 0 a st Thaer
are Javes around nome of  che anterpretation pratdenes contioned above
R86 and Horel (1981; propose chat the rabs Lo rotated ae w1 bl Came
back to wriat this ceans after digcunsingy e conplos Poba ard oo tagn

wtatisticar seloection rales applocablie o o 0f

A 3 Complex EOF models
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travelling sine wave is treated.
4 Example 1. Let us consider the continuous case so that we now have

zZ(x,t) = sin( kx - wt ). The symmetric covariance matrix & becomes

1 2n
®( x, y) = — sin( kx - wt ) sin( ky - wt ) dt
2« 0

so that the eigenvalue problem then reduces to finding
{ a, q( y )} pairs such that

2n

cosk(y -x) q(y)dy= aq(x ), Vxel 0, 2r].

0
Clearly, the only two such functions are then q,(y)=I1//n sin( ky )
and gq, (y)=1//7r cos( ky ). These two EQFs explain the same amount
of variance, n/2, but they are in quadrature. The PC corresponding
to the EOFs clearly shows the link between the two components.
This is a very simple situation where the two patterns are evident-

ly linked to one another.

The following can even be used as a fairly good guide' situations
where two EOFs approximately explain the same amount of variance 4and
display this type of quadrature relationship are probably the signal of
some travelling (or at least not evolving 1n situ) event and the twe
EOFs should then be linked. There are obwviously other cases where the
two extreme patterns may not be so easily linked, more so when quite a
few components are retained as will invariably happen in our climate da-
ta. There is thus a need to be able to reliably identify the standing
as well as the travelling patterns The complex EOF model provides a

means to do this.

In this new case. the original data set is transformed so that the

§ covariance matrix not only contains the amplitude 1ntormation but also
LT
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the phase information. What is needed 1s a quadrature imape of the da-
ta. A Hilbert transform provides for just that The ideal Hilbert

transform will introduce no amplitude change but will <hitt cach ot the

spectral time components by x/2? Now, suppose that .71/ 1v the Hilbert
transform of Z) then

c - -

Z° =z t 1z where 1 = J~1 ,

L] L) iJ
can be used to define a new complen covattance

c,.t.* ¢

o= ((Z27)) I,
the asterisk denoting complex conjugation from then on, the complex
procedure parallels the real case P 1s now Hermitian anstead ot aym
metric This matrix 1s still positive detintte and we apain have a et
ot real positive cipgenvalues, a fhe fundamental ditterence 1o that

m
their corresponding eigenfunctions, as well as their own ansocrated POy,

are now complex, the real and imaginary fi1elds providing tor the two es
treme situations of the (possibly) travelling patterns NHote  that
standing patterns are then characterized by the real and 1maginary parte,
of the CEOF being equal to within a real multiplicative constant the

data reconstruction cequation (A 2) then becomes
} ')(‘ ) ‘( A
2 - Real ( 2 ) ~ Keal A tA 4

where the dimension ot the comples A matrie in o oo and that of th
complex F matrix 1 NVegy che e andet ecrmimacy proaent oot he foje

becomes 4 phase mmdetorminacy 1o the (LOUFG . far & cuctly *he oame 1oanon

Example 2 as un crnample of (104, we qeconsider the previon, tig
velling <ine wave case weewlll now fand only one cipentundction,

*he real and imaginary parts of which contain the ane and conppe

funections produced by the 1eal 1O aodel In fact o tending e
continuoas rotat 1ony o the conplean cane Lo b b gt T e g .
AliCre oLt - O ey A PO
r P !
v 1 : - ‘ vl .l - ¢
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sponding unique eigenvalue is a = 2x. Notice that information on the
spatial and temporal phases (and phase speeds) 1is now directly availa-

ble from the CEOF model.

It should be noted that all of the problems discussed in the case
of real data carry over to the complex case, so that here again a sup-
plementary analysis step 1s required before any interpretation of the

results is attempted. Luckily, as we shall see, the main rotation algo-
rithms can also be adapted to the CEOFs
The only aspect of all this not covered completely in HB84 deals

with the complexification of the original data. Let us consider a Fou-

rier expansion of the original data so that

N/2
zlj = ? ak(j) cos( ca /N ) + bk(j) sin( Z2nx1k/N ) , 1 = 1,2, .. , N
k=-N/2
The analytic Hilbert transform of zij is then
N/2
ELJ = % by (j) cos( 2mik/N ) - ap(j) sin( 2w1k/N ) , 1 = 1,2, ., N
k=-N/2
It is thus quite possible to construct Zij from the Fourier trans-
form of the z, . Barnett (1983) does not recommend this procedure be-

1J
cause of some of the problems in doing Fourier analysis on short (sam-

pling) and/or noisy and/or discontinuous (Gibbs phenomenon) data sets
Rather, he proposes the use of one of a family of digital Chebvchev fil-
Cers68. The main advantage of these filters is the following. Their
amplitude response is very flat for the greater part of the frequency
spectrum, even in the case of low order filters of this type, 1 e fil-
ters making use of a relatively small number of points. In addition,
the same low order filters can still produce sharp frequency cutoffs,
especially when compared to the more classical tapered filters. The
only remaining problem is that we now have to operate on the original

data as well, but with a second filter. one having as close as possible

to the same amplitude response as the digital filter, but producing no

68See Hermann (1969)
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phase shift This 1s so that the real und imapginarv parts ot 21] be
nearly analytic Hilbert transforms of one another We now discuss how

this second filter can be built from the first Chebvchev tilter

< :

Suppose that the coetticrents® ot the (JK-1) Hilbert tilter are
the antl-symmetrlc’o o tor k= tl, 3, . Y (’K-1) <o that we can de-
fine

JK-1

E = h
1] . K (1-k)j

=-2K+1

K
= hy, ( ) - ,

[ k-1 (1-Jktl) g (1¢k-1)

k=]

Hote that, as 1s alwavs the case n such diprtal trlters, (OK-D
points are lost at each end of the time series Morcover, there still
is a trade-off between the sharpness of the frequency cut-otf and this
number of lost data points We will come back to this betore the end of

the section

Let us first consider the transfer functiron J:ch.,u) of this tirst
filter h, where the frequencv w goes from -m to = This function 1s

simply the response obtained bv applying the filter to a4 simple complex

«wponential function, 1 e <1 e‘kw So, using the properties of “k'
JK-1 I
- o
- ) -1kw
Tr(h,w) = h e = - n,, wan (Jk-w
K . k-l
k=-2K+1 K=1

A plot of the amplitude of this last function, tor 0 <« w « n/7,
can be found 1n Fig Al c1ull curve), for the cave where F-10 Note
that, as we can see trom the previous expression, this transfer function
is symmetric about w=m//, <o that 11 apaln poes to cero at m, and 1t 14
also anti-svmmetric about o=t Since the firlter we seebr should not pro-
duce anv phase shifts, we ~ant that filter ro bhe ¢ svrmetire filter buat
also having wmuch the same amplitude 1ooponse s that found in g Al

ety

59 .
CApaln, see Hermann <1969 tor ctanlea of thene ool
Note that oo, = o) and Lo o
- i r r
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The derivative of Tr(h,w) with respect to w seems to have some of the
properties we want the transfer function of our second filter to dis-
play It is indeed quite flat, if maybe not quite as flat as Tr(h,w),
over much of the same spectrum range and it is a symmetric function.
But, notice that its amplitude value at zero frequency is at a maximum
instead of at a minimum. To correct this, we normalize this derivative
by ics value at zero frequenc; and subtract the new function from unity.
The result is still symmetric, still quite flat but is now at a minimum
at zero frequency The amplitude of this final function 1s the second
(dashed) curve found in Fig Al What we now have is the following

transfer function Tr(s,w)

2K-1 K-1
Tr(s,w) = s e_Lk“ = s/ + ) 7s cos Jkw
' k 0 2k
k=-2K+1 k=1

This 1s then the transfer function of a symmel:rlc/1 filter, the
coefficients (s, S k=1, ,K-1) of which are then defined, in ac-

cordance to the preceding discussion, in the following fashion

X-1

(2k+1)
- . — ‘o = 2 7
s l h2k+l . S, 1 + s, and Sum 2 (2k+1) h2k+l
Sum oy

To recapitulate, the normalized derivative of the transfer function
of the original Chebvchev filter is the transfer function of this second
one. Now, since it 1s symmetric and positive definite, the new filter
does not produce phase shifts and its output 1s such that it forms an

Hilbert transform pair with the output of the first filter

In any event, the responses of these two filters are dependent on
the number of points we can afford to loose. The two filters presented
in Fig. Al would cost 2x(2K-1)=38 timesteps if we chose to use them To
place this into a more practical context, this cost can 1indeed be con-
sidered quite small 1f, for example, we intend to apply these tilters to
our model data set, which contains close to 10000 time samples (1 e 20

simulated vears) On the other hand, their frequencv cutoffs are such

71Note also that S(?k+l) =0
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that periods longer than 19 and 2> dave, tespectivelv, would then he
missing (in part or in full) 1n the 1esulting real and 1maginary parts
of the newly constructed comples data As we  want  to anvestipate
persistent atmospheric and modelled phenomena, an rmplicit low-frequency
filtering of this order 1s not at all aceeptable The amplitude res-
ponses of these two real and 1maginarvy filters, once thev have reached

unity, deviate from 1t by onlv three and one percent, jespectively

We do have other alternatives to the previous filters Hermann
(1969) gives the fi1lter coetficriont of o wide range of Hilbert filters
The (K = 35) filrer 1s the hiphest prade f2lter he provides Varingy this
filter and 1ts corresponding real {fi1lter, we stand to loose o total ot
2,69 timesteps., but the low-trequency firltering now <tops at tmore tole-
rable) periods of 16 and ol dave tor the real and tmainary parts ot the
modelled complex data, tespecty b theose two new trlters are alao two

orders of magnitude flatter than their ok 1Oy counterparts
A.4 An EOF selection rule
By their wvery nature, the higher order 10Ps, those «oplaining very

little of the total variance, tind to acquite notse-libe foatures and

they or their associrated PC mav indecd be andictinguichable fram randon

nrocesses 1t 15 thus apportant o o lect only the Tob o b0l b
Lat matter) contalnlng <irsnltloant nlormat tan BTN 11t Crerad
noc criterta that attempt o do o e o c T et i st nton

whereby any LOF ewplaining leos than tte s ovpieoal mariance ot andien
dual -rariable 1o dropped, 1, a0 o S A N IS KO T A

I thent

rion could be nused to retain oIl o che noot poportant bobe o
cumulative esplained varlaoe coache g o oatboonent b L 0 o it

sav “0s or Se. ot the toral

hrle oo s rabang, e Caooar ot . , .o ot
Che Luttman criterion, o, , Gty (S T S S ‘o tel [ ST
Ve v ye . N i . f » . [V . . . . .
Jro ale IvVee ol DalitiGd st a . oy b e ' ‘ i . BERPTEN i
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sumption made in the first one, the Dominant-Variance Rules, is that a
non-random signal will account for a larger proportion of variance than
will a random one. The eigenvalue curve will then show some kind of a
break when one type of behavior stops and the other starts This turns
out to be a much more severe or rigorous set of rules than the Guttman
criterion, even though what the user is given by both is essentially a

cutoff value.

The second set of selection rules, the Time-Historv Selection
Rules, assumes that the time behavior should be tested instead of the

variance. From PZB, pp. 112

"(- ) it is not enough to look only at the variance of the data
set, some examination of the time variations producing the vari-
ance must be made; for 1t is possible that somewhere in all the
fury that signifies nothing, there may be a qulet voice that is
saying something informative. (.--)"

Indeed, we see no obvious reason why the (EOF or CEOF) model components
containing physical information have to explain the largest amount of

total variance

Some type of random behavior is selected and the EOFs or PCs, de-
pending on which carries the time dependencies, are then tested against
them Let us assume henceforth that the PCs are to be tested. PZB ge-
nerally suppose their random rfurv to be white noise processes, but we
have also assumed them to be red noise 1n certain cases discussed in

Chapter 3

We use PZB's selection Rule Q, modified according to their own sug-
gestion. The following paragraphs present some of the theoretical basis
for this selection rule. The rule assumes that a PC can be separated as
£ (e) = ¢,Ce) + € _(r), where ¢,(f) 1s the (physical part of the) signal
and ¢_(t) 1s white noise drawn from a Gaussian MN(0.1) for each ¢ This
rule 1s applied with the null hvpothesis that £.(t) is 1tself a random
sample from a one dimensional Gaussian population., : ¢ <there 1s no
(physical) signal Under this hvpothesis, the serial correlation func-

tion rﬁ()) of o) will be distributed in a known tashion in tact, if
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N
} et P t-e )
. it m
t=4+]
r (¢ ) = e e e
o v
B -.7
Tt )
. M}
r=1
then, the ['m(f). =1, .k <<N turn out to be uncorrelated and
_k
Q = N (¥+2) > (,’\l-:?).1 r :( A
m 4 . m
¢=1

is approximately distributed as a y -vartate with A depgrecs of freedom
This follows from the fact that, tor all practical purposes and undel

the null hvpothesis, (2) 15 normally distributed with sero mean and

P
approximate72 variance l/N £ o 1s sutticiently large, the underlying
PC is deemed to displavy un-random characteristics and the null hvpothe-

sis is then rejected

This selection algorithm can be casily adapted to the complex do
main If a complex PC displavs rindow behavior, one or both of 104 com-
ponents, the real and imaginary, will also do .o The procedare will
then test these latter separately and the null hvpothesrs has to be 1
jected for both of them 1n order for the PO to be rctained tor turther

analysis

In addition to Pule Q. 4 vartant of che tuftman critorion 1a alno
applied to the data, namelwv the varia’lon previou,iy cuppested ot the
beginning of this sub-section This can e connidered o o ey pool
man’'s Dominant-Var.ance rale o *hat hoth *opes ot anles are then taken

Into account

A€ NOW 1AIn o The neat part ool Chan apperetle D deaiarg, w1t coadyng
tactor llnear *rarantorrations  on 167 a0 o8
H
Je . .
See Pricstiey o0 Lab bar o nore et a L ans Tl
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A.5 EOF (or CEOF) rotations

It is probably worthwhile to recapitulate some of the material co-
vered up to now in this appendix. We have seen that the EOFs or their
assoclated factor loadings are the most efficient basis to represent the
variance contained in a data set. On the other hand, those same patterns
are nothing more than a basis set. 1t 1s usually quite inappropriate to
assign physical meanings to any of the individual fields in that set,

73 As an example of the

except maybe in a limited way, to the first one
problems inherent in this endeavor, let us just mention that the mutual
orthogonality constraints, imposed by the EOF model on both the PCs and
the EOF themselves, ensures that the variable patterns display quasi-
predictable shape progressions. Several other problems have also been
noted. It may still be tempting to use the eigenfunctions in some kind
of physical 1interpretation. When would this be possible? We generally
hope that the physically understandable structures underlying the va-
riance of the data set are in some fashion simple ones. And also, that
there are a limited number of them When these two conditions hold,

there may be statistical techniques whereby the researcher can obtain

the desired simple structures from an equally limited set of EOFs.

With this in mind, let us consider the review article of R86 where
the author discusses in some detail EOF rotations, their underlying the-
ory and applications. H84 does not go as deeply, limiting himself to
the more widely used VARIMAX algorithm, but he extends rotations to the
complex models Fortunately, his example 1s sufficiently comprehensive
that it can be used to adapt other (perhaps more appropriate) rotation
algorithms from the real to the complex realm We will proceed to dis-
cuss (again briefly) the basic assumptions behind rotations, their
strengths and some of their pitfalls, especially as they relate to the

algorithms we use.

The basic assumption made in this type of analysis is that there

S
exist, contained in the data, some simple scructures’a, a combination of

73as it is the only one not constrained by anv orthogonalitv con-

straints.
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which manages to explain a great deal of the total variance A second
assumption 1s that these structures can be obtained by linearly combi-
ning a subset of the loading factors derived from the covariance matrix
of the data set. The total variance explained by the set of modificd
functions is constrained to be the same as that of the original set of
empirical functions The loading factors are thus used as the original
basis set with which to re-construct the physical signal contained 1n

the simple structures

From the preceding paragraph, 1t may alreadv be evident that the
loading factor selection principles are critical to this sumplifyving
process. If functions containing very little "physical" information are
retained at the selection step, the variance they explain will be spread
out over a wide range of new structures, masking their simplicity In
the present context, remembering the dlscussion on the LOF «election
rules in a previous section, we seek non-random signals The physical
events in which we are interested are 1indeed known to be strongly
persistent. For these reasons, it is quite out of the question to use
the complete EOF set, and some preliminary selection algorithms have to

be employed, such as those already discussed.

Let us now reconsider the EOF model of equation (A.2) and how 1t
can bhe modified while still retaining its 1ntormational content There

are in fact an infinity of other (F.A4) palrs satistyving this model «qua-

tion Indeed, let T be any non-sinpgular (r«r) matrix toften called o
rotation) Then, :f we define A=AT and FvF(Tl)‘I, then
£ £ t -1 ! St
soer Sttt cr o car st
and also (A5

=i 5 A

- o - . ,
where S=(T"T) 1 When I 1s normalised in 4 manner such that *he diapgo

nal elements of 5 are all ones, "he fatter mitri. 1o 1n fact *he carre

.ation between the cobumn eloment ot TR YRR STINTS SR FY O O RS BT O A
4. (Y
An enpression colned by Tharatone Lo 0w e v loped o e Gt by
SEOMELTIC r1lerla "o Lelp onoure Lot Tt paWw st ractare s he garg

vasilv interpretable
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native principal components. In the case of the original EOF model,
this correlation matrix is the identity matrix and the last expression
in (A.5) is then the rotated equivalent to the last expression of equa-
tion (A.3) Using the matrix S, we can derive a general expression for
the variance accounted by the new rotated components, 1 e by the co-

lumns of 4. Indeed, it can be very easily shown that
Trace( ®’) = Trace( A" (A §) )

and that the diagonal elements of the right-hand matrix are in fact the
contributions of the individual components to the total variance When
S is the identity matrix, the rotated components are orthogonal and the

total variance is then the sum of the individual variances.

These new matrix expressions, A and ?, contain the same information
as the original EOF model and indeed, can be used to represent the data
as efficiently as the original A and F matrices. What distinguishes the
new model from the old? The first point is that the original model com-
ponents are indeed unique, but only in that both the principal compo-
nents and loading factors form orthogonal sets, 1.e. 4 and F are two or-
thogonal matrices  This means that the different PCs and EOFs are mutu-
ally un-correlated. This property is not preserved by any of the non-
trivial T transformations, as the A matrix is then no longer orthogo-
nal’? Some form of orthogonality is preserved when T is 1itself ortho-
gonal, as the F matrix then remains orthogonal, so that the new PCs are
still un-correlated. We have already discussed how the orthogonality
inherent to the EOF model hinders its interpretability In view of
this, the loss of this property may be quite acceptable, and perhaps
even desirable. A is called either the PC Ioading matrix or the primary

pattern matrix depending on whether T is orthogonal or not.

The second point is that the transformations T can be chosen such
as to provide an algebraic approximation to the classic simple strucctu-

res criterion set, 1 e the A matrix is somehow simpler than the origi-

75Since AYA = (AT)YAT = T% (aI) T = BI. where both al and BI are
diagonal (rxr) matrices, as in equation (A 3).
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nal A. R86 examines several packaged algorithms that do just that He
i shows that all of them work quite satisfactorily when strong simple

structures are inbedded in the data, but that the non-orthogonal, i e
oblique, packages will consistently give more reliable answers than the
orthogonal76 ones. The reliability of all of the packages is reduced in
the cases when the strength of the structures is either moderate or
weak. In the moderate cases, it turns out that only the oblique algo-
rithms still provide useful answers. Finally, in the weak cases, noune
of the rotation packages perform well and rotation should not really be
considered when one has reasons to believe that this situation prevails
In the cases of interest to us, that of moderate to strong persistent

events, this latter should not occur.

There is an obvious question that has not vet been considered and
that is "What then is a simple structure?" Let us now do so As Q
first (and useful) approximation, simpler here means more regional In
the case of the spatial EOFs produced by the time-variance approach,
this will indicate that the algorithms search for a combination of re-
gional patterns explaining most of the time variance over their limited

geographical area. When, for example, the cases and variables consist

of the monthly means of the 50 kPa streamtunctions, the rotated EOFs
bear a striking resemblance to the so called teleconnection patterns, as
documented by Horel (1981) A problem may occur when <ome of the real
underlying features, the ones "hidden" 1n the data, extend over the
whole space domain The rotations may then attempt to represent the

full pattern 1into a few recognizable but disjoint sub-patterns

An alternative approach is to rotate the EOFs of the space-variance
approach. These are then timewise EOFs obtained by replucing the Z ma-
trix by its transpose z"=2% in equation (A 2) The transformation will
output patterns that dre 1solated in time rather than 1wotated 10 wpace

The associated transformed PCs contain the spatial distributions and

these latter are no longer constrained to he repgional Depending on the
tvpe of rotations, though, they mavy <till be mmtually orthoponal, 1n
;7 6 T

The only orthogonal transtormation retained by PEOH 14 the most widely

used VARIMAX
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which case interpretation can still prove to be difficult. Again, this
is not the case with oblique transformations. As an example, with data
consisting of (timewise) persistent events, the rotated PCs could then

reproduce the several normalized77

types of events.

There is yet another aspect of simple structures analysis that
needs to be stressed. The fewer patterns that are important locally (in
time or in space, depending on the nature of the EOF model), the better.
Ideally, a single pattern would explain nearly all of the variance over
its specific space/time region. A situation where several regional pat-
terns are necessary to explain this variance is by definition not a sim-
ple one and the hypothesis under which the rotation algorithms operate
does not really hold The validity of the results is then open to ques-
tion. Either another type of transformation 1s required or no transfor-
mation should be attempted. In view of this, care has to be taken to
check the extent to which the transformed data conform to a certain
ideal of simplicity. That is why R86 suggests that all of the primary
patterns (or loading factors) be examined in pairwise graphical fashion,
using scatter plots of one primary pattern versus another. The coordin-
ates of the points contained in each plot are then the amplitudes of the
patterns that we want to compare, and each point in turn corresponds to

an individual variable.

One is then able to establish the extent to which the wvariacles
project on more than one pattern, 1.e their simplicity or lack thereof
As more or fewer of the points tend to gather along one of the axes of
the scatter plots, the transformation can also be deemed more or less
successful Conversely, plots presenting thinly spread out clouds of
points are the sign that the rotation did not succeed in i1dentifying the
possible simple structures. In the latter case, the effect of the
transformation may not be any different from applying any other randomly

chosen matrix T to the original loadirg factor matrix 4

Everything we have so far stated with respect to the rotation ot

77Indeed, the surface mean of each PC is then constrained, by construc-
tion, to be one
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real loading factors also applies to their complex equivalent. HB4 gives
indications on how to modify the (VARIMAX) IMSL source routine OFROTA so
that it works in the complex realm. This 1s a fairly simple task as the
routine essentially maximizes a quantity depending only on the squared
amplitudes of the rotated loading factors The transformation inatrix
remains real Since the transformation output of the VARIMAX algorithm
is orthogonal, we may wish to use another (oblique) transformation R86
establishes that the better of the real domain packaged rorations seems
to be the (PROMAX, K=2 or 4) algorithm This 1s done by the IMSL source
routine OFPROT Here again the modifications from the real to the com-

plex cases are fairly straightforward, and we discuss them next

The name PROMAX comes from the fact that the method uses a mixture
of PROcrustes target rotation and one of the more common orthogonal ro-
tations, for example., variMAX or equiMAX The point 1s that the orthog-
onal rotation (hopefully) provides nearly the right answers, The
Procrustes step 1s then viewed as a type of correction The method
solves the following equation for T, in a least squares fashion,

g t r
B = AT + E such that — Trace (E'E) = -2A B + PAT = 0 (A 6)
JT

We can then obtain from this that T = (AEA)'I A'B

A is as before and the target B as well as the residual F are (nxr)
matrices How B 15 found 1llustrates the manner 1n which simple struc-
tures can be approximated algebraically The matrix B 1s essentially
derived from the loading factors of the orthogonal votation part of the
PROMAX algorithm Let A'=(AT’') be one such (orthogonally) rotated loa-
ding factor matrix, 1 e. I’ 1s 1tself an orthogonal (varimax or equimax)
linear transformation on A The target 1s then obtained by modifying
the patterns found in A’ so as to emulate more closely the simple struc-
rure 1deal "he large amplitude wvalues of A’ are changed by yelataively
small amounts, while the medium and small values become omaller still
For a PROMAX with k=K;, each polnt 1n 4 column (or pattern) of A’ 1,

multiplied bv 1ts own amplitude raised to the power (K;-1) and then nor-

malized so as not to change the maximum value of the pattern Fhus, the
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sign of a variable pattern is not changed, only its amplitude.

The transformation T that verifies both parts of (A.6) is then the
one for which the amplitudes of the column vectors of the residual ma-
trix are at a minimum, 1.e A=AT is as good an approximation of B as can
be found using linear transformations As a final step, once the PROMAX
transformation T has been found, it is normalized so that the auto-cor-

relation of the resultant transformed principal components be unity78.

The principal required modifications to use this algorithm on com-
plex EOFs are the following-
1

T =—( (AE)* A )Ql( (AC)* B+ (aA%) B ) and any other
%

expression of the type A B become ATB + A BT

where the asterisk * still denotes complex conjugation and A and B are
now (nxr) complex matrices. As we have seen, the algorithm seeks to
find an extremum value for a set of squared quantit.es and thus the the-
ory behind it carries over exactly when these expressions are replaced
by the square modulus of the corresponding complex expressions The T

transformation matrix is again real.
A.6 Data projection - Alternate data sets

A final note on orthogonal and oblique transformations is neces-
sary We have commented on the fact that for most purposes the oblique
rotations should in principle be preferred to the orthogonal rotations
On the other hand, there are situations where either an orthogonal rota-
tion or no rotations at all 1s to be desired rather than an oblique one
These arise when the PCs or else the EOFs themselves are to be used as
basis upon which to project dnother data set, cither a4 completely inde-
pendent set from the one used to derive the EOF model 1tself or even a

simply more extensive set. The orthogonalitv propertv then becomes an

’8That means cthat if G=F(T"1f, then (6f6/N), | = 1. v 1= L. 2.

ih
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asset in determining a new set of model parameters Otherwise, the use
of a non-orthogonal basis set in this context can force us to take into
account the correlation information between the different spatial or
temporal components, inverting a matrix of the same order s the number

of basis components

Let us suppose that we have a new data set W that can be represen-
ted as a (Nxn) matrix where, as before, N indices the time variations
and n indices the space variations For a given general r element basis
B (one consisting of several meaningful spatial patterns), we secek to
find (timewise) projection coefficients H and residuals R, respectively
(NXr) and (Nxn) matrices, such that the following holds

J

r {
W = HR™ + R and -- [lrace (R{R) - -WB + W BERE -0 (A )
ol

We then immediately have that # = WB (BtB)'l

The part in parenthesis of the last equation is the required corre-
lation matrix information. When the basls olements (1 e the columns of
B) are orthonormal this part reduces to the (rxr) rdentity matrix [ In
that case, H = WB, a result that also obtains when we replace the quad-
ratic condition in (A /) by a simpler linedr condition tn which R and i
are only required to be mutually orthogonal, 1 ¢ RB ~ 0 When dealing,
with an REOF model, we have seen that the transtormation matrix I can
provide us with the temporal correlation information, as detined by the
matrix S in equation (A 5) But what is needed here are the -patial

correlations and those dare found 1n vet another matrix

There 1s vet another alternative that combines some 1f not most of
the advantages of both the orthogonal and oblique canes at little - xtra
cost Let us consider ¢ sttuation where 1t would be desirable to oblain
The projection matric o ot o particular data oset Woonto an oblique prog
mary pattern matrix A Supposée that we have on hand the transformat jon
matrix [ The diagonal matrin (al) of the wvariance accounted by cach of
the original tun-rotated) loading factor matrix A io easily found from

the factors themselves It these two matrices are avatlable, we <an
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make use of the underlying spatial orthonormal basis available here,

namely the matrix B of the eigenvectors of the original covariance ma-

trix. Once the projection H’ with respect to this basis is known, we

only have to remember that A4 = B Jal, so that
- - r -

H' (JaI) Logt o (Jal) ! (T") I A

1

¢

H' B
3
t,.-1 c ~t (A 3)

H (((JaDT)) ™t cam)® = w0 (7Y tam)t- w A

]

where T-((/aI)T) 1s the transformation matrix that goes from B to A and

H=H"(T€)"1 i{s the desired projection matrix

As an example, 1f we were to simply extend in time the original da-
ta set Z to a more complete #, the new projection # would under this
formulation keep their old values over tne . part ot i The philosophy
behind this 1s that the information on the modes of A 1s contained im-
plicitly 1n (al) and B and anv projections onto the latter basis can
thus be interpreted as projections onto the former while retaining the
orthogonality properties of the latter The lines of the residual ma-
trix R are now orthogonal to the subspace generated bv the 3 column
ensemble, so that they are also orthogonal to the columns of A, : e the

REOFs

This concludes the Methodology Appendix a Any other required
mathematical concept will be discussed 1n the main bodv of the text as

it arises
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Appendix B

Annual cycle filtering

A surprisingl. siwple tesult has come to our attention while con-
sidering the etfect of aetermining the anual ovele sipnal by the so-

called box method Brictiy, with this method, we assign cach calendar
dav to o box bvery datum of o calendar duv over the course of a multi-
Jedar time sertes 5 then added to the content ot 1t box Fhe tinal

content of cach how 14 averaged to determine the anmial cvele

One ot the advantages of this method ot defining the mean annual
cvele 1 that 1t docs not yequire continuous data Thas 1s quite appre-
crable when dedling a1'h laosphier o obaorval,ons which f1requently have
SlSsINg Uime segments But an apparently Tittle bnown Li1de-cetfect of
*he methoa has also to be considered U weems that while etfectaively
rand correctivy tdent it cing the annual froquency components of the time
series on which 1t 14 applied, the box method will s well do wo for

cvery sub-harnonte of chese same annugl oomponents,

whent the annuatl oo le calonalated trom the Yoy method 1- Subtracted

from the original data and f, tor eaample, that data consiot of a five-

cal Seflient ol chscrtattons oy uith froguency conponent s of o the
Cesalting snomes aata Ll s b st o 1o e o be quite
orere L TOL e THE renld Y o cneryy s hoctium happe s Co be o ap-

proaxlmatelv distributcd o eithor aored o1 white wolse procens (an of ten
cens o he e g Chocltner ot tnese satuations we could esvpect

Bt oroughly J0s L e cre out ot cvery fiith camponents) of the anomaly

.

cneryy would be erroncaousg sy eloatnated

Dot Al . a st ide s e compone it L ine oy
]
et e [ oo [ . o N I 1] s hat
Chaele qre Mot il i P I A ST TR T RTIEN
¢ kY
sals ansumptlon ono, o unpaLbaen the sraol o b could o an eeantly have
+ t
et wapponed L 0 e Len L taon bt s whitch Case g cog e

.
RE SR TR FA KO T U et b, e d
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N
f(e) = E::al sin 1t, (B.1)
1=]

where ¢ € [ 0, 2n] and N/M is an integer

We know, from its definition, that the annual cycle f,(t), obtained

when the box method is applied to f, can then be written as-‘

1 .
fa(t) = 3 jiijr( r + TJ), (B 2)

_ 2 2x () - 1) 27 (M- 1)
where TJ =0 , , M , Y

and ¢t € [ 0, 2n/M This cvcle repeats 1tself M times from 0 to ’nm
Inserting (B 1) into (B 2) and using the usual trigonometric 1den-

tity for the sine of a sum of angles, we obtain an expansion for f_ 1in

terms of a double sum in 1 and j of sine and cosine functions This ex-

pression can be formally rewritten as Zfal 2. g,(t) We can now consider

two separate cases The first 1is when i=kM for any k=1.,2, N/M  Then
M
sin 1t sin 1t E
gl(F) = T cos (, - 1) 2nk
J=2
M
g t
Lgfﬁi— sin (; - 1) Jnk = sIn .
=)

since the terms of the first summation are all ones and those of the

second are all zeroes

The second case corresponds to all the other values of 1, : ¢ when
1#kM Obviouslv, the g s are then again made of the same type of ex-
pression das 1n the previous case, except that the two trigonometric sum-

mations now have arguments that range from m1/M to ri(M-1)/4 with 1in-

crements of ‘mi/M Bv simple svmmetrv reasoning, the {irst summation
can be seen to cqual -7, while the second 15 again zevo Por enample
this result 1s trivial 1t M= and :=3 Let us then consider the imore

general situation where M and . are onlv supposed to be even and odo

numbers, respectivelvy The middle of the argument range 1s then n: lor
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which the cosine and sine values are -1 and O, respectively As well,
the other terms 1n the cosine summation dre related through
cos Jma/M - cos JUmp (ML) M o= Cos a0 DM
= - w0s R (MM - I M) = - Los a0 - M)
= s 0s U (M), M DM = cos a0 e M)

$0 that the first and last calucs cancel the st calues hracketing the
middle wvalue This cun be obviously entonded to the second and <econd
to last values cancelling the wecond to middle and wecond atter midd]e

ralues, and so on lhe same tvpe ot reasontng takes care of the sine

summat ion Fhe other valid combinations ot M and . are stmilarly (valu
ated The 1tmmediate result 1w that o (t)=0 1t kM
;
The function ! : I A R FU RIS nade oo a b che M orh e
1

tral components of C (. ahicn proves e pennlt ard oo thie tppoendr -
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Figure captions

Northern hemisphere 50 kPa variance of the seasonal cycle of
{a) the streamfunction % in a 20-year simulation of the CCC
GCM and (b) of the geostrophic streamfunction wg in ECMWF
analyses valid from 1980 to 1984. Contour intervals starting

from 2.O><1013 mAs'z, with increments of 4 OxlO13 mAs‘z.

Northern hemisphere 50 kPa variance of the low frequency com-
ponents of (a) the streamfunction ¥ 1n a 20-year simulation
of the CCC GCM and of (b) the geostrophic streamfunction #g
in ECMWF analyses valid from 1980 to 1984 Contour intervals
for (a) starting from 3 OxlO12 mas'z, with increments of
6.0x1012 m%s ™2 -2,

and for (b) starting from 5 OxlO12 mas with

increments of 1 0X1013 mz‘s'2

. As in Fig. 2, but for the medium frequencies

. As in Fig. 2, tut for the high frequencies

. As in Fig. 2, but for the southern hemisphere

. As in Fig. 3, but for the southern hemisphere

As in Fig. 4, but for the southern hemisphere

Northern hemisphere 50 kPa total distribution of positive and
negative anomalies, respectively greater and smaller than
tl.0x107 m2/s and lasting for at least 9 days, of (a) the de-
seasonalized ¢’ from a 20-year simulation of the CCC GCM and
of (b) the de-seasonalized ¢é derived from NMC analyses wvalid
from 1965 to 1979 1In (a), contours intervals from 6 events,
with subsequent increments of 6; in (b), contours from

10 events, with increments of 10,

As in Fig 8, but for the Northern hemisphere summer. In (a),




Figure captions

Figure 10.

Figure 11

Figure 12

Figure 13.

Figure 14

Figure 15

Figure 16.
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contours from 4 events, with increments of 4, in (b), con-

tours from 6 events, with increments of 6

Southern hemisphere 50 kPa total distribution of positive and
negative ¢’ anomalies satisfving the same criterion as in
Figure 8, from a 20-vear simulation of the CCC GCM The win-
ter data are considered i1n (a) and the summer in (b) Con-

tour intervals from 4 events, with increments of &

Northern hemisphere winter 50 kPa composites of the (de-
seasonalized) v’ anomalies ovccurring at (IBOW, AAON) In a
20-year simulation of the CCC GCM The amplitude and dura-
tion that define the d4nomalies are the same as in Figure 8

The average of all positive events 1s presented 1n (a) and
the negative in (b) The shaded contours highlight the cor-
responding total streamfunction (annual c¢ycle included)

Anomalyv contour intervals from -1.20x107 to +1 20x107 ml/s,
with increments of 2 0x10® mz/s The negative contours are
dashed The total streamfunction is contoured with 1incre-

ments of 1 5x107 mz/s

As 1n Fig 11, but for anomalies of the (de-seasondlized)
geostrophic streamfunction wé derived from NMC analyses
valid from 1965 to 1979 and an anomaly centre position at

(18°W. 52°N)

As in Fig 11, but for an anomaly centre position at

(9%, 52°N)

As in Fig. 12, but for an anomaly centre position at

(36%, 352°W

As in Fig. 11, but for an anomaly centre position at

(162°w, 35°N).

A 1n Fig 11, but for the scuthern hemisphere summer 50 kPa



Figure captions

Figure 17

Figure 18
|
|
|
|

Figure 19

Figure 20

Figure 21.
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composites of the (de-seasonalized) Y anomalies occurring at
(153°w, 5205) The total streamfunction 1s now contoured
with 1ncrements of 1 Ox107 m2/s

Scatter plots of the (normalized) first rotated loading tac-
tor with respect to the (again normalized) next four This
REOF analvsis 1s done on the modelled positive and negative
mid-Atlantic anomalies These four scatter plots each con-
tains 180 points covresponding to the orid points 1in the geo-

graphical window over which the analvsis 1s done

tositive phase of the 50 ¥FPa ¢CC GCM rotated leading factors,
hased on the positive and negative (de-seasonalized) ¥’ anom-
alies occurring at 18°%W, waiy throughout the simulation

The shaded contours highlight the time-mean total streamfunc-
tion ¥ t(annual cvele 1ncluded) of all time levels that
strongly project onto this phase of the particular REOF

Frames (a) to (r) correspond to the first, second, , si1xth
loading factor produced bv the analysis, respectively The
rotated loading factor are contoured from -I. ZOAlO/ mz/s to
+1 ZOxlO] mz/s, with 1ncrements of i 5,100 mz/s The nega-
tive contours are dashed and the total streamfunction is

9
contoured with i1ncrements of | 5><107 me/s

As 1n Fig 18, but for the negative phase ot the (CC GCM ro-

tated loading factors

As in Fig. 18, but for the (de-seasonalized) geostrophic
streamfunctions wé derived from the 50 kPa NMC analyses valid
from 1965 to 1979 As well, the shaded contours now high-
light the corresponding total geopotential height fields (an-
nual cycle included). This total pgeopotential 1is contoured

from 480 dam to 585 dam, with i1ncrements ot 15 dam

As in Fig 20, but for the negative phase ot the NMC (de-

seascnalized) wé loading factors



Figure captions

; Figure
Figure 24

r Figure

3
i
{, Figure
:

Figure 27
Figure 28.

Figure 29

Figure 22,
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Tendency (3%/dt),, at 25 kPa implied by the gradients of the
high-frequency u and v E-vectors These latter are calculat-

ed for tne omset composite of the +ATL2 type of events found

in NMC inalvses valid from 1979 to 1986 Frames (a), (b) and
(c) contain the total, as well as the barotropic and
baroclinic components of this tendency, respectively The
shaded contours highlight the 25 kPa time-mean total stre-
amfunction w corresponding to the tATL2 anomalies  The ten-
dencies are contoured from -1 ZleO7 (mz/s)/day to

"' ]
+1 252107 (m“ss),dav with increments orf 1 0<10° (mz/s)/day

The total streamtunction 1s 1tself contoured with increments

- bl
of 2 0Ux10’ m=/s
As 1n Fig .2 but rfor the mature stage of the events

As 1n Fig 2. but tor the demise stage of the events

Frames (a) and (%) correspond, respectivelv, to frames (a)

and (c¢) of Figure /3, except that the (w’V’) contributions to

the E-vectors are now neglected

Vertical average of the mature stage tendencies 1implies by

the u and v FE-vecrors associated to the NMC #+ATL2 events

Frames (4) and (b) contain the horizontal (barotropic) «and

vertical (baroclinic) components of this average, respective-

lv [he contour intervals are as in Figure 21

-

As 1n Fig. 21, but for the +ATLZ? events found 1n a 20-year

integration of the CCC GCM.
but for the +ATLZ2 events found in a 20-vear

As in Fig 22,

integration of the (CC GCM.

23,
integration of the CCC GCM.

As 1n Fig but for the +ATL2? events found in a 20-year




Figure captions

Figure 30

Figure Al
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As in Fig 26, but for the +ATL2 events found in a 20-year

integration of the CCC GCM

amplitude response functions ot the two filters that give us
the real and imaginarv parts of the complex data set used 1in
the complex REOF calculations The dashed line represents
the real filter's response ard the continuous line, the 1imag-
inary filter's The K-10 versions of the functions 1s dis-

plaved here
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