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ABSTRACT

The injection molding process. due to ils versatility, cost effectlveness. and ability

to produce intricate shapes to tight specifications, is widely used in plastics processing.

Mold cavity pressure plays an important role in determining the quality of the molded

articles. The dynamic behaviour and control of cavity pressure were studied in this

research project. The work dea1s with a11 phases of the process: filling, packing. and

cooling.

A real-time data acquisition and computer control system has becn developed to

assist the implementatior. of advanced control techniques for injection molding machine

operation. Modularity and extensibility were emphasised in ils development.

The dynamics of cavity pressure during filling were investigated and found to be

both non-linear and time-varying in relation to the hydraulic servo-valve opening which

is the manipulated variable. A self-tuning control system was designed and tested for a

wide range of conditions.

The transition of the filling-to-packing was found to be best detected by the

derivative of the cavity pressure. The dynamics of cavity pressure during packing were

studied and modelled similarly as for filIing. The self-tuning technique was succcssfu11y

extended into the packing phase.

Cavity pressure is essentially independent of the hydraulic servo-valve opening

once the cavity gate freezes and the process enters the cooling phase. A cooling system

was designed to provide quick manipulation of coolant temperature. Contro11ed pressure

cooling time (CPCT) was proposed to represent the behaviour of cavity pressure during
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the cooling phase. lts dynamics in relation to coolant tempcrature wc:n: found [0 bc: bc:sl

described as a tirst ordc:r system. A control system for CPCT was dc:signc:d anù

successfully tested.
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RESUME

Etant donnée sa grande diversité. sa rentabilité et sa capacité à produire des

formes complexes sous des exigences très précises, le procédé de moulage par

injection est appliqué à grande échelle pour la fabrication de plastiques. La pression

de cavité dans le moule joue un rôle important dans la détermination de la qualité

des articles moulés. Le comportement dynamique P.t le contrôle de la pression de

cavité ont été étudiés dans ce projet de rechercbe. Ce travail analyse toutes les

phases du procédé: le remplissage, le compactage et le refroidissement.

Un système de contrôle par ordinateur avec acquisition de données en temps

réel a été développé pour l'application à des techniques de contrôle avancées lors de

l'opération de machines effectuant le moulage par injection. L'emphase de cette

étude a été donnée sur la modalité et l'extensibilité.

L'étude de la dynamique de la pression de cavité lors du remplissage a permis

de trouver une relation non-linéaire et variable dans le temps selon l'ouverture du

cerveau-valve, laquelle est la variable manipulée. Le design d'un système de contrôle

interne a été conçu et testé pour une large gamme de conditions.

La dérivée de la pression de cavité s'est avérée la meilleure méthode pour

détecter le passage du remplissage au compactage. La dynamique de la pression de

cavité lors du compactage a été étudiée et définie de façon similaire au remplissage.

Le système de contôle interne a été étendu à la phase de compactage avec succès.

La pression de cavité est essentiellement indépendante de l'ouverture

hydraulique du cerveau-valve une fois que le procédé entre dans la phase de
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refroidissement. Le design d'un système de refroidissement a eté conçu de manière

à obtenir la manipulation rapide de la temperature de refroidissement. Le temps de

refroidissement à pression contrôlée (CPCT) a éte proposé pour représenter le

comportement de la pression de cavité lors de la phase de refroidissement, La

meilleure description de sa dynamique, en relation avec la tempér.llure de

refroidissement, est un système de premier ordre. Le design d'un système de

contrôle pour le CPCT a été conçu et testé avec succès.
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Chapter 1

INTRODUCfION AND LITERATURE REVIEW

1.1 Introduction

Plastics continue to have expanding applications in a variety of important

sectors such as transportation. packaging. construction. appliances. electronics. and

medicine. One of the most widely used plastics-fonning processes is injection

molding due to its versatility, cost effectiveness, and ability to produce intricate

shapes to demanding specifications.

Injection molding is accomplished in an injection molding machine which has

three basic components: the injection. c1amping and hydraulic units. The injection

unit melts the polymerie material by means of heaters, and injeets il under pressure

into a mold cavity which is held by the c1amping unit. The molten polymer is then

cooled and solidified in the shape and dimensions of the mold cavity. The hydraulic

unit serves as a manipulator for the other two units. Figure 1.1 shows a basic

injection molding machine together with important process and machine variables.

The injection molding process is cyclic. Each cycle is divided into three phases

(stages): filling, packing and holding, and cooling as depicted by the cavity pressure

versus time profile shown in Figure 12.

During the filling stage, cavity pressure rises slowly as the molten. non·

Newtonian. polymerie material flows into the cavity. Among a number of variables,

injection rate (sometimes a1s0 caIled ram velocity, or screw velocity) plays an

important role in determining the rate ofcavity filling, and the occurrence of molding
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Figure 1.1 Injection molding machine: basic components and major variables
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defects such as short-shots or jetting. lt is a complex function of back pressure. screw

speed, displacement. melt temperature. and nozzle pressure. Back pressure (hydraulic

pressure) is directly associated with the opening of the servo-valve in the hydraulic

system. Cavity pressure during filling is aiso a function oi the degree of fill.

When the mold is filled, the cavity pressure rises rapidly and the injectbn

speed reduces to near zero as the packing commences. The purpose of packing is to

force additional material into the cavity to compensate for the shrinkage

accompanying cooling and solidification. Packing is critical for producing a molded

part with good mechanical properties, dimensional stability, and surface

characteristics. However, over-packing can lead to mold flash. Cavity packing

press:lre, a good indicator of the degree of packing, is an important process

pararneter which should be controlled. Cavity pressure is determined by nozzIe

pressure, cavity geometty, and the meit and mold temperatures.

Cooling continues after the packing stage finishes. Ideally there should be no

polymer flow into or out of the mold cavity during this phase. Cavity pressure,

polymer temperature and mold temperature decrease due to the removal of thermal

energy by coolant circulation inside the mold cooling channeis.

In injection molding, consistency and repeatability from cycle to cycle are

important objectives of process control The injection molding process is a complex

process in which materiaI, machine, and process variables interaet with each other

to produce the final molded article. Figure 1.3 illustrates the relationship among

these variables.
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Figure 1.3 Injection molding relationship
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Consid~rabk r~s~arch effons both at McGill and elsewhere have attemptcd to

obtain an understanding of the interactions betwecn the above variables of the injection

molding process. Some of the research employs tirst principles to construct a

mathematical mode!. while other work is mainly experimental. Both the theoretical and

experimental results have emphasiscd the importance of repeatability of some crucial

machine and process variables. such as mold temperature. melt temperature. nozzle

pressure. cavity pressure and ram velocity. Control of at lcast sorne of these variables

is essential for achieving reliable product quality. Abu Fara [1] has carricd out a

comprehensive review of the major research in the arcas of simulation. control and

experimental analysis of the injection molding process. The following sections update his

review to incorporate sorne recent advances in these arcas.

The thesis is divided into seven chapters. This chapter is an introduction to the

injection molding process and a literature review on the related arcas with emphasis on

dynamics and control. Chapter 2 states the rescarch objectives of the project. Chapter 3

presents the design and implementation of a data acquisition and computer control

system. Chapter 4 gives a review of system identification and control aIgorithms. Chapter

5 studies the injection dynamic modeIIing and self-tuning control of cavity pressure for

the fiIIing and paclang stages. Chapter 6 describes cavity pressure r1ynamics and

controller design for the cooling stage. Chapter 7 summarizes the conclusions, outlines

the contributions of this work. and offers sorne recommendations for future work.
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1.2 Studies of the Correlation of Product Properties ~ith Process Conditions

Over the past two decades. researchers have been inve,tigating the correlation

between the operating condit:ons in injection molding and the final product quality.

Criens. Handler and Moslé [2] studied the influences of the injection molding

conditions on the strength of thermoplastics. They observed that the pressure drop

in the sprue was a funetion of me!t and mold temperatures. The influence of mold

temperature was small in comparison with that of melt temperature. The same was

true for the effeet on the tensile strength. The degree of orientation was found to

depend only on cavity pressure; therefore, it appeared to be independent of melt

temperature, mold temperature, and filling speed which cause the pressure

difference. The tensile strength increased as the pressure drop in the sprue increased.

Chiu and Hsieh [3] investigated the correlation between the residual stress of

ABS Terpolymers and the injection molding conditions. The layer-removal method

and microscopie measurement techniques were used to evaluate the stresses in these

molded articles. The relationships between residual stress and processing parameters

such as injection press:rre, holding pressure, holding time, injection time, injection

rate, and mold temperature were examîned. Experimental results indicated that, at

high injection rates (> lOgis), the residual stresses were compressive in the surface

layer and tensile in the interior; however, at low injection rates « lOgis), the

residual stresses were tensile in the surface layer and compressive in the interior. The

results also indicated that higher injection rates causes lower residual stresses. Also,

compressive residual stresses increased in proportion to the increase of holding
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pressure. The residual stress could be decreased by a higher mold temperature. A

longer holding time produced higher compressive residual stresses and lower tensile

residual stresses.

Sorne injection molding machines start by controlling injection velocity during

filling and then transfer ta pressure control when packing commences. Fritch [4]

found that the proper detection of the velocity-to-pressure transition had a strong

effect on the orientation-sensitive properties and the consistency.

Chao and Maul [5] carried out experimental studies of the effeets of injection

velocity on jetting, warpage, and f1ashing. The following conclusions were drawn: 1)

reducing the melt f10w speed does not avoid the jetting problem; 2) a constant melt

f10w and variable f10w speed have the same effeet on the warpage of the molded part

of uniform thickness; 3) it is necessary to reduce the injection speed to avoid flash

when the injection cavity is nearly filled.

Studies by Cox and Mentzer [6] showed that the effeet of filIing time on the

properties of filled polymer articles was very significant. Differences were aIso

observed in the peak tensile stress, f1exural strength and surface properties.

Greener [7] observed that the effeet of pressure was to cause a densification

in the molded part. This densification was aIso found to be a function of the cooling

rate.

Thomas and McCaffery [8] developed a model to prediet shrinkage and

distortion based on simulations of filIing, packing and cooling, and suggested that a

pragmatic approach to prediet shrinkage was to develop a hybrid theoretical and



• experimemal relationship.

Mathew. Nunn and Orroth [9] reported that a low mold temperature resulted

in a low degree of crystallinity. and required a long cycle time to achieve

dimensionally stable parts free from warpage and distortion. Melt temperature. mold

temperature, residence time in the barrel and moisture level in the material had a

significant influence on the final properties of the parts molded from crystallizing

polyethylene terephthalate (CPET).

Patel and Nunn [10] studied the effeet of the process conditions (maximum

cavity shear rate during filling, mold temperature, paclang pressure, cooling time) on

injection molded poly(phenylene sulfide) articles. Two different commercial grades

of 40% glass filled poly(phenylene sulfide), A40 and B40, were used. Physical

properties and percent crystallinity of the injection molded material A40 were

enhanced by higher mold temperature (280 oF or greater), whereas minimum possible

cooling time (just enough to avoid warpage during demoldi.'g), slow filling rate (just

sufficient to fill the cavity), and low packing pressures (sufficient to avoid back flow)

were found to be ideal. For Material B40, higher mold temperature (280 oF or

greater), high cooling time, higher filling rate, and low packing pressure were

required to obtain maximum crystallinity and flexural modulus. Opposite conditions

for A40 and B40 were required to obtain maximum tensile strength and flexural

strength.

Boldizar, Kubât, and Rigdahl [11] reported that appearance of high modulus

structures in HDPE was associated with a high degree of orientation encountered in
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high degrcc of orientation encountercd in high pressure injection molding. It was found

to be neccssary to use high pressures to obtain these structures.

Nelissen, Nies and Lemstra [12] reportcd that, during compression or injection

molding of the system polystyrenelpoly(2,6-dimethyl-I,4-phenylene ether), phase

separation was induccd. This phase behaviour, detectcd by differential scanning

calorimetry and transmission electron microscopy, was rationalizcd in terms of the

influence exerted by pressure on the location of the phase boundary.

Pierick and NoUer [13] investigatcd the effects of the process conditions (cavity

pressure, hold pressure, injection specd, melt temperature, and mold temperature) on

shrinkage, and found that cavity pressure was the parameter most directly relatcd to

shrinkage.

Hastenberg, Wildervanck and Leenen [14] found that the stress distributions along

the flow path were influenccd by the varying pressure histories from the entrance to the

end of the mold cavity. The various fcatures of the stress profiles were explained by the

intluence of the pressure decay rate in the injection-molding process.

Matsuoka, Takabatake, Koiwai, Inoue, and Yamamoto [15] discussed an

integrated simulation system to predict warpage of injection molded parts. The warpage

was predicted from the temperature difference between upper and lower surfaces,

temperature distribution and flow induced shear stress, and shrinkage.

ln addition to the above experimental and empirical studies, researchers have

employed computer simulations to understand the interactions between process
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conditions and product quality parameters in a more fundamental approach.

1.3 Simulation of Injection Molding

Computer simulation of injection molding staned almost rwo decades ago wi th

one-dimensional models. With the development of computers and computational

methods, computer simulation has become fairly sophisticated. There exist several

commercial producrs such as MOLDFLOW and CFLOW to predict the temperature,

pressure, flowrate and the distribution of some properties in the product [16, 17].

Kama!, Chu, Lafleur and Ryan [18] outiined the features of a comprehensive

computer simulation of the filling stage of an injection molding process to obtain

predictions regarding temperature, pressure, velocity, stress and structure ofthe melt

front region. The simulation incorporated a visco-elastic rheological equation and

took non-isothermal crystallization kinetics into consideration.

Wang, Hieber and Wang [19] used a control-volume approach to simulate the

pressure field, melt front advancement, and temperature field for the mold filling

stage of the injection molding of three dimensional thin parts.

Gogos, Huang and Schmidt [20] dealt with the simulation of the filling of a

cavity utilizing the Marker-and-Cell numerical technique. The cavity was treated as

two parallel plates. The flow was assumed to be isothermal and incompressible with

a rheological power law mode!. The results of the simulation were found to be in

qualitative agreement with experimental results using tracer particles.

Goyal, Chu and Kama! [21]later developed a comprehensive two-dimensional
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mathematical model for filling a disc-shaped cavity. The modellOok into account the

effects of visco-elasticity, non-isothermality, foumain flow and slip of the flow from.

A variable slip boundary condition was used to avoid discontinuity in the flow

structure. The results of the simulations were obtained using the White-Metzner

(visco-elastic) and generalized power-Iaw (inelastic) constituùve equations.

Huilier, Lenfan!, Terrisse and Deterre [22] presented a model of the packing

stage in injection molding of thermoplasùcs. It calculates the ùme evoluùon of the

pressure and temperature fields and stress variaùons in a simple geometry.

Nguyen, and Kamal [23] studied two-dimensional packing, assuming that the

process was isothermal because the pressure build-up during this phase occurs in a

very shon ùme. The polymer melt was assumed to behave like a Maxwell fluid with

a Power-Iaw viscosity and a constant relaxaùon Ùffie. The density was assumed to

follow the Spencer-Gilmore [118] relaùon.

Titomanlio and Piccarolo [24] established a function relating the mass entering

the mold during the packing-holding stage as a function of holding Ùffie. The model

was tested with nylon (NY66) resin.

Tumg, Wang and Wang [2S] proposed a methodology for analyzing the flow

of two different polymer melts injeeted sequentially into a three-dimensional thin

cavity using co-injection molding.

Papathanasiou and Kamal [26] presented a model for the filling stage of

injection of visco elastic thermoplastics into caviùes of complex shapes. The model

considered two-dimensional melt f1ow, with converging and diverging flow regions
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induced by the complex boundary shape and by the presence of an obstacle. Toe

mode! was noo-isothermal with the melt losing heat to the mold walls as it travelled

into the cavity. It used a visco-elastic (White-Metzner) model. and the properties of

the material varied with temperature. shear rate. and pressure. Boundary-fitted

curvilinear coordinates were used in the mapping of the flow field into a time

invariant rectangle. which permitted the use of the finite difference method. The

numerical resu!ts revealed geometry-induced asymmetries in the flow and thermal

fields, as weil as the effeet of various process parameters on the pressure and

temperature profiles in cavity. The model could deal with a cavity of variable

thickness, thus allowing for a treatment of cavity thickness as a process parameter in

the simulations. Kamal and Papathanasiou [27] compared the model simulation

results with experimental data, showing that the theoretical pressure predictions

were in fairly good agreement with experiments with the maximum deviations

occurring towards the end of fil1ing.

Chu, Kama!, and Goyal [28] presented a detailed two-dimensional

mathematical model to describe all three stages of the injection molding cycle in a

simple reetangular cavity. The predictions of velocities, pressures, temperatures. and

shear stresses were compauble with experimental results.

Chiang, Hieber and Wang [29] proposed a unified simulation of filling and

post-filling stages in injection molding. The model involved a hybrid finite­

elementjfinite-difference numerical solution of the generalized Hele-Shaw flow of

a compreS51ble viscous fluid under non-isothermal conditions. The shear viscosity of



•

•

•

14

the polymerie material was represented by a Cross model [119] of the shear-rate

dependence and a WLF-type [120] p.mctional form for the temperature and pressure

dependence, whereas the specifie volume was modeled in terms of a double-domain

Tait [121] equation. Complex thin pans of variable thickness were modelled and

described by fiat, triangular finite elements. In a second part paper [30], the cavity

pressure prediction was compared favourably with the experimental results.

Simulation of the injection molding process is desirable because it would

provide comprehensive relationships between sorne major process variables,

prcperties, and process conditions, without carrying out expensive and time­

consurning tests. Simulation results can assist mold and machine designers in

choosing a proper design based on quantitative information, rather than relying on

costly trial and error. Irrespective of the degree of accuracy of the simulation and

machine design, there will always exist machine noise, vibration, wear-out md raw

material variability w!lich cause the quality inconsistency of the final molded part.

Process control is the cornrnonly accepted technology in industry to assure that the

process and machine variables remain close to the desired operating conditions,

consequently maintaining produet quality.

The above review suggests that both quality analysis and computer simulation

indicate that mold temperature, melt temperature, injection velocity, hydraulic

pressure, nozzle pressure and cavity pressure have significant influences on the final

produet. Closed-loop control of the above variables bas become increasingly common

in order to minimize variability of produet quality. The following gives a review of
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recent signiticant work on the control of these variables.

1.4 Mold Temperature Control

A comprehensive review of mold temperature control has been presented e;lrlier

by Gao [31].

Patterson. Kamal and Gao [31 - 33] installed a number of làst response

thermocouples both at the mold surface and inside the mold metal of a simple tàn-gated

injection cavity to measure mold surface temperatures and mold meta\temperatures. The

temperature distributions in both space and time were obtained. Due to the variability of

mold temperature in both time and space. it would be very diflicult to develop a control

strategy to control temperature distribution at all points and times. Therefore, an

alternative strategy based on representative thermal parameters is desirable. A number

of alternative parameters were considered: mold surface cycle averaged temperature,

mold surface peak temperature. mold partial cooling time, mold metal cycle averagcd

temperature, and mold metal peak temperature. The dynamic models sui table for control

were obtained for the above parameters. They were all found to be best titted with a lirst

order plus delay mode!. The performance of Dahlin and PID controllers was compared

with Dahlin control found to be slightly better.

Rinderle [34] proposed to use heat pipes to construct a mold such that its

temperature could be controlled. The construction of such a mold appears expensive, and

the strength of the mold is questionable.
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Kim et al [35 - 37] presented a concept of low thermal inertia molding

(LllM). The mold surface temperature is kept at the same temperature as the

incoming molten polymer; therefore, filling can be done isothermaily. Upon the

completion of filling, the surface temperature of the mold is lowered to cool the part.

They claim that the quaiity of the part is improved due to the reduction of flow­

induced molecular orientation, and that the injection hydraulic pressure can be

reduced greatly. In order to make the overall injection cycle time to be the same as

that obtained with the conventionai mold, they proposed to use high conductivity

materiais and/or thermoeleetric modules for the mold. No application of this

technique to injection molding has been reported. In any case, the technique suffers

from the following shortcomings: (i) the heating-up process may take a long time, (ii)

the mold strength is limited, (ili) the mold has to be specially designed.

1.5 Melt Temperature Control

Gomes [38] and later Ruscitti [42] conducted extensive reviews of the

dynamics of me!t temperature. These findings will not be repeated here.

Kamai, Patterson and Gomes [39 - 41] installed a thermocouple in the

injection screw tip to measure the melt temperature. Step change and PRBS tests

were carried out to determine the dynamics of melt temperature as weil as front and

rear barrel zone temperatures. The models of front and rear zone heater

temperatures were found to be essentially fust order plus delay, while that of the

melt temperature was found to be best described as second order plus delay. The
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interaction between the front and rear zones was negligible. The melt temperature

was strongly affected by the front zone barrel temperature. PID control and other

classical control techniques were applied to control the melt temperature. and

satisfaetory results were obtained. Later. Ruscitti [42] installed four heater zones in

the same barrel. He aIso instaIled a number of thermocouples at various positions

in the nozzle to deterrnine the spatial distribution uf melt temperature. A Vanzetti

iLfrared temperature transducer was aIso instaIled to compare it with the

thermocouples. He found that the thermocouples provided more accurate melt

temperature measurement because the Vanzetti appeared to indicate the averaged

temperature of a smaIl volume of the melt in front of its probe. A time-proponional

aIgorithm was employed to control barrel heater power and melt temperatures. The

long control intervaI was found to cause ripple fluctuations in the barrel temperatures

[42].

1.6 Closed-Loop Control of Hydraulic, Nozzle and Cavity Pressures

An early study of pressure dynamics was carried out by KamaI, Patterson and

Abu Fara [43, 44]. Dynamic models useful for control purposes were obtained for

both nozzle and hydraulic pressures. The dynamic model for hydraulic pressure

during filling was found to he best described by a fust order plus dead-time model

together with an underdamped second order mode~ as given by Equation (1.1):
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where G. G1 = process gains

T, Tl = process time constants

~ = damping factor

D = process time delay

(1.1)

The nozzle pressure was found to be best modelled as a second order over-damped

process as shown below:

• where

G

= nozzle pressure during filling

= process gain

(1.2)

•

TI' T2 = time constants

They concluded that for pressure control of injection molding, it is preferable to use

nozzle pressure rather than hydraulic pressure.

Kama!, PattersoD, Coniey and Abu Fara [45, 46] later carried out a more

detailed study to understand the dynamics of pressure variation at different points

in the injection molding system. Both step changes and a pseudo-random binaIy

sequence (PRBS) were employed to obtain the dynamics for both nozzle and cavity

pressures. The cavity pressure was found to he best modelled as a first-order plus

delay with an added ramp component to allow for the steady increase of cavity

pressure:



•
where

P (t)=k t+k.,(I-e -(t-D~')
< 1_

Pc(t) = cavity pressure

k} = ramp slope

k2 = process gain

T = process time constant

D = time delay

lQ

(1.3)

•

An experiment was carrieù out with proportiona! and integral (PI) feedhack control.

The cavity pressure followed the set-point closely in the early stages of filling; then

it became increasingly oscillatory. This was attributed to the non-linearity of the

process. Table 1.1 gives the process parameters associated with the servo-valve

openings. A gain scheduling control strategy, in which the controller gain was reduced

througbout the injection stage, improved the centrol response. They did not give an

explicit expression to describe the pattern of gain reduction or the nature and causes

of the non-linear dynamics during the filling.

Chiu, Wei and Shih [47], based on Equation (1.3) of Kama! et a! [46].

designed a PI controller and an adaptive model following controller (AMFC) for

cavity pressure during filling. They compared the performance of these two types of

controllers, and found that the control response of AMFC was better in terrns of set-

point tracking. However, only simple set-point profile, fixed operating conditions and

simple cavity geometries were used in the test. The results under different process

conditions were not projeetecl. Furthermore, process dynamics were not reported due

to the inherent nature of AMFC.
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Values of parameters for cavity gate pressure model during filling
[46]

•

Change in Ramp Process Time Time

Valve Slope Gain Constant Delay

Opening (%) kt (psijs %) kipsij%) T(S) D(s)

15-35 12.06 3.84 0.116 0.011

20-40 13.25 4.41 0.091 0.012

30-50 16.82 1.76 0.110 omo

35·15 9.01 2.91 0.178 0.040

40-20 9.89 2.32 0.134 0.070

50-30 11.85 0.75 0.098 0.040

Costin, Okonski and Ulicy [48]. based on the model structure of Equation

(1.1) proposed by Kama! et al [43]. developed a hydraulic pressure control system for

injection filling. They used screw displacement increments instead of time to

determine the sampling instants. A self-tuning regulator (sm) and PI control

systems were programmed to control the hydraulic pressure for both HDPE and

ABS. In both cases. the self-tuning controller was found to perform better than PI.

However. both sm and PI exhibited some significant errors. They suggested that if

the nozzle pressure was used instead of hydraulic pressure. the results might improve.

However. no experiment was performed to verify this daim. Furthermore, using the

screw displacement increments as the sampling period prevents extending the filling

• control strategies into the paddng phase.
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Agrawal, Pandelidis. and Pecht [49] gave a comprehensive review on injection

molding process control. They categorized the injection molding variables into all­

phase control, phase-dependent control, and cycle-to-cycle control. Ali-phase control

includes variables that must be controlled ail times. The control of variables triggered

bya transition to a specific phase is said to be phase-dependent control. In cycle-to­

cycle control, previous data are used te predict future trends and to take appropriate

corrective actions.

Based on the dynamic models in Equations (1.2) and (13) obtained by Kamal

et al [45, 46], Srinivasan, Srinivasan and Maul [50, 52] proposed a leaming control

for cavity or nozzle pressure during injection mold filling. Learning control can be

applied to a process which is subject to periodic inputs. For this reason, it is

sometimes aIso referred to as repetitive control [51]. The resulting controUer utilizes

an error signal from the preceding injection cycle to improve the effectiveness of

control in the current injection molding cycle. For this reason, learning control is

classified as cycle-to-cycle control. The simulation results showe":! an improvement in

terms of error reduction from cycle to cycle. However, there was no experimental

verification of the simulation results. since the control is based on a cycle-to-cycle

basis, there is no improvement possible within an injection cycle.

Malloy, Chen and Orroth [53) studied injection holding pressure transition

techniques. The importance of the transition was stressed in this investigation in

terms of part weight consistency. The problems associated with the time based

transition were weil explained. Five different transition techniques based on time,
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position, cavity pressure, nozzle melt pressure and hydraulic injection pressure were

evaluated experimentally. Significant differences in molded part weight repeatability

were observed among the different techniques. The transition detection based on

position or cavity pressure was found to be the most effective; with the latter offering

other advantages, such as providing information on the melt condition inside the

cavity over the course of the molding cycle. Pressure transfers based on peak nozzle

melt and peak hydraulic injection pressures were also shown to perform weil when

melt viscosity was constant. Injection-to-packing pressure transition based upon fixed

injection time was found to be the least repeatable.

Haber and Kamal [54, 55] studied the cavity pressure fluctuation from cycle

to cycle. The use of a servo-valve in the hydraulic system of the injection molding

machine, coupled with a microprocessor to control the servo-valve opening, was

shown to reduce the peak pressure variations. The manipulation was based on a cycle

to cycle basis, rather than within cycle control.

Abu Fara, Patterson and Kamal[l, 56, 57] developed a closed-loop cavity

pressure control system for the packing phase. The dynamic model was found to be

a first order plus delay as expressed in the following equation:

p.(t) = k(l-e -<'-Dl/') (1.4)

Where Pit) = the cavity pressure during packing

k = the process gain

T = the process lime constant

• D = the process delay
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Change in Valve Process Time Time

Opening (%) & Pressure Gain Constant Delay

at which it occurred k. Mpa/% T (s) D (s)

30 % @ 2000psi 0.439 0.179 0.Q10

50 % @ 2000psi 0290 0.209 0.011

40 % @ 2000psi 0341 0.187 0.007

40 % @ 3000psi 0275 0.451 0.005

The process dynamics exhibited strong non-Iinearity, because the process gain, time-

constant, and delay were found to vary with bath the valve opening and the cavity

pressure itself. The parameters of the model obtained under different experimental

conditions are given in Table 12. A classical PI controller was designed,

implemented and tested experimentally. Reasonably good experimental results were

obtained. The switch from filling to packing was found to be best based on the rate

of change of the cavity pressure. However, the control responses seemed to be

slrongly related to the packing profile. The best result was obtained with a packing

profile fitting a 4th order polynomial of pressure variation with time.

Smud, Harper and Leffew [58] demonstrated the control of cavity pressure

during the packing phase by manipulating the clamp pressure (or clamp force),

instead of the most common approach using one or more hydraulic servo-valves to

drive additional material into the injection cavity. The dynamic model was found to
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be related to the sign of the error. The models for both the positive and negative

errors were found to fit with first order plus delay models. The controlled cavity

pressure followed the set-point profile reasonably well. However, using the mold

separation (or clamping force) as the manipulated variable inherently causes

variation of the molded part thickness, i.e. the molded part thickness would not be

the same as the set value, unless t:lere is no mold separation.

No published results can be found, to the best knowledge of the author,

regarding the modelling and control of cavity pressure during the cooling pha:;e.

1.7 Closed·Loop Control of Ram Velocity

Abu Fara [59] reported that ram velocity had a fast response ( less than 0.01

second) to the supply servo-valve opening in the hydraulic system. He assumed that

it had a linear relationship with the servo-valve opening:

c=G'Mr r

where C, is the controlled variable, ram velocity at the sampling time t,

(1.5)

Ml is the manipulated variable, the percentage change in the valve opening

at time t, and

G is the process gain.

On the other hand, Wang et al [60] reported that a 4th order dynamic relation



• existed between ram velocity and the servo-valve opening as follows:

c(s) 2.144x1011

G(s) = - = ---...=:..:..:....:..:.:=..::..----
M(s) (s+125)(s+1138)[(s+383)2+11232]

where M is the marupulated variable. voltage to the servo-valve. and

c is the controlled variable. the rarn velocity during injection filling.

(1.6)

•

Both of the above models for ram velocity were assumed to be linear time-

invariant, neglecting the effeet of the increasing cavity pressure during filling on the

ram velocity during injection.

Pandelidis and Agrawal [61]. based on Equation (1.6), proposed a self-tuning

control with a deadbeat design for the rarn velocity control. The simulation results

demonstrated that the controller response followed a varying velocity profile dosely.

However, no experimental verification of the controller was provided.

Pandelidis and Agrawal [62]later, again Iimiting themselves to the control

algorithm itself, citing the above two rarn velocity models developed by Abu Fara

[59] and Wang et al [60], and chose the latter for their simulation study. They

proposed that the ram velocity follow the fixed trajeetory shown in Figure 1.4, based

on the following reasoning:

(i) high ram velocity during filling of less critical volumes such as runners, results

in minimum heat loss and shoner injection time;

(ü) slower ram speeel when the melt reaches the gates eliminates jetting;

(ili) velocity adjusted so as to maintain constant f10w front velocity prevents

inconsistencies in f10w pattern that can cause non-uniform surface orientation
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Figure 1.4 Ram velocity profile suggested by Agrawal [62]
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resulting in warping of the moulded part:

(iv) significant reduction of the ram velocity just prior to the moment of complete:

cavity filling prevents over-packing and/or f1ashing.

They proposed that the objective of the optimal anticipatory control of ram velocity

was to minimize the deviation of the actual speed profile from a desired pre-specifie:d

reference. They defined their objective function as:

•
where e(k) is the tracking error at I-.-th sarnple

u(k) is the manipulated variable

kc is a finite final time

S is a positive semi-definite weighting matrix for final time (assumed

zero in their case)

Q is a positive semi-definite weighting matrix of the states

R is the weight matrix of the controlling variable, which should be

positive.

•

Their simulation results indicated that the optimal anticipatory control (with proper

weight matrices Q and R, producing the smallest objective function J) was slightly

better than a PlO controller. However, they did not test their results experimental1y

and the non-linearity and iline-varying characteristics of ram velocity during filling

were ignored.
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1.8 Selection of the Controlled Variable

The machine hydraulic pressure, nozzle pressure, cavity pressure. screw

displacement, and ram velocity ail share the same manipulator: the hydraulic servo­

valve. The change of servo-valve opening introduces a change in hydraulic pressure

first. The hydraulic pressure changes then propagate to the nozzle pressure. The ram

velocity is driven by the hydraulic pressure and counter-driven by the nozzle pressure.

The pressure buildup in the nozzle drives the molten resin ioto the injection mold

cavity. The cavity pressure increases gradually with the accumulation of the polymer

during filling and rises abruptly when the cavity is completely filled. Ali of the above

five variables are either directly or indirectly related to the servo-vaive opening. A

block diagram of the relationships (in the Laplace form) is shown in Figure 15.

Detailed information on these relationship functions cao be obtained by

mathematical modelling as shown in Chapter 5. The system has multiple outputs but

only one input. At any time, only one of the five variables cao be cIosed-loop

controlled. It is important to point out that the control of any one of the live

variables implies that the other four variables are also being controlled without

explicit set-point profiles, because they are interrelated.

Among the three pressures, the cavity pressure is the best choice as the

controlled variable, if the injection cavity allows the installation of a pressure

transducer. The cavity pressure is the cIearest indicator of the status of the rnaterial

in the cavity. The status of rnaterial is mainly determined by its pressure and

temperature. Various studies [6, 7, 13, 14] have indicated that cavity pressure has the
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Figure 1.5 Relationship between hydraulic pressure, nozzle pressure, cavity
pressure, ram velocity, screw displacement and servo-valve opening
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most direct effect on the microstructure and product quality.

A1though rarn velocity is often used as the controlled variable during filling,

it is actually a machine variable. Back-flow leakage, temperature changes, and

compression of the melt in the nozzle ail cause a deviation of polymer flow entering

the cavity to differ from that calculated simply from the screw (rarn) displacement.

Il is also very difficult to control ram velocity when the injection cavity is close to

being completely filled because the rapid cavity pressure increase causes rapid

changes in the machine characteristics. Furthennore, it is not possible to use rarn

velocity as the controlled variable after the injection cavity is filled. The screw

velocity is nearly zero during the packing phase and only pressure can be used to

indicate the degree of material compression.

In view of the above arguments, cavity pressure is judged to be the best

candidate as the controlled variable for both the filling and packing phases. If it is

not possible to install a pressure transducer in the cavity, the choice would be nozzle

pressure.

The process non-linearity during the filling and packing phases (see Tables 1.1

and 1.2) causes problems in the implementation of classical closed-loop control. The

cavity pressure controllers [43 - 46, 50 - 51, 54 - 57] reviewed were mostly based on

a linear time invariant model even though the :1on-linearity was found to be

significant. In most cases, the designed classical controller has to be operated close

to the conditions under which model parameters were obtainecl, otherwise the

controller perfonnance deteriorates. Furthennore, the time-invariant and linear
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models could only be used with the same machine and test cavity. Changes require

the comroUer to be retuned. However. an injection molding machine is usually

employed in conjunction with many differem cavities. Retuning the controller for

each new cavity or material or condition requires a very tedious and ex-pensive effort.

It is therefore highly desirable to have a cavity pressure control system capable of

yi~lding good performance for a wide range of conditions including different cavities.

Adaptive control, suitable for a wide range of conditions and time-varying

and/or nonlinear processes, is growing in imponance [63 • 82. 85 • 95]. with

continuous development of computer technologies and computational algorithms. A

number of applications have been reponed [76 - 82]; sorne are even applications to

polymer processing [80, 81]. It was therefore decided to implement a self-tuning

regulator (STR) for cavity pressure control in this work.

STR control requires substantial computational power, which was not

available on the old injection molding machine installed in the McGiIl polymer

laboratories. The decision to design a real-time computer comrol and data

acquisition system, with sorne level of intelligence to replace the existing obsolete

system, was made.
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Chapter 2

RESEARCH OBJEcrIVES

The objectives of this research project may be stated as follows:

(1) to develop and implement a real-time computer control and data acquisition

system for the injection molding process,

(2) to develop a cavity pressure control system to operate over a wide range of

conditions throughout the complete injection cycle. This objective is divided

into the following subobjectives,

(a) to investigate the evolution of cavity pressure dynamics during the

filling phase,

(b) to design and test a self-tuning controller for cavity pressure during

filling,

(c) to determine the appropriate method to detect the filling-to-packing

transition,

(d) to investigate the evolution of cavity pressure dynamics in the packing

phase,

(e) to design a cavity pressure controller for the packing phase,

(f) to investigate cavity pressure dynamics in the cooling phase, and

(g) to implement a cavity pressure control system for the cooling phase.
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Chapter 3

THE INSTRUMEJ'I.'TATION. DATA ACQUISITION AND COMPUTER

CONTROL SYSTEM

3.1. Introduction

Process automation has reached a high degree of applic-.ltion in the plastics

processing industries. Modem injection molding operations can be almost totally

automated to the extent that one operator can supervise the operation of many

machines. Machine set-ups, once determined, can be loaded automatically when a

job is changed. Injection profiles, barrel temperatures and other variables are thus

less subject to operator errors, since the operator no longer has responsibility for

entering them into the injection molding machine control system. Nevertheless. the

determination of the temperatures, injection velocity profile and othervariable values

to produce acceptable parts at an economic rate is still largely a trial and error

process.

Although commercially available control systems of considerable power,

complexity and completeness are commonly installed on modem molding machines,

these systems are generally unsuitable for research purposes. As part of our ongoing

research on injection molding. the ability to change and develop control algorithms

was sought. In particular. the capability to employ different algorithms in different

phases of the injection molding cycle (for example. filling versus packing) was

desired. No commercially available injection molding machine control system could

be found to provide the degree of flexibility of operation that was needed. It was
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therefore decided to develop a custom system that would satisfy the above needs.

The knowledge and experience gained in previous modifications of the

injection molding machine led to the choice of a micro-computer (PC type) as a base

for the control system. Modern programming practice dictates a modular construction

of programs. This allows for easy modifications and extension to the computer-based

control system. 1t was also determined that it was desirable to have a hierarchical

structure for the control system, since different users require different operational

levels of machine use. Although the primary objective was the investigation of control

strategies and algorithms, the injection molding machine (IMM) would also be used

for the "production" of samples for various testing purposes. It was decided ta provide

three levels of sophistication of operation. These levels are summarized below.

LEYEL

1. (production)

2. (molding research)

3. (control research)

DESCRIPTION

System set-up by default ta predetermined

machine settings

Explicit configuration of the

machine settings by the operator

Explicit configuration of

machine settings and the

control system

•
3.2 System Design Characteristics

A number of other capabilities of the system were deemed to be essential.
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The overall objectives were to be introduced via software (programming). rather than

hardware. in order to preserve as much fJexibility as possible for future sludies and

for unforeseen modifications to the IMM. The desirable characteristics can he

summarized as:

(i) a hierarchical structure to accommodate different operational levels.

(ii) an emphasis on software. as opposed to hardware. rea!isation of functions.

(iii) the utilization of a real-time operating system to accomplish characteristic (ii)

above,

(iv) the presentation of user-configurable pararneters appropriate to each

operating Ievel, and

(v) the presentation of the IMM status during a molding cycle.

Satisfying the characteristics within the constraints of Iimited resources (computer

size and configuration, budget and program development time) presented an

interesting problem.

3.3 Required Tasks

A number of tasks had to be completed to achieve the objectives:

(i) The basic tools: a computer, suitable data acquisition boards with

analog and digital input-output and a real-time operating system had

to be chosen.

(ii) Transducers for various machine variables had to be instalIed and

appropriate signal conditioning performed. Because of previous worle,
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a numher of sensors were already in place on the injection molding

machine[l, 31 - 33, 38, 42, 57].

A computer interface to the injection molding machine had ta be

developed and tested.

A suite of programs had to be developed to monitor and control, in

real-time, the inj~ction molding machine operation and measure and

regulate variables such as barrel temperatures, mold coolant

temperature, and cavity prel>sure.

A ·user friendly· interface, suitable for both novice and expen users,

and with intelligence to rejeet invalid or unreasonable user inputs, was

necessary.

3.4 Operating System

3.4.1 Operating System Selection

The development of the data acquisition and control programs was key to the

success of the projeet. A multi-tasking operating system was judged necessary. This

allowed individual tasks to be associated with panicular program modules. The

modular programming approach pennits easy modification and expansion. It bas to

operate in real time, since it has to deal with machine requests in a time - critical

manner. For example, it has to stop screw movement when the screw forward limit

switch is activated. A number of real-time operating systems (PDOS from Eyring,

iMAX from Intel, and QNX from QNX Software Systems Ltcl.) were examined and
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the QNX operating system was chosen. A partial list of the advamages of QNX

fol1ows [105 - 113]:

(i) QNX is a real-time. multitasking. POSIX compliant operating system

running on IBM PC compatible computers. POSIX is the acronym for

portable operating system information exchange.

(ii) QNX has a large suite of user utilities and an industry leading

optimizing C compiler (WATCOM C).

•

(iii)

(iv)

(v)

(vi)

The QNX structure is in a micro-kernel, modular form. Thus it is easy

tO add, remove or modify a control process (task) without modifying

the programs for other tasks.

QNX has a rich set of inter-process communication functions.

The QNX operating system is stable. Since its introduction in the early

1980's, a number of process control systems for various industries have

been successfully developed with it.

QNX is peer to peer network transparent, which makes it easy to add

a second computer to the system, should the original computer not

have enough computation power, due to future expansion.

•

3.4.2 Brier Introduction to QNX OS

QNX consists of a small kemel (Iess then 8 k bytes) in charge of a group of

cooperating processes. The kernel is dedicated to only !Wo essential functions:

message passïng and scheduling. Ali other services are handled via system processes.
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A typical QNX configuration has the following four system processes: process

manager, filesystem manager, device manager, and network manager.

The process manager and kernel provide essential operating system services.

QNX supports three process creation primitives: forkO, execO, and spawnO. Each

process is assigned a priority by the programmer. The priorities assigned to processes

range from 0 (the lowest) to 31 (the highest).

Three scheduling methods are available with QNX; first in first out (FIFO),

round-robin, and adaptive. Each process may run using any one of these scheduling

methods. They are effective on a per-process basis, and apply only when twO or more

processes are of the same priority.

QNX supports three essential types of inter-process communication (IPC):

messages, proxies, and signaIs.

Message passing is the fundamental form of IPC in QNX. It provides

synchronous communication between cooperating processes where the process

sending the message requires proof of receipt and possibly a reply to the message.

Proxies are a special form of message. They are especially suited for event

notification where the sending process doesn't need to interaet with the recipient.

Signals are a traditional form of IPc. They are used to support asynchronous

inter-process communication.

In QNX, time management is based on a system limer maintained by the

operating system. A process can create limers, arm them with a time interval, and

remove timers. A QNX function, mktimerO, allows the user to specify one of the
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following event-reponing mechanisms:

sleep until complet ion: the process sleeps from the time it issues the timer arming cali

until the interval expires.

notify with proxy: a proxy will be usee! to notify the process that the time inlen'al has

expiree!.

notify with signal: a user-specifiee! signal will be deliveree! to the process when the lime

interval expires.

Interrupt handlers service the computer's hardware interrupt system by rc.1cting

to hardware interrupts and manage the low-level transfer of the data between the

computer and external devices. lnterrupt handlers are physically packaged as pan of a

standard QNX process. but they always run asynchronously to the process with which

they are associatee!.

QNX a1lows processes to share ponions of memory. This is an effective way to

communicate and share dynamic information among processes.

3.5. System Description

The hardware and software aspects of the real-time computer control system of

the injection molding machine are describee! below.

3.5.1 Control System Hardware and Components

3.5.1.1 Computer and Data Acquisition Board

An ALR (Micro-Channel bus) computer was chosen to host the data
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acquisition and control system. This machine, running at 33 MHz with an i80486DX

cPu, ha~ nine megaby'es of memory, and a 240 megabyte IDE hard disk. Two data

acquisition boards from Analog Deviees (RTI220) were seleeted for their large

input/output capability [96, 97]. Each data acquisition board has a maximum of 64

inputs and 16 outputs. The boards can generate an interrupt to the computer when

an analog-to-digital conversion is completed. Two data acquisition boards were

installed to have one board for rapidly varying signals (such as pressure) and the

other board for slowly changing signals (such as barrel temperature). A digital

input/output board, also from Analog Deviees, (RTI217), which has 32 input/output

lines, was seleeted for digital signal interface [98]. The addresses and interrupt

numbers occupied by these three boards are listed as in Table 3.l.

The real-time computer control system was developed for a 60 ton Danson

Metalmec 2 1/3 oz, reciprocating screw injection molding machine. Major machine

specifications are given in Table 32. The hydraulic system and injection barrel had

previously been modified [1]. A number of sensors and instruments had been

installed to measure important machine and process parameters such as cavity

pressures, nozzle pressure [1], mold temperature and heat flux at various points in

the mold [31, 32] as well as barrel and melt temperatures [42]. Two hydraulic servo­

valves had been incorporated into the hydraulic system to control cavity or nozzle

pressure. In the present work, two control valves were incorporated into the cooling

system to control coolant flowrate and temperature, and consequently the mold

temperature. AIso, an improved heater control system was developed to control
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The addresses and interrupt numbers of the data acquisition boards
and digital 110 board

Computer Slot Descriptions

Name RTI-217 DIO Board

Base Address Base-1: 2000H
1

Interrupt Number 11

Name RTI-220 A/D Board (fast)

Base Address Base-2: 6000H
2

Interrupt Number 10

ADC Coding Offset Binary

Name RTI-220 A/D Board (slow)

Base Address Base-3: 7000H
3

Interrupt Number 7

ADCCoding Offset Binary

barrel temperatures.

A simpIified computer -injection molding machine interface is shown in Figure

3.1. The directions of the arrows indicate the signal and flow directions. T, P, H and

F enclosed in small cirdes represent the thermocouple, pressure transducer, heat flux

sensor, and flow meter, respectively. Dotted lines represent a shielded wire housing

through which a number of signal cables pass. DetaiIed information regarding the

major components of the control system is given in the following sections.
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Machine Model Danson Metalmec 60-SR

Capacity 2 1/3 oz (66.1 g)

Screw Diameter 1375 in

Screw L/D Ratio 15/1

Screw RPM 40-150

Clamping Force 60 Ton (US)

Hydraulic Pump Sperry-Vickers Vane Pump

Pump Capacity 8 US gpm flow at 2000 PSI Pressure

Eleetric Motor 20 hp, 3 phase, 60 Hz

3.5.1.2 Injection Barrel and Screw Instrumentations

The instrumentation of the barrel and screw is shown in Figure 3.2. AlI the

thermocouples installed are type E from NANMAC. One thermocouple, installed in

each barrel heater zone, measures its temperature. A thermocouple is installed with

its tip flush with the injection screw tip to measure the melt temperature. The last

thermocouple is installed with its tip immersed into the melt. A Vanzetti infrared

sensor [99] is also installed to measure the molten resin temperature. The detailed

geometric location of the thermocouples and the Vanzetti can be found in reference

[42]. An MTS Temposonics (IOO]linear displacement (LOT) and velocity (LVT)

transducer (Model 011012070208, SIN: 21468-û2-010N) was attached to the injection
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...............$ ~ .

LimitSwitebes SoleDoid Valves

•
FIgUre 3.1 Computer interface for the McGill injection molding machine (DIO

= digital input / output, Vfi = voltage to current convener. ALR
= a micro-channel computer)
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lDT&LVT

LDT&LVT= Linear Displace and Velocity Transducer
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Heater

® = Pressure Transducer

® = Thermocouple

@ = Vanzetti

•

• Figure 3.2 Instrumented barrel and screw of the injection molding machine
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screw to rneasure the screw displacernent and velocity. The Ternposonics transducer

obtains the velocity rneasurernent by electronically differentiating the displacernent

signal. Both LDT and LVT signal outputs are in the range of 0-10 volts. The scre\\'

displacernent has the following relationship with the sensor output:

•

X=3.05"\1+4.27

where X is the serew displacernent, unit: cm, and

v is the LDT output, unit: Volts.

and the velocity has the following relationship equation:

V. = 2.03 • vi

where Vs is the serew velocity, unit: cm/s, and

vi is the LVT output, unit: Volts.

(3.1)

(3.2)

•

3.5.1.3 Injection Cavity

Two Dynisco pressure transducers (PT425A-3M), three NANMAC type E

thermocouples, and three custom-made thermocouples were installed on the flXed

plate of the injection molding machine with their tips flush to the cavity surface [1,

31]. Figure 3.3 gives the sensor locations and cavity geornetries. The thickness of the

fan-gated cavity is 3.18mm (Ya inch). The custom-made thermocouples have their hot

junction 1 mm away from the cavity surface [31]. The NANMAC and the custorn­

made thermocouples were installed to be geometrically symmetric around the rnold

center axis. Therefore, it was assumed that they measured the temperature at the
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Figure 3.3 Fan-gated cavity and sensor locations (fixed platen)
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same location in the cavity. but at different distances from the surface (31 - 33].

Three heat fllLx sensors (RDF Co. Micro-Foil111 part no. 20455-2) wert:

instalied te be flush \Vith the cavity surface at the moveable plate of the machine. as

shown in Figure 3.4 [31].

3.5.1.4 Cooling System.

The cooling system design, computer interface. instrumentation and dynamic

characteristics are all presented in Chapter 5.

3.5.1.5 Hydraulic Servo System

The hydraulic system was modified to have !wo hydraulic servo-valves (Moog

AO-76-103). A simplified schematic of the hydraulic system is ilIustrated in Figure

3.5. Either of the !wo servo-valves can be used as the supply or relief servo-valve

depending on the configuration of the nine manual valves incorporated in the

hydraulic circuit. The possible operations are listed in Table 33. Case 3 was selected

to control the cavity pressure throughout this investigation. svl is used as the supply

servo-valve (Ssv) to provide the hydraulic source to the injection cylinder, while sv2

is the relief servo-valve (Rsv) used to divert the hydraulic oil from the injection

cylinder to the sump. Both servo-valves are driven by 0-10 mA dc current. Zero mA

current corresponds to a completely shut servo-valve (0% open), while 10 mA

corresponds to a completely open servo-valve (100% open). Both of the servo-valves

are linear, i.e. their openings are linearly proportional to the supplied current. The
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Figure 3.5 Modified hydraulic system of the McGill injection molding machine
(Inj. Sp. Adj. = injection speed adjusting valve)
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Function Manual Valve Position

Position Valves

sv2 as the supply Valve. Open 1, 3

1
Closed 2, 4, 5, 6, 7, 8, 9

svl as the supply Valve. Open 5,4

2
Closed 1, 2, 3, 6, 7, 8, 9

sv2 as the supply valve, svl Open 1,3,4

3 as the relief valve.
Closed 2, 5, 6, 7, 8, 9

svl as the supply valve, Open 1,4,5

4 sv2 as the relief valve.
Closed 2, 3, 6, 7, 8

No servo-valve is used. Open 6,8

5 (Original machine

configuration) Closed 1, 2, 3, 4, 5, 7, 9

control of these IWO servo-valves is achieved through digital-to-analog eonverter

(DAC) outputs of RTI220. Output of the DAC has 0-5 V de, which is further

eonverted to the required 0-10 mA de current through a home-built voltage-to­

CUITent eonverter (V/1). The Vfi schematie is shown in Appendix A

3.5.1.6 Limit Switches

There are nine limit switches installed on the injection molding machine. They
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guarantee the machine integrity by preventing machine parts from travelling beyond

their set limits. The electrical signaIs were found 10 "bounce" when the switches

ciosed or opened. A de-bouncing circuit was developed to remedy this prohlem. The

de-bouncing circuit is shown in appendix B. The heart of this circuit is an integrated

circuit (le) chip MCl4490 from Motorola. Its working principle can he found in

reference [101]. The de-bounced limit switch signais are connected to digital port 0

of RTI-Z17 as the inputs to the computer control system. The status changes of the

limit switches produce an interrupt to the computer. Table 3.4 gives the limit switch

functions, as weil as their normal positiùns and connections to the port O. An open

position produces a logic one ( 5 V dc) to the associated bit of port 0 of RTI217.

3.5.1.7 Solenoid Valves

There are nine solenoid valves connected to the injection molding machine.

They have open and shut positions, and they are used to direct the machine's

hyâraulic fluid. AlI injection moldïng machine movements are achieved through the

combination of these valves. 1;,,,, output of port 3 of RTI-217 is used to manipulate

the operation of these valves through optically isolated solid Slate relays. The

connections ta the solenoid valves and their functions are given in Table 3.5. A logic

one to a bit of port 3 of RT1217 opens the solenoid valve connected to that bit.

3.5.1.8 Heater Control System

Previously, four zero-crossing relays were used to control barrel temperatures.
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Funetion Position BITS

LSl Mold Safety Cover NC 0

LS2 Mold Open NC 1

LS3 Pressure Switch (up) / Mold Closed NO 2

LS4 Carriage Forward NC ~

.J

LS5 Screw Back NC 4

LS6 Screw Forward NC 5

LS7 Ca.-:iage Back NO 6

LS8 Pressure Switch (Down) NO 7

LS9 Same as LS3 NC

An integrai ac cycle time proponional control method was employed to determine

the heater on and off times. The advantage of this realization is hardware simplicity.

However, it suffers a limitation of a long sampling period, wben a bigh resolution

(~12 bit) is employed, it causes a ripple effeet in the barrel temperatures. A new

heater control system was developed which eliminates this effeet. The temperature

sampling period may be as small as one balf of an ac cycle (1/120 second). The

eleetronic circuit and its description are given in Appendix C.

The system divides each balf ac cycle into 4095 equal time intervals. The total

number of power-on intervals to the beaters can be programmed by the output of
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Valve FUNCTION BIT

SI Disconnected

S2 Mold Close 0

S3 Carriage Bad:ward 1

S4 Switch to High Pressure 2

55 Screw Forward 3

56 Switch to Low Pre.<;sure 4

57 5crew Forward 5

58 Mold Open 6

59 Carriage Forward 7

port 1 of Rl1-217 board. This technique is commonly called phase control.

Ruscitti [42] developed a barrel temperature dynamic model in I~.dtion to the

percentage of power to the heater. With the heater control system developed above,

the conducting ac cycle fraction is not Iinearly related to the power to the heater.

Figure 3.6 gives a pietorial representation of the eleetrical voltage signal and the

perct=lltllge of l'C·....er tO the heater, where x is the percentage of power on. The total

power delivered lJy x - fraction is:
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"J'" V;" v;[ 'lt 1 ]P(x)= - sin-(t)dt=- -x--sin(2'lt·x)
o R R 2 4

where R is the heatet resistance. and

Va is the peak voltage of the power supply.

When x equals l, the power is on throughout the half cycle. The total power

is:

'ltV;
P(1)=-'­

2 R
(3.4)

The fraction of power (y) and the fraction of conducting half ac cycle (x) has the

following relationship:

p(x) 1.
y=--=x--sm(2'lt"X)

P(l) 2'lt .
(3.5)

The relationship indicated in Equation (3.3) is non-linear. The fraction (x) of

condueting half ac cycle is linearly related to the value output from the computer

port.

3.5.1.9 Pressure Transducers and l'heir Calibration

The pressure transducers used in this research are all from Dynisco Inc. They

were calibrated before being installed in their respective locations. A first order

polynomial fit was found to he adequate to describe the relationship between the

sensor output and the pressure. The calibration equations, installed locations and the

models and serial numbers are ail listed in Table 3.6. The output of a pressure
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transducer is proportional to its excitation voltage; therefore, the calibration

equations in Table 3.6 are based on the millivolts output divided by their respective

excitation voltages.

3.5.1.10 Signal Conditioning

The analog inputs of the data acquisition cards were configured to accept 0

to +5Vdc signais. The low level signais from the thermocouples and pressure

transducers were amplified before being conneeted to the RTI220 boards. The non-

Sensor Sensor Location and Calibration Equation

PT435A-3M Location Cavity (gate)

S/N:226385
Equation P=914.4"(mv/V)-21l.4 (psi)

PT435A-3M Location Cavity (middle)

S/N:290264
Equation P=908.1"(mv/V)-1805 (psi)

PT435A-lOM Location Nozzle

S/N:160039
Equation P=3010.9"(mv/V)+22.9 (psi)

PT435-3M Location Servo-Valve

S/N:226386
Equation P=915.6"(mv/V)-1585 (psi)

PT432A-IM Location Injection Cylinder

SjN:I0423
Equation P=326.6"(mv/V)-275.2 (Psi)

•

•

Table 3.6 Dynisco pressure transducer calibrations and their installed locations
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linear millivolt signais from the thermocouples are linearized. cold-junction

compensated and amplified by an integrated circuit (AD594) from Analog Deviees.

The AD594 produces a high level voltage output of 10mv;oC [104]. The electronic

circuit is shown in Appendix D. The differential millivolt output signais from the

pressure transducers are ampIified (gain = 100) by instrumentation amplifiers ADtl24

[104], also from Analog Deviees, before being applied to the data acquisition input.

A schematic of this arrangement is presented in Appendix E. The excitation voltages

for ail the pressure transducers were set to be 10 Volts. The amplified pressure

signais aiso pass through a first order low-pass filter (cut-off frequency about 250 Hz)

before the connection to the data acquisition input panel.

The hardware configuration of the computer control system is illustrated in

Figure 3.7, along with sorne seleeted major process variables. A list of inputs and

outputs is given in Table 3.7.

3.5.2 Software

The proper design of data acquisition and computer control systems increases

productivity and reduces operating and set-up errors. SimpIicity and flexibility are the

design principles. The goal is to make it simple for production use, yet convenient

for users examining different control strategies in a research context. Many con­

siderations enter into the design and implementation of the system.

After many rounds of discussion with professionais in the computer, control

and plastics processing areas, a design structure emerged, and a control system was
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Figure 3.7 Computer interface to injection molding process and machine
variables (ALR is the micro-channel computer)
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Analog Inputs:
Temperatures

7 Mold Cavity Temperatures

Surface tempo ncar the gate

Surface Temp. in the middle
Surface tempo at bouom

Metal tempo ncar the gate
Metal tempo in the middle

Metal tempo at the bouom

Metal tempo on the center

Screw Tip Temperature
Nozzle Melt Temperature

Oil Temp. in Injection Cylinder

Nozzle Vanzetti Temperature
4 Barrel Temperature

Barrel heater tempo zone 1

Barrel heater tempo zone 2
Barrel heater tempo zone 3

Barrel heater tempo zone 4

3 Coolant Temperatures

Coolant hot water tempo
Coolant cold water tempo

Coolant mixed water tempo

6 Pressures

Cavity pressure near the gate

Cavity pressure in the middle

Nozzle pressure
Cylinder back pressure

Supply servo-valve pressure

Relief servo-valve pressure

3 Heater Flux at Cavity Surface
Heat flux ncar the gate

Heat flux in the middle

Heat flux at the bouom

Injection Velocity of Piston

Injection Dispiacement

Coolant Flowrate

Analog Outputs
2 SC1"Vo-valvcs

Relief servo-valve
Supply servo-valve

2 Control Valves

Control valve (hot water side)
Control valve (eold w.ter side)

Digital Inputs

8 Lintit Switches (LS)

Mold safety eover LS
Screw back LS

Screw forward LS
Barrel back LS

Barrel forward LS

Mold open LS

Mold close LS
Pressure change LS

Digital Outputs

8 Solenoid Valves

Mold open solenoid valve
Mold close solenoid valve

Screw forward solenoid valve

Screw retreat solenoid valve

Barrel forward solenoid valve

Barrel retreat solenoid valve

Pressure step up solenoid valve

Pressure step down solenoid valve

Heater Control System (14 lines)

8 Data lines
6 Control lines
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developed using WATCOM C running under the QNX 4.1 operating system. Figure

3.8 is a functional description of the real-time computer control system developed for

the McGiIl injection molding machine. Ellipses represent individual tasks which run

concurrently. Rectangles indicate messages (information) that tasks use for

communication, with arrows showing the direction of information flow. The tasks and

their relationships are described below.

User Interface and Display:

This task distributes ail the necessary information to various tasks from user

input through the keyboard or mouse. This information is also saved in a small

database. The user can load and modify the information from the database, and save

it back to the database. The interface has sufficient intelligence to reject

unreasonable or invalid values. A major function of this task is to display relevant

process information so that the user can monitor and adjust the process. To make the

system modular, the aetual user interface program L~M (text in italics represents

program (process) name) creates three sub-processes: barreltemp, statdip2, and

variable. Program barreltemp is responsible for the information display regarding

barrel heaters; statdip2 is responsible for the machine status display such as injection

cycle information; program variable is responsible for the distribution of ail the

relative information to other tasks. The information exchanged among different

programs (processes) can be found in the aetual programs.
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Machine (vele:

This task is responsible for ail the cyclic movement of the injection machine

based on its current status and the information provided by the user. The cyclic

information received is the injection. packing, cooling and recycling times. The

current status provided to the user interface includes the CUITent stage of the

machine operation and its fraction of cOl!lpletion. The task also adjusts the data

acquisiùon rate according to the different injecùon molding phases, and pi'ovides

cyclic information to ail phase-related control tasks. The purpose of different phase

related sampling rates is to avoid an excessive amount of data without missing any

essenùal process data. The machine cyclic movement is made possible by

manipulaùng the solenoid valves. A program called cycle is the aetual

implementaùon ofthe above. The informaùon exchange is implemented using shared

memoty.

AnaIQ~·to-Di~tal Conversion (A/D):

This task performs ail the data collecùon based on the A/D rate specified by

the user interface task and the machine cycle task. It updates the data to the most

recent values which other tasks can access. Based on the information from the user

interface, it determines whet!ler to staff the data queue. The queue is a circular

buffer which can temporarily save the data in mernoty which is then saved to the disk

later when cpu is relatively free. This has been realized by IWO modular programs:

fade is responsible for the fast changing data while sade COllel.1S the slowly changing
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data. Two circular queues for fast and slow changing data are maintained hy two

additional modular programs fadcbufw and sadcbufw. respectively.

Save Data:

This saves ail the data in The queues onto hard disk using the file information

specified by the user interface and display task. The file information consists

primarily of the filenames and their locations. In actual implementation. two

programs, fadcsave and sadcsave, save the data from the queues maintained by

fadcbujw and sadcbujw. respeetively. The file information is exchanged by message

p::ssing.

Limit Switch;

This task is loaded into memory but suspended. it becomes active when the

computer receives a hardware interrupt caused by a !imit switch status change. Based

on information from the user interface and display task, it activates different solenoid

valves for machine mov"ment and provides !imit switch information for the display

task. Then, it cedes the cpu to other tasks and waits for the next interrupt. Three

modes of operation: manual, semi-automatic, and automatic determine the different

responses to the limit switch changes. The !imit switches have two positions: activated

or not. The aetual program name for this task is RT1217.
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Hcater Control:

This is a low priority task that only becomes active when control interval time

is up. The controller settings include controller types such as PID. Dahlin and user

defined. and the values of their parameters. The control status provided provides to

the users are controller output and error. lt uses the set-point values providc:d by the

user interface and the current temperature measurement to caIculate the controIIer

output to the heaters. lt then updates the informaùon for the display task, and

suspends itself untii the next control intervaI ùme. The non-Iinear relaùonship

between percentage of power and percentage of power-on shawn in Equaùon (35)

was pre-calculated and loadeè into a look-up table ta save time. The controIIer

algorithm, set-point and control intervaI can be set independently for each of the four

barrel heaters by the user. The program heateraccomplishes the above functions. The

QNX ùmer funetions were used to set the control ùme interval.

Coo]ant Temperature & FIowrate Control:

This task, like the heater control task, becomes active when the control

interval time is up. Based on the controIIer settings from the user interface and on

current data, the task adjusts the control valves in the cooling system and updates the

coolant temperature and flow rate for the display, then it suspends itself until the

next control intervaI time has elapsed. The program moldtemp.control is the aetual

implementaùon of this task.
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Cavitv Pressure Control:

This task operates at a high priority. It starts to work when it receives an

injection start signal from the machine cycle task. It determines the output 10 hoth

supplyand relief valves to force the cavity pressure to follow the set-point profile. In

the meantiTJle, it updates the display information. An adaptive control system nas

been implemented for the cavity pressure control. It estimates process dynamic model

parameters concurrently, and passes them to the program tlzealsave to be saved onlo

the hard disk. The prograrn pcontroLadaptive is the implemer,tation of this task.

Details on the cavity pressure and control are discussed in Chapter 5.

Other:

This is a pseudo-task. It is presented to demonstrate that additional ta~ks can

be easily incorporated without modifying the other prograrn modules. For example,

this pseudo-task can be nozzle pressure or injection velocity control.

Figure 3.9 is a snapshot of the prograrn family tree of the data acquisition and

control system. The "__" represents a "father" and "son" relationship. IMM is the

original process which creates three sub-processes: staldip2, barreltemp, and variable.

Process variable further creates a number of sub-processes. The programs IMM,

barreltemp, and suztdip2 have been developed by Fusser and details are given in

reference [117]. AIl the other programs shown in Figure 3.9 were developed by the

author.
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IMM-~- variable ----,--- moldtemp.control

•
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1-__ pcontroLadaptive thetasave

1--- heater

1-__ cycle

\-__ RTI217

1--__ sade
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___ sadebufw sadcsave

___ fadcbufw fadcsave

Figure 3.9 Injection molding data acquisition and control system program tree
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3.6. Summary

A real-time computer control and data acquisition system has been developed

for the McGill injection molding machine. lt has the following characteristics:

1) A control task can be easily added, removed or modified, with [ittle

modification to program variable (see Figure 3.9).

2) The total number of analog input channels can be up to of 128 (limited by

hardware).

3) The total number of output channels can be up to 32 (Iimited by hardware).

4) The data sampling rate can be chosen to relate to various injection phases. lt

is possible to sample quickly during the injection and packing phases and

slower in the cooling phase to avoid excessive data.

5) The injection-to-packing phase transition can be determined by not only timer

setting, but also from key variables such as the nozzle or cavity pressures.

6) Multiple controlloops and data acquisition have been achieved with a ,ingle

computer.

7) The system exhibits sorne "intelligence", in that it rejeets improper inputs and

suggests what reasonable inputs should be.

3.7. Conclusions

The real-time computer control and data acquisition system using the QNX

operating system is user friendly and flexIole for both production and researcb

purposes. Error cbecking has been incorporated into the user interface to prevent
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machine damage caused by erroneous inputs. Three levels of operation have been

provided: production, data collection, and process control levels. A mode to acquire

production statistics has not been implemented but could be added due to the

extensible nature of the system and the emphasis placed on modular programming

throughout the projeet.
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Chapter 4

REVIEW ON SYSTEM IDE!'o'TIFICATION AND CONTROL SYSTEM DESIGN

An effective control system is largely depelldent on the understanding of

process dynamics. There are !wo ways to determine process dynamics: mathematical

modelling and system identification. The first approach develops process dynamics

from the fundamental mass. energy. and momentum balances. This approach leads

to a good understanding of the process and a1lows the implementation of a control

based on inferential methods. However, the effort needed to develop such a model

is usually enormous. Furthermore. many required parameters are unknown and have

to be obtained from experimental measurements. On the other hand, system

identification produces the dynamic models from colleeted input and output data of

the process. The model is generally valid only for the conditions where the system

identification takes place, unIess the process is linear and time-invariant (LTI).

4.1 System Identification

System identification methods cao be classified into classical non-pararnetric

and modem parametric types. They cao also be divided into off-line and on-line

(recursive) methods. The principles of modelling and the practical issues involved has

been reponed by many researchers [64 - 75, 85 - 91). The following sections describe

briefly the essential aspects of different approaches to process modelling.
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4.1.1 Non-Parametric Methods

Classical system identification approaches, such as step test, frequency

response, fast Fourier transform, correlation, and spectral analysis methods, are non­

parametric. These methods lead to process characterization in the form of impulse

or step response plots, or in the form of frequency response plots such as Bode or

Nyquist diagrarns. They are useful to examine the stability of classical feedback

control systems [85, 93, 94]. They were not used in this work.

4,1.2 Parametric Models

For a linear time-invariant (LTI) single-input-single-output (5150) system, the

input and output model cao be written as follows:

(4.1)

•

where

noise:

y(t) = G(q)u(t)+v(t)

q is the shift operator: y(t-l) = q-Iy(t),

t is the time,

u(t) is the system input,

y(t) is the system output,

v(t) is the system noise, and

G(q) is the system ttansfer function (dynamic model).

The disturbance v(t) (or the system noise) cao be described as filtered white
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e(t) is white noise, and

H(q) is the noise transfer function (noise model).
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(4.2)

Therefore, Equation (4.1) can be rewritten as:

y(r) = G(q)u(r)+H(q)e(r) (4.3)

The transfer function (G) and noise transfer function (H) are usually parameterized

as rational functions in the delay operator q.l or z-transform form.

A commonly used parametric model is the ARX (auto-regressive, or the least

•
squares) model that corresponds to:

G(q) = q_nl:B(q)
A(q)

1
H(q) =-

A(q)

Therefore Equation (4.3) becomes:

A(q)y(r) = B(q)u(r-nJc)+e(r)

(4.4)

(4.5)

(4.6)

where A(q) and B(q) are the polynomials in the delay operator q.l,

A(q) = 1+a1q·l+ ••• +a,..q''',

B(q) =b1q'! + ••• + bnbq·nb,

na and nb are the order of polynomials A(q) and B(q), and

nie is the order of the system delay.

The disadvantage of the simple ARX model is the lack of adequate freedom
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in describing the propenies of disturbance. F1exibility can be added by describing the

equation error (disturbance) as a moving average of white noise. This leads to the

auto-regressive moving average mode! (ARMAX), or the Maximum Likelihood

mode!. ft is expressed as:

ACq)y(t) = B(q)u(t-nle)+C(q)e(t) (4.7)

where A(q), B(q), y(t), u(t), e(t), na, nb, and ok are described earlier,

ne is the order of polynomial C(q).

Both the ARX and ARMAX models are special cases of a general parametric

•
model structure:

A(q)y(t) = B(q) u(t-nle) + C(q) e(t)
F(q) D(q)

(4.8)

where A(q), B(q), C(q), na, nb, nc, and nk are previously described,

D(q)=l+d!q'!+··· +dndq,nd,

F(q) = 1+flq'! + ••• + fnr<l·nr, and

nd and of are the orders of polynomials D(q) and F(q), respectively.

With C(q)=l. D(q), and F(q)=l, Equation (4.8) becomes ARX model

Equation (4.6). And, with D(q) = 1, and F(q) = 1, Equation (4.8) hecomes ARMAX

model Equation (4.7).

The third special case with C(q) = 1, D(q) = 1, and A(q) = 1 results in the output
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error (OE) mode!:

y(t) =B(q) u(t-nk) +e(t)
F(q)

(4.9)

Equation (4.9) indicates that the re!ationship belWeen the ipput and undisturbed

output is a !inear difference relation. and the disturbances consist of white noise.

With A(q) = 1. Equation (4.27) becomes the Box·Jenkin.~ (BJ) mode!:

y(t) = B(q)u(t-nk) + C(q) e(t)
F(q) D(q)

(4.10)

•
The BJ mode! gives the transfer functions Gand H independently as tational

functions.

4.1.3 Obtaining an LTI Model

The output of a physical process is measured, while the input is usually a

simple signal like a step change, sine wave or impulse. Because an impulse is

physicaIly difficult and sine wave test requires a large number of experiments with

different frequencies, the impulse and sine wave test methods are rarely used. The

step test input signal is easy to produce and is used widely. The pseudo-random

binaI)' signal (PRBS), which consists of a series of positive and negative step changes

of different durations, is a widely accepted test signal. The advantage of the PRBS

is that it has a rich and predetermined frequency speetrum, but the testing duration

of a PRES is much longer than the step test [87, 92].

AlI the parameters of the above mentioned models (ARX, ARMAX, OE and
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81) can be obtained with the System Identification Toolbox [84, 85] running under

MATLAB [83], once the input and output data are available. The general procedure

of linear parametric model identification is illustrated in Figure 4.1.

The steps to determine the dynamic models are as follows. Firstly, a graphical

exarnination of the input and output deterrnines the approximate orders of the

models (i.e. na and nb of ARX and ARMAX~. Secondly, begin with the smallest

feasible value of delay (nk) to calculate the model pararneters with na and nb.

Increase nk until an acceptable final prediction error (FPE) is obtained. The FPE is

a measure of the variance of the model error [85, 86]. Thirdly, na and nb are varied

to search for an improvement of the model, if there is no satisfaetory improvement,

the simplest model (i.e the lowest na and nb) is chosen. Fourthly, to deterrnine the

ARMAX models, with the na, nb, and nk from ARX model and nc = 0, increase nc

until a minimum FPE is obtained. FinaIly, perform a residual analysis (RESID) to

check the validation of the mode!. Similar approaches are taken to deterrnine the

model structure for OE and BJ mode!. If the FPEs of the best fitted ARX, ARMAX,

OE, BJ models are close, the simplest model is then chosen.

4.1.4 Conversion between Continuous and Discontinuous Models

Although most chemiC2! processes are physically of high order, they can often

be modelled satisfaetorily as a first order plus delay process (i.e. ARX[1 1 nk]). The
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model can be e:l:pressed as:

y(k-+·l) = al y(k) "'bl u(k-nk) ... e(k) (4.11 )

The Laplace transforms are commonly used 10 descrihe cO;llinuous process

models. A first order plus delay continuous process mode! is expressed as:

•

Where

k
y(s) = _P- . e -'4' . u(S)

'ts"'1

~ is the process gain,

T is the process time constant,

!,s is the process time delay,

y(s) is the output in Laplace transform, and

u(s) is the input in Laplace transfonn.

(4.12)

The continuous first order plus delay and discrete first order plus delay models

can be easily convened to each other by the foUowing equations [93, 94].

•
where T = the sampling period•

(4.13)

(4.14)

(4.15)
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4.1.5 Recursive System Identification

The System identification methods discussed so far are limited ta linear time

invariant processes. Recursive system identification, described briefly in this section.

can be used for a non-linez.r and/or time varying process.

Recursive system identification, also called on-Hne identification, is used on­

line with the experimental process. It is the key to adaptive control [87, 91). There

exist different types of recursive system identification techniques. Only the recursive

identification with forgetting factor (i.e. recursive least squares, RLS) is used and

reviewed in this thesis.

Consider a discrete time transfer function model of a system with an input

sequence u(k) and an output sequence y(k) with white noise, e(k). The model can

be represented in the form:

Ay(k) = Bu(k-nd) + e(k) (4.16)

where A = 1+a\zo\+o..+a".z·...

na = the order of the polynomial A,

B=b\zo\+o..+bnbz·nb•

nb = the order of the polynomial B, and

nk =the order of the process delayo

The coefficients ofpolynomials A and B can be estimated from measurements

at each sample time. k. It is convenient to rewrite Equation (4016) in a form which



• 78

emphasizes the objects to be estimated and the data available:

y(k) =cjlT(k)B(k)+e(k) (4.17)

where S(k) is a vector of unknown parameters al the kth sample defined as:

ST = [bl ... bnb -al -az ... -a., ]. and

q,T(k) = [u(k-I-nd) ... u(k-I-nb-nd) y(k-l) ... y(k-na)]. a measurement veclor.

A reasonable way to estimate the process parameter S is 10 minimize. by least

squares, a loss function defined as follows:

where N is the total number of samples available. One drawback of the loss function

as defined in Equation (4.18) is that all data points are given an equal weight. For•
N

J(S)=L [y(k)_cjlT(k)S(k)]2
.t-I

(4.18)

a time-varying process, it is useful to limit the influence of old data by modifying the

loss function as:

N

J(S)=L ÀN-"'[y(k)-cjlT(k)S(k)]2
.t-I

(4.19)

The parameter À, called a forgetting factor, has a positive value, 0 < À S 1. Il gives

old data less weight than recent data in an exponential fashion. The older data are

said to be forgonen, and smallervalues of À cause quicker forgetting. The estimation

of the process parameters of the model cao be obtait.ed by solving the following

equations iteratively [91, 92]:



•

where

8(k+ 1)=8(k) ...K(k)[y(k ... l)-cj?(k+1)8(k)]

K(k+1)- P(k)cjl(k+1)
À+cjlT(k+ l)P(k)cjl(k+ 1)

F(k+l)=[I-K(k)cjlT(k+ l)]P(k)/À

1 is a unit matrix of order (na + nb),

79

(4.20)

(4.21)

(4.22)

•
Pis a :ovariance matrix of order (na+nb), and

K is a vector of order (na+nb) and cao be considered as estimation

adjustment gain.

The forgetting factor, À, cao be interpreted as a forgetting "rime constant" [87].
: ...-..... ~ ...

It deterrnines the rate of recursive identification following system.parameter changes.
."

If the rate of parameter change is large, a small Â should be used. The signaI-to-noise

ratio has to be large. An input filter is commoniy used to boost the ratio. If the speed

of parameter changes is smaIl, then a large forgetting factor cao be used ( Â close to

1), and the signaI-to-noise ratio requirements cao be relaxed [122]. There is no

explicit mathematicaI expression defining the relationship between the rate of

parameter changes and the vaIue of forgetting factor.

Figure 42 depiets the procedure of a typicaI on-line process identification,

where the inner loop carries out the recursive identification (Equations (420) to
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Figure 4.2 A general procedure for an on-line system identification
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(4.22)) of the process mode!. The outer Joop is the model structure determination.

which is carried out off-line.

4.2 Controller Desif'o

4.2.1 .Controller Design A1gorithms: LTI Processes

Once the process model is available, the next step is ta design a control

system for the process. A variety of controller types and methods to determine

controller the type and parameters are described in control textbooks and in the

literature [86 - 95]. P~ocess dynanùcs, the requirements of the closed-loop

performance, and the designer's personal taste usually dieta:e the controller structure.

The PlO controller is, by far, one of most popular controllers. It involves three

parameters: controller gain, controller integraI time, and controller derivative time.

There are different methods to obtain these three parameters. The Dahlin controller

and InternaI Model Control (IMC) methods have become widely used for chemical

process control due to their simplicity (only one parameter to be determined) and

to their robustness in handling model mismatch. Reference [31] gives a comparison

between PlO control with ITAE tuning method and Dahlin control in controlling

mold temperature with coolant temperature as the Ill3IlÏpulated variable. The results

indicated that Dahlin control had better performance. Pole-placement is widely used

to design a servo system because it allows the designer to chose where to place the

cIosed-loop poles (which determine the cIosed-loop response). Dahlin control is a

special case of pole-placement design. In this work, Dahlin and !MC controllers are
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used in the control of the cooling stage. Pole-placement design is used in conjunclÎon

....,th recursive system identification to control the cavity pressure during the filling

sections and paclang stages. A brief review of these three types of control design is

given in the follomng. Details can be found in references [80 - 95].

4.2.1.1 Dahlin Control Design

The Dahlin control algorithm specifies that the closed-loop performance of

the system should behave similarly to a conùnuous first-order process plus time delay

mth respect to the set-point.

• where ~ is the desired closed-loop ùme constant,

h is the ùme delay of the closed-loop transfer function, and

Ga. is the closed-loop transfer funcùon.

(4.23)

The closed-loop ùme delay (h) is usually selected as h = td = NT (T is the sarnpling

perioe!, N is an integer, ~ is the proc,'ss delay). The ùme constant (~) of the closed-

loop system determines the speed of response of the closed-loop system.

For a fust order plus ùme-delay process, the discrete-time Dahlin controller

is [93, 94]:

(424)

• where A=e-T/I1, al = e-T/', K is the process gain, and T is the process ùme constant.
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4.2.1.2 IMC Control

An internaI model control (IMC) [94] control black diagram is shawn in

Figure 4.3B. The IMC controUer is determined by first separating the process model,

G p, into two pans such that:

(4.25)

(4.26)

•

where Gp + contains the process time delay term, zeros that lie outside the unit circle,

and zeros that lie inside the unit circle near (-1,0). Gp+ has a gain of unity. And, Gp'

= Gp /Gp +. The IMC controUer is then, G;(z):

G;(z) = fiz)

G;(z)

where fez) is generally a low-pass filter chosen to provide controlloop robusmess and

to ensure physical realizability of G; [94]. For a first arder system, f(z) is chosen to

be the sarne order:

(4.27)

The IMC control can be put in the form of the simple feedback controller, GO' in

Figure 4.3A

•

(4.28)
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For a first arder system without de!ay, the process can be expressed as:

(4.29)

Therefore, Gp' of the process is:

(4.30)

•

The IMC controHer then is:

(4.31)

Converting the IMC ,:ontroller inta the form of Ge in Equation (4.28) gives:

(l-e)(l-alz '1)

bl-blz'l
(4.32)

For a first order process without delay (Equation 4.29), the DahIin controller

(l-e 'T/~)(l-alz '1)

b -b ,,1
1 1

(4.33)

The Dahlin and IMC controllers are identical when a=e(·T/p.). Therefore. for a first

order system, the only tuning parameter is /0'. which determines how well the

controlled variable follows set-point changes.
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4.2.1.3 Pole-Placement Control Design

This brief description of pole-placement controller design follows that of

Astrom [91]. A block diagram of the pole-placement design is shown in Figure 4.4.

Polynomials T(z) and R(z) provide a feedforward capability. while polynomials S(z)

and R(z) provide the feedback. A(z) and B(z) are the process model as found from

the system identification.

Suppose a desired c10sed loop behaviour (i.e. pulse transfer function. Hm(z))

is expressed by Equation (434):

(4.34)

Hm(z) is the desired pulse transfer function, and Bm(z) and Am(z) do not hav~ any

co=on factor. The c1osed-loop characteristic equation is [91]:

AR+BS=B-AoA.. (4.35)

where B+ are the stable process zeros (i.e. B=B+B"). B" are the unstable process

zeros and Ao(z) is an observer polynomial. Eliminating the stable poles of the above.

the characteristic Equation (4.35) becomes:

(4.36)

•

where R=R/B+. For a set-point tracking problem. it is useful to have a high gain at

low frequencies in order to have a system that is insensitive to low-frequency
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modelling errars and low-frequency disturbances. This can be achieved by seuing:

(437)

•

which introduces an integrating action in the controller. The design Equation (-+.3t> i

is thus:

A(z-1)/R;+B-S=AoA.. (438)

In order to ensure the causality of the controller. the following inequality equation

has to be satisfied [91]:

de~~gA -degA..-degB •+1-1 (4.39)

Equation (438), satisfying Equation (439), can be solved by using the Sylvester

matrix method [91]. For low order systems, it is also possible to solve the equation

direetly by equating coefficients of the right and left sides.

4.2.2 Adap"ive Control Design

A fixed controller can handle \inear time-invariant processes without

problems. Recent advances in adaptive control make it possible to control time­

varying and/or non-Iinear processes. There are three principal types of adaptive

controllers used today [79 - 81]. A brief review of these systems: gain scheduiing,

model-reference adaptive system (MRAS), and self-tuning regulator (STR), follows.

4.2.2.1 Gain Scheduling Control

It is sometimes possible to find auxi\iary process variables that correlate weIl
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with the changes in process dynamics. It is then possible 10 eliminate the influences

of parameter variations by changing the parameters of the regulator as functions of

the auxiliary variables. This technique is called gain scheduling, because the system

was originally used to accommodate changes only in process gain. A block diagrarn

of the gain scheduling system is illustrated in Figure 4.5.

Gain scheduling has the advantage that the control pararneters can be

changed quickly [91]. It suffers from the following drawbacks: (i) it is essentially an

open-Ioop adaptation, because there is no feedback that compensates for an incorrect

schedule; (ii) the regulator pararneters must be deterrnined for the complete range

of operating conditions, and the performance must be checked by extensive

simulations [91]; (iii) there must exist an auxiliary measurement that correlates weil

with the changes in process dynamics.

4.2.2.2 Model-Reference Adaptive Systems (MRAS)

The model-reference adaptive system was originally developed for the servo

problem. Figure 4.6 gives its block diagram. The specifications are given in terms of

a reference model, which specifies how the process output ideaIly should respond to

the command signal (set-point). The reference model is a part of the control system.

The regulator can be thought of as consisting of two loops. The lower loop is an

ordinary controlloop composed of the process and regulator. The parameters of the

regulator are adjusted by the upper loop in such a way that the error, e, between the

model output, Ym' and the process output y becomes small. The upper loop in fact



• 90

Regulator Auxiliary
Parameters Gain Measurement

Schedule
1

command
signal Control

Regulator
signalu

Process Output y
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is also a regulator loop. The key problem is to determine an adjustment mechanism

ta bring the error e to zero. This problem is non-trivial [91].
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4.2.2.3 Self-Tuning Control

Figure 4.7 is a self-tuning regulalOr block diagram. It has facilities for tuning

its own parameters. Like MRAS, the regulator can be thought of as being composed

of two loops. The lower Joop consists of the process and an ordinary linear feedback

regulator. The parameters of the regulator are adjusted by the upper loop, which is

composed of a recursive parameter estimator and a design calculation. The design

calculation in Figure 4.7 represents an on-line solution to a control system design

problem for a system with known parameters [87, 91].

The self-tuning regulator is very flexible with respect to the design method.

Virtually any design technique can be accommodated. Control design techniques like

gain and phase margins, pole-placement, minimum-variance control and linear

quadratic Gaussian control (LOG) can be used. Different types of on-line parametric

model estimation can also be selected.

The self-tuning algorithms can be divided into two major classes: direct and

indirect algorithms [87, 91]. In an indirect algorithm, there is an estimation of the

process mode!. The controller parameters are obtained through the design procedure.

It is sometimes possible to re-parameterize the process so that it can be expressed

in terms of the regulator parameters [87, 91]. The design procedure for an indirect

self-tuning control is illustrated in Figure 4.8.
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Chaptcr 5

CAVITY PRESSURE DYNAMICS AND CLOSED-LOOP SELF-TUNING

CONTROL DURING FILLING AND PACKING STAGES.

5.1 Introduction

This chapter starts with a brief summary of simple mathematical modds for the

injection molding process in section 5.2. This is followed by a description of the

experimental set-up and conditions in section 5.3. A prdiminary experimentai study of

injection molding filling and packing stages is presented in section 5.4. Section 5.5

studies the dynamics and control of cavity pressure during the injection tilling stage.

Section 5.6 discusses the transition detection method of filling-to-packing transition.

Wihle the dynamics and control of cavity pressure during the packing stage are presentcd

in section 5.7, and a summary is presented in the final section of this chapter.

5.2 Mathematical Modelling of an Injection Molding Machine

This section does not attempt to develop a precise mathematical modelling of the

injection molding machine. Rather, it uses modelling to show the strong non-lincarity and

time-varying behaviour of the injection molding process and to justify the experimental

approach followed in this work.

Figure 5.1 is a schematic representation of an injection molding machine with the

major physical variables labelled.
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• Figure 5.1 Schematic of an injection molding machine
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5.2.1 Mass Consen'ation for Oil in the Injection Cylinder

Assuming that the cylinder body is rigid and applying the principle of mass

conservation to the hydraulic oil in the injection cylinder. one obtains:

XAdPA dX--=Q-Q --A
Kdt Ul dtH

(5.l)

where X is the displacement of the injection piston (assume x=O. when the

piston is at the right-most position)

Q is the volume f10w rate of hydraulic oil entering the injection cylinder.

QUi is the leakage of hydraulic oil through the piston to the drain.

Ph is the hydraulic oil pressure inside the injection cylinder. (assume it is

uniform inside the injection chamber).

A is the cross-sectional area of the injection piston.

KH is the hydraulic oil bulk modulus. a function of temperature and

pressure. The temperature dependency can be neglected, since the

temperature varies within a r.mall (20 to 50 oC) range, while the

dependency on pressure has ".0 be considered, because the pressure

varies over the range from 0 MPa to 10 MPa

5.2.2 Barrel Section

The hydraulic oil pressure acting on the piston forces the piston, gear box and

screw as weIl as the melt to move to the left. The mechanical friction between the

piston and cylinder shell, gear box and injection machine body resists the movement.
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A~ the screw advances, the molten plastic is forced into the cavity, and builds up

pressure. This pressure acts on the screw front to counter the screw movement. In

addition, the shearing of the resin between the screw and barrel produces a viscous

force to resist the movement. A force balance based on Newton's second law of

motion for screw, piston and gear box, can be expressed as:

(5.2)

where M is the total mass of the screw, piston, gear box and the molten plastic

moving along the screw, (the mass of plastic is small compared to that

•
of screw, piston and gear box, and is therefore neglected).

PN is the average pressure of moIten plastic in the injection nozzle,

A2 is the effective cross-section area of the injection screw,

f, is the mechanicai friction factor, a constant, and

Fp is the viscosity friction force, which is highly dependent on the

temperature of molten plastic as weil as the type of plastic.

Considering the injection barrel and screw as rigid bodies, applying the mass

conservation law for the meIt encIosed in the barrel between the nozzle and injection

screw tip, there exists the following relationship:

(5.3)

where V is the instantaneous volume ofthe molten plastic encIosed in the barrel
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between lhe screw lip and nozzle. Il can be expressed as V = Vo -XA~.

where Vo is the mollen plastic volume when the injection piston is al

the righl-mosl position (Le. X =0). X and Azare as mentioned earlier.

JS, is the bulk modulus of molten plastic. and is a function of the

temperature and pressure.

Oz is the molten plastic flow rate passing through the injection nozzle.

OLP is the leakage flow rate of molten plastic, and

PN.A2 are previously defined.

5.2.3 Nozzle and Runner System

The following assumptions are made:

1 There is no leakage of molten plastic into the air,

2 The resistance of the nozzle and sprue to the flow of molten plastic is similar

ta a valve, and the resistar.ce is constant during packing and filling.

Therefore, the flow rate of the molten plastic through the nozzIe and sprue is

approximated with the following equation:

where

Q2=KN {PN-P<

KN is the "valve" constant of the nozzle and sprue,

Pc is the cavity (gate) pressure, and

PN as defined earlier.

(5.4)



• 101

5.2.4 Cavity

During the filling stage, cavity (gate) pressure (Pc) can be approximated by:

where

dPc- =cQdt 2

Pc is the cavity (gate) pressure, and

(5.5)

•

c is a factor for the pressure gradient due to f1ow, which is dependent

on the injection cavity geometty, polymer type, temperature and

pressure.

During packing it is assumed that the mold is a rigid body, i.e. the total cavity

volump. is independent of cavity pressure and temperature, and that the cavity is

completely filled with plastic. Apply mass conservation to the plastic in the cavity to

obtain the following relationship for cavity (gate) pressure (Pc):

where Vc is the total cavity volume, a constant, and

Kpc is the average bulk modulus for molten and solid plastic.

(5.6)

•

Kpc is difficult to estimate, since it not only involves both molten and solidified

plastic, but is aIso dependent on temperature and pressure which are changing.

Setting C = KrcfVco Equation (5.6) is rewrinen in the form of Equation (55) with

c replaced by C.
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5.2.5 Hydraulic Pipe Section

Figure 52 gives a schematic of the hydraulic pipe system of the injection

molding machine.

1t is assumed that:

(i) hydraulic oil is incompressible inside the pipe system and the hydraulic

volume in the pipe is constant;

(ii) aIl the stainless steel pipes have the same friction factor f;

(iii) the elevation change in the hydraulic circuit is small, and can be neglected;

and

(iv) the hose has a friction factor of fh•

The equivalent pipe lengths Ll, U 13, LA, and L5 in Figure 5.2 physically consist

of unions, manual valves, tees, crosses, elbows and different length of pipes.

Ls = the equivalent length of the supply servo-valve, and

Lr = the equivalent length of the relief servo-valve

Based on Bemoulli's equation, and the above assumptions, the following equations

may be obtained:

v;
P -P =pff.T +' +L)-

:< % "1""'2 2gD
(5.7)

(5.8)
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Ps is the supply hydraulic pressure (measurable).
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(5.9)

•

Px is the pressure at the interconnection point for the supply and relief

pipes (it is an intermediate variable),

p is the density of hydraulic oil,

f and fh are the friction factors for the pipe and hose, respectively,

Vs and Vr are the average oil velocities of the supply and relief servo-

v<ùves, respectively,and

V is the oil velocity in the hose.

The relationship between flow rate and velocity is:

D2
Q=x(-) .y

2
(S.10)

where D is the inner diameter of the pipe or hose. Equation (5.10) is vaiid for Os

(supply servo-v<ùve flow rate), Or (relief servo-vaive rate) as weIl as 0 (the oil flow

rate entering injection cylinder). Substitution for V", VI" and V in Equations (5.7),

(5.8), and (5.9) by using Equation (5.10), yields the following equations:

•

(S.I1)

(S.12)
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(5.13)

The oil flow rate entering the injection cylinder has the following relationship

with the flow through the relief and supply servo-valves:

Q=Q,-Q, (5.14)

Eliminating 0", Or and Px from Equation (5.4), the following equation relating 0 to

P'" Ph and the equivalent pipe lengths can be obtained:

•
(5.15)

For aIl linear servo-valves, the following equation can be written:

where Cv is the servo-vaIve sizing constant, and

i is the current applied to the servo-vaIve.

(S.l6)

For equivalent pipe length calculation, the following can be wrinen:

(S.l1)
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Therefore the following equation exists:

(5.18)

Equation (5.18) is valid for both the supply and relief servo-valves. Substitution from

Equaùon (5.18) into Equation (5.14) yields:

• where

(5.19)

i. and ir represent the electric current applied to the supply and relief

serva-valves, respecùvely.

c.. and c.,. are the valve sizing constants for supply and relief serva-

valve, respecùvely, and

all the other parameters are as defined earlier.

5.2.6 Summary of the Injection Molding Mathematical Model

The injecùon molding process is mathemaùcally described by Equations (5.1),

(52), (5.3), (5.4), (55) and (5.19). Sorne of the parameters of these six equaùons can

be easily obtained from the machine, screw, and valve design specificaùons. These

parameters include: A (cylinder cross secùon area), A2 (screw cross secùon area),

M (injecùon machine mass), c.,. (relief valve sizing constant), and c.. (supply valve
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sizing constant). and C.. (supplY valve sizing constant). Sorne of the variables such as

effective pipc lengths can be estimated empirically by converting the crosses and tees into

their effective lengths. However. variables like KH• OLH' f,. Fr' Kr' 01.1" KN c, and K,~,

have to estimated expcrimentally. Estimating these parameters requires non-trivial work.

Furthermore. sorne of these parameters depend strongly on the machine, cavity, material

and operating conditions. This implies that the tedious estimating process has to be

repeated whenever the machine, cavity. material or operating conditions change. System

identification. determining a process model experimentally, is much more economical in

terms of time and effort. On-line recursive identification methods can automaticaily

update mode! parameters to new operating conditions. Furthermore, the model obtained

with system identification can be readily used to design a process control, whereas the

mathematical model given by Equations (5.1) to (5.5) and (5.19) has to be linearized.

The system identi fication approach was therefore chosen for this work.



• lOS

5.3 E~..perimental

The supply servo-valve was set to have an operating range of 0.5% to 99.5%

opening in order to avoid the dead zones of the valve. The relief servo-valve opening

was specified by the following relationship to the supply servo-valve:

(5.20)

•

where Ssv is the percent opening of the supply servo-valve. Rsv is the relief servo­

valve opening in percent. The maximum opening of the relief servo-valve. as

Equation (520) indicates, is 20.3%, which prevents excessive hydraulic pressure

drops. The minimum opening of 0.5% avoids the dead zone. The servo-valve to

computer interface is illustrated in Figure 5.3. The relationship determined by

Equation (520) for Ssv and Rsv is achieved through computer programming. With

this arrangement, the supply and relief servo-valves are controlled by a single

controller throughout this investigation.

The pressure transducer installed near the gate in the injection cavity was

used to measure the cavity pressure. Information regarding the calibration and

location of this pressure transducer and the other sensors is given in Chapter 3.

AlI the experimental work was carried out using an injection molding grade

high density polyethylene resin (Sclair 2907, Dupont Canada). The relevant

properties of the resin have been summarized by Abu Fara [1].

The selection of the sampling period is important. A too fast sarnpling rate

willlead to excessive computation power waste and poor control due to susceptibility

to noise. A too slow sampling rate will make it impossible to reconstruet the
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• Figure 5.3 Servo-valve interface to computer control system
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continuous-time signal. thus leading to difficulties in obtaining good control. Detailed

methodologies for selecting a proper sampling interval are given in references [37.

91]. For dynamics and control of the cavily pressure during filling and packing. a

sampling period of 20 ms was determined to be sufficient.

The barrel temperature set-points for the four barrel heaters. from the nozzle

to the hopper, are 20S°C, 19S°C, 17SoC and IS0°C, respectively, unless stated

otherwise. Since the pressure transducer is located in the cavily near the gate. it takes

sorne time for the melt to fil! the sprue and runner before reaching the sensor.

During this period, the supply servo-valve is at the maximum opening to minimize

the fil!ing time, and the sensor output is zero. The controller starts to work once it

sees a pressure. A threshold of 34.5 kPa (S.O psi) was used to determine the stan of

cavity filling. AlI other relevant conditions are indicated with the experimental

results.

5.4 A Preliminaty Study or Injection Molding Filling and Packing Stages

Sorne open-Ioop experiments were carried out to gain a general understanding

of injection molding behaviours and major machine and process variable variations.

Figure 5.4 shows a typical pressure profile measurement for the injection and

packing phases for three consecutive cycles without c1osed-loop pressure control and

with constant valve openings. It is obvious that the injection and packing pressure

profiles vary from cycle to cycle with consequent variations in the physical properties

of the molded parts. This indicates the need for c1osed-loop cavity pressure contro!.



• III

30 ~---~---,....----,....----~---.

25

5432

-'-'-'-'-'--'­
•..........•......................._.....

..- ..

1

O~ .l-. .l-. .l-. .L-__-l

o

5

~ 15
::l
III
III
al
'" 10c.

•

Time (s)

rJgUre 5.4 Open-loop cavity pressure profiles of three consecutive injection
cycles



• 112

Figure 5.5 shows typica! experimental results for major process and machine

variables. Figure 5.5A gives pressure at the nozzle. in the injection cylinder. at the

gate and in the middle of the cavity. Figure 5.5B gives both the screw displacement

and its velocity. As injection starts, pressure in both the injection cylinder and the

nozzle starts to increase gradually, the molten plastic fills the injection sprue, gate.

and then the cavity. The cavity pressure near the gate starts to rise gradually. There

is no pressure signaI from the pressure sensor in the middle of the cavity before the

melt reaches it. The resin continues to fill the injection cavity. and the pressures at

the gate and in the middle of the cavity increase graduaIly until the cavity is filled

completely. The sudden increase of pressures at about 0.8 s indicmes the end of

filling and the start of packing. With the continuation of packing, sorne additionaI

materiaI is forced into the cavity, producing the cavity pressure increase. The screw

moves at a high speed at the beginning of filling due to the smaIl flow resistance. The

increase of cavity pressure is associated with graduaI reduction of screw velocity. At

the end of the filling, the sudden increase of the cavity pressure is associated with a

decrease in the screw velocity to nearly zero. During the packing stage, the screw

moves very slowly to force additional materiaI into the injection cavity.

5.5 Dynamics and Self-Tunïng Control of Cavity Pressure during Filling

5.5.1 Dynamics Analysis during Filling Stage

A number of open-loop experiments were conducted to examine the time­

varying and non-linear behaviour of the process. Two typical experimental results are
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given here. Figure 5.6A gives the valve opening changes between 20 and 40 %. while

Figure 5.6B shows the response of the cavity gate pressure. The cavity pressure

increases gradually during the filling of the injection cavity. with the superposition of

small pressure ripples caused by the variation cf valve opening. The sudden large

increase in the cavity pressure at about 2.6s indicates the beginning of packing. The

relationship between cavity pressure and valve opening is time-varying: for the same

valve opening change, the change of the cavity pressure increases with the degree of

fil!. Careful examination of Figures 5.6A and 5.6B indicates that there is a delay of

one sample period in the response of cavity pressure to the valve opening change.

The delay is probably due to the response time of the hydraulic system and the servo-

valve.

Examination of the cavity pressure suggests the response can be modelied as

a simple integrating process with a time varying gain, in parallel with a first order

process with a varying process gain and time constant, in series with a pure delay. A

graphie representation of the process is shown in Figure 5.7. The model describing

the dynamic relation between the cavity pressure and the valve-opening. in Laplace

transform, is:

,,l' ,_[kI(t) k2(t)r-',3 ( ,
J\SJ- --+-- U\SJ

S 'ts+l
(5.21)

where y is the cavity pressure, u is the servo-valve opening, kl(t) is the gain for the

integrating process, k2(t) is the gain for the fust order process, T is the process time

constant, t.s is the time delay, and s is the Laplace transfer operator. The Laplace
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transfer function can be discretized into Equation (5.22) using the method outlined

in ref::renct.: [94].

where td = nk· T (T=sampling interval), nk is an integer, and

k is the sample number.

It is therefore possible to construct an estimate e= [ bI b2 -al -a:J using the

recursive identification method described in Chapter 4. The choice of }. is important.

Too small a value of}. leads to a large variation in the model pararneters in response

to small disturbances. However, choosing too large a value for}. will make it difficult

to deteet changes in the model pararneters when the process is changing quickly. For

• most processes, a value between 0.95 and 0.99 is recommended [87 - 91, 122]. As a

first estimation, a value of 0.95 was chosen. Figure 5.6C shows the changes in process

model pararneters with time. It is obvious that all the process pararneters change

strongly and rapidly with time, confirming the time-varying nature of the process. The

sum of al and az is close to 1, indicating that the process has an integral action

proposed earlier. The units for pararneters bI and b2 are psi/% (1 psi = 6.89 kPa).

The large variation in the pararneters at the beginning of filling (t < 0.3 s) is due to

the limited number of data, while the strong variation at about 2.6 s refleets the

beginning ofpacking. Figure 5.8 gives a comparison of the pressure measurement and

the pressure calculated based OI! the estimated mode!. The solid line is the ca\'ity

pressure measurement, and the dashed line is the predieted pressure. They are in

• close proximity, indicating that the model is reasonably goOO.
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A second experimem was carried out with the valve opening varying between

20 and 80 percent to investigate the non-linear behaviour of the system. Figure S.9B

shows the cavity pressure response te the valve opening changes shown in Figure

S.9A, and the process model parameter changes are shown in Figure S.9C.

Comparison of Figures 5.6 and 5.9 indicates obvious differences between the model

parameters. The differences can be considered mainly due to the process non-

linearity. The process is thus both non-linear and time-varying. A suitable strategy to

control a non-linear and time-varying process, like cavity pressure, is self-tuning

control. The time varying and non-linearity have been described and explained by

Equations (5.1) - (55) and (5.19) in Section 5.1.

5.5.2 ControUer Design

Indirect self-tuning control has been chosen for this projeet, due to its

flexibility, and since it gives an explicit process model. The recursive estimation

technique used is the forgetting factor method described in the recursive

identification section. The control design technique used in this project is based on

pole-placement [78], as outlined in Chapter 4.

Equation (5.22) with a delay, n.d=l, can be expressed in z-transform form:

Y<ù _ blz+b2

u(z) z(z2+alz+~)
(5.23)

•
The parameters al' a2> bl and ~ are aIl estimated on-line, and there is no guarantee

that 1~ 1< 1bll which would represent an unstable zero (a non-minimum phase
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process). Thus, the process zero is kept as part of the desired closed-Ioop

performance. The dynamics of the closed-Ioop system can be conveniently expressed

by poles. Second-order poles are specified as r+Plz+P2 =0. The poIes, Pl and P2'

are obtained from the frequency, w, and the damping factor, ~, as:

Pl =-2exp(-~wT )cos(wTb _~2 )

P2=exp(-2~wT)

(5.24)

(5.25)

•

A number of simulations were perfonned to determine the proper w~ues of

w and~. The simulation results present~d in Figures 5.10 and 5.11 were based on

the averaged dynamics of the early filling phase. The parameters are listed in Table

5.1. For simplicity, the model for the simulation was assumed to be linear and time­

invariant for the choices of w and ~. Figure 5.10A gives the closed-loop simulation

responses to a constant ramp of 55.1 kPa (8 psi) per sample period (0.02 s) with ~

= 0.8 and different values of w. Figure 5.lOB gives the corresponding valve openings

(the manipulated variable). Figure 5.10 indicates that a larger (,) produces a doser

tracking of the controlled variable to its set-point. However, the valve action also

tends to be stronger. A compromise value of (,) of 50 is chosen. Figure 5.11 gives the

simulation results with different values of ~ and a constant value (,) of 50. Again,

Figure 5.lIA shows the controlled variable responses, and Figure 5.lIB gives the

corresponding valve responses. Figure 5.11 indicates that a smaller value of ~

produces tighter tracking of the set-point profile and a larger valve opening variation.

Again, a value of 0.8 for ~ provides a compromise between tracking ability and valve
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•

y(k) =aly(k-1) +a::y(k-2) +b1u(k-1-nd) +b~u(k-2-nd)

al 1.4

a~ -0.4

bl 0.8

b~ -03

nd 1

action. The values of <ol = 50, and t =0.8 were used in the control experiments.

A delay term was added to ensure causaiity, and therefore A,.=z(r+Plz+p~).

The closed-loop performance should have unity gain. The desired closed-loop control

performance is:

(5.26)

The necessary controller terms R, T, and 5, shown in Figure 4.4, were

obtained by solving Equation (438). The method employed was to equate the

coefficients of the right and left sides of the equation. The results are given by

Equations (5.27) to (536).

(5.27)
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(5.28)

where

T(::) = (5.29)

•

oS: = -~[blb2(Yl-al+a;-Yl-lLfll}
2

+bl (~-tLA.+Yl)

+~(l-Yl+PI-~+P2-al+abllc

(5.30)

(5.31)

(5.32)

(5.33)

(5.34)
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(5.35)

(5.36)

An experiment was carried out to test the designed self-tuning c\osed-loop

control using a forgetting factor (1) of 0.95, this value was chosen since 0.95 ::sl::s 0.99

is commonly suggested in the \iterature. The experimental result is shown in Figure

5.12. In Figure 5.12A, the dot-dot-dash-line is the set-point of a constant ramp of 2.76

M.Pa/s (400 psijs), and the solid \ine is the cavity pressure response. Figure 5.128

shows the corresponding servo-valve opening. The cavity pressure started to follow

the set-point without much oscillation, then became oscillatory until about of 1.8

seconds after the stan of injection. It then followed the set-point until the end of

filling. The rapid pressure increase away from the set-point ramp at the time of 2.4

seconds indicates the beginning the packing. The servo-valve opening shows

oscillatory behaviour similar to the cavity pressure. The oscillation indicates that a

forgetting facter of 0.95 is much too slow to estimate the time-varying process

dynamic mode! parameters properly. The less oscillatory behaviour at the beginning

indicates that the initial model estimation is not far from the aetual process model.

However, with the continuation of filling, the aetual process dynamics move away

from the initial estimation at a speed with which the recursive identification cannot

keep up using the forgetting factor of 0.95. The control responses become oscillatory
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as a result. Toward the end of filling. the estimated model reflects the actual process

dynamic model to a certain degree. and consequently lead< to less oscillatory control

response.

Due to the time delay of the process itself and the relatively small w. there is

about a constant two sampies lag in the control response. as indicated in Figure 5.12.

In order to eliminate this lag. in the actual implementation of the controller. the

commanding signal sent to the controller is shifted forward two steps.

To select a proper forgetting factor for the self-tuning control system. a

number of experiments were carried out with different values of l (1 = 0.95.0.9.0.8.

0.75), using the same set-point profile (a linearly increasing ramp of 2757 kPa/s (400

psi/s». The responses of the controlled variable are shown in Figure 5.13. For the

sake of c1arity, the responses for l = 0.95, 0.9 and 0.8 are shifted up 2068 kPa ( 300

psi), 1378 kPa ( 200 psi), and 689 kPa ( 100 psi), respectively. Strong oscillations

occurred for a large part of early filling up to 1.2 seconds with 1=0.95,0.9, and 0.8,

because the injection process is rapidly time-varying. Thus, the estimation procedure

is not quick enough to follow the changing process. As Figure 5.13 indicates, a

forgetting factor of l =0.75 is able to produce a smooth control. Common sense

dietates that the forgetting factor should usually be small at the beginning of the

experiment to help in obtaining reasonable model parameters within a short period

of time. Once the proper model has been obtained, the forgetting factor can be

increased sIightly in order to increase the robustness of the recursive estimators in

response to noises.
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On the basis pf the above results. a self-tuni.'l; control system with a time-

varying forgetting factor has been tested. The forgetting factor changes with time as

follows:

À = 0.98 -023exp( -t/O.06)

where t is the time in seconds. Clearly. the forgetting factor starts with the lower

value of 0.75. and then it gradually increases to 0.98 after 120 samples (the sampling

period is 0.02 seconds). Figure 5.14 shows how the forgetting factor varies with time.

Figure 5.15A gives the result of the self-tulÙng control response of the c-.lvity

pressure in !racking a three segment constant ramp set-point profile. The

corresponding valve response is shown in Figure 5.15B. The controller stans with a

small error, which is quickly eliminated with the improvement of the estimated

mode!. However, with the continuous increase of the forgetting factor, the control

system becomes slow in terms of its capability to !rack the time-varying process

dynamics, and eventually, it becomes oscillatory.

In light of the results shown in Figures 5.13 and 5.15, a flXed value of the

forgetting factor (À = 0.75) was chosen to control the cavity pressure response for

simp!icity. More experiments were carried out to test the self-tulÙng control system.

Figure 5.16A shows the results for the case of À =0.75, where the solid line

represents the set-point profile, while the short dashed !ine represents the cavity

pressure measurement. It is obvious that the controlled variable followed the set­

point (a constant ramp) closely with !ittle oscillation. The rapid increase in cavity

pressure near the end indicates the beginning of packing. Therefore, a value of À of
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0.75 is close to that required. Figure 5.168 gives the supply servo-valve opening

corresponding to the results of 5.16A The solid line represems the actual valve

opening. while the dashed line is filtered data using the data from the solid line. The

purpose of preseming this dashed line here is to show the trend of the servo-valve

opening. The relatively large variation of the servo-valve opening up to 0.25 seconds

is due tO initial stan up of the control and to initial model mismatch. However. this

large variation disappears quickly. The small oscillation of valve opening is due to

measurement noises. The controlled cavity gate pressure is following a constant

ramp; however. the trend of the servo-valve opening (the short-dashed-line) is not

a constant ramp. This is a iurther indication of the non-linear and time-varying

behaviour of the controlled process.

An experiment was condueted to test the regulating ability of the comroller

at a different melt temperature. Figure 5.17A gives the control responses with a melt

temperature of 220 oC and cao be compared with Figure 5.16A ln both cases, the

cavity gate pressure follows the set-point profile closely, thus indicating that the self­

tuning control cao easily operate over a reasonable temperature range. Therefore,

changes in the molding operating conditions do not require explicit controller

changes.

Figure 5.18 shows the closed-loop responses of the cavity pressure for three

different cycles using the self-tuning control method with the same set-point profile.

The responses almost superimpose on each other. This clearly indicates that the self­

tuning control system has very good repeatability.
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One funher experiment was carried out to test the tracking ability of the

control system. Figur'~ 5.19 shows the response of the cavity pressure to the set-point

profile changes. The set-point, originally a ramp of 3.45 MPaJs ( 500 psijs). becomes

a 2.76 MPaJs (400 psijs) ramp at a lime shonly after t = Is. This demonstrates that

the controller can force the gate pressure to follow the set-point closely within the

machine limitations. If, on the other hand, a ramp of 3.45 MPaJs (500 psijs) were

changed to one of 6.2 MPaJs (900 psijs), this profile would not be followed, since

there is insufficient hydraulic pressure available.

The above experiments indicate that the self-tuning controller can force the

cavity pressure to follow any reasonable set-point profile. The reasonable profile is

dependent on the machine and the cavity geometty. The profile can be detennined

by a few open-loop experiments. Figure 520 gives the open-loop cavity pressure

responses to different constant servo-valve openings. It is obvious that different valve

openings produce different profiles. The sudden pressure increases at about 125, 1.5

and 3.5 seconds indicate the beginning of the packing stage for each different

opening. In Figure 520, the solid line gives the maximum rate of fi1ling profile.

Conversely, the dot-dashed line represents a fi1ling profile with 12 % valve opening,

where a short shot occurs. The dotted line represents a fi1ling profile with 15 %

opening which is just sufficient to prevent a short shot. Therefore, for this particular

machine, cavity, and material, any filling profile between the solid line and the dotted

line is a reasonable filling profile. However, the best fi1ling profile depends on the

cavity shape, the required production rate, and the desired molded part properties.
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It is imponant to pOint out that both the ma.ximum and minimum filling profiles are

also dependent on the resin and mold temperature.

The final experiment tested the adaptiveness of the controller. The simple fan­

gate rectangular cavity was replaced with a three dimensional complex cavity as

shown in Figure 5.21. The cavity has an insen. a variable cross-section and two step

changes in thickness. The objective of the controller is to force the cavity pressure

to follow a constant ramp set-point profile despite the complex geometry of the

cavity. The variations in the cavity geometry imply that the pressure at the gate

(cavity entrance) will vary considerably as the advancing melt encounters rapid

changes in the cavity cross-sectional areas. The experiment, however, was carried out

with no modification to the controller. Figure 5.22 shows the response of the

controlled variable and indicates that it follows the set-point closely even though the

cavity geometty changes considerably. The slightly larger deviation between 0.75s and

1.4 s is attributed to the effect of the insert, to the step change in thickness, and to

the large change in width of the molded pan in the middle cavity. The controlled

variable follows the set-point profile very closely, in zones 1 and III, where the

geometrical changes are not as great as in zone n. In spite of the large dimensional

variability of the mold, the controller successfully tracks the very demanding set-point

profile with an acceptable error. It would not be possible to achieve such results with

a fixed gain controller. A more reasonable (i.e. hannonious with machine response

and capabilities) set-point profile would make the deviation even smaller.
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5.5.4 Summary

The nonlinear and time-varying nature of the cavity pressure in injection

molding has been presented and modelled parametrically. Aself-tuning controller has

been designed, implemented and tested for a wide ranse of operating conditions. It

was found that, because of the rapidly varying nature of the process dynarnics, a low

value of the forgetting factor ( À = 0.75) was required for the self-tuning regulator

to function in an acceptable manner. This value of À is considerably lower than those

suggested previously for this class of controller.

The self-tuning controller, with À=0.75, has been demonstrated to possess

good tracking and regulating abilities over a range of operating conditions, using

different mold cavities, without further adjustment.
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5.6 Detection of the Filling-to-Packing Transition

When the molten resin completely fills the cavity. the cavity and nozzle

pressures increase suddenly. and the cavity pressure profile during the packing phase

is different from the pressure profile during the filling phase. Therefore. it is

necessary to shift from filling cavity pressure profile control to packing pressure

profile control at this point. Researchers have pointed out that a correct detection

of filling-to-packing transition is important to the proper control of cavity pressure

during packing [l, 53].

The deterrnination of the filling-to-packing transition cao be based on one or

more of the following criteria.

eCavity filling time

eScrew displacement

eScrew velocity

eCavity Pressure (Pc)

eNozzle pressure (PN)

eNozzle pressure derivative (dPN/dt)

eCavity Pressure derivative (dPidt)

The fust three criteria are essentiaIly based on the melt volume in the cavity.

The following relations exist for these variables:

(5.38)



•
x = fV,dt

o

where Ve is the mell accumulated in the cavity.

V, is the screw velocity.

X is the screw displacement, and

c is the filling constant.

145

(5.39)

•

•

If the melt density is known, the exact screw velocity-time relationship is

measured. and the volumetric changes caused by temperature and pressure variations

are neglected, then it is possible to predict when the packing will star! for a given

cavity volume. However, these assumptions are usuaIly not reaIistic. Therefore. cavity

filling time is not a good criterion.

Based on Figure 5.5, it is obvious that cavity pressure, nozzie pressure, screw

displacement and screw velocity ail experience a dramatic change when packing

starts. They aIl seem to be good candidates. However, from Figure 5.20, cavity

pressure cannot be direetiy used for the detection of filling-to-packing transition,

because different injection rates are associated with different cavity pressure values

at the transition point. Neither can nozzie pressure and screw displacement be used

as the transition point detection criteria, since different machine and cavity

geometries have different values for the transition point. From Figures 5.5 and 5.20,

the screw velocity. and cavity and nozzie pressure values change graduaIly during the

fiIIing stage. but star! to increase dramatically at the beginning of packing. Figure

5.23 shows the derivatives of the nozzie and cavity pressures together with the screw
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displacement and velocity just before and during the transition. The screw velocity

lags behind the pressure derivatives in indicating the transition point. This is possibly

due to the screw inertia. Furthermore, use of the screw velocity as the detection

measurement would require a velocity sensor. Therefore, the change in screw velocity

is not a good candidate. The nozzle and cavity pressure derivatives, as shown in

Figure 4.23A, both appear to be good candidates. The nozzle pressure derivative was

not seleeted for the following reasons: (i) the signal amplitude and the signal-to-noise

ratio of the cavity pressure derivative are greater than those of the nozzle pressure

derivative, (ii) the use of the nozzle pressure derivative to deteet the transition for

cavity pressure control would require an additional pressure transducer. Therefore,

the cavity pressure derivative was seleeted as the best candidate to deteet the filling­

to-packing transition, and was used for pressure control during packing in this

research.
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5.7 Cavity Pressure O)"IIamics and Control during Packing

5.7.1 Packing Profile

The packing pressure profiles IR Figure 5.20 suggesl lhal a sum of

exponentials would be a good fit:

(5.40)

•

where P< is the cavity pressure,

T is the sampling time,

TI and T 2 are the time constants of the pressure, which indicate how fast the

pressure rises, and

CI and C:a are fitting ~efficients.

Figure 5.24 Û10WS a good agreement between the pressure with a constant

servo-valve opening of 40 percent and the least squares fit to Equation (5.40). Both

curves in the figure are normalized by subtracting the pressure at the end of filling.

The coefficients of the fitted Equation (5.40) are given in Table 5.2.

From Table 5.2, it is obvious that the first term of Equation (5.40) dominates

the packing process. For simplicity, the second term is suppressed and the packing

pressure profile is seleeted to be of the following:

(5.41)

where PPE and PFE are the pressure values at the end of packing and filling,

respectively, T is the number of samples after the packing stans, and 10 ( == 93) is

the time constant of the packing pressure profile in the units of sampling period. The
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Coefficients Value

Cl 2044.8 (psi)

c. 204.8 (psi)

Tl 93 sampling periods (0.186 s)

T 2 28.5 sampling periods (0.59 s)

pressure at the end of packing. PPE' is independently specified. Equation (5.41) gives

a reasonable packing pressure profile (close to the open-loop pressure profile).

However, specification of a "good pressure profile" is dependent on the machine

settings, cavity geometries, and material. Due to the time and space limitations of the

thesis, it is beyond the scope of this investigation to provide a procedure for the

identification of a "good pressure profile". The set-point pressure profiles employed

here are considered to be reasonable profiles on the basis of experimental

observations.

5.7.2 Packing Dynamics

Similar ta the procedures employed in the filling dynamic investigation, a

series of step ch::.nges of servo-valve opening was introduced, and the cavity pressure

response was recorded. The valve opening changes and the pressure responses for

both the filling and packing stages are shown in Figures 525A and 525B.

respectively. With respect to machine operation, there is little difference between the
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filling and packing stages, except that rate of the polymer entering the injection cavity

is reduced a~ packing proceeds. Therefore, the same model structure as that

employed for the filling stage is employed in the packing stage for simplicity. The

recursive system identification method used for the filling stage is extended into the

packing stage. The estimated model parameters with forgetting factor of 0.95 are

prescnted in Figure 5.25C. The results between 0 and 2 seconds have been discussed

in the filling stage section. The packing starts about two seconds after the start of

filling. It .'s obvious that packing dynamics are different from those of the filling and

change considerably in the first second.

In the filling stage, the forgetting factor of 0.75 was found to best estimate the

dynamic model and to provide good control. Figure 526 gives the dynamic model

estimated with a forgetting factor of 0.75 for both the filling and packing stages. The

top graph gives the measured cavity pressure and the calculated pressure based on

the estimated modei. The bottom graph gives the corresponding model parameter

changes. It is obvious that the estimated model parameters change considerably. This

is because of the non-linearity of the process and because of the servo-valve opening

changes between 20 and 80 percent (shown in Figure 5.25A). The trend of the model

paramcters are similar to Figure 5.25C, except that they change faster. This is

expeeted because the forgetting factor is much smaller. The dynamic model

parameters do not vary much after about one second from the start of packing. The

quick variation is due to the non-linearity caused by servo-valve opening changes.
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5.7.3 Packing Pressure Control

The self-tuning control for the filling stage is extended into the packing stage.

except that the set-point profile is changed 10 Equation (5.41) from a constant ramp

after the packing stan is detected. The detection of filling-to-packing transition is

based on the derivative value of the cavity pressure. a threshold of 8.61 MPa/s (1250

psi/s) of the cavity pressure derivative is used to trigger the switch to the packing

profile. The PFE of the packing profile equation is the cavity pressure measured at

the moment when the packing stan is detected. PPE is set to 20.7 MPa (3000 psi).

The forgetting factor of 0.75 found to be the best for the filling stage was also used

for the entire packing stage.

Figure 527 gives the experimental closed-Ioop self-tuning control results. ln

the top graph, the dot-dot-dash line is the set-point profile, and the solid line is the

cavity pressure response. The cavity pressure is very close to the set-point profile for

both the filling and packing stages. The corresponding servo-vaive opening is given

in Figure 527B. The servo-vaive opening for the filling stage has been discussed

previously. The valve opening variation during packing is large possibly because the

dynamic pressure information to the recursive identification ;md the process gain

become relatively small after the process enters the packing stage. This problem can

be remedied by either increasing the forgetting factor or using a filter to increase the

signal to noise ratio.

A fust order digital filter was added to the measured cavity pressure after the

deteetion of the stan of the packing stage. The filter is expressed as follows:
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(5.42)

Where Per is the filtered cavity pressure measurement.

P< is the cavity pressure measurement.

n is the nth sample.

A second experiment was carried out with the input filtered as in Equation

(5.42), and with the same set-point profile and other conditions. The self-tuning

closed-loop control results are shown in Figure 528. As previously, the set-point and

the cavity pressure measurement are shown in Figure 528A Figure 5.28B indicates

the corresponding servo-valve opening. In comparison lO Figure 527, the servo-valve

opening variaùon becomes less frequent. However, it seems that the strength is about

• the same as the previous experiment during the paclang stage.

As shown in Figures 525 and 526, the dynamic model parameters do not

change much after one second following the start of packing. Therefore, to increase

the robustness of the idenùfication, a larger forgetting factor could be used one

second after pack·.1g starts. Figure 529 shows how the forgetting factor changes

during the filling and packing stages. Segment IIlasts 45 samples (0.9 second) after

packing starts. The forgetting factor (J..) for segments 1 and II is 0.75, and then it is

changed to 0.975 for segment m. The dynamic model parameters for the last 10

samples in segment II are averaged as the initial condition for segment Ill. The

implementaùon procedure of the self-tuning closed-loop control using the segmented

forgetting factor and input filtering is illustrated in Figure 530.

• Experiments (Pl - PS) were carried out to test the regulaùng and tracking
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capabilities of the controller. The self-tuning control system used the same forgening

factor and filter for these experiments. Changes in the melt temperatures. final

packing pressure PPE and the profile after about 1.5 seconds of packing were made.

Table 53 gives the differences in the experimental conditions among experiments Pl

- P5.

Experiment Pl was carried out with the forgetting factor changes as described

above with ail other conditions unchanged. Figure 531 gives the experimental resull~.

The set-point and cavity pressure responses are represented with the dot-dot-dash

line and solid line, respeetively, in the top graph. The bottom graph gives the

corresponding servo-valve opening. The cavity pressure follows the set-point. but the

servo-valve opening change is considerably smaller compared with Figures 5.27 and

528.

Experiment (PZ) was carried out with the same set-point profile as the

previous experiment (Pl), except that the melt temperature was changed to 205 oc.

The results are shown in Figure 532. The cavity pressure follows the set-point profile

closely, and the corresponding valve movement is also acceptable. This indicates that

the controller performed weU despite changes in the machine operating conditions.

Experiment P3 was carried out with the same conditions as in experiment Pl,

except that the final packing pressure Vias 19.0 MPa (2750 psi). The experimental

results are shown in Figure 533. Again, the cavity pressure follows the set-point

profile with very small error, and the corresponding valve opening change is also

acceptable.
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Experiment Melt Temperature Set-Point

PI 220°C 3000PSI

P2 20s0C 3000PSI

P3 220°C 2750PSI

P4 2200C Ramp change

P5 220°C Step change

Experiment P4 was carried out with the same conditions as in experiment Pl,

except that the set-point was decreased at a rate of 1.72 MPa/s (250 psi/s) after the

packing staned about 1.5 seconds. The corresponding cavity pressure responses and

valve-opening changes are both shown in the same Figure 5.34. Again, the controller

produced excellent results.

Experiment P5 has in the set-point profile a step change. The corresponding

cavity pressure and servo-valve opening are as shown in Figure 5.35. Once again, the

self-tuning control system can follow the set-point without any problem.

5.7.3 Summary

In this section, the dynamics of the packing pressure in relation to the servo­

valve opening was determined. Subsequentiy, the self-tuning control system for the

filling stage was successfully extended into the packing stage.
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5.8 Conclusions

The time varying mode! dynamics of cavity pressure were determined and

analyzed for bath the filling and packing phases. A self-tuning regulator comrol

system was designed and tested for cavity pressure. The cavity pressure derivative was

chosen ta detect the filling-to-packing transition. The same comrol law was used ta

control pressure in bath filling and packing phases.
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Chapter 6

DYNAMICS AND CONTROL OF CAVITY PRESSURE DURING COOLlNG

6.1 Introduction

This chapter deals with the analysis of the process dynamics and control of

cavity pressure during the cooling stage. Section 6.2 describes the cooling system. and

studies the dynamics and control of mold coolant temperature. The dynamics and

control of cavity pressure during the cooling stage are described in Section 6.3.

Finally, a brief summary of this chapter is given in Section 6.4.

6.2 System Set·Up, Dynamics and Control for Cooling System

6.2.1 Cooling System

A mixing system was designed as shown in Figure 6.1 to control the mold

coolant temperature and flowrate. There are three thermocouples (type E) installed

in the cooling system to measure the cold water, hot water and mixed water

temperatures. They are represented by the symbolTI in Figure 5.2. A paddle wheel

flowmeter (SIGNET 3-8500) [115 • 116] was installed to measure the f10wrate into

the injection mold. Manual valves 1 and 2, installed in the hot and cold water sides,

adjust the maximum fIow rates. Manual valve 3 in the side branch is usually shut. It

cao be opened to provide cooling water to the injection mold, wh';n the cooling

system requires maintenance. There is a control valve installed on both the cold and

the hot water supplies. These control valves (Fisher Control Valve Type 1. 2·B-EQ.

PeT) [114]) have equal percentage trim and are pneumatically operated. The control
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signais from the computer are first converted to analog signais of 0-5 Vde. The

voltage signal is then converted to 4-20 mA current by a home-built voltage-to­

current converter (VIl). A final conversion gives pneumatic pressures through the

I/P convener supplied with the control valves. The eleetronic circuit of the VIl

convener is given in Appendix F. As described in Chapter 3. the millivolt signais

from the thermocouples are signal conditioned (Le. cold junction compensated.

linearized and amplified) before they are connected to the data acquisition board.

The SIGNET flowmeter gives a current signal proponional to the flowrate. which is

convened into a 0-5 Volts dc signal through a home-built current-to-voltage (l/V)

convener. The I/V convener circuit is shown in Appendix G.

Based on results reponed in reference (31) for turbulent flow. the coolant

temperature has a much larger effect than coolant flow rate on the heat removal rate

in injection molding. Therefore, coolant temperature was chosen as the manipulated

variable ta control cavity pressure during oooling.

The flow rates for both hot and cold water were set equal by adjusting the

manual valves 1 and 2, and they were kept constant for ail the experimer:ts. The

relationship between the two control valves is given as below:

(6.1)

where CVc is the control valve opeIÙng (in percentage) in the cold water side, and

CVh is the control valve opeIÙng (in percentage) in the hot water side.
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6.2.2 Dynamics of Coolant Temperature

An experiment was carried out 10 test the designed cooling water mixing

system. Sorne step changes of the opening of the control valve (CVh) in the hot water

side were introdl!ced. The cold. hot and mixed water temperatures, as weIl as the

coolant f1owrate, were recorded. The sampling rate for this experiment was 200 ms.

lbe top graph of Figure 62 shows the step changes of the control valve (CVh)

opening. The boltom graph of the same figure shows the responses of the hot (Th)'

cold (Tc) and mixed (Tm) water temperatures and total flowrate. The change in the

flowrate is insignificant. Therefore, it is reasonable to assume that the flowrate is

independent of the changes in control valve opening.

The response of the coolant temperature (i.e. the mixed water temperature)

to the ccntrol valve opening approximates a first order system plus delay as shown

in Figure 62. In Laplace transforrn, the model is

_ kp (-,.s)
- --e

'ts+l
(6.2)

where ~ is the process gain, unit: ·C/%

let is the process time delay, unit: seconds, and

T is the process time constant, unit: seconds.

•

The process parameters for the last modeIling experiment were obtained by the least

squares fitting, and they are listed in Table 6.1.

The process gain (~) obtained in Table 6.1 depends on the hot and cold

water temperatures. These temperatures depend on the sllpply conditions and are
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Process Slep Tesls

Model

Paramelers 301050 % 501030 % 301070 % 701030%

~. DC/s 0.466 0.460 0.571 0.572

T, s 1568 1.634 1.376 1.361

Id' s 1.450 1.178 1.341 1.228

measured direetly so that the mixed temperature can be non-dimensionalized as Tmnd:

(6.3)

Figure 63 gives the responses of Tmnd to the step changes shown in the top

graph of the control valve opening. It is again obvious that the response can be

modelled as a fust order system plus delay:

(6.4)

•

where kp.,d is the process gain of Tmnd in relation ta CVh'

T ad is the process rime constant, and

~d is the process rime delay.

The parameters for the above model are shown in Table 62. They vary

slightly, showing sorne degree of non-linearity. This is attributed ta the non-linearity
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Process CVh Step Changes

Model

Parameters 30 to 50 50 to 30 30 to 70 70 to 30 Averageè

% % % %

kpnd [%]"1 0.00848 0.00838 0.0102 0.0103 0.0093

T nd S 1.953 1387 1345 1.697 1.60

~nd S 1203 1384 1295 0.908 120

and hysteresis of the valves in the cooling system. The averaged parameters are giveil

in the same table and were used in the coolant temperature controHer design.

6.2.3 Coolant Temperature Control

The Dahlin controller (Equation (424», with the tuning parameter, ~ = 1

and a sampling rate of 02 seconds, was chosen to control the coolant temperature.

The process gain K in Equation (424) is the aetual process gain, K=kpnd-(Th -Tc).

Therefore, the closed-loop control, in essence, is a gain scheduling system with

respect to the varying temperatures Tc and Th' An experiment, carried out to verify

the controller effeetiveness, started with a coolant temperature of about 15 oc. The

set-point of the control system was initially 2S°C for 8 seconds, then it jumped to 45

oC and stayed at that value for 8 seconds, then stepped down to 20 oC and remained

there. The experimental results are shown in Figure 6.4. The top graph shows the set-
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point changes (solid line) and the coolant temperature responses (dashed line). It

clearly shows that the coolant temperature closely follows the set-point profile. The

coolant temperature reaches a new set-point within 2 seconds in the worst case.

Figure 6.4B gives the corresponding control valve opening in percent on the hot

water side. It is seen that with the coolant temperature at a flxed value. the valve

opening tends to drift. This is due to the hot-cold water temperature difference

drifùng at the beginning of the experiment, when the water streams have been just

tumed on.

6.3 Dynamics and Control of Cavity Pressure during Cooling

6.3.1 Gate Sizing

The injecùon molding machine was originally equipped with a cylindrical gate

of 6.35 mm ('>4 inch) in diameter. Usually, the pressure supplied to the injection

cylinder is removed by tuming off the solenoid valve or servo-valves at the end of the

packing stage. With this arrangement, an experiment was carried out in an attempt

to obtain the cavity pressure cooling profile. The experimental results of both the

cavity pressure and nozzle pressure are given in Figure 6.5A. Obviously, due to the

unusually large gate, the melt is not completely frozen after a duraùon of 4 seconds

packing. There are two problems associated with the results: (i) due to incomplete

gate freezing, the cavity pressure does not have a cooling profile; (ii) the cavity

pressure during cooling is greater than the nozzle pressure for a short ùme after

packing, this causes an undesirable backflow of polymer from the cavity to the
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nozzle.

A longer packing and holding time wa, used in an attempt to eliminate the

above problems. A second experiment was carried out with a packing and holding

time of 17 seconds. The first four seconds of packing and holding were closed-Ioop

controlled using the cavity pressure control technique described in Chapter 5. After

that time, the servo-valve was kept at a fIXed opening corresponding to the average

value between the packing times of 3.8 to 4.0 seconds. The cavity pressure and n07Z1e

pressure are presented in Figure 65B. The cavity pressure increases slightly for the

late part of packing and holding. The same problems exist as with the previous

experiment, suggesting that the gate was not frozen even with this long period of

packing and holding.

Therefore, a smaller gate was determined to be necessary in order to

eliminate the backflow problem. A round-comered gate of 6.35 mm (v.. inch) in

width, 1.6mm e/16 inch) in thickness and 6.35mm (v.. inch) in length replaced the

cylindrical gate. To eliminate the possible backflow, the servo-valve was kept at a

fixed opening for 15 seconds after the end of four seconds closed-Ioop packing

control. The experimental results are shown in Figure 65C. A cavity pressure filling

profile was changed from a ramp of 2.76 MPa/s to a ramp of 1.72 MPa/s in response

to the smaller gate. Figure 65C gives a reasonable cooling profile. The cavity

pressure decreases with time after packing despite the existence of nozzle pressure.

This new gate and servo-valve arrangement are used for ail remaining experiments.
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6.3.2 Experimental Conditions

The melt temperatur,: was determined by setting the four barrel temperature

set-points to 235, 215, 180, and 150 oC from the nozzle to the hopper, respectively.

The sampling rate for pressure during the cooling stage was 50 ms. The total

injection molding cycle was set to be 32 seconds. The filling pressure was cOiltrolled

at a rate of 1.73 MPa/s (250 psijs). The packing pressure was controlled at 20.7 MPa

(3000 psi) for a duration of 4 seconds. The machine and material conditions were as

stated in the previous chapter. These conditions were kept the same during all the

following experiments, except when otherwise stated.

6.3.3 Definition of Representative Variables during Cooling

Once the injection gate is frozen, the cavity pressure can only be infIuenced

by the coola."lt temperature or coolant fIowrate. Due to the large thermal mass of the

injection mold, it is not possible to manipulate the pressure during cooling within a

cycle. However, it is possible to change il over successive cycles.

Figure 6.6 gives two experimental cavity pressure profiles with coolant

temperatures of 45° and 15°C, respectively. The packing pressure for both

experiments was 20.7 MPa (3000 psi). It is seen that the coolant temperature has a

strong effect on the pressure pr'lfile during cooling. In both cases, the pressure starts

to decrease slowly from the packing pressure. The rate of decrease becomes larger

until it reaches zero.

Severa! quantitative descriptions of the cooling process are possible. The



• 181

25

20

--.
III 15c..
::s "......

CIl la "
M "-::l ,
III -- Coolanl T. 15°C \III
CIl 5 - - Coolanl T. 45°CM \

• c..
\

a

-5
a 2 4 6 8 la 12 14 16

Time(s)

Figure 6.6 Cavity pressure profiles during the cooling stage with two different
coolant temperatures



•

•

182

merits and disadvanlages of lhcse melhods are discussed below.

6.3.3.1 Function Fitting

This describes the cooling pressure profile with a mathematical function (e.g.

a polynomial or sorne form of exponential function). Il gives an accurate description

of the pressure profile during cooling, but the computation power needed to do this

during every injection cycle is large. Therefore. this method was not chosen.

6.3.3.2 Pressure Cooling lime to Inflection (PCf;)

This is defined as the time from the end of packing to the point where the

pressure profile passes through the point of inflection. It can be determined from the

maximum of the derivative of the pressure profile. The difficulty is that

differentiation of a signal increases the noise-to-signal ratio, which makes the

maximum difficult to determine.

6.3.3.3 Pressure Cooling lime {PCfO>

pero is defined as the rime from the end of packing to the rime at which the

pressure reaches a value wllir.h is (close to) zero. The pero is easy to measure,

requires little computation rime and indicates an "average" pressure loss rate.

However. this variable only pves information about both ends of the pressure profile.

The nature of the pressure profile between these two values is not taken into

consideration.
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6.3.3.4 Multiple Pressure Cooling Times (PCf.), and Conlrolled Pressure Coolin!:

Time (CPCf)

The pressure cooling time (PCf.) is defined as the tim<: from lhe end of

packing to the time at which the pressure decreases to x percent of the pressure al

the end of packing, PPE.

To remedy the problem associated with PCfo- multiple measurement of PCf,

is proposed. Instead of measuring the time from the end of packing to ~ near zero

pressure, this method employs a veetor of times from the end of packing to a veetor

of predetermined pressures. This method has ail of the advantages of PCf0- Il also

gives an approximate charaeterization of the pressure-time profile. However, multiple

pressure cooling times give multiple (a veetor of) times instead of a single scalar

value. The veetor size and the veetor of predetermined pressure percentage values

need to be detennined. One praetical simplification is to define a Controlled

Pressure Cooling Time (âPCf67.J3' or CPCf) which is th~ time required to progress

from2/3 (67%) of the packingpressure to 1/3 (33%) of the packingpressure. Figure

6.7 gives a graphical representation of the variables discussed.

An experiment was carried out to test the effeetiveness of CPCf. Figure 6.8A

gives the pressure profile during cooling for cycles 9, 11, and 13 with the same CPCf

(âPCT67.J3) value of 1.8 seconds. The pressure profiles for cycles 9, 11, and 13 are

represented with the solid, long-dashed and shon-dashed lines, respeetively. AIl of

these lines are almost superimposed on each other. Figure 6.8B gives the pressure

differences between cycles 9 and 11, and cycles 11 and 13. It shows that the pressure
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differen-:es are very smaII. Figure 6.8 indicates that the same CPCf produces very

similar pressure caaling profiles. Therefare. CPCf appears ta be a suitable

parameter ta describe the pressure profile during cooling.

Different packing pressure. packing time and coolanttemperature have a large

effect on the controlled pressure cooling time (CPCf). The packing pressure and

packing time are usually determined by the injection molded pan geometry and

quality requirements. They are normally not used ta control the pressure cooling

profile.

6.3.4 Dynamic Models Relating CPCf Response to Coolant Temperature

An open-loop experiment was conducted to test the dynamic model relating

CPCf to the coolant temperature. The coolant temperature varies according to the

top graph of Figure6.9. The botlom graph gives the corresponding change in CPCf.

The total cycle lime for this experiment is 32 seconds. Since Figure 6.4 indicates that

the coolant temperature cao reach a new set-point within 2 seconds, the dynamics of

the inner-loop (i.e. coolant temperature control loop) cao be neglected.

The response of CPCf to a change in coolant temperature cao be

approximately modelled as a fust order system. The small variation of CPCT is due

to the measurement resolution and, possibly, incomplete gate freezing at the end of

packing. The sampling rate for pressure measurement during cooling is 50 ms, which

determines the resolution of PCfx and CPCf (âPCT67.3J)'

Paramenic models of fust order with no delay, and with one molding cycle
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delay, are given in Table 6.3. Details of the methods used to estimate these

parameters are given in references [83 - 85). The final prediction error (FPE) is an

indicator of the mode! accuracy. The smaller it is, the better the mode!. It indicates

Table 6.3 Dynamic model of cpcr

Temp. ARX B A FPE

Changes

1G->25°C (110) 0.0145 1 -0.6425 0.00776

0.0032 0 0.0863

[ml 0 0.0157 1 -0.6074 0.00947

0 0.0046 0 0.1238

25-> 10"C [110) 0.0147 1 -0.6248 0.00365

0.0028 0 0.0790

[ml 0 0.0183 1 -05301 0.00476

0 0.0045 0 0.1244

1G->30"C [110) 0.0130 1 -0.6706 0.00879

0.0029 Ù 0.0839

[ml 0 0.0133 1 -0.6606 0.0117

0 0.0045 0 0.1266

3G->75"C (110) 0.0131 1 -0.7041 0.00684

0.0022 0 0.0565

[lll) 0 0.0157 1 -0.6403 0.00905

0 0.0034 0 0.0863

75->30"C [110] 0.0102 1 -0.7558 0.00464

0.0020 0 0.0557

[lll] 0 0.0116 1 -0.7189 0.00562

0 0.0029 0 0.0778
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that the first arder with no delay mode! is a belter representation of the system.

Based on FPE. the parametric mode! ARX[llO) was therefore se!ected. The

mode! parameters were then converted ta the Laplace domain based on Equations

(4.13), (4.14), and (4.15). The process gains and time constants are listed in Table

6.4.

6.3.5 Control of CPCT

6.3.5.1 Control Simulation of CPCT

As indicated in Chapter 4, Dahlin control and Internai Model Control designs

are equivalent for a first order system. They bath are quite robust to a certain degree

of model to process mismatch. Therefore, the Dahlin control method was chosen.

Simulations were carried out to determine the proper tuning pararneter. p., for the

Table 6.4 Process gain and time constant of CPCT

Case ~ (stq Tp (cycle)

10 to 25°C 0.041 2.80

25 to 100C 0.040 3.88

10 to 30"C 0.040 3.04

30 to 75"C 0.044 3.38

30 to 30"C 0.041 356

Averaged 0.041 3.33
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control system.

Figure 6.10 gives the simulation results in deviation variable form of the

Dahlin controller responses to a step change in the set-point. The sampling period

is one injection molding cycle. The dotted line is the set-point step change profile.

The solid, long-dashed, and short-dashed lines are the responses of the controllers

with IJ. = 1,2 and 3, respectively. They indicate that the Dahlin controller can reach a

new set-point without any problem. For smaller values of IJ., the response becomes

faster in following set-point changes. The bottom graph of Figure 6.10 gives the

corresponding control variable (i.e. the coolant temperature) change. Again, the

solid, long-dashed, and short-dashed lines are the coolant temperature changes (i.e.

the controller output) for the cases when IJ.= 1,2 and 3, respectively. Figure 6.10

shows that tight set-point tracking is due to the strong action in the coolant

temperature changes. With this mixing system, a large temperature change is possible

with the coolant temperature control system. Therefore, the tuning parameter IJ. was

chosen to be 1.

Another simulation result is given in Figure 6.11 to show the robustness of the

Dahlin controller. The solid line is the response of the CPCT to a set-point change

with the estimated averaged dynamics. The long-dashed line is the CPCT response

to the set-point change, with the process gain increased by 25%. The short-dashed

line is the CPCT response with the process gain decreased by 25%. In ail cases, the

CPCT reaches the new set-point fairly quickly, without serious performance

degradation. Figure 6.11B shows the corresponding coolant temperature changes.
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This figure indicates that the Dahlin comroUer can handle the process gain changes

easily.

Figure 6.12 shows the robustness of the Dahlin comroUer to changes in the

process rime constant. The dOlled line is the set-point profile. Again. the profile has

a step change of 1 s. The solid line is the CPCT response of the closed-loop Dahlin

control with the real process dynamics. The long-dashed line is the response with the

process rime constant increased by 25%, while the short-dashed line is the response

with the process rime constant decreased by 25%. The bOllom graph shows the

changes in the corresponding manipulated variable (i.e. the coolant temperature). ln

all three cases, the CPCT can reach the new set-point quickly.

In summary, the change of the process dynamics (i.e. process gain and time

constant) ooly slightly degrades the control performance, without the risk of

instability. Dahlin control with ~= 1 gives good control performance. The control is

aIso very robust to the changes in the process dynamics. Therefore, this comroUer

was programmed and tested experimentally. The foUowing section gives the

experimental results.

6.3.5.2 Experimental Control of CPCf

A cascade controlloop shown as in Figure 6.13 was implemented to test the

control performance of CPCT experimentally. This control system has IWO control

loops, Le. the inner loop and outer loop. The inner loop is the closed-loop control

of the coolant temperature. Gp2(z) describes the dynamic model of the coolant
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temperature relative to the percemage change in the opening of the comrol valve.

Ga(z) is the Dahlin comroUer algorithm given in Section 63.3. As pointed out

earlier, the inner loop actually is a gain scheduling control system. The controUer

parameter is automatically adjusted based on the value of the hot and cold water

temperature difference. The outer loop is designed as outlined in ûie simulation

section. Gpl(z) describes the process dynamic model of the CPCf relative to the

change in the coolant temperature. GC!(z) is the Dahlin controller as described in the

previous section. The outer loop control is based on cycle-to-cycle operation.

Therefore, the sampling period is the total injection cycle. The inner loop has a fixed

sampling period of 200 ms.

The cascade control a1gorithm was programmed into the computer. The

program functional structure is iIlustrated in Figure 6.14. Basically, the outer loop

outputs a new control action every new injection cycle, while the inner loop updates

its output every 200 ms, taking the output of the outer loop as its new set-point.

An experimental c1osed-Ioop control to track a changing set-point profile was

carried out. The controller tuning parameter JI. = 1 (i.e. one injection cycle). The

related injection molding conditions were as stated in the previous section. In this

experiment, the CPCf set-point started at 25 seconds. At the 20th cycle, the set­

point decreased at a rate of 50ms a cycle until the 34th cycle. Theo, it stayed at 1.8

seconds until cycle 54. Subsequently, it stepped back to 25 seconds and stayed at this

value until cycle 74. It then stepped again to 1.8 seconds and stayed at this value until

the 94 th cycle, after which it increased at a rate of 50ms per cycle until it reached
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2.5 seconds, and remained at that value. The set-point is graphically represented as

the solid line in the top graph of Figure 6.15. This set-point profile involves both step

and ramp changes in both the up and down directions. The dashed line is the

experimental response of the c1osed-Ioop control to the set-point changes. It is c1ear

that cpcr follows the set-point c1osely. The bottom graph of Figure 6.15 shows the

corresponding coolant temperature changes.

One more experiment was carried out to test the effectiveness of the control

system in handling meit temperature changes. The melt temperature for this

experiment was changed to Z05°C from 235°C in the previous experiment. The set­

point for this experiment was started at Z.5 seconds. It changed to 1.8 seconds at

cycle ZO. The solid and dashed lines in Figure 6.16 are the set-point and CPCf

response, respectively. The corresponding coolant temperature changes are shown in

the bottom graph of the sarne figure. CPCf is seen to follow the set-point closely,

indicating that the control system can handle the melt temperature changes

successfully.

The pressure cooling profiles of the last experiment ofCPCf control are given

in Figure 6.17. It shows the profiles of the cycles 15, 17, 19, 21, 23, and 25, just

before, during, and after a step change of the CPCf set-point was introduced at cycle

20. The pressure cooling profiles of cycles 15, 17 and 19 superimpose, before the

CPCfset-point change was introduced. The pressure cooling profiles ofcycles 23 and

25 are also very similar after the set-point change of CPCf occurred. The pressure

cooling profile of cycle 21 coincides with the transition of the controlled pressure
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cooling lime (CPeT). It is clear, from Figures 6.16 and 6.17, that the control of

CPeT is effective in cormolling the pressure cooling profiles.

6.4. Summary

A coolant temperature control system has been successfully designed and

implemented. Several alternative variables for pressure control during cooling have

been proposed. The dynamics of one of these, CPCT, were invesügated and

modelled. A successful control system for CPCT was implemented and tested using

coolant temperature as the manipulated variable.
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Chapler 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 Conclusions

The objectives of this research were 10 sludy the dynamics of cavity pressure

over the complete injection molding cycle. to design and implemenl a cavity pressure

control system for a wide range of conditions. and to design and implement a real­

time computer control and data acquisition system for injection molding. These

objectives have been realized successfully.

A reai-time computer control and versatile data acquisition system with

severa! user-seleetable levels of operation has been developed. Closed-loop control

of barrel temperatures, mold coolant temperature, cavity pressure, cyclic movement

of the machine, and data acquisition have been carried out smoothly with one

computer. The system is modular. The user can easily add, remove, modify or replace

anytask.

The cavity pressure variation during filling was analyzed. A first order system,

in parallel with an integrating process, together in series with a delay, was found to

be the best model in describing the cavity pressure dynamics. The time varying

nature of the cavity pressure dynamic model was established and analyzed.

Cavity pressure dynamics during packing were analyzed, and the same dynamic

model structure as during filling was found to be capable of describing the dynamics
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during packing. The time varying behaviour was evaluated over the complete packing

phase.

The detection of the filling-to-packing transition was studied. and the cavity

pressure derivative was found to be the best criterion for this purpose.

Cavity pressure during filling was successfully controlled with the self-tuning

control using pole-placement design. A forgetùng factor of 0.75 was found to provide

good control over different operating conditions and different caviùes. This unusually

low value of the forgetùng factor was required by the rapid varying process. A

compIex geometry cavity was used to test the adapùveness of the controller

experimentally. Results superior to any reponed in the literature on cavity pressure

control have been obtained.

Cavity pressure control during packing was achieved using the same control

technique as filling. Different cavity pressure profiles and melt temperatures were

used ta test the controller, and a step change in the forgetting factor from 0.75 to

0.975 after about one second from the stan of packing produces small selVo-vaIve

variation and tight set-point profile tracking.

A new cooling system was designed. The dynamics of the mixed coolant

temperature were studied, and a gain schedu1ing control of coolant temperature was

implemented to adjust for cold and hot water temperature shifts automatically.

Coolant temperature control was used as the inner loop of the cascade closed-Ioop

control of cavity pressure during the cooling stage. Controlled pressure cooling time

(CPCf), defined to be the time for cavity pressure to decrease from 2/3 to 1/3 of
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the packing pressure during the cooling stage. was proposed as a viable variable for

cavity pressure control during cooling. The CPCf dynamics in relation 10 coolant

temperature were evaluated and a closed-loop control system was designed.

implemented. and tested. with satisfactory results.

Figure 7.1 shows two cavity pressure profiles of different cycles over the

complete cycle including the filling. packi'lg. and cooling stages. The cavity pressure

was controllecl, using the self-tuning regulator (STR) discussed in Chapter 5 for the

filling and packing stages. and using cycle-to-cycle based control of CPCf described

in Chapter 6 for the cooling phase. The superposition of the pressure profiles of the

two different cycles indicates good cavity pressure control over the complete injection

molding cycle.

7.2 Claims for Original Work

This work has examined the dynamic modelling and control of pressure

throughout the injection molding cycle. Previous work concerning part of the molding

cycle has been extended significanùy. Particular contributions may be stated as

follows:

1) The present work is the first to present a time-varying dynamic model of

cavity pressure for both filIing and packing phases.

2) This work is the first application of self-tuning control to cavity pressure for

bath filling and packing phases with experimental verification. COntroller

robustness was evamined experimentally using a complex geometry cavity
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without re-tuning the controller. The same controllaw was applicable for both

filling and paclang.

This is the first study of the dynamies and the first work to achieve c1osed­

loop control of cavity pressure during the cooling phase. Controlled pressure

cooling time (CPCT) was proposed as the controlled variable for the cooling

phase. The dynamies and control of CPCT were investigated experimentally.

This work is the first to examine control of cavity pressure throughout a

complete injection molding cycle, including filling. packing and cooling.

•
7.3 Recommendations

It is recommended to implement a graphies user interface to the computer

control package to follow the trend in the computer and control industries. Such an

interface would greaùy enhance the user-friendliness of the software package.

Experience regarding the injection molding machine operation and material

data should be incorporated into the control system to improve system intelligence.

With good and reliable control of cavity pressure, melt temperature, and mold

temperature, and with a stable computer control system, the time is ripe to

investigate the relationship between material properties such as part weight or

residual stresses with the set-points of these variables. An understanding of this

relationship will allow the implementation of closed-loop control of sorne important

produet properties.
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Appendix A

Voltage to Current Converter for McGill Injection Molding Machine Servo-valves
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Appendix B

De-bouncing Circuit for Limit Switches
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Appendix C

Heater Control Circuit
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The heater control circuit is shown on the next page. The heart of the heat~r

control system is a programable interval timer (PIT) chip 82C54 from Intel [102,

103]. The system has four 82C54s with 12 programable timer outputs. Only four of

these are used for heater control purposes, the rest are provided for future

expansion. PIT has six modes of operations, mode one (hardware retriggerable one­

shot) of operation is employed for this use. Detailed information on the operation

and programming of this chip can be found in Intel literature [102].

Ports 1 and 2 ofRTI-217 digital 1/0 board were configured as outputs for the

PIT data and control signaIs, respectively. Bit 0 and 1 of pon Z are connected to AO

and Al of 84C54s to select the mode of operation; bits 2 and 3 are used as the chip

selector signal to the input of 74LS135; bits 4 and 5 are used for RD and WR lines

of PIT 84C54 to select the read and write operation of the chip respeetively. Bits 6

and 7 are not connected. Bits 0 to 7 of pon 1 of RTI217 are connected to the data

input line 0 to 7 of the PIT 84C54s. The input dock frequency to the PIT is 491400

Hz. Gate 0 of each PIT receives a pulse signal to restan counting every 1/IZ0

second. The output 0 of each PIT is connected to the heaters tbrough an opta­

isolator (M0C3Z0) and a triac (MAC30ZD-25).
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Appendix D

Thermocouple Amplification, Linearization and Cold Junction Compensation

Circuit
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Appendix E

Pressure Transducer Amplification Circuit
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Appendix F

VoItage-to-Current Converter Circuit for the Control Valves
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Appendix G

Current-to-Voltage Converter for the Flowmeter.
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