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ABSTRACT

The goal of this work is to develop an accurate and automatic tool to

evaluate normal lung tissue response to radiotherapy (RT) and its correla-

tion with local dose. Manifestation of radiation-induced lung disease (RILD)

in radiography is a measurable endpoint for RT-induced normal tissue com-

plication. Follow-up CT images from RT-received non-small-cell lung cancer

patients were registered to a corresponding planning CT image. Following

image intensity calibration, the extent of RILD was segmented based on the

change in physical density during the follow-up period. Dose coverage to

the RILD segmentation and healthy lung was calculated based on retrieved

treatment plans. Normal tissue response in terms of RILD volume and local

dose-response showed significant dependency on patients and follow-up peri-

ods. Monte-Carlo dose calculation was found to be important to obtain better

correlation. Provided the improved accuracy in CT calibration and image

registration, this tool can facilitate further normal tissue toxicity studies.
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ABRÉGÉ

Le but de ce travail est de développer un outil automatisé de haute

précision permettant dévaluer la réponse de tissus de poumons sains à la ra-

diothérapie (RT), ainsi que leurs corrélation avec la dose locale. Les com-

plications de tissus de poumons sains induites par RT peuvent être mesurées

à laide des manifestations de maladies pulmonaires induites par radiations

(MPIR) en radiographie. Le suivi des images CT par des cellules de poumons

cancéreuses provenant de la RT a été enregistré à leur image CT de plani-

fication correspondante. à l’aide du suivi de la calibration de lintensité de

limage, létendue des MPIR a été segmentée en se basant sur le changement

de densité physique durant la période de suivi. La dose reliée à la segmen-

tation des MPIR et aux tissus de poumons sains a été calculée en se basant

sur des planifications de traitements établis. La réponse des tissus sains en

termes de volume MPIR et la réponse de la dose locale ont démontrées une

dépendance significative par rapport aux patients et aux périodes de suivi.

Le calcul de dose par simulations Monte-Carlo sest révélé être important afin

dobtenir de meilleures corrélations. En tenant compte de lamélioration de

lexactitude des calibrations CT et des enregistrements d’image, cet outil peut

faciliter le déroulement des futures études de toxicité des tissus sains.
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CHAPTER 1
Introduction

1.1 Radiotherapy for lung cancer

Lung cancer is one of the most significant health concerns in Canada: its

incidence was 23,400 in 2009 with the 5-year survival ratio of 15% being the

second lowest of all cancer types [1]. External beam radiotherapy, the use of

ionizing radiation to induce the killing of cancerous cells, has still been widely

used in lung cancer treatment due to its non-invasive nature. Approximately

61% of lung cancer patients are referred for radiotherapy [2]. However, radia-

tion sequelae resulting from inevitable irradiation of normal tissue occur quite

frequently and negatively affect the survival of a patient after the therapy.

Hence, the goal of any radiotherapy is twofold: maximizing tumour control

and minimizing toxicity to normal tissues surrounding the tumour. Success of

radiotherapy ultimately depends on delivering as much radiation as possible to

a target and as little radiation as possible to its surroundings. This requires:

i) a careful treatment planning based on the actual 3D image of an area to be

treated, and ii) radiation delivery technique which can conform homogeneous

irradiation to a target volume.

The introduction of computed tomography (CT) revolutionized radiother-

apy in a way that it enabled 3D imaging and thereby 3D dose calculation on

a patient. A treatment plan is created on a simulation (planning) CT image

which is obtained prior to the treatment. On the simulation CT image, the

extent of a disease is delineated based on the judgements of physicians and

named as a clinical target volume (CTV). Then, the spatial uncertainty of
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the positioning of the tumour during the course of dose delivery is added onto

the CTV usually as a few centimeters of isotropic margin. The CTV with

the margin is called a planning target volume (PTV) to which a prescribed

radiation dose will be delivered.

Techniques in radiotherapy have evolved to enhance the conformity of

radiation field to the PTV. Three-dimensional conformal radiotherapy (3D-

CRT) is a widely used technique to fit the shape of a radiation field to the

projection of the 3D image of a tumor. However, more complex treatment

planning is required when radiosensitive organs in the vicinity of the tumor

need to be spared. Recently, Intensity-modulated radiation therapy (IMRT)

was introduced to optimize treatment planning in terms of dose conformity as

well as sparing of the organs at risk. The optimized plan is fed into a physical

delivery system in which the intensity of radiation is modulated in multiple

small volumes. IMRT is often used in the treatment of head and neck cancer

where the sparing of radiosensitive organs such as salivary gland and optic

nerves is desired. However, the application to lung is still immature due to

respiratory motion during the delivery [3].

Typically, radiation dose is given through several fractions over a period

of a month or two. So far, it has been assumed that patient anatomy does

not significantly change through the course of treatment. As a result, the

treatment plan created before the first day of treatment is altered only for the

position of the isocenter. The new position for the isocenter is determined

based on the locations of fiducial markers 1 implanted on a patient body or

anatomical structures from on-board images which are obtained from the X-ray

imagers incorporated into a treatment machine. The patient anatomy is never

static, however, either on a short (breathing) or long (weight loss, tumour

growth/shrinkage) time scale. A concept of adaptive radiotherapy (ART)
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requires an image feedback system that re-contours a target and organs at risk

on a daily CT image taken prior to each fraction and update the treatment

plan and delivery based on the new contours. Adaptation of treatment in

response to patient/organ temporal variation could improve the outcome of

the treatment by both maximizing conformity and reducing the amount of

normal tissues to be irradiated.

1.2 Brief review on radiobiology

Biological effects produced by ionizing radiation are principally attributed

to damage on deoxyribonucleic acid (DNA) by ions or free radicals set in

motion by the radiation. DNA damage, if it exceeds the capacity for self-

repair, leads to the loss of the reproductive integrity of a cell, and eventually,

cell death. The relationship between cell survival and radiation dose, deposited

energy per unit mass, is well established by experiments and represented by

the linear quadratic relationship:

S = e−αD−βD
2

(1.1)

in which S is the fraction of cells surviving a dose D, and α and β are

constants representing the linear and quadratic components of cell killing. A

ratio α/β determines the curvedness of a survival curve and is an important

parameter to characterize the radiosensitivity of a tissue. Tissues that divide

rapidly such as tumor cells respond to radiation earlier than normal tissues,

which translate into a larger α/β ratio (figure 1.1). Higher radiosensitivity of

tumor cells than normal tissues is the fundamental paradigm for the use of

1 Fiducial markers are implants fixed on the skin of a patient to set a refer-
ence plane/point for patient positioning at each fraction. Normally they are
metallic needles distinguishable from fat or soft tissue on X-ray or CT images.

3



Figure 1.1: The dose-response relationship for late-responding tissue is more
curved than for early-responding tissues. In the linear-quadratic for-
mulation, this translates into a larger α/β ratio for early effects than
for late effects. Reproduced from [4].

ionizing radiation for cancer treatment. Depopulation of cells leads to func-

tional alteration in tissues which consequence would be the loss of malignancy

(tumor control) for tumors or the loss of function (normal tissues). Relation

between the incidence of those alterations and radiation dose is demonstrated

in dose-response curves. Such dose-response curves have a sigmoid (S) shape

(figure 1.2).

Apparent radioresponsiveness of a tissue depends on inherent sensitivity of

cells, kinetics of the tissue or cell population, and the way cells are organized in

that tissue. An organ system consists of several types of tissues with different

radioresponsiveness and patterns of response. Thus, radiation effects to organs

are generally biphasic: early and late. Early, or acute, effects result from

the death of a large number of cells and occur within a few days or weeks

of irradiation in tissues with rapid turnover rate. Late effects appear after
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Figure 1.2: The dose-response relationship is sigmoid in shape for both tumor
control and normal-tissue damage. The response curve for the tumor
control is on the left to a curve for normal tissue, showing higher
radiosensitivity for tumors. Reproduced from [4].

a delay of months or years and occur predominantly in slowly proliferating

tissues.

1.3 Overview of radiation-induced lung disease (RILD)

External beam radiotherapy (RT) on tumor sites in thorax (e.g. lung,

breast, esophagus, Hodgkin’s disease) is a major iatrogenic cause for RILD.

Similarly to other radiation effects on normal tissues, RILD is broadly divided

into acute (early) and late damage.

1.3.1 Acute damage

Early (Acute) radiation change typically occurs within 3 months after

the completion of RT. The most significant change is radiation pneumoni-

tis (RP) which is characterized by cellular infiltration that mainly consists of

macrophages. Pneumonitis is a direct consequence of the damage to alveoli and

capillaries, particularly type II pneumocytes of the alveoli, and the resultant

release of pulmonary surfactant [5]. Biological mechanism for the sequence of

these events is unknown, but might result from a radiation-induced cytokine
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Grade Description
1 Mild symptoms of dry cough or dyspnea on exer-

tion
2 Persistent cough requiring narcotic, antitussive

agents/dyspnea with minimal effort but not at rest
3 Severe cough unresponsive to narcotic antitussive

agent or dyspnea at rest/clinical or radiological ev-
idence of acute pneumonitis/intermittent oxygen
or steroids may be required

4 Severe respiratory insufficiency/continuous oxygen
or assisted ventilation

5 fatal
Table 1.1: RTOG/EORTC acute radiation morbidity scoring criteria for lung.

cascade [6]. Pneumonitis often accompanies pleural effusion (fluid accumula-

tion in a pleural sac) [7]. Symptomatic pneumonitis involves cough, fever, and

dyspnea (shortness of breath). The severity of pneumonitis is graded into four

classes according to the criteria presented by the Radiation Therapy Oncology

Group (RTOG) and the European Organization for Research and Treatment

of Cancer (EORTC) (table 1.1) [8]. Radiation pneumonitis is radiologically

identified as a ground-glass opacity in an area immediately around the tumor

[9] (figure 1.3).

1.3.2 Late damage

Late damage in lung due to radiation begins usually between 6 to 12

months and becomes stable after 2 years. One of the marked alterations in

lung parenchyma is the deposition of collagenous scar tissue which is referred

to as radiation fibrosis. Fibrosis is understood as a consequence of the pro-

longed action of molecular stimuli for pneumonitis: a popular theory is that

persistent production of cytokines activates the genes for growth factors such

as TNF-α and TGF-β, which in turn leads to accumulation of collagenous

tissues [5] [6]. Radiation fibrosis results in decreased lung capacity and lung

compliance, and its exacerbation might require assisted ventilation. As for
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Figure 1.3: Ground-glass opacity of radiation pneumonitis from a lung cancer pa-
tient by [10]. A: pre-RT computed tomography (CT) scan with a tu-
mor mass marked as m, B: CT scan obtained 5 weeks after completion
of RT shows ground-glass opacities adjacent to the tumor site.

early toxicity, RTOG and EORTC presented symptomatic criteria for grad-

ing radiation fibrosis (table 1.2) [8]. Radiological manifestation of radiation

fibrosis has distinct patterns: the patterns of injury induced by conventional

RT include consolidation, volume loss, and bronchiectasis (inflated airways),

while the 3D-CRT induced patterns can be the conventional patterns with less

degree (modified conventional), a scarlike pattern (linear opacity in the region

of the original tumour), or a masslike pattern [9] (figure 1.4).

Grade Description
1 Asymptomatic or mild symptoms (dry cough)
2 Moderate symptomatic fibrosis or pneumonitis (se-

vere cough), low grade fever; patchy radiographic
appearances

3 Severe symptomatic fibrosis or pneumonitis; dense
radiographic changes

4 Severe respiratory insufficiency/continuous oxygen
or assisted ventilation

5 fatal
Table 1.2: RTOG/EORTC late radiation morbidity scoring criteria for lung.
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Figure 1.4: Three distinct patterns of pulmonary fibrosis induced by three-
dimensional conformal radiotherapy (3D-CRT) [9]. (a) Modified con-
ventional pattern. Left: pre-radiotherapy (RT) CT scan with tumour
mass in left lower lobe. Right: CT scan acquired 22 months after
RT radiation-induced changes (arrows) which include consolidation,
volume loss, and traction bronchietasis. (b) Masslike pattern. Left:
pre-RT CT scan with a tumor mass in left lower lobe (arrow). Right:
CT scan acquired 21 months after RT exhibiting consolidation and
bronchietasis near tumor site. (c) Scarlike pattern. Left: pre-RT CT
scan with a lesion in right upper lobe. Right: CT scan acquired 11
months after RT showing linear bands of consolidation (arrows).

8



1.4 Quantification of RILD: measurable endpoints

1.4.1 CT densitometry

Radiation pneumonitis and fibrosis result in the replacement of lung

parenchyma by relatively dense material (exudate or fibrotic tissues), which

can be detected by radiographic imaging. Computed tomography (CT) is a

non-invasive method to quantitatively measure the extent of RILD. The pixel

value of a CT image (CT number) is linearly associated with physical den-

sity and their relationship is affected by X-ray energy, scanner type, or beam

hardening. CT calibration refers to empirical determination of the relationship

between CT number and physical density under the specified conditions.

Literature has reported the increase in average lung density after thoracic

irradiation([11],[12],[13]), although it is a quite insensitive index of radiation

damage [12]. Regional lung density is alternatively used as a measure for

local damage, and correlation with local dose has been shown by Ma et al.

[14], Rosen et al. [15], Stroian et al. [16]. Since the direct spatial comparison

between CT images before and after the treatment requires image registration,

the accuracy of the correlation is subject to that of the registration amongst

other parameters.

The presence of other pulmonary abnormalities such as pneumonia, em-

physema, and residual or recurrent malignancies can create false positives for

the CT-based diagnosis of RILD due to their similar radiographic manifesta-

tion. The diagnosis of malignancy by positron emission tomography (PET)

imaging with fluoro-2-deoxy-D-glucose (FDG) can help improve the specificity

in the diagnosis of RILD by differentiating metabolically active malignant

cells from non-active radiation induced damage [17] [18]. However, radia-

tion pneumonitis may show high FDG uptake due to high glucose demand by
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Figure 1.5: An FDG-PET study identifies postradiation pneumonitis [18]. In-
creased FDG uptake was shown in the medial aspect of a right upper
lobe, on the transverse (A) and coronal (B) slices (thin arrow). The
corresponding region (open arrow) also manifested as ground-glass
opacity in CT (C), which is the radiological characteristic of radiation
pneumonitis.

macrophages, which makes the differentiation difficult at the early stage of

RILD [17] [18] [19] [20] (figure 1.5).

1.4.2 Pulmonary function test

Pulmonary function tests can assess the impact of RILD on breathing

rate, lung capacity, and lung compliance. Increase in breathing rate can occur

as a compensatory reaction to impaired pulmonary function and has been

reported for animal studies [11]. In human, reductions in diffusion capacity

are demonstrated as the decrease in FEV1 (forced expiratory volume), TLC

(total lung capacity), and lung compliance in severe cases [21].

1.4.3 Perfusion scan

Another possible endpoint is perfusion inequality which is a consequence

of radiation-induced microvascular damage. Single photon emission computed

tomography (SPECT) is the most common modality of investigating perfusion

in lung. Reduction in regional perfusion is correlated with local radiation
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dose [22] but in a different manner than CT density, suggesting that the CT

endpoint does not necessarily coincide with the SPECT endpoint [14].

1.4.4 Clinical syndromes

RTOG/EORTC toxicity criteria (table 1.1, table 1.2) are widely accepted

in clinical research to grade injuries based on symptoms. Consensus is that

the cases of RTOG/EORTC grade 3 or higher is counted as an incidence

of symptomatic injury. However, the precision of symptomatic endpoints is

often limited by confounding medical conditions, such as tumor regrowth,

chronic obstructive pulmonary disease (COPD), and cardiac disease ([23]). A

symptomatic endpoint does not necessarily coincide with other endpoints. For

example, radiographical findings of radiation pneumonitis are almost always

present in patients who received more than 40 Gy [24], whereas the frequency

of symptomatic pneumonitis ranges only 0∼20% [25].

1.4.5 Others

In nuclear medicine, gallium lung scanning is used for the detection of

inflammatory change within lung parenchyma [26]. Inflammatory reaction

can also be detected from a sample of fluid taken from lung interstitium. This

technique called lung lavage is an equally effective alternative to lung biopsy

[27]. Patients with pneumonitis are shown to exhibit positive results on a lung

lavage and gallium scan [28].

1.5 Risk factors for RILD

1.5.1 Irradiation technique

The three main factors of RT techniques associated with the risk of RILD

are: i) the total radiation dose, ii) the volume of lung irradiated, and iii)

the dose fractionation. Generally, the probability for any radiation-induced

disorders generally increases with radiation dose to lung tissues above a certain

threshold dose (figure 1.2). The dependency of the complication probability on
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irradiated volume is explained by a common view that lung consists of parallel

functional subunits (FSU). Dysfunction of so-called parallel function organs

is related to the number of damaged FSUs, which increases with irradiated

volume [29]. Hypofractionation, the use of greater dose per fraction, is shown

to have a detrimental effect on radiation pneumonitis [30]. Mathematical

predictive models that incorporate all these irradiation technique factors will

be described in a following section.

1.5.2 Chemotherapy

The type of chemotherapy (ChT) agents as well as the type of regimen

(e.g. ChT alone, sequential ChT/RT, and concurrent ChT/RT) are associated

with pulmonary toxicity. Chemotherapy agents such as bleomycin, busulfan,

carmustine (BCNU), and mitomycin-C are reported to have the highest in-

cidence of chemotherapy-induced pulmonary diseases, with the majority of

manifestation being pulmonary fibrosis [31]. Clinical investigation by Byhardt

et al. [32] found that late lung toxicity with concurrent ChT/RT is significantly

greater than sequential ChT/RT.

1.5.3 Genes

The genetic factors that influence congenital susceptibility to RILD have

been investigated using mice model [33] [34]. In human, genotype polymor-

phism in TGF-β1 [35], XRCC1 [36], and ATM [37] genes are shown to be re-

lated to variation in patient response to RT. This suggests the use of biomark-

ers for detecting the expression of these genes as a risk predictor of RILD.

However, complexity in RILD pathogenesis still remains as a challenge to

these genotyping analyses.

1.5.4 Others

Tumour position in superior-inferior direction is found to be correlated

with the RILD incidence more strongly than any single dosimetric parameters
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[38] [39]. This suggests the regional dependence of the radiosensitivity of lung

is associated with the interaction between pulmonary and cardiac functional

deficits [40]. Other clinical variants which are reported to correlate with RILD

include age [41], smoking habit [42] [43], weight loss [42], and pulmonary

function [22], although the significance of the correlation varies with studies.

1.6 Risk assessment of RILD

Several dosimetric parameters (V20, MLD, NTD, and NTCP) derived from

dose-volume histogram (DVH) have been used in the clinic for estimating the

risk of complication. V30 is defined as the percentage of lung volume receiving

more than 30 Gy. MLD (mean lung dose) is calculated as the average dose

to lung. NTD (normalized total dose), derived from a linear-quadratic model

for dose-response, is a biologically equivalent dose to which a physical dose

D is normalized as a function of the number of fraction (n), and biological

endpoints (α/β) where D is a physical dose (e.g. MLD) (Eq. 1.2).

NTD =
D(1 + D/n

α/β
)

1 + 2
α/β

(1.2)

NTCP (normal tissue complication probability) is assumed to follow a

sigmoid dose-response relationship (Eq. 1.3) where the shape of the sigmoidal

function is parametrized by the following empirically-determined variables :

TD50(1) (tolerance dose for uniform whole organ irradiation), m (steepness

of the dose-response curve), and n (volume dependency of the complication

probability) (Eq. 1.4, 1.5). For non-uniform irradiation, DVH is reduced to

an equivalent uniform DVH with maximum dose over an effective volume v

according to the analytical method by Kutcher and Burman [44].

NTCP =
1√
2π

∫ t

−∞
e(−x2/2)dx (1.3)
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t =
D − TD50(v)

m ∗ TD50(v)
(1.4)

TD50(v) = TD50(1)v−n (1.5)

Several studies ([45], [46], [47], [25]) demonstrated the correlation between

these DVH-based parameters and the incidence of pneumonitis of RTOG grade

3 or higher. Despite the correlation, the DVH parameters have high rates of

false negatives (0 to 50%), low sensitivity (50% to 100%), and low overall accu-

racy (52% to 81%) [48], which calls for the more accurate prediction model that

integrates all the clinically relevant variables besides dosimetric parameters.

Some investigators applied statistical learning methodology to build maxi-

mally predictive models driven by treatment, anatomical and patient-related

information. Hope et al. [38] and El Naqa et al. [49] obtained an optimal

pneumonitis risk model using multivariate logistic regression approach where

the risk is expected to follow a sigmoidal shape. The logistic model is [50]:

P (xi) =
eg(xi)

1 + eg(xi)
, i = 1, ..., n, (1.6)

where n is the number of cases (patients), xi is a vector of the input variable

values used to predict P (xi) for outcome yi of the ith patient. The ”x-axis”

summation g(xi) is given by:

g(xi) = β0 +
s∑
j=1

βjxij, i = 1, ..., n, j = 1, ..., s, (1.7)

where s is the number of model variables and the βs are the set of model

coefficients that are determined by maximizing the probability that the data

give rise to the observations.
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1.7 Scope of this project

Structural damage in lung is a necessary, though not sufficient, condi-

tion for the deterioration of lung function. Therefore, prediction of RILD risk

would be incomplete without a full understanding of structural change. Al-

though RILD is an outcome of complex interactions between numerous vari-

ables, univariate analysis is still useful as we know that radiation dose is a

primary cause. This study aimed at establishing a link between radiation

dose and pulmonary damage that would lead to RILD as assessed with radio-

graphic means by retrospective case studies. CT image voxel-based statistical

analysis was a key technique to exploit the database in limited size. With this

technique, even one typical chest CT image set gives an adequate sample size

for statistical analysis for it contains hundreds of thousands of image voxels

that delineate patient anatomy.

In order to enhance the accuracy of voxel-based analysis, this study estab-

lished a method to accurately delineate the extent of RILD from CT images

and correlate the localization of the injury with radiation dose. Also, most of

previous RILD studies used conventional water-based dose algorithms which

are not accurate in heterogeneous tissue interfaces [51]. In order to further

improve the accuracy of current dose-response models, this study adopted the

Monte Carlo method which is currently the most accurate tissue dose calcu-

lation model [52]. These methods were retrospectively applied to a group of

5 patients who received 3D-CRT for lung cancer and underwent CT or PET

follow-up scans. Time-dependent local dose-response of lung parenchyma was

deduced for each individual patient.

Although this study was fully retrospective, it is intended that subse-

quent investigations which adopt this method would accurately predict the
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local dose response, and furthermore provide a clinical evidence that opti-

mization of treatment plan to the individual dose response can improve the

outcome of the treatment. To facilitate the future studies with larger popula-

tion data, this study seek to automate the entire analysis workflow including

image registration, injury delineation, and correlation finding. The robustness

and uncertainties of a semi-automated process were also investigated.

1.8 Thesis objectives

Under the following hypotheses:

1. Qualitative assessment of RILD can be assisted by semi-automatic image

analysis,

2. It is possible to correlate the likelihood of RILD to local radiation dose.

this study is intended to achieve the following objectives:

1. Retrospective patient dose calculation using Monte Carlo method as well

as conventional analytical algorithms,

2. Semi-automatic image registration and segmentation of lung and RILD,

3. Investigation of the robustness/uncertainties of a dose-RILD correlation

analysis.

1.8.1 Thesis organization

The organization of the thesis is as follows. Image registration is required

to conduct a direct comparison of CT images at different acquisition time and

setting, and its quality is crucial for accurate quantification of RILD as well as

RILD-dose correlation. Thus, chapter 2 will be dedicated to the overview of

image registration in theoretical and practical aspects. In chapter 3, detailed

description of a tool for this study is described in details. Chapter 4 will

present the results of retrospective analysis as well as robustness/precision

evaluation of the analysis tool. Discussion on the outcomes and limitations

will be offered in Chapter 5. Chapter 6 concludes the text and proposes

16



the future application of this study. An appendix is provided for details on

uncertainty analysis.
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CHAPTER 2
Image Registration

2.1 Introduction

In radiation oncology, three-dimensional (3D) medical images of a patient

with various modalities (CT, MRI, PET) are acquired for the purposes of

diagnosis, treatment planning, follow-up examination, or research. All of these

images are stored in a digital format in which the 3D representation of a body

is constructed by an array of image intensity elements. One unit of this 3D

array is called a voxel. A Cartesian coordinate system (grid) can be defined

for each image such that each voxel is assigned of its intensity value and its

position with respect to a scanner-dependent reference point. The spatial

dimension of a voxel needs to be specified should the voxel-based coordinates

be transformed into metric coordinates.

It occurs that two images from different acquisition sessions or different

time points within the same session need to be aligned so that corresponding

features are spatially related. Image registration is the determination of the

spatial alignment to achieve the maximum spatial correlation between voxels

from the two images. The image to be transformed is the source image and the

image to be a reference is the target image. The maximum spatial correlation

is made possible by establishing the accurate correspondence of features be-

tween the source and target image. Image registration in its narrow definition

simply means the determination of the correspondence. However, registration

as a broad concept refers to the whole process of the realization of the corre-

spondence including correspondence determination, coordinate system (grid)
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Figure 2.1: Illustration of image resampling and interpolation from [53]: due to
the discrete nature of digital images, the transformed image B has
to be resampled and interpolated to enable the direct comparison of
intensity at the positions of corresponding features. Ω and Γ denotes
an image domain and a sampling grid, respectively.

transformation, resampling and interpolation (figure 2.1). Nevertheless, dis-

tinction between different registration algorithms lies in the method of deter-

mining the correspondence, i.e. the mapping T that transforms the position

x from one image to another:

T : xs 7→ xt ⇔ T (xs) = xt. (2.1)

where s and t denote a subset of the source and target image, respectively.

19



Clinical application of medical image registration is prevalent. As men-

tioned in Chapter 1, ART requires the re-contouring of targets and organs

at risk for daily computed tomograpy (CT) images, which is a demanding

task if performed manually. The re-contouring can be fully automated by

introducing image registration that can find a grid transformation to propa-

gate manually-drawn contours in a planning CT image onto daily CT images.

Image registration is also a necessary tool to combine information from mul-

tiple imaging modalities. For example, the extent of a CTV is sometimes not

determinable exclusively from anatomical information from CT. Images from

functional modalities such as magnetic resonance imaging (MRI) and positron

emission tomography (PET) can be aligned with CT through registration to

assist the delineation of a biologically relevant target. In neuroscience, the

identification of brain structures is facilitated by transforming an individual

brain image obtained through MRI or PET into a patient-independent stan-

dard reference frame called Taliarach coordinate system [54].

2.2 Classification

A number of classifications of image registration models were made by

van den Elsen et al. [55] and Maintz and Viergever [56] according to its di-

mensionality, nature of transformation, domain of transformation, optimiza-

tion procedures, modality involved, and et cetera. The most widely accepted

classification in the literature makes a division based on the nature of flex-

ibility : linear versus deformable (also called non-linear) registration. They

fundamentally differ in that the former finds a single global solution while in

the latter there can be a number of locally defined solutions.

2.2.1 Linear registration

Linear registration models the transformation of space as the combination

of translation, rotation, scaling, and shearing. Linear registration can be either
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rigid or affine, depending on how many of these transformation modes are used.

Rigid registration is subject to rigid body constraints: image frames are only

allowed to rotate and/or translate. Affine registration is carried out with every

possible mode. While the rigid transformation preserves the distance between

two points, the affine transformation preserves parallel lines.

Linear transformation enables the mapping of a point (x, y, z, 1) 1 in a

source image to the point (x′, y′, z′, 1) in the reference frame of a target by a

simple multiplication by a 4 X 4 transformation matrix A:

(x′, y′, z′, 1) = [A](x, y, z, 1)′. (2.2)

In the case of the affine transformation, the matrix A contains 12 in-

dependent parameters which are determined by a computation process. The

matrix A can be factorized into 4 matrices, representing translation, rotation,

scaling and shear:

A = [Sh][Sc][R][T]. (2.3)

The matrices T, R, Sc, Sh are defined as follows:

T =



1 0 0 tx

0 1 0 ty

0 0 1 tz

0 0 0 1


(2.4)

1 the fourth coordinate, 1, is a pseudo-coordinate to enable translation
through matrix multiplication.
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where tx, ty, and tz are the translations in x, y, and z between the two points.

R = [Θ][Φ][Ψ] (2.5)

where

Θ =



1 0 0 0

0 cosθ sinθ 0

0 −sinθ cosθ 0

0 0 0 1


(2.6)

Φ =



cosφ 0 −sinφ 0

0 1 0 0

sinφ 0 cosφ 0

0 0 0 1


(2.7)

Ψ =



cosψ sinψ 0 0

−sinψ cosψ 0 0

0 0 1 0

0 0 0 1


(2.8)

and the angles θ, φ and ψ are clockwise rotations around the x−, y−, and z−

axes, respectively. The scaling matrix S is defined by:

Sc =



sx 0 0 0

0 sy 0 0

0 0 sz 0

0 0 0 1


(2.9)

where sx, sy, and sz are scaling factors along each of the axes.
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Sh =



1 0 0 0

a 1 0 0

b c 1 0

0 0 0 1


(2.10)

where a, b, and c are the three skewing parameters designated to the shearing

of a rectangular parallelpiped into an oblique one. When all the scaling factors

are unity and all the skewing parameters are zero, the affine transformation is

reduced to the rigid transformation.

The number of parameters, or the number of transformation modes, de-

pends on the properties of an object to be registered. Intra-subject registration

of brain or skeleton, for example, can be done by rigid transformation because

it is adequate to assume that brains or bones do not change their size or shape

over time. More parameters will be needed to account for more complex mor-

phometric changes. Affine registration is useful in correcting for calibration

difference between scanners or the alignment of brain images from different

subjects [57].

2.2.2 Deformable registration

The major limitation in linear registration is that transformation cannot

be locally varied. As a result, matching of features in one region might be

achieved at a cost of mismatching in another region. Such problem arises for

images that are affected by the change in posture, breathing phase, or blad-

der/stomach contents. In response to this issue, deformable registration was

developed to permit local matching following the preliminary global alignment

(Figure 2.2). Due to the regional variation in the deformation, transformation

cannot be modeled as a matrix multiplication process. Instead, a deformation

vector field (DVF), defined on an isotropic 3D cubic lattice in the domain of
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Figure 2.2: Illustration showing the improvement of similarity by nonlinear reg-
istration. The differences in internal structures not dealt by rotation
and scaling can be corrected by a series of additional steps. Repro-
duced from [58]

a source image, dictates how an individual voxel in the source image will be

translated to match a target image. The necessity for local adaptation dramat-

ically increases the degree of freedom that the transformation should allow,

which makes computation much more demanding compared to the linear reg-

istration. A transformation model that assigns proper boundary conditions

is established to help the registration find a realistic solution as well as to

reduce the computational demand. According to the model to be used, non-

linear registration can be further categorized into spline-based registration and

physical-model-based registration.

Spline-based registration: A spline is a group of 2-dimensional piecewise

polynomials which can be geometrically seen as a ”plate”, serving as a basis

function for an arbitrary 2D function. A spline-based registration algorithm

requires corresponding (”control”) points in the source and target image. The
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displacement between the control points determines the optimal linear combi-

nation of splines. The splines are interpolated to define correspondences away

from these points. Too much bending of the splines is restricted by increasing

the value of a cost function during optimization. The control points can be

fiducial markers, user-defined, or automatically extracted region corners using

a shift-invariant feature transform (SIFT) algorithm [59]. There are two types

of commonly used splines: thin-plate splines and B-splines. Thin-plate spline

has a global influence and this it is applicable to linear affine registration [60].

Due to the lack of local flexibility, however, computational cost rises steeply as

more control points are added. As an alternative, B-splines are only defined

in the vicinity of each control point and known to be quicker and more flexible

than thin-plate splines [58].

Physical model-based registration: For deformable registration based on

physical models, the source image can be modeled as a moving scene (optical),

an elastic (elastic registration) or a diffusive material (demons). Local defor-

mation is determined such that it obeys the kinetic law (e.g. Hooke’s law)

of the particular model. Physical model-based registration is non-parametric

and thus more flexible than spline-based registration, but the estimation of

realistic correspondence is the biggest challenge [61]. Thus, every algorithm

using physical models maximizes an objective function by minimizing a cost

function that regulates large deformation as well as maximizing an image sim-

ilarity function. Optical flow, originally proposed by Horn and Schunck [62],

calculates the movement of bright objects in a source image from a source to

a target image under the condition that the overall brightness of an image is

constant. The obtained velocity field is deemed equivalent to a deformation

field. An additional constraint on the smoothness of a velocity field is imposed.

Demon’s algorithm proposed by Thirion [63] models the image registration as
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Name Type Smoothness
constraints

Characteristics References

rigid linear none preserves dis-
tances

[65], [66]

affine linear none preserves paral-
lel lines

[54], [67]

thin-plate
splines

linear/nonlinear spline
bending

global influence [68], [69]

B-splines nonlinear spline
bending

local influence [70],[71]

Optical
flow

nonlinear gradient
of velocity
field

constant bright-
ness assumption

[62],[72]

Demon nonlinear gradient
of velocity
field

[63],[73]

Elastic nonlinear linear-
elastic

small deforma-
tion assumption

[64], [74]

Table 2.1: Comparison of registration models in section 2.2.

a diffusion process. The source image is allowed to diffuse onto the target

image until the two images are aligned. Points in the target image, acting as

”demons”, attracts the points in the source image which are similar. Each

iteration in optimization processes calculates the force of attraction which is

applied to update a velocity field. In elastic registration [64], a source image is

modeled as an elastic solid deformed by forces derived from image similarity

measures. The image is deformed until an equilibrium between similarity-

driven forces and elastic forces is achieved. However, due to its computation

complexity and small deformation assumption that the equilibrium condition

requires, the application of elastic registration to clinical settings is limited.

See the table 2.1 for the summary registration models and useful refer-

ences.
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2.3 Similarity metrics

In general, transformation is determined in an iterative fashion: the mea-

sure of similarity, or similarity metrics, is calculated for each iteration and the

transformation is recursively updated to improve the similarity scoring. For

linear registration, image similarity can be an used as an objective function

for optimization. For deformable registration, however, a similarity condi-

tion alone is not enough to find a unique optimal solution in the increased

dimensions of transformation parameter space. To ensure the uniqueness of

the solution, smoothness constraints are added to form an objective function,

often called a system energy functional, which is a weighted sum of the similar-

ity metric and a cost function derived from the smoothness constraints. There

are three different approaches of measuring the similarity between two images:

it can be calculated directly from voxel values in the images (voxel-based) or

from geometrical structures such as landmarks or surfaces derived from the

images (geometry-based). Alternatively, joint probability distribution of in-

tensity occurrence can be constructed to derive statistical dependency between

the images (statistics-based).

2.3.1 Voxel-based metrics

Sum of squared intensity difference (SSID): SSID is one of the simplest

representation of image similarity under the assumption that the intensity of

two images are different only by random noise. For N voxels in the domain of

overlap between images A and B (ΩT
A,B),

SSID =
1

N

∑
x∈ΩT

A,B

|A(x)−BT(x)|2 (2.11)

Its main advantage is simplicity, which makes it suited for fast optimiza-

tion. The SSID is not applicable to inter-modality registration because pixel

values are systematically different. Also, the existence of a small number of
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voxels with large intensity differences may bias the SSID value. Thus, it is not

robust when image artifacts are present.

Cross-correlation (CC): Correlation technique assumes a linear relationship

between grey values in the images. A normalized CC coefficient is defined as:

CC =

∑
x∈ΩT

A,B
(A(x)− Ā)(BT(x)− B̄)

{
∑

x∈ΩT
A,B

(A(x)− Ā)2
∑

x∈ΩT
A,B

(BT(x)− B̄)2}1/2
(2.12)

where Ā and B̄ is the mean voxel value in image A and BT, respectively. It

can be used for either intra- or inter-modality registration. As for SSID, CC

is sensitive to the presence of ”outlier” objects such as patient table, surgical

instruments, and etc. This limitation can be overcome by manually removing

those outliers from the image or weighting pixel values in the coefficient to

explicitly handle the outliers [75].

2.3.2 Geometry-based metrics

Specific geometric features such as points or surfaces can be extracted

from images either automatically or interactively, and the average displace-

ment between homologous points, curves or surfaces can be used as a similarity

metric. Point-based and surface-based registration is driven by the geometry-

based metrics. Point-based registration seeks the transformation that forces

the corresponding points to be aligned in a least-square sense. An optimal

solution T of this problem (also known as Procrustes problem) minimizes a

cost function G(T) = (
∑

i |T(pi) − qi|2)
1
2 for given control points pi and qi

in a source and a target image, respectively. This concept can be extended

to 1D (e.g., crests or fissures) or 2D (e.g., ventricular walls) feature matching

where the curves or surfaces are modeled as densely populated points [76]. Bi-

ological validity of transformation can be ensured by using specific anatomical

structures as control features as long as the identification of those features is

carried out by experienced personnel.
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2.3.3 Statistics-based metrics

When two images are not from the same modality, direct comparison of

voxel values is not applicable. Instead, statistical dependency between the

images can be maximized using the concept of information. When two images

are best aligned, the amount of shared information is maximized while that

of the combined image is minimized. The most commonly used measure of

information is the Shannon-Wiener definition of entropy H [77]:

H = −
∑
i

pi log pi (2.13)

H is the average information supplied by a set of i symbols whose probabilities

are given by pi. H is maximal when all symbols are equally probable, and

a minimum when only one symbol is occurring. When this formulation is

applied to a medical image, pi can be interpreted as a discrete variable pA(a)

which is the probability of occurrence of a given voxel intensity a within image

A. When two images are brought together, an entropy of a combined image

(joint entropy) can be expressed in a similar fashion:

H(A,B) = −
∑
b∈B

∑
a∈A

pAB(a, b) log pAB(a, b) (2.14)

where pAB(a, b), named as a joint probability density function (PDF), is the

probability of the joint occurrence of a given voxel intensity a in image A with

an intensity b in image B. If A and B are totally unrelated, then the join

entropy will be the sum of the entropies of the individual images. The better

aligned the two images are, the lower the joint entropy compared with the sum

of the individual entropies:

H(A,B) ≤ H(A) +H(B) (2.15)
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Although joint entropy alone can be used as a similar metric, it can be

biased by the presence of nonoverlapping regions [78]. The solution is to

consider only the region where the two images overlap. Collignon [79] and

Viola [80] introduced the concept of mutual information I(A,B) which is the

entropy of the joint system excluding marginal entropies. The definition of

I(A, b) is the following:

I(A,B) = H(A) +H(B)−H(A,B) =
∑
b∈B

∑
a∈A

pABlog
pAB(a, b)

pA(a)pB(b)
(2.16)

The problem of registration is now to find the transformation that max-

imizes mutual information by minimizing the information in the combined

image (joint entropy). However, I(A,B) is a function of how much informa-

tion is provided in the overlap as well as how well the two images align. To

overcome the dependency on the amount of overlap, mutual information can

be normalized to the joint entropy of the overlapping region:

NMI(A,B) =
I(A,B)

H(A,B)
(2.17)

Mutual information is extremely useful for inter-modality registration and

found to be more robust and precise than cross correlation or joint entropy for

MR-CT and MR-PET brain image registration [66] [81]. For intra-modality

image registration, however, the robustness depends on the particular images

being registered [75].

2.4 Optimization method

The problem of finding the best transformation is reduced to searching

for the global optimum of a similarity function or, if a constraint is included,

a system energy function. As mentioned, the optimum is found by gradually

tuning the transformation by trial and error. Practical difficulties of this
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method is associated with the high-dimensionality of the space that objective

function lies in (for example, <12 for affine registration) and the fact that

there are multiple local optima besides a global optimum. Searching the entire

parameter space for a global optimum is computationally demanding as the

complexity of a transformation model increases, because required computation

increases with a power of the degrees of freedom. Therefore, it is practical to

start the registration with a reasonable initial estimate and find the nearest

optimum from the initial estimate. However, it is very likely that optimization

converges to an incorrect solution called a ”local optimum” if the starting

estimate is incorrect.

A multi-resolution or coarse-to-fine approach is a widely accepted strat-

egy for either linear or deformable registration to cope with the problems of

computational cost and local optimum. In this approach, registration is hi-

erarchically sequenced in a way that the transformation found in a coarse

resolution step is used as initial transformation for a finer resolution step.

Prior to the registration for each resolution step, source and target images are

blurred thereby smoothing an objective function in a parameter space, which

removes small local optima. The blurring of images can also be understood as

filtering the images to extract features in a desired scale. The largest resolu-

tion step aligns the gross features, and smaller details are added on to refine

the fit as the registration descends the hierarchy. Feature detection by blur-

ring is implemented by convolution with 3D isotropic Gaussian kernels. The

convolution operation is shift and rotationally invariant: in other words, the

feature detected at a particular point will be identical even if the image is

rotated or translated [82].
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However, the multiresolution approach does not entirely guarantee the

best transformation to be found. First of all, due to the limitation of simi-

larity metrics on reflecting physical similarity, the global optimum of an opti-

mization function may not correspond to a desired solution. Also, the initial

transformation of the most coarse image has to be arbitrarily determined. This

can be done by manual alignment and/or principle axis transformation (PAT)

where two images, modeled as rigid bodies, are rotated and translated until

their centers of mass and principal axes are aligned [83]. The success of this

approach heavily depends on the faithfulness of the starting estimate.

2.5 Validation of registration

The accuracy of the registration can be verified quantitatively or qual-

itatively. The registered image can be qualitatively compared to the target

image by visual inspection. Quantification of the accuracy of registration is

a challenging task, because the ground truth is usually not provided for pa-

tient images. Also, image matching may vary in regions, so representing the

accuracy by one average error value can be misleading.

2.5.1 Landmark-based validation

Registration can be verified based on how well it can aligns certain features

as it is predicted. The average displacement between corresponding landmarks

can be a measure of accuracy. Readily identifiable anatomical features such

as blood vessels or bronchial bifurcation can be used as the landmarks. Since

this is a fully manual process, the error in landmark identification has to

determined from inter-observer variability.

2.5.2 Similarity metrics

Similarity scores as described in section 2.3 can be used to quantify regis-

tration error. These metrics are easily available as they can be tracked during

optimization process. However, similarity metrics assess only global matching
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and thus no information on local mismatch is available. A potential solution

is to evaluate the metrics within a user-defined region of interest.

2.5.3 Contour matching

In radiotherapy, automatic recontouring is an important application of de-

formable image registration. Manually drawn contours can serve as a ground

truth by which to evaluate the performance of image registration. The agree-

ment between the manually drawn and deformed contours can be represented

by: i) distance-to-agreement (DTA), and ii) Dice’s coefficient. The DTA be-

tween two contours can be obtained by taking radial projection from the center

of mass of one of the contours or drawing a line normal to the surface of one

contour. If an average DTA is sought, Dice’s coefficients in statistics is a

measure of the agreement of two sets A and B:

s =
2|A ∩B|
|A+B|

(2.18)

A Dice’s coefficient ranges from 0 to 1, where two identical contours have

a value of 1.
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CHAPTER 3
Materials and Methods

3.1 Overview

Through the methods described in this chapter, patient information was

retrieved from archives, processed, and analyzed to deduce the spatial correla-

tion between RILD and radiation dose. Patient data are fed into two indepen-

dent software tools which implement image processing and dose calculation

to obtain injury (RILD) and dose distribution, respectively. The image was

processed into three sequential steps: i) image registration, ii) image intensity

calibration, and iii) segmentation of lung and injury. A flowchart shown in 3.1

illustrates the overview of the workflow:

3.2 Subjects

Five non-small-cell lung cancer (NSCLC) patients, admitted to the Mon-

treal General Hospital (MGH) between 2006 and 2007, were selected as the

subjects for this study. They were 4 males and 1 female with a median age of

60. They all received 3D-CRT under conventional fractionation (60 Gy in 30

Figure 3.1: Block diagram illustrating the workflow of the analysis.
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Number Age Sex (M/F) Tumor stage Chemotherapy Respiratory
symptoms(O/X)

1 75 M T3N3M0 neoadjuvant +
concomitant

O

2 65 M T4N3M0 neoadjuvant X
3 51 M T1N3M0 neoadjuvant +

concomitant
X

4 60 M T1N3M0 none O
5 49 F T3N3M0 concomitant X

Table 3.1: Survey on 5 subjects observed for this study.

fractions over 6 weeks) while chemotherapy regimes were not controlled (Ta-

ble 3.1). 2 Patients developed respiratory symptoms (increasing cough and

dyspnea) within one month after the completion of the treatment and were

prescribed with cortisone (patient 1) or prednisone (patient 2) to mitigate the

symptoms.

3.3 Patient data

3.3.1 Images

The patients underwent a CT simulation scan prior to RT and follow-

up diagnostic scans after the RT. The simulation (planning) CT images were

obtained with flat tabletop scanners. The patients were allowed to breathe

freely in a supine and overhead arm positions. The follow-up (post-RT) stud-

ies comprise chest CT and whole-body PET/CT scans, all using curved table-

top scanners with normal arm positioning. Prior to every PET scan, a CT

scan for attenuation correction was acquired with identical body position. For

every follow-up CT scans, the patients were at breath-hold during the ac-

quisition which took 3 seconds. The time intervals for the post-RT scans

were not regular as long-term observation was subject to patient health or

death. Every image was stored under Digital Imaging and Communication in

Medicine (DICOM) standards. The post-RT images were retrieved from the
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Picture Archiving and Communication System (PACS) at the MGH whereas

the planning CT images were exported from the treatment planning system.

3.3.2 Treatment plans

Patient Treatment plans which were electronically created on EclipseTM(Varian

Medical Systems, Palo Alto, CA) treatment planning system (TPS) were re-

trieved from Varian Oncology Information System (ARIA). Treatment plan-

ning information for each patient includes: i) an electronic radio-oncology

chart summarizing disease status and RT/ChT prescription, ii) a planning CT

image set and associated contours for CTV, PTV, body, and notable organs,

and iii) external beam delivery information which included beam geometry

defined on the planning CT, accessories such as MLC and wedge, and the

number of monitor units (MUs) for each beam.

3.4 Beam models

Patient dose calculation using Monte Carlo Method requires an accelera-

tor or a beam model which is a virtual representation of radiotherapy sources.

The Varian Clinac 21X linear accelerator in the MGH was used for every

treatments and its Monte-Carlo model was built for two energy beams (6 MV,

18 MV). Details on the description of beam models and its construction and

verification will be described in the section 3.8.2.

3.5 Image registration

In order to enable voxel-wise density comparison, follow-up CT and PET

images were registered to a planning CT image which served as a reference

image.

3.5.1 Registration software

The Automatic Non-Linear Image Matching and Anatomical Labeling

(ANIMAL) toolkits [84], developed at the Montreal Neurological Institute

by Dr. D. L. Collins, were chosen for registration software. The ANIMAL
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not only provides different options for registration algorithms (affine or de-

formable) but also allows for pre-registration image manipulation such as off-

set, blurring and intensity gradient magnitude.

3.5.2 Choice of registration algorithm

Due to the absence of local correspondence, deformable registration is nat-

urally biased by the asymmetric presence of hyperintensities such as fibrosis in

lung or multiple sclerosis in brain. Most authors prefer to use affine registra-

tion in the presence of those lesions [85] [86]. To preserve anatomical changes

(RILD occurrence and tumor shrinkage), 12-parameter affine registration was

chosen over deformable registration despite its lack of flexibility to reproduce

lung deformation. Multi-resolutional approach was used to save computation

time and avoid the local minima of an objective function. Cross-correlation

(CC) was selected as an objective function to drive the optimization process.

Since CC assumes a linear relationship between intensities, the difference in in-

tensity calibration between diagnostic CT and planning CT was not expected

to bias the registration.

3.5.3 Pre-registration steps

The format of the retrieved images was converted from the DICOM to the

Medical Identification Number for Canada (MINC) format which is a required

input format for the ANIMAL. In the MINC format, images are given their

physical dimension by specifying the size of a voxel in x-, y-, and z-directions.

The converted CT images are given the offset of 1000 to prevent any negative

intensity in the region to be aligned. The CT image sets with the offset were

blurred prior to registration by convolving 16 mm, 8 mm, 4 mm, and 2 mm

full-with-half-maximum (FWHM) 3D Gaussian kernels. Binary lung masks

for each CT images were generated by segmenting the intensities within the

37



HU range [50,800] followed by removal of airways and primary bronchi (Figure

3.2).

3.5.4 Transformation optimization

The best estimate of the transformation of a source (follow-up) to re-

semble a target (planning) CT image was obtained through an iterative opti-

mization process. Registration began with rough alignment of the images by

shifting the center of mass (COM) of the mask volume of the source to the

corresponding location of the target. The resulting transformation was used

as an initial transformation for the registration for the largest resolution step

(16 mm). The optimized transformation for each resolution step was passed

onto its subsequent step in the same manner. The resulting transformation

for the smallest (4 mm) resolution step was used as a final estimate because

no significant improvement in image similarity evaluated by CC was observed

beyond 4 mm resolution step (figure 3.3).

The optimization for each resolution step yielded the transformation that

maximizes the value of CC in a given scale. CC was evaluated on the nodes

of a 3D lattice defined on the smallest of two lung mask volumes. In this way,

the coordinates of the lattice were used to specify positions in one volume,

and when mapped through the transformation matrix, specify homologous

positions in the other volume. The spacing between lattice nodes was always

set to be 0.5 x FWHM of Gaussian blurring kernels so that image sampling

frequency was enough to satisfy the Nyquist’s condition to prevent aliasing.

The global maximum of the CC in a given resolution was searched using a

simplex algorithm. A radius of 20 mm was used for the simplex volume during

the coarsest registration step and was reduced to 10 mm for the following steps.
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Figure 3.2: Pre-registration image processing. First row: axial (left), coronal
(middle) and sagittal (right) slices through the original chest CT im-
age, second row: the same slices blurred with a 8 mm FWHM Gaussian
kernel, third row: the corresponding slices of a binary lung mask with
1 and null shown in white and black respectively.
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Figure 3.3: Change in image similarity in terms of cross correlation during multi-
resolutional optimization. The cross correlation was evaluated at 2
mm grid between a target and the source transformed using 5 inter-
mediate optimization results : alignment of center of mass (COM) and
four resolution steps (16 mm, 8 mm, 4 mm, and 2 mm).

3.5.5 Post-registration processing

The optimized transformation function, saved as a 4×4 matrix format,

was used to redefine an image coordinate in which new voxel values were

determined using trilinear interpolation. The image domain and grid size

of the new image coordinate was set to match those of the reference image

(planning CT). Post-RT PET images were also resampled to the grid of the

reference image using the transformation optimized for the CT image from the

same scanning session.

3.5.6 Verification

The accuracy of registration was evaluated both qualitatively and quan-

titatively. Initially, the matching of lung contours and pulmonary arteries was

carefully inspected. If the visual agreement was deemed acceptable, left and

right lungs were contoured separately from segmented lung volumes (segmen-

tation procedures to be described later). The contours were superimposed

onto the corresponding contours from the planning CT image (figure 3.4), and

40



Figure 3.4: Measurement of in-slice DTA which evaluates the average displace-
ment between planning CT (yellow) and post-RT (blue) lung contours.
Red patches, defined as regions surrounded by only one contour, rep-
resent the area of contour mismatch.

the area of the regions that are surrounded by only one contour was found.

In-slice distance-to-agreement (DTA) between the contours was calculated as

the ratio of the area to the contour length from the planning CT 1 . The aver-

age of in-slice DTA over the slice range where injury was scored was calculated

as the global DTA.

1 The area of red regions in figure 3.4 at slice k, Ak, can be approximated
as a sum of Nk finite areas:

Ak = ∆l

Nk∑
i=1

hi = Nk∆lh̄k ∼ Lkh̄k (3.1)

where h̄k = 1
Nk

∑
i=1 Nkhi is the average displacement between the contours

at slice k, and Lk is the contour length from the planning CT. Thus, the
expression for the in-slice DTA is: DTAk = h̄k = Ak/Lk
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3.6 Intensity calibration

3.6.1 CT calibration

CT imaging measures the spatial distribution of photon attenuation co-

efficients (µ) expressed in Hounsfield Units (HU) which is defined as follows:

HU =
µ− µw
µw

(3.2)

where µw is the attenuation coefficient of water.

The attenuation coefficient is associated with physical density ρ via the

following relationship:

µ = τ + σR + σC + κ = ρNA
Z

A
(eτ +e σR +e σC) (3.3)

where NA is the Avogadro number, Z
A

is effective atomic number to mass

ratio, and τ , σC , σR are the cross-sections for photoelectric effect, Compton

scattering and Rayleigh scattering, respectively (the left subscript e is used for

electronic cross-sections). Since Compton scattering is the dominating photon

interaction in tissue in diagnostic energy range, the µ can be simplified as:

µ ∼ ρNA
Z

A
eσC (3.4)

The proportionality between µ and ρ is derived from the approximate

independency of the values of Z/A and eσC on the type of materials.

Phantoms containing tissue-equivalent plugs are often used for empirical

determination of the HU-ρ relationship. Measured HUs for materials with

known density values can be fitted with a double straight line approach [87].

Due to the retrospective nature of this study, however, calibration functions

for the scanners at the time of the scan were not available. Instead, CT images

were retrospectively calibrated based on measured HUs in the image itself. In
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order to account for scanner specificity, one calibration function was assigned

to one scanner type. The calibration function for each scanner was found by

the following three-step processes:

Relative (cross) calibration: Difference in calibration between scanners

were corrected by the affine scaling of the HUs of the post-RT CT images

to those of a reference image (planning CT). The average HUs for 13 sites in

thorax and abdomen were taken from each CT image set. A volume of interest

(VOI) was chosen for each site by marking a region with an area 0.3 ∼ 0.6cm2

over 5 slices to minimize a partial volume averaging artifact2 . A scatter plot

of the 13 sampled HUs from one diagnostic CT image against the reference

CT image was drawn, and a line was least-square fit to the plot. The best-fit

line was applied to renormalize the pixel values of the post-RT CT images.

Absolute calibration: The pixel values of the reference image were con-

verted to physical density in a similar fashion. The 13 sites sampled from

above were grouped into 8 organs or tissues (liver, kidney, spleen, muscle, fat,

vertebral body, trachea (air), spinal cord) and an average HU was determined

for each category. The HUs were plotted against physical density values de-

rived from the ICRP reference man [88]. On the plot, two linear functions

crossing at HU = 50 were determined by a least-square fit (Figure 3.5). The

resulting function, represented by four regression parameters (2 slopes and

2 intercepts) was used to convert the HUs of the planning or renormalized

diagnostic CT images to physical density.

2 Partial volume averaging occurs when there is more than one structure
within a pixel or voxel. The resulting voxel value is the area- or volume-
weighted average of adjoining structures.
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Figure 3.5: Conversion of planning CT numbers to physical density. Regression
was performed separately in two ranges for HU > 50 (red) and for
HU < 50 (blue).

Determination of scanner-specific CT calibration: There were 6 scan-

ner models identified from the patient database (table 3.2). For each scanner

model, a pool of the values of the four regression parameters was generated

from 5 patients. The average values of the parameters within the pool were

taken as calibration parameters to be used for that scanner (Figure 3.6). The

standard deviation of the mean value of the parameters within the pool was

small compared to the combined fitting uncertainty (p < 0.01).

3.7 Lung and injury segmentation

3.7.1 Lung segmentation

Lung segmentation was created for each of planning and registered post-

RT CT images. The initial lung segmentation was 8created by applying a

threshold of HU: [-1000,-300]. Then, 3D connectivity analysis 3 identified an

isolated volume of 2000∼5000 ml from the initial segmentation, which removed
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Figure 3.6: Scatter plot of the two slopes (x-axis) and corresponding intercepts (y-
axis) of the CT calibration functions for 6 scanners (scanner 1:black,
scanner 2: red, scanner 3: green, scanner 4: blue, scanner 5: orange,
scanner 6: brown).

Number Model name Type kVp
1 GE lightspeed

VCT
diagnostic CT 120

2 GE discovery ST diagnostic
PET/CT

140

3 Philips AcQSim planning CT 120
4 GE lightspeed

QX/i
diagnostic CT 120

5 GE HiSpeed CT diagnostic CT 120
6 Toshiba Acquil-

ion
diagnostic CT 120

Table 3.2: 6 scanner models as identified from DICOM headers.
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non-lung voxels such as the space outside the body, stomach or bowels. Air-

ways and primary bronchus, not classified as yet appended to lung, had to be

manually removed. Additional manual correction was applied to fill in the in-

teriors of lung. PTV volume was removed from lung segmentation due to the

impossibility to differentiate residual and recurrent tumor from RILD. The

resulting lung segmentation was automatically separated into left and right

lung by slice-by-slice 2D connectivity analysis.

3.7.2 Injury segmentation

Local density change (δρ) over a period of a given post-RT time was

evaluated at each voxel position by subtracting the calibrated density value

of the planning CT from the post-RT CT. RILD volume was segmented on

the δρ image as the voxels showing the pathological level of physical density

change. The upper and lower limits of such change, as of clinical studies

by Rosen et al. [15], were determined as 2 times standard deviation of the

distribution of regional lung density change for CT-examined symptomatic

(RILD or RTOG/ETORC grade 2 or higher) patients. The segmentation was

performed within post-RT lung segmentation to rule out the voxels showing

density change due to contour mismatching.

3.8 Dose calculation

3D dose distribution in patient thorax was retrospectively calculated using

a calculation model and retrieved treatment plans that were actually delivered

to the patients. Two calculation models were used: the Varian Anisotropic

Analytical Algorithm (AAA) and the EGSnrc-based Monte-Carlo (MC) sim-

ulation.

3 26-connectivity was used where two voxels are regarded to be connected
if they share at least one point, side and face.
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3.8.1 Calculation by AAA

The analytical anisotropic algorithm (AAA) has been implemented in the

EclipseTMTPS to enhance the accuracy of its previous generation (pencil beam

convolution) in heterogeneous media while maintaining reasonable computa-

tion time (around a few seconds per beam) which is a comparative advantage

over MC. The implementation of the AAA algorithm consists of two parts:

the configuration module characterizes a beam from a linear accelerator by

optimizing a number of parameters by means of minimizing the discrepancy

from measured beam data. The second part, dose calculation module, models

dose deposition as the superposition of dose components from primary pho-

tons, secondary photons, and electron contamination. The dose from photons

is calculated as a convolution of scatter kernels which are 3D exponential func-

tions representing the interaction of the photon beam in a dose voxel [89]. The

magnitude of the kernels is scaled according to the electron density of a voxel,

which enables heterogeneity correction.

The accuracy of the algorithm, with its testing schemes described in [90],

was verified at the MGH in terms of beam data for open and wedged beams

and dose in a heterogeneous phantom under the clinical acceptance level of

5%. 3D dose was scored in a 5 mm x 5 mm x 5 mm grid which was exported

in a DICOM format. Calculation took less than a minute per plan.

3.8.2 Calculation by MC

A Monte-Carlo (MC) system directly simulates physical interactions be-

tween particles which lead to energy deposition in a medium. Particles are

transported in a medium random-wise: a random-number generator in a MC

simulation code samples an interaction cross-section for a given medium to de-

termine the type of interaction and the distance to the next interaction point.
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Figure 3.7: Flowchart of a MC simulation of photon transport. DETERMINE
means that the parameter of the event is found by sampling from an
relevant probability distribution. Reproduced from [91].

User-defined cutoff energies (ECUT for electrons, PCUT for photons) are de-

fined below which the particle transport is terminated. Figure 3.7 summarizes

the steps for MC simulation of photon transport.

The EGSnrc code system (2008 release) was used for the simulation of

particle transport [92] and MMCTP (McGill Monte Carlo Treatment Plan-

ning) [93] to extract and visualize patient treatment plans on graphical user

interface (GUI). EGSnrc system consists of BEAMnrc for simulation of ra-

diation beams produced in linear accelerators and DOSXYZnrc for particle

transport through the patient geometry.

Phase-space file generation by BEAMnrc: In order to run the BEAM-

nrc, an accelerator model, or beam model, needs to be specified. A beam

model is an ordered set of component modules (CMs) each of which specifies

the geometric shape of the actual accelerator component to be modeled. The
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Figure 3.8: Flowchart of the processes to obtain a phase-space file in the BEAMnrc
platform. Reproduced from [94].

beam model was commissioned by testing the accuracy of calculated dose pro-

files and central-axis percent depth dose (PDD) curves in a water phantom

(figure 3.9, figure 3.10). A BEAMnrc input file contains the geometric spec-

ification of each CMs in the beam model which is retrieved from treatment

plans and simulation control parameters related to statistics improvement or

approximation. The simulation was run using the input file with global cutoff

energies of ECUT = 0.700 MeV and PCUT = 0.010 MeV and a cross-section

data set to generate a phase-space file on a scoring plane located at 70 cm from

an electron source. A phase-space file contains information about particle posi-

tion, direction, charge, etc. for every particle crossing a scoring plane. Typical

simulation time for creating one phase-space file for 50 million particles was

between 2 to 3 hours with 8 x 2.26 GHz processors.
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Figure 3.9: Comparison of percent depth dose along the central axis between ion-
chamber measurement (straight lines) and Monte-Carlo (MC) simula-
tion (squares) of a 10 X 10 cm photon beam from the Varian Clinac
21 X linear accelerator.

Patient dose calculation by DOSXYZnrc: Phase-space files generated

for a treatment beam is used as a source of particles incident on patient body.

The particles are transported in the patient body in the same manner as in

the accelerator head. The patient geometry was represented in a 3D cubic

grid (5 mm x 5 mm x 5 mm) that contained the information about the type

of medium in each voxel. The segmentation of patient body into 4 materials

(air, lung, tissue, bone) was performed using a CT-to-electron density calibra-

tion curve and a look-up table for material specification with known electron

density ranges for different patient tissues. Different cross-section data were

assigned to each medium, which inherently enabled heterogeneity correction.

Local energy deposition in each voxel was scored in units of Gy/particle which

was rescaled to Gy by multiplying a calibration factor achieved from stan-

dard open-beam simulation 4 and the number of MUs delivered per beam.

Calculation was carried out with the sufficient number of particle histories to
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Figure 3.10: Comparison of dose profiles at the depth of dose maximum between
ion-chamber measurement (straight lines) and Monte-Carlo (MC)
simulation (squares) of a 10 X 10 cm photon beam from the Varian
Clinac 21 X linear accelerator.
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achieve clinically acceptable dose uncertainty (under 2% within the target).

The required simulation time per beam was 2 to 3 hours on average.

3.9 Dose-injury correlation study

The dose distribution from AAA or MC, originally in 5 mm × 5 mm × 5

mm isotropic resolution, was resampled into the resolution of the correspond-

ing planning CT image. The voxel locations for the injury segmentation were

back-projected onto the planning CT. Using the resampled dose distribution,

differential dose-volume histograms for the planning CT lung segmentation

as well as the the corrected injury segmentation were created separately for a

contralateral and ipsilateral lung as dose was binned from 0 to 60 Gy into 5 Gy

intervals. The probability of complication for the ipsilateral or contralateral

lung as a function of dose was defined according to [16]:

P (Di) =
N(injr,Di)

N(lung,Di)
(3.5)

where N(injr,Di) and N(lung,Di) are the number of voxels in the injury and

lung segmentation, respectively, receiving the range of dose corresponding to

a dose bin Di. A set of P (Di) was obtained for each follow-up examination.

4 Standard open-beam setup refers to a 10 cm × 10 cm square field to a
water phantom at 100 cm SSD. The MC dose was sampled at 5 cm depth in
phantom and scaled to the dose at dmax, depth at dose maximum, using a
known PDD. A calibration factor was obtained as a ratio of a known beam
output value to the scored dose at dmax.
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CHAPTER 4
Results

4.1 overview

In this chapter, the time- and dose- dependence of RILD occurence to the

5 NSCLC patients were presented.

4.2 Image registration

Visual inspection on the matching of lung volumes between planning and

follow-up CT image sets demonstrates that stretching of inferior lung due to

inspiration was not fully corrected (figure 4.1). This results from the limitation

of affine registration which permits global matching but not local flexibility.

The effect of the local registration error on dose-injury correlation is assessed

in the appendix A.1.

Registration accuracy for every follow-up CT image, evaluated in terms

of lung contour DTA, was shown in the table 4.1. Note that each DTA value is

an average of in-slice DTA only within the superior-inferior range of the scored

RILD volume. Therefore, the DTA index reflects the registration error local

to the RILD volume. The average DTA from all patients was 3.05/3.46/3.26

mm (ipsilateral/contralateral/whole lung), which were all under the voxel size

of 3D dose matrices.

4.3 RILD segmentation

The injury segmentation, initially obtained by density thresholding on

the density difference image, had to be further corrected by the coincidental
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Figure 4.1: Example of affine registration showing anisotropic registration accu-
racy. Lung volumes from a target image (yellow) and a registered
source image (dark red) are overlayed in a coronal (top) and a sagittal
(bottom) view.

Patient no.
DTA (mm) (ipsi./cont.)

Post1 Post2 Post3 Post4 Post5 average
1 2.98/3.87 3.33/3.26 2.40/2.18 1.91/2.52 2.15/2.66 2.55/2.90
2 3.20/3.12 3.52/5.16 3.36/4.14
3 3.43/3.09 2.60/2.91 4.81/3.55 3.61/3.18
4 4.55/3.67 3.94/5.5 4.25/4.59
5 1.23/2.54 2.90/1.96 3.13/2.61 3.14/3.37 2.40/3.44

Table 4.1: Distance-to-agreement (DTA) between ipsilateral (ipsi.) and contralat-
eral (cont.) lung contours drawn on a planning CT image and registered
post-treatment (Post1∼Post5) CT images.
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Figure 4.2: Injury segmentation (shown in purple) based on the physical density
difference between the planning CT (top left: PTV contoured in red)
from the post-RT CT (top right) included the small and isolated mis-
aligned voxels which are clearly distinguishable from radiation pneu-
monitis in right-posterior lung (bottom left). Interactive correction on
injury segmentation produced the final injury segmentation (bottom
right).

segmentation of normal tissue features (lung periphery, blood vessels, bronchi-

oles) because registration error often exceeded a size of a single voxel (figure

4.2).

4.4 Dose calculation

Average dose to the segmented lung, calculated using AAA or MC meth-

ods, is summarized in the table 4.2. Statistical uncertainty on the average

dose from the DOSXYZnrc simulation was 4.23% for ipsilateral and 6.87%

for contralateral lung. Significant difference in mean dose due to calculation

engine, where the % difference exceeds the statistical uncertainty from MC,
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Patient no.
Dipsi(Gy) Dcont(Gy)

MC(unc.) AAA MC-AAA(%) MC(unc.) AAA MC-AAA(%)
1 16.85 (8.25) 16.92 -0.39 13.51 (9.16) 13.45 0.44
2 24.11 (5.05) 24.61 -2.08 10.45 (9.05) 10.78 -3.16
3 20.71 (2.73) 20.36 1.69 10.93 (4.01) 10.43 4.51
4 32.27 (2.02) 33.52 -3.87 5.77 (6.22) 6.10 -5.72
5 21.72 (3.12) 22.55 -3.82 7.91 (5.66) 8.40 -6.20

Table 4.2: Average dose to the segmented ipsilateral (ipsi) and contralateral (cont)
lung using MC or AAA calculation engines. Dose uncertainties from
MC (unc.) and MC-AAA difference are shown in percentage of MC
dose value.

was occasionally noted (contralateral lung for patient 3 and 5, ipsilateral lung

for patient 4 and 5).

4.5 Post-RT dependence of RILD volume

The segmented RILD volume demonstrated patient variability and high

post-RT time dependence (figure 4.3). Much less damage was inflicted to

contralateral side than the ipsilateral. With regard to the time-dependence,

for most of the cases the suppression of the damage between 100 and 150 days

after the RT was observed, which was followed by stabilization beyond 150 ∼

200 days. The exact onset of RILD was not clear due to the lack of follow-ups

up to 3 months after RT. Nevertheless, latency was observed for patient 4

while the response was immediate for patient 5.

4.6 RILD-local dose correlation

The probability of developing RILD is plotted against local dose for each

follow-up studies, shown in figures 4.4, 4.5, 4.6, 4.7, and 4.8. These dose-

response curves graphs again confirm the time- and patient- dependence of

the normal tissue response which were shown in the section 4.5. The magni-

tude of the response was generally reduced in time with an exception of patient

5 where a significant increase in probability at dose > 45 Gy was observed at

543 days post-RT (4.8(c)) in comparison to 389 days (4.8(b)). The presence
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Figure 4.3: Changes of the volume of the scored RILD in ipsilateral (top) and con-
tralateral (bottom) lung as a function of post-RT time for all patients.
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Follow-up class
rs/p-value

AAA dose MC dose
Early 0.817/< 5 ∗ 10−4 0.832/< 5 ∗ 10−4

Intermediate 0.778/< 5 ∗ 10−4 0.788/< 5 ∗ 10−4
Late 0.701/< 5 ∗ 10−4 0.671/< 5 ∗ 10−4

Table 4.3: Spearman’s coefficients (rs) and associated p-values for local injury-
dose correlation from all patients, classified into the three observation
periods (early, intermediate, and late).

of a threshold dose is another common feature for the follow-up studies later

than 120 days. Nevertheless, 2 of early observation (4.4(a) and 4.7(a)) demon-

strate linear-no-threshold (LNT) resembling dose responses. There was slight

modification in the response curves by using different dose engines, which oc-

casionally produced significant shifts (figure 4.6(a), figure 4.6(c), figure 4.7(a),

and figure 4.7(b)).

4.7 Strength of correlation

The strength of local injury-dose correlation was quantified using a spear-

man’s coefficient1 , rs, and its dependence on follow-up timing and dose cal-

culation was investigated. Firstly, each dose-response curve was classified ac-

cording to its post-RT days into early (< 100 days), intermediate (100 days

∼ 200 days), and late (> 200 days) follow-ups. For each class, the data from

the 5 patients were combined in which rs for AAA or MC dose and their

associated p-values were calculated. Table 4.3 suggests, regardless of dose cal-

culation methods, that the strength of the local correlation diminished as the

observation was taken at later time.

1 Spearman’s rank coefficient, rs, is a measure of the linear correlation be-
tween two ranked variables. It can be used to describe how monotonic a given
relationship between two variables is. rs ranges between -1 and 1, where an
absolute value represents a strength of monotonicity and a sign indicates the
direction of association between the variables.
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Patient no.
rs/p-value

AAA dose MC dose
1 0.675/< 5 ∗ 10−4 0.655/< 5 ∗ 10−4
2 0.898/< 5 ∗ 10−4 0.898/< 5 ∗ 10−4
3 0.677/< 5 ∗ 10−4 0.809/< 5 ∗ 10−4
4 0.544/0.004 0.691/< 5 ∗ 10−4
5 0.795/< 5 ∗ 10−4 0.803/< 5 ∗ 10−4

Table 4.4: Spearman’s coefficients (rs) and associated p-values for local injury-
dose correlation for each of 5 patients.

Since patient dose calculation is specific to a treatment plan and patient

geometry, the dose-response curves from the same patient were combined so as

to examine the dependence of rs on dose calculation methods (table 4.4). For

the majority of the patients, local injury correlated more strongly with MC

than AAA dose distribution (patient 3,4, and 5). However, the difference in

those correlation coefficients were not statistically significant at 95% confidence

level revealed by Student’s t-test (t-value: 0.712).

4.8 Uncertainty analysis

Aforementioned methods of dose-RILD correlation study were critically

evaluated by estimating uncertainties on dose-response relationship, P (Di),

which arises due to the fitting of measurements to theoretical models, poor

statistics from random processes, or the lack of ground truth reference to serve

as a benchmark. Understanding the sources of uncertainties is important,

not only to use the toxicity data with precaution, but also to identify what

techniques have to be improved to produce more accurate and reproducible

results. The following three main procedures were determined as the factors

that significantly influence the uncertainty on the P (Di):

1. Image registration.

2. CT calibration.

3. Dose calculation.
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Source pro-
cedure

Mean Standard
deviation

Median Range

registration
(affine)

1.77 1.89 1.25 0∼8.44

CT calibra-
tion

1.93 1.91 1.52 0∼11.60

Dose calcu-
lation (MC)

0.80 1.37 0.38 0∼9.07

Total 3.48 2.82 2.71 0∼18.60
Table 4.5: Statistics of uncertainties on P (Di) from the three main sources. Num-

bers shown in percentage complication probability.

Uncertainties on dose-response curves, shown in error bars on the graphs

4.4, 4.5, 4.6, 4.7, and 4.8, were estimated using the procedures which are

stated in the appendix. Table 4.5 reveals the average uncertainty of 3.5% and

suggests that CT calibration creates the largest uncertainty which is closely

followed by image registration.

4.9 Summary

Post-RT CT images were registered to the corresponding planning CT

image with the average accuracy of 3.26 mm for an area bounded by the ex-

tended of the scored RILD. Local mismatch between the source and target

lung volumes, predominantly in lung based, was often observed. The extent

of RILD was initially determined based on physical density change, which had

to be corrected manually due to mismatch of normal high-density anatomi-

cal structures. Patient dose calculation occasionally demonstrated significant

difference in MLDs between MC and AAA methods. The total RILD volume

was patient- and time-specific. Marked decrease in the volume before 200 days

after RT followed by stabilization was common for all the patients. The rela-

tionship between local dose and the probabilities for injury was again specific

to post-RT time and patients. From those time-varying dose-response curves,

transition from linear-no-threshold to nonlinear-with-threshold behaviour as
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well as decrease in correlation strength were noted as the patients were ex-

amined at later time. Dose from the MC method showed stronger correlation

than the AAA counterpart. The uncertainty in P (Di), varying with dose bins

and follow-up images, was 3.5% on average with CT calibration and image

registration as the two main contributors.
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Figure 4.4: Dose-response curves for ipsilateral (red) and contralateral (blue) lung
of patient 1. Figure 4.4 ∼ Figure 4.8: Correlation with MC and AAA
dose shown in straight and dotted lines, respectively. Error bars are
combined uncertainties (see the appendix). Asterisks(*) denote the
dose bins where the probability obtained from MC dose is significantly
different from AAA dose.
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Figure 4.5: Dose-response curves for ipsilateral (red) and contralateral (blue) lung
of patient 2.
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Figure 4.6: Dose-response curves for ipsilateral lung of patient 3. No injury was
found in contralateral lung.
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Figure 4.7: Dose-response curves for ipsilateral lung of patient 4. No injury was
found in contralateral lung.
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Figure 4.8: Dose-response curves for ipsilateral lung of patient 5. No injury was
found in contralateral lung.
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CHAPTER 5
Discussion

This study identified a patient-specific relationship between lung tissue

damage and post-treatment time or local dose deposition. It is apparent

that inhomogeneity of the patient group such as different chemotherapy reg-

imens caused inter-patient variation although prescription dose and fraction,

identified as the most significant determinants of lung fibrosis [95], were con-

trolled. Nevertheless, 4 out of 5 patients commonly demonstrated transition

from linear-no-threshold to nonlinear-with-threshold type dose response. This

implies the presence of two distinct disease phases - pneumonitis and fibrosis -

and the timing of the transition from pneumonitis to fibrosis, corresponding to

the onset of the stabilization of injury volume after 150 days post-treatment

(figure 4.3), correlates well with literature [24]. Also, threshold dose values

ranging from 30 to 40 Gy was also consistent with previous radiation-induced

fibrosis studies ([95], [15], [16]).

Up to date, there has been no consensus as to whether lung has to be

considered as an individual organ or a paired organ for evaluating equivalent

average dose [48]. Oetzel et al. [46] found that RP risk predicted based on

MLD did not significantly depend on whether the analysis was performed

as a paired or an individual organ. On the other hand, Yorke et al. [96]

suggested the correlation between MLD and RP risk was stronger when lung

was separated into ipsilateral and contralateral lung. This study revealed the

significant difference in response between ipsilateral and contralateral lungs

for all patients. Primary reason is the location of the target: Most of the
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target volume was located laterally except for one case (patient 1) for which

contralateral lung showed significant response (figure 4.4). The absence of

response weakly suggests the presence of threshold dose-volume parameters

under which no structural damage is inflicted, although more patients with

various tumor positions should be included to verify this. Nevertheless, we

found that the paired lung model is more realistic not to underestimate the

probability of local damage by analyzing the lung as a whole.

By comparing Spearman’s coefficients, it was noted that the probabil-

ity for injury correlates stronger with MC dose than AAA dose, although

a larger group of patients is needed to show the statistical significance of

the difference. This observation conforms to that from Stroian et al. [16]

who compared dose-fibrosis relationship from MC against pencil-beam based

CadPlan dose without heterogeneity correction. Similarly, Jaeger et al. [97]

showed that the correlation between observed and calculated pneumonitis risk

based on DVH parameters was stronger when the DVH was calculated with

convolution-superposition (CS) based algorithm than equivalent-path-length

(EPL) algorithm. These studies represent the evidence that accurate dose

calculation is important in accurately assessing the risk of normal tissue com-

plication. Although the DVH-based prediction was out of the scope of this

study due to the limited number of patients, we expect that MC-derived DVH

parameters would also lead to different RILD risk to the conventional equiva-

lents because MC simulation occasionally yielded significantly different MLDs

than AAA calculation (table 4.2).

Previous image-based lung injury scoring and dose-correlation studies

([95], [15], [14], [16]) did not explicitly examine how the random errors that can

arise from any steps of their analyses can affect the correlation. For the first

time, this study systematically estimated the uncertainty on dose-response

66



curves for every patients by modeling the extreme-case deviations at which

local correlation analysis is repeated. Although the rigorousness of assuming

extreme deviations can be questioned, it was possible via this systematic ap-

proach to rank three main processes - image registration, CT calibration, and

dose calculation - according their significance in creating uncertainties and

identify which processes need improvements in the degree of accuracy.

The largest contributor was CT calibration (table 4.5). According to

the equation A.4, the uncertainty from the CT calibration can be reduced by

acquiring more precise calibration parameters. The uncertainties in the pa-

rameters are attributed to inter-patient variation in the calibration function

which is due to different patient size that would alter beam quality by beam

hardening and actual variation in the physical densities of tissues to be sam-

pled. Therefore, rather than sampling from the actual patient images which

are patient specific, obtaining CT numbers from scanning a standardized phan-

tom is expected to enhance the precision of CT calibration and subsequently

dose-correlation studies.

The purpose of image registration is twofold: 1) to be able to locate in-

jured voxels by subtracting two CT images in the reference frame, and 2)

align dose distribution which is calculated in the reference frame with re-

spect to anatomical change. The first purpose was partially achieved yet with

demand for manually removing the voxels that are not relevant to injuries.

Therefore, in the future, inter-observer variation in the manual correction of

RILD segmentation needs to be included in the total uncertainty. How well

the registration fulfilled the latter purpose was tested by applying a pertur-

bation on the alignment optimized by the registration algorithm. Figure A.1

demonstrates that the change in correlation is dramatic when the shift is ap-

plied in the superior-inferior direction. Finding the correct superior-inferior
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(a) (b) (c)

(d)

Figure 5.1: Comparison of the performance of affine against deformable (opti-
cal flow) registration using algorithm in the presence of pneumonitis
volume in the right posterior lung. (a) a target image with PTV
contoured in red. (b) a registered source image using affine algorithm.
injury identified in blue. (c) the same source image registered with op-
tical flow algorithm. (d) dose-response of lung registered with affine
algorithm (red) and optical flow algorithm (blue).

alignment is crucial because of steep dose gradient created by coplanar beam

setups. Deformable registration is expected to be superior to affine registration

in reproducing lung deformation which is predominantly in superior-inferior

direction. However, there is a need for a new algorithm which is robust against

abrupt anatomical changes as many of current deformable algorithms assume

small changes in brightness or deformation [62] [64]. Figure 5.1 demonstrates

that an ordinary optical flow algorithm underperforms affine registration un-

der the presence of a pneumonitis volume in terms of contour matching of the

right lung and the strength of the resulting dose-correlation.
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The primary limitation of this study comes from the fact only anatomi-

cal information from CT images was considered for identifying RILD. Injury

segmentation based on physical density lacks specificity to radiation-induced

change, which is a major challenge near the primary site in differentiating

RILD from recurrent tumor [9]. For this reason, the whole PTV volume was

rejected from the region of interest where the RILD was scored. This caused an

underestimation of the total injury volume and also limited the investigation

of the dose response to less than 60 Gy. PET imaging is a potential solution

to the lack of specificity by adding functional information to the segmenta-

tion criteria. In this study, however, most of the PET scans were acquired

3 months after the completion of RT when the differentiation between RILD

and malignancy is known to be difficult due to high activity in pneumonitis

[17] [18] [19] [20].

A second question lies in the clinical relevance of a radiological endpoint

to quantify lung toxicity because it does not necessarily correlate with other

endpoints: Radiologic pneumonitis occurs more often than symptomatic pneu-

monitis [24] [25], which was the case for our patient group (table 3.1). Also,

dose-dependency of local physical density increase does not coincide with the

functional dependence of dose to local perfusion or ventilation change [98]

[14]. Further studies are needed to correlate the sum of regional damage to

the change in the whole organ function.

Another criticism we expect is the simplicity of the physical model of

lung we used. In this study, lung was assumed to be a completely parallel

organ: that is, regional damage of one region of lung, partitioned into CT

voxels, is completely independent of the state of other region, and every voxel

is considered equivalent in its dose-response behavior. Therefore, effective

radio-responsiveness of the whole organ (ipsilateral or contralateral lung) was
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characterized by the dose-dependent frequencies of injury incidences on those

equally-weighted voxels. However, animal and human studies suggests the

existence of spatial heterogeneity in lung radiosensitivity [38] [39] [40]. In the

parallel or critical volume model, density and size of FSU (acini for lung) are

important parameters in determining the regional sensitivity of an organ [99].

A possible explanation from this model is that the lung base contains more

acini per volume than lung apex [100]. Methods from this proposed study can

be applied to investigate the regional sensitivity on a larger patient dataset

with variable superior-inferior tumor positions.
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CHAPTER 6
Conclusions and Outlook

The biggest advantage of using radiographic images to score endpoints for

normal tissue toxicity is its objectiveness and reproducibility as compared to

symptom-based scoring which is relatively subjective [101] and often affected

by confounding medical conditions [23] [102]. Moreover, due to the prevalence

of radiologic change relative to clinical symptoms, larger number of patients

are available for study. Toxicity data acquired by consistent and accurate

means can be used to prospectively evaluate radiotherapy treatment plans

with respect to the forecast risk for complication.

This thesis outlined an objective and semi-automatic method of scoring

radiographically-defined RILD from CT image analysis and retrospectively

applied the method to a group of NSCLC patients to provide the relation-

ship between RILD and local dose. Normal lung tissue response in terms

of RILD volume and local dose-response showed significant dependency on

post-RT time and patients. The uncertainty analysis revealed that the ability

of this tool to accurately score RILD and correlate with local dose depends

on the quality of CT calibration and image registration with an appropriate

algorithm. By comparing the strength of local dose-RILD correlation with

a conventional dose calculation model, the importance of Monte-Carlo dose

calculation on normal tissue toxicity studies was again emphasized.

The presented responses of the 5 patients to radiotherapy may not have

clinical significance due to small sample size. However, the methods presented

in this thesis can be applied to the larger number of patients to reveal the
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correlation with other clinically relevant variables such as tumor positions or

chemotherapy regimen. These can be extended to analyzing multi-modality

images to complement the limitation of the anatomical radiographic endpoints.

By these efforts, more realistic relationship can be established between patient

and treatment information and the outcome of the treatment.
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APPENDIX A
Uncertainty Analysis

A.1 Overview

This section includes detailed methodology to estimate the uncertainty

on P (Di) from the three main contributors:

1. Image registration.

2. CT calibration.

3. Dose calculation.

A.2 Image registration

Due to the difficulty to identify ground-truth voxel correspondence, there

is the uncertainty on the goodness of alignment between injury distribution

and dose distribution. It was assumed that the current alignment was shifted

to the ”true” alignment in any direction by the distance of an isotropic reg-

istration error. Thus, dose distribution was shifted with respect to injury

distribution in six directions (left, right, anterior, posterior, superior, and

inferior) by the registration error evaluated from contour DTA (table 4.1),

and dose-injury correlation was recalculated for each direction of shift (Figure

A.1). Fluctuation of the correlation due to the dose shift was measured by

the standard deviation of seven P (Di) values for a given dose bin Di, which

is uncertainty contribution from image registration (σRP (Di)).

It was previously stated that image mismatching leads to errors in in-

jury segmentation 4.2. Manual correction on clearing mis-segmentation was

applied. Estimation of uncertainty from this procedure was difficult to assess

because the number of observers was not enough to validate observer depen-

dency. Although not revealed in this thesis, the true uncertainty from image
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Figure A.1: Demonstration of the change of one dose-response curve due to the
shift of dose distribution by registration accuracy (3.2 mm). Note the
dramatic change in correlation as a result of superior-inferior shifts.

registration has to include the variability of the manual correction between

multiple observers.

A.3 CT calibration

CT calibration establishes the empirical relationship between physical

density and pixel value represented by two pairs of calibration parameters

(aL, bL, aH , and bH):

ρ = aLHU + bL (HU < 50) (A.1)

= aHHU + bH (HU > 50) (A.2)

Uncertainties on CT calibration parameters due to data fitting and patient

averaging (σaL , σbL , σaH , σbH ) , shown in figure 3.6, can be passed onto the

uncertainty on converted density via error propagation principles:
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σ2
ρ = (

∂ρ

∂a
)2σ2

a + (
∂ρ

∂(HU)
)2σ2

HU + (
∂ρ

∂b
)2σ2

b (A.3)

After uncertainty on pixel values is ignored and partial derivatives are

evaluated:

σ2
ρ = HU2σ2

a + σ2
b (A.4)

Thus, the density uncertainty is HU-dependent, which amounts to ∼

0.013g/cm3 for the lowest (ρl = 0.123 g/cm3) and ∼ 0.008 g/cm3 for the

highest (ρu = 0.799 g/cm3) density thresholds for the RILD segmentation.

This means that, under 95% confidence, the true RILD segmentation range

to be applied to the density image lies between [ρl − 0.026 g/cm3, ρh + 0.016

g/cm3] ∼ [ρl + 0.026 g/cm3, ρh − 0.016 g/cm3]. Now, the injury segmenta-

tion was repeated twice with those modified segmentation thresholds (figure

A.2), and the standard deviation of the three P (Di) values was estimated as

uncertainty contribution from the calibration process (σCP (Di)).

A.4 Dose calculation (MC dose only)

Dose uncertainty(σD(Di)) from MC simulation, assumed to be uniform

within the each side of lung (table 4.2), was propagated into the equivalent

uncertainty on the complication probability (σDP (Di)) via the following equa-

tion:

σDP (Di) = |∂P (Di)

∂Di

|σD(Di) (A.5)

A.5 Total uncertainty

It was assumed that the three sources of uncertainties (image registra-

tion, CT calibration, dose calculation) are independent processes. Under this

assumption, total uncertainty on P (Di), σP (Di), was calculated by combining
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Figure A.2: Demonstration of the change of one dose-response curve due to the
uncertainty in calibrated physical density. ”Lengthened” and ”short-
ened” denote the modified segmentation ranges, [ρl − 0.026 g/cm3,
ρh + 0.016 g/cm3] and [ρl + 0.026 g/cm3, ρh − 0.016 g/cm3], respec-
tively.

certainties from the three sources with covariance terms between the sources

were ignored.

σP (Di) =
√
{σRP (Di)}2 + {σCP (Di)}2 + {σDP (Di)}2 (A.6)

It should be noted that the σP (Di) above does not include potential un-

certainty from RILD scoring due to image registration error.
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