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IHTRODUCTION

The theory of language has traditionally been divided
into three descriptive components, (1) the phonetic component
which deals mith the speech sounds of the language, (2) the
syntactic component which deals with the organization of these ;
sounds into sentential structures, and (3) the semantic component
which deals with the interpretation of the sentences into mean-
ingful messages. Although it is possible that such laogical

distinctions can be successfully employed in descriptive

linguistics, this does not necessarily mean that this approach
represents the best method of analyzing the psychological pro-
cessing of language. To say that the syntax of a language can
be described independently of its semantics is not to say that
these systems are processed or learned separately,

Yet this distinction has often been ignored, Ffew

studies have been devoted to investigating the interaction
t

betwsen syntactics and semantics, 2lthough

o

is generally
assumed that in the total psycholinguistic model ihese components
must function in 2 highly inteqrated manner, I+ is possible

that no acceptable analysis of the psychological processing

of language can he given without taking this interaction into
consideration. Thus the present paper will deal specificaliy
with one aspect of this problem--the possihle =ffect that zn
interaction between semantic development and syntactic develop-

ment might have on the learning of languzge syntax,
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LIMGUISTIC THEOQRY:

Nearly all current ressearch in languzge learning has concen-
trated on the acquisition of syntactical rules. This emphasis
derives from Chomsky's (19537, 1865) argqument that only the
assumption that a2 speaker possesses 3 set of qgrammatical rules
can account for his ability to produce and understand novel
utterances. The adult has already internalized an intricate
and highly complex set of rules which constitute the grammar
of his lanquage; the child has the taék of constructing for
himself the same set of rules on the basis of the limited
cornus of utterances to which he is exposed in combination with
learning principles which he brings to the language-learning
situation.

Chomsky (1965) has described the learning principles
brought teo the language acquisition situation in terms of a
model which he has called the "language acquisition devices" or
LAD. LAD must be so constructed that it can develop 2 theory
of a grazmmer on the basis of the primary linguistic data zo
which it has been exposed, Thus it possesses "firet, 2
linguistic theory that specifies tbhe form of the grammar af
a2 nossible human language, and secand, 2 strategy for selecting
a grammar of the appropriate form that is compatible with the
primary linguistic data.” (Chomsky, 1965, n.25) In other
mords, a2s 2 precondition for language learning, the child must

possess (1) 2 body of information which specifies the grzmmetical
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structures which are contazined in universal lingui ic thsory
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and (2) 2 set of procedures for operat nguist




observations and discovering the specific grammar of the
language he is learninag.

In Chomsky's linguistic theory, the syntactic component
of lz2nguage consists of the surface structure and deep-
structure of sentences and the rules which generate these
structures. £Each sentence has a specific surface structure
and a specific deep structure, The surface structure corre-
sponds to tﬁé éctual verbaiiiation bf thé csentence-~the acoustic
sequence of elements produced by the speaker and received Dby
the hearer. The deep structure specifies ths 'abstract’
information which 1is felevant to semantic interpretation of
the sentence--the meaning intended by the spezker and under-
stood by the hearer, The deep structure is ‘abstract’ in two
s2nses, First, it is built up out of generzl abstract fea-
tures (such as the noun-verb relation) that =2re realized in
2 multitude of ways on the surface structure, Second, it

contzins the universal aspects of languzne which ares common to

21l languages (i.e., the universal constraints on deep structure)

and which, being universal, are omitted from the speech itself.
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Surface siructures are generzted from deesp sztructures
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by means of successive applications
formational rules, Deep structures are gensratesd by 2 base
system consisting of a2 lexicon which "...specif

properties of individual lexical items... 2nd
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system which ",..defines the significant grammetical relations
of the language, zssigns an ideal order teo undarlying phrasss,

...determines which transformations will a2pply.” (Chomsky,
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7, p.433)
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The cignificant grammatical relations or functions of
the language (i.e., subjects, modifiers, main verbs, and
obiects) are explicitly represented only in the sentence deep
structure znd are to be distinguished from grammatical
categories (i.e., nouns, verbs, ad jectives, and noun phrases)
which are used to describe the surface structure of a senﬁence.
Tﬁe former express a reletional character which the latter do
not. (Chomsky, 1965, p.68Ff) Thus the deep structure contains
many properties which never appear in any simple, consistent
way in the speech itself, yet knowledge of these properties
is assumed to be possessed by every language user,.

Linguistic theory provides 2 theoretical account of
language znd language écquisition-—an idealized model of a
language user independent of his actuzl observed use of language.
Herein lies the distinction which Chomsky makes between
competence and performance, The competence of an idealized
speaker refers to the knowledge he possesses regarding the
underlying system of rules uhich compose the grammar of his
language; the performance of this speaker refers to how he
actually uses language in concrete situations, and can be
influenced by environmental and behavioral fzctors such as
memory limitations, time restrictions, distractions, shifts of
attention, organization of perceptual strategies, interpretation
of extra-linguistic information, etc. Such factors can affect
the psycholinguistic processing of laznguage but, according to

Chomsky, thsy do not affect the linguisti rincinles which

0
o 0

determine the phonetic, semantic, 2z2ng syntactic properties of




1
an utterance and which underlie the psycholinguistic model,

STUDIES OF EARLY SYNTAX ACQUISITION:

In recent years psycholinguistic investigations of the acquisition
of language have devoted 2 great deal of attention to the study

of syntax acquisition in isolation from the other aspects of
laznguage; it is hoped that the information derived in this

manner can be incorporzted into a model for the competence which
underlies all language development. Many of the investigations

have been observaticnal studies devoted to exploring

ot

he devel-
oping child's acquisition of languzage rules independent of
their use in 2 situaticen (i.e., 8rown and fraser, 19583%; fraser,
Srown, 2nd Bellugi, 1963; Braine, 196%; Miller and frvin, 1964;
Erown and Bellugi, 1964). 0On the basis of 2 sample of the child's
utterances 2t 2 given stage, the researchers have attempted to
write progressive 'miniature grammars’' which picture the child's
linguistic development a2s he progresses towards the end-point of
adult grammar, By this method even the earliest two-word
utterances of young children have been discovered to be system-
atic and rule-governed; on the basis of privileges of occurrence,
the words in the children's speech were grouped into two classes,
and the ordering of these classes wes fFound to follow cerizin
rules of combination (often called ‘pivot grammar’).

with refersnce to these studies, %cHeill (1855, 1970}

mas argued that it is necessary for grammzrs of child larguacge

-\
.

"Tha generative grammar represents the information conceTning
sentence structure that is zvailable, in principle, tc one
who hzs azcquired thes language. it indicates how, idezlly--
jezving out any limitations of mempry, distractions, eic.--
ne would understand 2 sentence...” (Chomsky, 1983, p.326F)
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to do more than simply describe the surface structure of the
sentences which occur and he has attempted to organize the

datz into a more comprehensive theory which assumes that the
initial grammatical distinctions made by the young child are
actually the basic grammatical relations which form the noun
phrases and predicate phrases of adulit speech; the sentence
structural complexity is increased by the addition of such
structures to each other. At the =sarliest stages, says fchNeill,
a child's speech is a direct expression of the deep structure--
the result of applying the phonological rules directly to the
sentence's underlying structure; 2s language develops there is
a constant elaboration of the relation betwsen the deeo and
surface structures, i.e., a2 constant elahoration of the child's
transformational rules.

Most of the studies of syntax acquisition have tacitly
assumed that the major processes of language learning can be
understood solely in terms of the speech input and output., But
the language-learning environment consists not only of 2 corpus
of speech but alsc of 2 correlation between features of this
corpus and specific nonlinguistic svents, I+ is possibhle that
such correlations provide the language-learner with clues for
learning some of the basic syntactic relations.

Only 2 few stucdies of children's language development

have suggested that extra-linguistic factors mzy play 2 role in

the acquisition of syntax, Brown (1957) suggests that in
children's speech there z2re much clearer semantic definitions
for grammatical parts-of-speeck than there are in a2cdult’'s




speech and that this may be used as 2 basis for learning the
syntactical cateqories. Slobin (1966) reports that Russian
psycholinguists interpret the order of acquisition of particular
morphological classes (for tense, number, case, etc.,) in terms

of the relative semantic or conceptual difficulty of the criterisa
used for defining the classes; thus, for example, those classes
whose reference is clearly concrete (such as number) emerge
first, whereas, gender, a category that is almost entirely :
lacking in semantic correlates, appears last, even though it is
always present in aduylt speech,. Elnom (19A8) reported that as

her three subjects acquired language there was 2 matching of

different syntactic structures to specific semantic relations; i
the children ussd syntax to express variable relationships
between specific meaningful words (i.e., agent-object, actor-
agent relzationships, etc,) or to place constant features on the 4
speech they heard (i.e,, 'pivot' words involving both constant ;
mezaning and constant syntactic functian), Brown (1970) has

suggested that children's early sentences reflect eith=ar (1)

oparations of reference (utterances made up of 2 constznt term

having a specific cognitive reference, appez
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in cenjunction
with 2 wide range of lexical items), or (2) relations (utter-
ances in whick no constant word zppears but a2n ‘zbstract’

fundamentzl semantic relation such a2s =z2ge
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object, ans=nt-obiect, etc. is intended). Smith and ZBraine

ed that the reason for ‘pivobt’
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(in press) havs recently sugg
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comhination rulss may lie in the

]

xistence of semantic rules;
somz words ('pivots') do neot occur 2lons because the child’s

semantic rules provide no meaning for them in isolztiorn,

s



MINTATURE LINGUISTIC SYSTIMS:

ffost of the investigations of early language écduisition have
used the method of naturalistic observation of first language
learning in the young child, However, an attempt has been made
to experimentally reproduce somz of the processss of language
learning employing the older child or adult 2s 2 subject by
using artificizl languages which form miniature linguistic
systems (MLS's)., 1In the MLS situation, the subject's task is
similar to that of the child learning his first language; he }
is presented with only a limited subset of all grammatically
correct utterances from the language and he must somehow discover
how to creazte new grammatically correct utterances, By wusing

a MLS the experimenter can control the subject's exposure to

ther first

e

the lanquage; this control is impossible with e
language learning or second language lesarning of natural
languages.

One LS situation commonly employed uses semantically
empty #LS's in which subjects are exposed only to strings of
words or letters (sentences) which are characterized by some
regularities of constructiocn., It is the subjects' task to
discouer what these regularitiss are,

Two versions of the semantically empty ¥L5 kave been
used, In the first, the 7LS consists of two or thrse word

n terms
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of one word cless and on2 word of a sescond word clasz (and
sometimes one word of 2 third word class) in 2 s

class order, Szyera
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arning occurs (e.g., Braine, 1953b; Smith, 1963, 19662).

Yt
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Attempts to teach subjects a more complex version of this LS
have shown inconclusive results., Smith (1985b) used a HLS
consisting of four classes of letters (i, ¥, P, anc ) swuch
that a sentence consisted of either MK or BQ structure, and

of

cr

he t

0

ngs

~:

reported theaet his sub jects produced mores intrusion
p# than could be expscted by chance, but that they did
not learn that MN-letters followed f-letters, and Q-letters

followed P-letters. However Braine (1955b) reported that sub jects

given sentences Ax8 and PxQ not only iearned that A and P wuent

-

irst, » went second, and B8 and 0 went last, but a2lso that B

ne's experiment, however,

e

mas contingent on A and § cn P, In Bra
there was only one word in each of the classes A, B, P, and 0O

in Smith's experiment there were three wards in each of his

classes. GSimilar experiments (Smith a
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The other version of the semantically empty #LS utilizes

a2
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vite state grammar, The MLS operztes by moving from one
ctats to anpther. At sach shifi of stais (or choice coint) 2

signal must be chosen from 2 finmite zet of possibls zignzle
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determined by the previous state, The process centinues until

2 particular sequence of signals has accurred., fany such

0
b

sequences are possible depending on the gnals choszn at the
choice points and the task involves learning the set of rules

which specify which signals can follow other signals., Reber

o

o
(1967) has reported that subjects recguired to memorize samples

of grammatical strings could learn to 2xpleit grazmmatical j
constraints as the mamorization process progressed and were

able to efficiently apply the informaticn they had learned to

a transfer recognition task; however they were unable to

explicitly verbalize the rules they were using 2nd Reber

e

reported that he was unable to uncover any explicit strategies

that individual subjects used, ™Miller (1967} describes 2

serieé of experiments in which subjects were reguired to type
strings of letters into a computer which tcld them whether or
not the strings were grammatical, The subjecits were reg
to continue producing these strings until they felt they had
lcarned the rules of the grammar; than they were teste

d
their mastery of these rules by judaing which of 2 number of

ot
pela
0
n
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new. strings were grammaticel and which were ungramma
Mmiller renorted that the learning stretegcy =smployed consisted
of 2 period of general search prior to the first correct

string, and then 2 morz focused search for specific instances;

strategies were not organized in terms of individual rancom

In this experiment subjiects were able &g ls=arn relztively

complex lznguage rules but the learning situziion was swuch




L2

that the subject had to construct rulss to produce the strings
which were Jjudged a2s grammatical or ungrammatical before
hazving been exposed to 2 grammatical string; in the normal
lznguage-learning situation the language learner is first

exgosed to a reasonably grammatical sample of the language

B

rom which he must construct a2 set of rules and he then tests

g

is xnowledge of the rules by producing sentences which are
judaed as gramﬁatical or ungrammatical.

Another type of MLS which has been used by experimenters
correlates the words of the language with various aspects of

nensanse figures. In the most common design (Foss, 1958;

"
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1925; Horowitz, 1955) the nonsense figures vary 2long
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iscriminable dimensions such as shape and color and the
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es are divided into two classes, A and 8, so that those
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es in class A are systematically paired with each
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riation on one dimension of the figures (i.e., one syllable

for each shape) and those syllables in class 8 are systematically

saired with each variation on the other dimension of the figures

(8]

(i.e., one syllable for each color). Thus the name of 2 qiuven

)

nonsznse i

)

ure always consists of two syllzbles, ordered so

that the

[0}
ed

ylleble from one class always precedes the syllehble

fF-pm +he other class. The ML3 is presented to the subject in

the form of learning the names for esach individual figure =znd
the subject is tested io see whether he has dizcoversd the
ctructural features of the language by sxposing him to new
sta2ns-coleor combinzations which hz has not previocusly seen z2ng
asking him to give the correct two-syllable neme, Swubjecis not
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only learn the specific variable to which each word refers
but 21so lzarn that syllables referring to variables on 2
particular dimension precede syllables referring to variables
on the nther dimension, thus learning the syntactic rules of

the MLS and not just the individual word-figure associations,

THE MOESER (1969) EXPERIMENT :

One type of MLS does not incorporate semantics into its design
and the other does not investigate the hroblems of lesarning
more complex syntactical functions such as grammatical contin-

ncies, Combining both types, Moeser (1989) designed a MLS

©

g

which utilized word classes defined both by sentence position
and by privileges of occurrence (grammztical contingencies)

and correlated these to a set of semantic referents, The MLS
consisted of 14 words grouped into four word-classes, as is
shown in Figure I-1I, a2nd contzined a number of grammatical rules

nimum ef tuce

(9N

such that 2 correct sentsnce could range from a m
words o 2 mazximum of seven, A correct sentence had to contain

s, OTF

{

one word from class A ancd one ward from class B; zero, one
two words from class C could appear in a sentence, depending on
the S-word used (with VOT or T08, zero or one (C-worc cculd
appe2ar, and with MUL or CAG, one or two C-words could appsar);
words from classes A z2nd C could be followed by one werc from

class 3. Thus ths languzge could be described in terms of the.

0

phrase structure model of languzge as follows:

S —----- » A8+ B8 - (CB)

e MY A




FICURE T-T

AN ILLUSTRATION OF THE MOSSER (1959) EXPERIMENT

A-WORDS = - BEF
1 - Rl
o - PR
 =w
| Bv*%ﬂ%ﬂs o~ UBY (elongation of base)
< --108 (upsid‘e‘*:"dmn)
Z’Wﬁﬁs' @ - UL Gwo figures joining)
= |

- GAG (one figure above

angther)

G-WORDS A -WAF

D-WORDS = - SAH Gouble line)
o> - KRS (blacked in)




3p "---->{Bz . CD}
By

CB - »C + (D)

(Because in this experiment the order of word-classes was one
of the variables which was manipulated, the above rewrite rules
are to be interpreted as rewriting symbole into unordered sets
rather than into ordered strings, contrary fo common usage, )

Subjects were tested for their mastery of the rules of
the language by expesing them to pairs of sentences which they
had never seen before, one of which was grammatically correct
and one of which was grammatically incorrect, ancd asking the
subjects to mark the grammatically correct sentence., The
subject's knowledge of specific rules could be tested in this
manner, by making only one type of grammatical error in each

sentence peair,

[y

n the experiment some subjects were exposed only to
grammatically correct sentences containing the words of the
languange, as has heen done previously in similar studies,
Mhile these subiects did show some word-cless learning, they
were unzble to perform at above chance levels on tests con-
cerning the grammatical contingencies. However, some subjects
were shown the sams sentences as the words-only subjiects, znd
in addition, wmere shown semantic referents {(visuzl forms or
relations correlated to the words of the language) which

oth word-class distinciions znd grammatical
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FIGURE TI-11
At EXAMOLE OF SOME OF THE SENTENCES PRESENTED TC SUBJECTS IN

THE SEMANTIC REFERENCE CONDITION IN THE WOESER (1969) IXPERIMENT

BEF MUL WAF JOW NEP KAS VOY

N\ /\

PUM KAS TOB CIM| | RIZ CAG WAF



were built into the semantic feFerents. (For example, the
very nature of the referent of a B,-word necessitated the
inclusion of a2t least two other words, wmhereas the referent

of a By-word did not necessitate such an inclusion., Thus

the referent to the By-word VOY could appear in a picture in
which there was only one figure whereas the referzant to the
8,-word CAC could only appear in a picture in which there were

at least two figures.)

The subjects exposed to the semantic referents performed
significantly better than those exposed to the words-only, and :
a few, at least, were able to show above chance learning of X
the grammatical contingencies., This raised the suggestion that
the learning of the syntactic aspects of the language might be
dependent upon the interaction of the semantic and syntactic

aspects of the MLS,

HE PRESENT EXBZRIMINT:

he present group of experiments is a2 clarification and extension
f the =zarlier (ifoeser, 19589) experiment., Thzat experiment was
designed to examine three questions., The first question asked
whether the interaction of word-classes with their specific

nositions in sentences weould effect the learning of th

i)

language. 1In other mords, whether a LS employing the word
class order ABC, for ewazmple, would be eésier ocr more difficult
tg learn than the same MLS employing the word class order 5CA,
In the TMoeser (1959) experiment 211 six possible word-clzss

orders were tested; ar analysis of variarce showed z sigrificant

interaction effect hetwmesn word-clzsse order znd thes czse wiin



which the lznguage was learned when semantic referents were
present (and none when they were not present), but no adeguate
interpretation of these results could be given.

The second question examined whether semantic referents
would help or hinder or somehow interact with syntax learning.
A=z mentioned azbove, the results showed that the use of the
semantic referents significantly improved syntax learning. It
was also found that some subjects given the semantic referents
appeared to learn the MLS in a different way from those sub jects
given the words only. It was suggested that subjects in the
words-only condition were probably using a position learning

strategy, i.e., learning the positions which words occupy in

6]
ct
ol

entences znd ut

N

lizing this knowledge to identify class

3
V]

mbership, However a2t least some subjects in the semantic
reference condition appeared to concentrate on learning to
assnciate each syllable with its referent; they showed ne
interest in lesarning the grammatical relations of the werds,
The third question asked whether a fairly complex
languzge could be taught in 2 short laboratory period and, if
sc, how learning occurred, Althouch 2ll grougs of subjects
performed 2zt zbove chance levels, it was found that only 20
subjects out of 20 (211 20 being from the sementic reference
condition) were able to =achieve 2z criterion of B5% or higher
on the final test of synitzx learning, An exazmination of bhow
4 in their overzll performance from

the

ot

ha

or

subiects who did net reach this criterion suggested

]
3

best subliecis might have bsen using the semantic referents to




mediate their learning of the language syntax,

Thus there were some indicatiocns in the fMoeser (1969)
experiment that an important variable in language learning
may have been cverlooked in previcus studies but no definite
cenclusions were reached, The
axamine these above questions in light of the hypothesis which
was suggestad by the earlier experiment, i.e,, that syntax

learning occurs at least pertially by mesdiation fhrough the

reference system.

st e et




EXPERIMENT A

INTRODUCTION
In the Moeser (1969) experiment an attempt was made to
see if manipulation of the order of word classes in the sentence

ocess, In the semantic

3

would have zny effect on the learning p
reference cbndition subjects learned the language under ones of
six set orders (ASC, ACRB, BAC, 8CA, CAB, or CEA) or under a
random order in which the word-classes had no set sentence
positicn, A significant difference was found among the six
ordered semantic reference gorcups but it could not be wholly
explained; there appeared to be nc systematic effect., Learning

n the six

pets

was significantly poorer in the razndom group than
orcdered groups but it did occur (2 of the 20 subjects who
reached the performance criterion for learning were in this
aroup), suggesting that 2 set word-class sentence position was
not necessary for language lzarning to occur,

Howevar, in the Moeser (1959) expzriment the cemantic
referents had little or no order; thus the differences among

groups may have besen due to syntactic or semantic transfer freom

tnglish, The effect of word-class order on the rate of lezrning

[ N

will ageain be investigated, this time uyzing 2 semantic reference
system which 21so incorporates order into its design eand using
I

a spoken language instead of 2 writiten lznguaqge, 't is pre-

the semantic system, it will be sasier to lezrn z language in

which word-clase ordser follows the order interent in the vigual




METHOD

A miniature linguistic system was constructed utilizing
16 different words, all words being CVCs with an éssociation
value between 70 and 80 according to Archer (1960). All CVUCs
were words which, when pronounced, had nd meaning in English.
The 16 words were grouped into four classes (&, B8, C, and D)
with four words occurring in each class, A correct sentence in
this MLS consisted of one word from each of the four classeé
occurring in a specific order. Thus the four word-classes
contained an identical number of words and showed identical
privileges of occurrence. All correct sentences were four
words in length; the order of the four word-classes was the
experimental variable manipulated.

Three word-class orders were compared: ABCD, DCBA, and

DBCA,

DESCRIPTION OF THE REFERENCE SYSTEM:

Figures were presented along with the words of the MLS so that
the figures incorporated class membership and word order in
their design, An illustration of the words used (as pronounced)
and fiqgures used in the MLS for experiment A is shown in Figure
A-I., Ffrom Figure A-I it can be seen that class A words were
illustrated by colored rectangles, class B words by a change

in the orientation of these rectangles, class C words by geo-
metrical figures, and class D words by border changes on these
geometrical figures. Thus the A-referents formed a perceptual
unity with the B-referents and the C-referents did likewise with

the D-referents. The A-8 referents could be considered as one
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figure with two dimensions (color and orientation) and the

cC-D referentsAas another figure with two dimensions (shape and
line design). The A-B referents always appeared to the left of
the C-D referents. As the subjects tested in the experiment
were college students experienced with a left-to-right reading
order it was assumed that the most natural perceptual order

for them would also be left-to-right. Therefore taking-into
consideration both the perceptual unities of the figures and
the left-to-right sequencing, the logical perceptual order for
the referents should be (AB)(CD) and subjects presented with
the language in an ABCD order should learn it faster than those
presented with either DC8BA or DBCA order. Because the DCBA
order corresponds to the perceptual unity of the referents (but
not the left-to-right sequencing), subjects receiving the DCBA
order should learn the language faster than those receiving

the DBCA order (which corresponds to neither the perceptual
unity nor the left-to-right sequencing).

(Horowitz and Jackson (1959) also used 2 MLS to study
the effects of semantic referents on the learning of word order,
They reported no significant results. However in thesir exper-
iment only one figure was used which varied on two dimensions
(color and shape) and Horowitz and Jackson were only interested
in discovering whether color-shape order was learned more
guickly than shape-color order. In the present experiment two
figures are being used, both of whichk differ on two dimensions,
and the question being tested is not whether the language is

more easily learned when words referring to one dimension of a2
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figure precede words referring to the other dimension of that
same figure, but whether it is easier to learn a langquage when
its worc order follows the sequential pattern which is inherent

in the perceptual processing of the referent figures.)

MATERIALS:

The stimulus materials consisted of colored Kedachrome 11
slides projected on a screen by a Kodak B850 projector set to
automatically change the slides at times controlled by a Uher
F-422 dia-pilot attached to 2 Uher 4000 Report-L tape recorder,

Forty different slides were uéed such that each referent
was presented 10 times in this group of 40, and all slides
containec one referent for each word-class., A list of the
slides presented (using ABCD order) appears in Appendix A,

In each presentation of 80 slides there were two differently
ordered series of these 40 sentences, with the slides arranged
within each series so that each word was permitted to appear on
two consecutive slides only two times. All subjects received
the same order of slides,

Three tape recordings were made by an assistant who was
ignorant of the purpose of the experiment. The three tape
recordings were recorded in a flat monotone voice and were
identical in every w2y except for the order in which the words
appeared in the sentences., The assista;; used a visual met-
ronome in order to space the words in each sentence exactly one
second apart. The presentation of each slide took eight seconds:

tach sentence took four seconds, there was a two-second silence,

then the slide was changed (taking .5 seconds) and the reference




for the new sentence was on the screen for 1.5 seconds before
its sentence began on the tape. When each slide appeared on
the screen, the words corresponding to the figures on the
slides occurred on the tape recorder in the correct order for
the particular group being tested,

Sub jects were given two presentations of the 80-slide
series, After each presentation of 80 slides aﬂtest was given
to measure the subject®s progress in learning the language.
The tests were presented on the tape recorder without the
corresponding fiqures on the screen and the Ss were requestad
to mark correct or incorrect on a sheet of paper. The two
tests were identical in form but differed in terms of the sen-
tences ‘used., No sentence used in a test had previously been
heard by the Ss. For the tests, the words in the sentences
were again presented at one-second intervals and there was 2
10-second interval between sentences,

fach test consisted of 24 sentences, one-half of which
were qgrammatically incorrect. Subjects were requested to write
down whether the sentence was correct or incorrect, Only one
error was made in each incorrect sentence and all words were
in the correct order (except for duplication of some word-
classes) for the subjects being tested. In each test the
12 incorrect sentences took the following forms:

1) AASBC
2) AACHO
3) ARABC
4) RBBC

k]
&
&




1

N -
n

|

S) ABBD
6) BBCD
7) ABCC
8) ACCD
9) BCCD
10) ABDD
11) ACDD
12) BCDD
Thus there were three incorrect sentences in which two A-class
words were given, three incorrect sentences in which two B-
class wérds were given, three incorrect sentences in which two

C-class words were given, and three incorrect sentences in

which two D-class words were given,
All subjects received identical sentences in the tests
except that the order of the words was in the correct order for

the particular subject being tested,.

SUBJECTS :

Subjects were 42 undergraduate student volunteers from the
mMcGill University psychology subject file taking a course in
introductory biology. All were 17 or 18 years of age. Eleven
female and three ma2le subjects were assigned to each group.

The subjects were tested in groups of twoc and three,

PROCEDURE ¢
As soon as the subjects were comfortably seated before the
screen they were told:

“This is a language-learning experiment using

an artificizl language. I a2m going to present



to you sentences in this language on this

tape recorder. At the same time pictures will

appear on the screen in front of you which

are somehow correlated with the sentences that

you hear. You must learn how they go together."”
Then the projector and tape recorder were started and the
sub jects watched and listened while the 80 siidesﬂwefe shown,
The projector was turned off during the test. The procedure

was repeated for the second presentation and test.

RESULTS
The means and standard deviations of correct responses
for the three experimental groups in tne three tests are shown

below in Table A-1:

TABLE A-1

MEANS AND STARDARD DEVIATIONS OF CORRECT RESPONSES FOR
THE THREE GROUPS IN EXPERIMENT A

ABCD DCBA DBCA
TEST m 5.D. m S.D. m S.D.
TEST 1 18.29 4,286 14,93 3,050 14,21 3,167
TEST 2 19.71 2.673 16.93 4,223 16,21 3.309
TOTAL 38.00 6.510 31.86 6£.423 33.42 5,893

As can be seen from this table, the results were in the direction

predicted in that ABCOD>»DCEAD>DBCA. A two-way analysis of
variance comparing the groups and tests showed a significant

difference among the three groups (F(2,39) = 6.015, p<.01)

¢ b e e pag

A A B S T R



- 27 -

and a significant difference between the two tests (F(1,39) =
11.47, n<€.,001), There was no significant interaction (F(1,39)
= 0,13, p >».05).
Comparisons of the total results of the three groups
“~sieTe~"made using Scheff€ tests and the results are shown in
Table A-2. It can be seen that the ABCD group was significantly
different from both the DCBA group and the DBCA group, although

these latter two did not differ significantly from each other.

TABLE A-2

- :
SCHEFFE TESTS COMPARING THE THREE GROUPS IN EXPERIMENT A

PREDICTION F SIGNIFICANCE LEVEL
ABCD > DCBA 12.75 .05
ABCD > DBCA 21.71 .01
DCBA >» DBCA 1.18 NS
DISCUSSION

The results of this experiment were as predicted; the
more closely the word order of the language duplicated the order
inherent in the semantic referents, the more easily it was
learned,

Two types of semantic correspondence were tested in
experiment A. One of these was a perceptual unity order: Two
separate fiqures were used which differed on two dimensions
(one figure used color and orientation; the other figure used

shape and line design). When the language word order duplicated
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the order of the semantic referents, the two words which
referred to the two dimegsions of one Fig&re appeared togéther,
and then the two words which referred to the two dimensions of
the other figure appeared (és in ABCA and DCBA). In the non-
duplicated language order, the two words which referred to

the two dimensions of one figure alternated with the two words
which referreq to the two dimensions of the other figure (as in
DBCA), The results showed a2 tendency towards sequential order
being easier to learn than alternating order but when consid-
ered separately, this tendency was not significant (comparison
of order DCBA with order DBCA).

The second type of order used in the reference system of
this experiment was a left-to-right figure order, Because the
subjects were college students, it was assumed that they
generally use a left-to-right perceptual scanning order and
thus would focus first on the left-hand figure., This assump-~-
tion was supported by the results; it was significantly easier
for subjects to learn the language when left-to-right order
was used than when right-to-left order was used (comparison
of order AQCD witk order DCBA).

It z2ppears that even more important thanm a2 sequencing
effect is the effect of the initial focusing; the MLS was easier
to learn when the first word in the sentence correlated to the
semantic referent which was first noticed, This statement,
however, is open to criticisnm, bBecause naot 211 possible orders
were tested the experiment did not conitrol for all possible

sequencing orders (it might have been better to compare ABCD



with CDBA, keeping the order of AB and CD constant since their
order is not determined by scanning). Also the experiment did
not control for the possibility that the subjects may have

been predisposed to notice some of the reference cateqgories
before the others. (The semantic referents of the four word-
Classes employed cognitive categories with which all subjects
would have had previous experience. It is possible that one or
more of these cognitive categories may have been more emphatic
than the others.) To test these variables additional experiments

would have to be performed, -

However, the fact remains that the learning of language
syntax was influenced by the correlation of linguistic and

contextual features, These results cannot be explained in

terms of a2 learning transfer from English syntax., In the
Moeser (1969) experiment, the results may have been affected

by the fact that the MLS syntactical structure bore some
resemblance to English syntactical structure. In the present
experiment, however, this was not the case; the syntax consisted
simply of four word-classes, each possessing the same number of
words and each defined by the same privileges of occurrence;
they differed only in sentence position, The adult subjects
would probably already possess the idea that word classes can
be cefined by sentence position but there is nothing in E£nglish
syntax which could be used to show that one particular word
class order should be favored over any other if 211 word
classes contain identical numbers of words and show identical

orivileges of occurrence, Thus the explaration of the results




cannot be made in terms of strictly formal considerations
of syntax; the effects of the semantic referents must be
included in any explanation.

A few syntactical aspects of word order have been
discussed in the literature. First, Greenberg (1961) has
shown that in the vast majority of natural languages, the
dominant word order of declarative sentences is almést always
one in which the subject precedes the object: he could discover
only three exceptions to this fundamental S-0 order, Further-
more, Greenberg has stated that languages in which the verb is
separatéd from the object are much rarer than those in which
the verb and object appear together; thus by far the most
common orders of simple, active, affirmative, declarative (SAAD)
sentences are SV0 (subject-verb-object) and SOV (subject-object-
verb). Second, some languages, such as Russian anddFinnish,
do not use a Fixed word order at all but instead use a highly
inflected language with relatively flexible word order to
express grammatical relations. 1Instead of learning the morpho-
logical markers for word classes and combining word classes
randomly, it is reported that many children learning such
languages begin with unmarked forms and 2 fixed word order (e.qg.,
Slobin, 1966; McNeill, 1970). Third, Brown and Hanlon (1870)
have reported that, in English, SAAD sentences are the first
present in child spéech and they suggest that the English SAAD
is more simply derived from its deep structure; that is, it is
closer in some way to its deep structure than are other sen-

tence types. 1In discussing these results, Watt (1970a) hes
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sugagested that the only significant way in which the SAAD
can be closer to its base is that the order of the SAAD's
main elements (subject, verb, and object) must accord more
closely with the order of these elements in the base; since
generally the effect of transformations is to reorder elements
of the base, the SAAD must represent the minimal reordering.
In general there appears to be some consensus of agree-
ment with regard to the semantic influence on word order.v
Jakobson (1961) has stated that Greenberg's statements on
universal orders should be interpreted in terms of 'iconic®
aspects: The order of elements in a sentence parallels the
orders that occur in perceptual experience:; the initial position
of a word may reflect precedence in time or priority in empbhasis
as whatever first focuses the attention is generally the first
word reflected in speech. Chomsky (1965), also mentions that
the order of words may be determined by factors outside the
langu3992; he, however, states that when this is the case it
is not necessary to describe such factors in a2 universal
grammar, Thus he writes: ".,..order is significant in deter-
mining the grammatical relations defined by surface structures
(not surprisingly), though it seems to play no role in the
determination of grammatical relations in deep structures.”
(Chomsky, 1965, 0.221) However this is not to say that order

2 wThe unacceptable grammatical sentences often cannot be used,

for reasons having to do, not with grammar, but rather with,,
."iconic' elements of discourse (for example, 2 tendency to
place logical subject and object early rather than lateg
(Chomsky, 1965, n.11)
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is not important in the deep structure. It only means that
grammatical relations are represented so uniguely by the
groupings of terms under nodes that the order is unnecessary

to represent the grammatical relation, But an order of the

deep structure.is necessary to derive an order in the surface
structure; this assignment of sequential order to the constituents
of deep structures is language specific rather than universal.
Thus one of the functions of the categorical component of the
base (which generates the deep structure) is to specify the
underlying ideal order of the elements in a sentence. If word
order is part of the deep structure and if it is strongly influ-
enced by semantic factors, it may be that the perceptual-
cognitive organization of the language user plays a part in

determining the form of the deep structure,.
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EXPERIMENT B

INTRODUCTION

Experiment A supported the hypothesis that semantic
referents can affect the acquisition of lanquage syntax but
it offered nﬁ test of the hypothesis that semantic referents
must be present in order to learh lanquage syntax. In experi-
ment A, the language structure was such that subjects were
required to learn that a correct sentence consisted of one
word from each of four word classes in a specific word class
order. As has been mentioned, previous experiments have shown
that some learning occurs using a similar language structure
and a semantiéally empty MLS. However, with regard to more
complex language structures in which word classes have differ-
ent privileges of occurrence, this question is still unanswered,
In the Moeser (1969) experiment no subject in the semantically
empty condition was able to perform at above chance level on
the tests involving the learning of grammatical contingencies.
However only a few of the subjects in the semantic reference
condition showed any better performance., The process of learning
the language zppeared to be so difficult that no conclusive
statements could be made about the results.

There were two experimental facitors in the Moeser (1969)
experiment which might have hindered the learning process,
First, the presentation of sentences in the language was arranged
such that no word which appeared in one sentence was followed
or preceeded by the same word in another sentence. In other

words, no overlapging of words occurred from one presented




sentence to the next, However foss (1968) has found that such
overlapping greatly enhances the prospect of learning a MLS,
The second factor was the one-hour limit on the time in which
the language was to be learned., Subjects in the semantic
reference group showed considerable progress as the experiment
proaressed and may not have had time to complete this process,
Thus, in experiment B overlapping was introduced and the time

period allowed for language learning was extended to two hours.

REFERENCE CONDITIONS:

The MLS used in experiment B was very similar to that used by
Moeser (1969)., Like that experiment, gubjectswere run wnder
(1) a semantically empty condition (hereafter called words-only)
in which the different classes of words and their syntactical
relations are defined only by their positions in a sentence and
their privileges of occurrence; and under (2) a semantic
reference condition (hereafter called syntax correspondence) in
which the different classes of words and their syntactical
relations are defined not only by their sentence positions and
privilenes of occurrence but also by semantic referents which
incorporate syntactic class distinctions and grammatical
contingencies in their visual appearance, Unlike the fogeser
(1969) experiment, subjects were run under two additional
conditions. These were (3) 2 class correspondence condition in
which semantic referents are used which incorporate in their
visual appearance syntactic class distinctions but not grammat-

ical contingencies and (4) an arbitrary figures condition in



which semantic referents are present but they incorporate
neither class distinctions nor grammatical contingencies in
their appearance, Each of these latter three conditions (2,
3, and 4) contains semantic referents but the degree to which
semantics reflects the syntactical rules is varied, This was
done in an attempt to see whether the simple presence of a
referent is enough to assist in the learning of the language
or whether the rules of syntax are learned because they mirror
the rules of the reference field,

To recapitulate, experiment B utilizes four different
reference conditions:

1) Words-only -- no semantic referents,

2) Syntax correspondence -- semantic referents whose visual form
mirrors syntactic class distinctions
and grammatical contingencies., !

3) Class correspondence -- Semantic referents whose visual form

mirrors syntactic class distinctions
but not grammatical contingencies.

4) Arbitrary figures -- semantic referents whose visual form
mirrors neither class distinctions nor
grammatical contingencies,

I1f, as proposed, subject; learn language syntax via medi-
ation through the semantic referents, certain predictions can

be made, First, those subjects in the syntax correspondence

condition should learn the languzge better than subjects in the

words-only, class correspondence, and arbitrary figures groups

because the subjects in these three conditions will find it



difficult or impossible to learn the rules of grammatical
contingency. Only the syntax correépondence condition contains
semantic information on grammatical contingencies, Second,
subjects under the class correspondence condition should

acquire the MLS with greater ease than subjects in the words-
only or arbitrary figures conditions because in the class
correspondence condition class is incorporated into the semantic
referents. In the words-only condition class is defined
strictly by word position, while in the arbitrary figures %
condition class is defined by word position and fiqure position
but not by the visual appearance of the figure. Third, it is

predicted that because the semantic referents used in the

arbitrary figures condition contain no additional syntactic
information, subjects under this condition should find learning

at least as difficult as subjects in the words-only condition

and possibly more so, because they will have to learn which %
word goes with which referent, and in addition, learn indepen-

dently the syntactic relations.

LANGUAGE DIFFICULTY:

In the Moeser (1969) experiment there was some evidence from

the discussions with the participants and from tape recordings
taken while learning was taking place that the type of strategy
used to learn the language depended on the reference condition
under which the language was presented. To test this hypothesis,
inste;d‘of one MLS as was used in the fMoeser (1969) experiment,
the present experiment utilized three MLS's in each reference

condition, designed so that each language contained the same



number of words but differed in syntactic difficulty., If
different learning strategies are employed, additional
predictions can be formulated:

1t is predicted that subjects in the words-only condition
will use a position-learning strategy, i.e., they will use the
positions of words in a sentence to designate their syntactic
class. Thus lanquage learning should decrease as the language
increases in complexity, because increases in syntax complexity
also increases the variability of word-class sentence position,

Sub jects learning the MLS's under the syntax correspondence
condition should show little difference in their ability to learn
a less-complex or more-complex language system, This is because
it is assumed that learning the language under this condition
consists of (a) learning to associate each word with its visual
referent and (b) learning the specific rules of the reference
field (the ways in which the visual referents are related)., If
these are held neagly constant, the subjects should experience
almost equal difficulty even when the syntax differs in
complexity.

Subjects in the class correspondence condition will
probably attempt to learn the language using the same strateqy
as subjects in the syntax correspondence condition, Thus there
should be no difference between MLS's with regard to the learning
of class relations because the amount of things to be learned
is held constant (subjects must learn %to associate each word
with its visual referent and learn that the visual referents

can be arranged into groups on the basis of their appearance),
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GCrammatical contingencies, however, are not incorporated into
the design of the visual referents in the class correspondence -
qondition, and when these are added to the structure of the
lanquage in the case of the more complex MLS's, other strategies
may be attempted, including, possibly,lkhe use of positions of
words and/or figures to determine syntactic regularities. As
the language becomes more complex by the addition of more complex
“grammatical contingencies, the performance of these sub jects
should deteriorate,

Subjects in the arbitrary figures condition should
employ a similar strategy as those in the words-only condition,
using the positions of words and/or figures to discover syntaciic
reqularities, They, also, should find it increasingly more

difficult to employ this strategy as syntax complexity increases.

SUMMARY :

To summarize the introduction, experiment B has been designed
as an extension and clarification of the earlier Moeser (1969)
experiment. The method of presenting the MLS has been slightly
changed in order to facilitate learning and tuwo additional
semantic reference conditions have been added in an attempt

to show additional support for the two hypotheses which were
sroposed a2s possible explanations for the results of the 1969
experiment--(1) that language syntax is learned via mediation
through semantic referents; and (2) that the strategy employed
involves learning the referents which are associated with the

words and learning how these referents zre related,
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ETHOD

Experiment B utilized. three miniature linguistic systems,
designed in terms of increasing syntactical complexity, and
four reference conditions, designed so that increasing amounts
of syntactical correspondence were supplied, Thus the experiment
was of a 3 X 4 design, with a total of 12 cells utilizing 10

different subjects for a total of 120 subjects,

DESCRIPTION OF THE MINIATURE LINGUISTIC SYSTEMS:
tach of the three MLS's utilized the same 14 words, all words

being CVC's with a moderately high association value (between b

70 and 80 according to Archer, 1960)., Like the Moeser (1969)
experiment, the 14 words were grouped into four classes, with :
four words each occurring in classes A, B, and C, and two words
occurring in class D,

In the first deqree of MLS complexity (MLSq) the syn- ;
tactic structure of the language can be described by the ;

following rewrite rules as:

S mcemeea > AP + 8P + (CP)
AP e >A + (D)

BP ——meem »8 + (Cp)

CP - >C

In other words, a grammatical sentence in LS4 had to contain
one word each from classes A and 8; the class A word could be
followed by one word from class D and the class B word could be
followed by one or two words from class C. Thus six acceptable
sentence structures were possible in fMLS4:

1) A8



2) ABC
3) ABCC
4) ADB
S) ADBC
6) ADBCC
In the second degree of MLS complexity (MLS,) the
syntactic structure of the lanquage can be described by the

following rewrite rules as:

S memm——e » AP + BP + (CP)
AP e » A + (D)
BP ~——mee- »{8 }
By + CP
CO mmmme > C

This language is identical to MLSq except that the B-phrase (BP)
contains an option, Either a Bq-word can be used alone or a
Bo-word can be used in combination with a C-phrase (cp). Like
MmLS,, a grammatical sentence in MLS, had to contain one word each
from classes A and B, and the class A word could be followed by
one word from class D. However, unlike mLS1. the number of C-
words used in a sentence depended on the type of B-word used,
If a 84~word was used, z2ro or one C-word could appear in the
sentence; if a Bz-word was used, one or two C-words could appear
in the sentence, There were two Bq-words and two B,-words in
MlL.S-,, Eight acceptable sentence structures were passible in
TLS o

1) ABq

2) AD84

3) AB4C




4) AB,C
5) ADB4C
6) ADB,C
7) AE,CC
8) ADE,CC
In the third degree of MLS complexity (MLSz) the
syntactic structure of the language can be described by the

following rewrite rules as:

J— > AP + 8P + (CP)
AP —mmmme >A + (D)
L >{B4

> + CR
5 = S »C + (D)

This language is identical to MLS, except that the C-phrase
(CP) contains an option, either a C-word can be used alone or
it can be followed by a D-word., Like LS, and MLS,, a
grammatical sentence in MLS; had to contain one word each from
classes A and B, and the class A word could be followed by

oﬁe word from class D. Also, like MLS,, the number of C-words
appearing in 2 sentence depended on the type of B-word used,
However, unlike both MLS1 and ML52. a class C word could be
followed by one word from class D, There were eighteen

acceptable sentence structures possible in ML53:

1) AS4 §) ADBLC 11) ADBLCD  15) AS,CDCD
2) ADSH,4 7) AB4CD 12) AB,CCD  17) ADBLCCD
3) aB4C 8) AB,CD 13) ADE,CC 18) ADB,CDCD
4) AB,C 9) ADE4COD 14) AB,CDC

S) ADB4C  10) AB,CCO 15) ADE,COC
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Thus it can be seen that the three languages show

increasing syntactic complexity. All three MLS's have the

same S rule., MLS, differs from MLSq in that MLS, has a more

complex BP rule, ML53 keeps the BP rule complexity of MLSH

and complicates the CP rule as well, Another way of viewing

the differences between these three languages is to see them

as

adding progressively more non-terminal elements, MLSq has

no non-terminal elements (CP could simply be called C and

BP simply B + (C) if we wished); MLS2 requires BP but not

CP; and MLSy requires both BP and ce,

DESCRIPTION OF THE REFERENCE CONDITIONS:

There were four reference cenditions in each language under

which subjects were tested:

1) Words-only, in which only the words of the language were

2)

3)

presented to the subjects;

Arbitrary figures, in which figures were presented zlong

with the words of the language but the correspondence

between words and fiqures was arbitrary, so that the reference
figures acted simply as 2 restatement of the information
carried in the words of the lanqguage;

Class correspondence, in which the figures presented along

with the words of the language incorporated inte their
desiagn visual feztures defining class membership; and

Syntax correspondence, in which the figures presented along

with the words of the languzge incorporated into their design
both visuzl features defining class membership and visuzal

reasons for the syntactic contingencies,




In the three reference conditions in which figures were pre-
sented, the order of the figures was identical teo the order
of the words.

An illustration of the words and referents used in the
four reference conditions of MLS4 is shown in Figure B-I and
an example of how one sentence would appear in each of the
four reference conditions in MLS1 is given in Figure B-1I1,

From these it can be seen that in the syntax correspondence

condition all A-class words refer to colored rectangles, all
B-class words refer to orientations of these colored rectangles,
all D-class words refer toc line variations of the colored
rectangles, and all C-class words rtefer to separate geometrical
figures. The A-D-B group of referents form a single perceptual
entity and because of the very nature of these referents neither
a B8-referent nor a D-referent can appear unless an A-referent

is alsc present (a2 fact which mirrors the syntactic constraints

of the MLS), In the class correspondence condition words are

illustrated by figures similar in design to those used in the
syntax correspondence condition, but the referents for A-words,
B-words, and D-words are presented as separate units, instead
of as one perceptual entity., Thus there is nothing in the
design of the visuzl field which would prevent a D-referent

or a B-referent from appearing without an A-referent. In the

arbitrary figures condition the same separate fiqures are

used as are found in the class correspondence condition but
there is no systematic peairing of =2 particular class of words

with a particular class of figures. All pzirings are random,
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The words and figures used in the arbitrary figures
and class correspondence conditions of MLSZ and I’v‘lLS3 were
identical to those used in MmLS4. An illustration of the figures
used in the syntax correspondence condition of MLS, and MLS
is shown in Figure B-IIT. (Syntactically, MLS o differed from
MLS, only in the fact that in MLSs D-words could follow C-

words as well as A-words; thus identical referents were used

i AT i

in both MLS's with the only difference between them occurring
in the combination possibilities of these referents.) From
the illustration it can be seen that the referents for the
A-words, C-words, and D-words are identical to those used

in MLS4., However, in the syntax correspondence condition,
although the 81-reFerents continue tc be orientations of

the colored rectangles, the By-referents now become relation-

ships between A- and C-referents, Thus the very nature of

the referent of a B-word necessitates the inclusion of at
least two other figures, whereas the referent of a B4-word
necessitates only the presence of an A-referent, This

corresponds with the syntactic requirements.

MATERTALS

The stimulus materials consisted of B0 colored Kodachrome II
slides projected on a screen by a Kodak 850 projector set to
automatically change the slides every “& seconds”, (Although
the intervel timer on the projector was set for 8 seconds,
subsequent measurement showed that the slides were actually
projected Fdr 6.5 seconds with a .8 second intervael between

them,) For the arbitrary figures, class correspondence, and
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and syntax correspondence gQroups, the pictures occupied the

upper two-thirds of the slides and the words the lower one-

third; for the words-only groups, the sentences were centered,
For each MLS, 40 different sentences were used, ranging

from twe to five words in length. Each word was presented %

ten times in this group of 40 and all sentences were "“grammati- 2

cally coffect”. In each presentation of 80 sentences there

were two different series of these 40 sentences, with the slides

arranged within each series such that each word appeared on

two consecutive slides exactly two times, (Copies of the !

sentences used in each of the MLS's and the order in which

they were presented is given iﬁ Appendix E-i.) All subjects

given the same MLS received the same order of slides,

SERCIRPRIPSPT POTIYER PF EC

Sub jects were given four presentations of the 80-slide

series, After each presentation of 80 slides a test was given
to measure ihe subject's progress in learning the language,

The tests were presented on paper to the sub ject and no figures
appeared in the tests, only sentences. The four tests were
identical in form but differed in terms of the sentences used.
No sentence used in a test had previously been seen by the

sub jects. Copies of one of the four tests for each of the
three MLS's are shown in Appendix 8-11.

Each test in mLS1 consicted of 15 pairs of multiple-
cheoice questions from which the sub jects were requested to
choose the correct sentence in esach pair, Only one error was
inserted in each incorrect sentence. In 2ach test there

were three questions testing each of the following rules:




1) An A-word must appear "in a sentence.

2) Only one A-word can appear 1in a sentence.
3) A B-word must appear in a sentence.

4) Only one B-word can appear in a sentence.
5) A D-word can only follow an A-word,

fach test in mL52 consisted of 21 pairs of multiple-
choice questions from which the subjects were requested to
choose the correct sentence in each pair. Only one error was
inserted in each incorrect sentence. in each test there were
three questions testing each of the following rules:

1) An A-word must appear in a sentence,

2) Only cne A-word can appear in a sentence.

3) A B-word must appear in a sentence,

4) Only one g-word can appear in 2a sentence,

5) A D-word can only follow an A-word,

6) Two C-words cannot appear with a 81-w0rd.

7) Zero C-words cannot appear with a Bo-word.

The tests used for MLS, were jdentical to those used for MLS,
except for the addition of six gquestions to test rules (6) and
(7). These tuo rules were concerned with grammaticel
contingencies.

Fach test in MLSo consisted of 21 pairs of multiple-
choice questions from which the subjiscts were requested to
choose the correct sentence in each pair., Only one error was
inserted in each incorrect sentence, In each test there were
three questions testing each of the following rules:

1) An A-word must 2ppear in 2 sentence,




2) Only one A-word can appear in a sentence.
3) A B-word must appear in a sentence.
4) Only one g-word can appear in 2 sentence.
5) A D-word can only follow 2n A-word or a C-word.
6) Two C-words cannot appear with a 81-word.
7) Zero C-words cannot appear with a By-word,
The tests used for MLS, were jdentical to those used for MLSH
except that in some sentences a D-word followed a C-wora.

As can be seen from the above, for all MLS's rules 1,
2, 3, and 4 were concerned with learning that a correct
utterance consists of one word of one word class and one word
from a second word class; rule 5 was essentially a syntactic
rule concerned with learning the position of 2 word-class in
a sentence in telation to other word-classes in that sentence;
and rules 6 and 7 were concerned with learning the grammatical
contingencies contained in the two more complex versions of

the languaage.

SUBJECTS:

Sub jects were 120 college students between the ages of 20 and
26. All were native speakers of £nglish., Five male 2nd five
female subjects were assigned randomly to each group. They

were paid $2.50 to appear in the experiment,

PROCEDURE ¢
‘The subjects wmere tested in groups of two and three, As soon
as they were comfortably seated, those subjects in the three

reference conditions were told:




“This is a language learning experiment using

an artificizl language which refers to an artificial
environment. The lanauage has a grammatical structure
which is not English or french or any other real
language. It is your job to discover what this
grammatical structure is, I will present this
language to you on slides which will be shown on %
the screen in front of you. Above the words of

the lanouage are pictures to which the words refer.

I want you to learn what each word refers to."
words-only condition, subjects were told:

“This is a language learning experiment using an
artificial language. The language has a grammatical
structure which is not English or French or any

other real language, It is your job to discover

what this grammatical structure is, I will present
this language to you on slides which will be shoun

on the screen in front of you., After a while you
should see a systematic pattern in the way the

words are arranged., I want you to discover this

pattern.”

After this introduction the subjects were presented with the

first set of 80 slides. Then they were given 15 minutes in

which to complete the first test. When the 15 minutes had

passed they ware presanted with the 80 slides again, then

aiv

en

the second test, This procedure was repeated for tests

3 and 4.
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RESULTS

All subjects in mLS2 and MLS3 received 21 questions in
each of their four tests, whereas those subjects given MLS, had
only 15 gquestions in each test, These 15 questions in MLS4 are,
however, comparable to 15 questions in MLS2 and MLS if. the
questions testing rules (6) and (7) are omitted from the two
more complex languages. Thus the total 3 X 4 cell matrix
consisting of the three MLS's and four reference conditions
can be compared on the set of 15 guestions which test rules
(1) to (5). Also a 2 X 4 matrix consisting of the two more
complex languages (NLSQ and MLS3) and the four reference
conditions can be compared on the set of 21 questions which
test rules (1) to (7). For both the set of 15 guestions and
the set of 21 questions the means and standard deviations of
the total test scores, total rules, and individual test scores
of =ach cell are found in Appendix B-I1I,. In Appendix B-IV
are the analyses of variance comparing the cells on the total

scores, rules scores and individual tests,

ML AN TOTAL SCORES:

The mean total correct scores on rules (1) to (5) over the
four tests for all groups are shown in Table B-71 and the mezn
tota2l correct scores on rules (1) to (7) over the four tests

for the groups in MLS, and LS5 are shown in Table B-2,
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TABLE B-1

TOTAL TEST MEAN SCORES ON THE 15 QUESTIONS

GROUPS ™~
CONDITIONS wo AF cc sC
MLS 4 47 43 54 55
mLSo 44 45 54 56 :
mLS - 41 35 48 55 :
TABLE B-2

TOTAL TEST MEAN SCORES ON THE 21 QUESTIONS

; GROUPS* _ §
CONDITIONS wo AF cc sC :
MLS 5 S8 59 67 79
MLS 54 59 59 79 §
= AF Arbitrary Figures, W0 = Ulords-only, .

nn

cC Class Correspondence, SC = Syntax Correspondence

Several a priori hypotheses were made in the introduction
regarding the ease with which the MLS's could be learnt under

the different reference conditions. First, it was predicted that
the difficulty in learning the language would be affected both

by the reference cornditions and by the complexity of the MLS,

A two-way a2nalysis of variance comparing the fcur reference
conditions and the three levels of complexity on tules (1) to

(5) indicated significant main effects due to reference




conditions (F(3,108) = 52.91, p <.001) and levels of complexity
(F(2,108) = 12.41, p<.001). The overall interaction between
conditions and complexity was not significant (F(6,108) = 2,06,
p >.05), Similarly, a two-way analysis of variance comparing
the four reference conditions and two levels of complexity
(mLS, and mLSz) on rules (1) to (7) indicated significant main
effects due to reference conditiaons (F(3,72) = 77.96, p <.001)
and levels of complexity (F(1,72) = 21.55, p<.001). 1In
addition, the overall interaction between conditions and
complexity was significant (F(3,72) = 3.09, p<.,05)., With
regard to the two more complex languages at least, the difficulty
in learning involved an interaction between language complex-
ity and type of semantic reference,.

The a priori hypotheses not only predicted that there
would be a difference among the different reference conditions
and levels of complexity but predicted the direction in which
these differences would occur,. First, it was predicted that
if language syntax is jearned via mediation through semantic
referents (1) subjects in the syntactic correspondence condi-
tion would have higher scores than subjects in the other three
conditions, (2) subjects in the class correspondence condition
would have higher scores than subjects in the arbitrary figures
and words-only conditions, and (3) subjects in the arbitrary
figures condition would perform as poorly or worse than sub jects
in the words-only condition. Second, it was predicted that if
there were differences in the learninag strategies employed by

the subjects under the different reference cenditions (1) in

e A



the syntax correspondence ceondition the level of language
complexity would make little difference in the learning of
the MLS*‘s (learning of MLS, = learning of MLS, = learning of
mLS3); (2) in the class correspondence condition the level
of language complexity would affect the learning of the MLS
when rules testing grammatical contingencies were added
(learning of NLSy 2> learning of MLS=z); and (3) for both the
arbitrary fiqures and words-only conditions the level of
language complexity would directly affect the learning of
the MLS's so that the more complex the language the more
difficult it would be to learn (learning of mLSq > learning of
MLSZ> learning of MLS3). | )
Because these predictions were a priori and included
pradictions of no difference as well as predictions of
differences, t-tests were used to evaluate them, Using this
statistic, out of 21 predictions 18 were supported by the data
and of the three that were not supported only one was in the
direction opposite prediction (but not significantly in that
direction), Table B8-3 shows the list of predictions made with

regard to experiment A and the results of the t-tests,
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TABLE B-3

LIST OF PREDICTIONS MADE WITH REGARD TO EXPERIMENT A

R
SC(3) > cc(3) 7.62 72 . 001 YES
SC(3) > AF(3) 12,30 72 . 001 YES
SC(3) > wo(3) 9,75 72 . 001 YES
CC(3) > AF(3) 4,68 72 . 001 YES
cCc(3) > wo(3) 2.13 72 .05 YES
sCc(2) > cc(2) 3.19 72 . 001 YES
SC(2) > AF(2) 7.85 72 . 001 YES
SC(2) > wo(2) 8.09 72 . 001 YES
cCc(2) > AF(2) 3.87 72 . 001 YES
cCc(2) > wo(2) 4,10 72 . 001 YES
wWo(3) = AF(3) 2.55 72 .02 YES
Wo(2) = AF(2)* 0.23 72 NS YES
wo(1) = AF(1) 1,86 108 NS YES
SC(3) = sc(2) 0.08 72 NS YES
SC(3) = sc(1) 0.13 108 NS YES
SC(2) = sc(1) 0.53 108 MS YES
cc(3) < cc(2) 3.56 72 . 001 YES
AF(3) < AF(2) 4,37 108 . 001 YES
AF(2) < AF(1)=* 0.89 108 NS MO
wo(3) < wo(2) 1.59 72 NS MO
wa(2) < wo(1) 1.38 108 1S KO

* Direction opposite prediction, but not significantly

= Arbitrery Figures,

Syntax Correspoendence,
W0 = Words-only

= LCla2ss Correspondence,
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TOTAL RULES SCOCRES:

In MLS4, MLS2, and MLS3 there were five common rules which

were tested:

1) An A-word must appear in a sentence,

2) Only one A-word can appear in a sentence,

3) A B-word must appear in a sentence,

4) Only one B-word can appeér in a sentence,

5) A D-word can only follow an A-word. (In the case of MLS2
this rule was changed‘to “A D-word can only follow an A-
word or a C-word"”".)

It was considered possible that some of these rules might be

more difficult to learn than others, Thus a three-way analysis

of variance comparing the three levels of complexity, four

reference conditions, and five types of rules indicated a

significant main effect due to the rules (F(1,108) = 71,94,

p<.001), a significant interaction between the levels and

rules (F(1,108) = 7.21, p<.01), and a significant interaction

between the reference conditions and rules (F(1,108) = 5,16,

p<.05), The overall interaction among levels, conditions,

and rules was not significant (F(1,108) = 1,61, p:>.05).1

Thus it appears that the ease with which the five syntax rules

are learned is not equal and that the possibilities of l=2arning

these various rules is affected both by the reference condition

and by the level of lanquage complexity,

1., In 211 comparisons involving repszated measures, because
of possible violations of homogeneity of covariaznce, the
degrees of {reedom used to determine significance was taken
as [.p(n-1Y instead of [(q—1),p(n-1)(q-1)] in accordance
with Winer (1962), p.306.
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For mMmLS., and MLS3 there were seven rules tested, the

2
five listed above, plus:

§) Only zero or one C-word can appear with a B,-word.,

7) Only one or two C-words can appear with aABz-word.

A three-way analysis of variance comparing the two levels of
complexity, four reference conditions, and seven types of rules
indicated a significant main effect due to the rules (F(1,72) =
46.17, p<.001), a significant interaction between the levels
and rules (F(1,72) = ¢.56, p €.05), and a significant inter-
action between the reference conditions and rules (F(1,72) =
5.36, p<.05). The overall interaction among levels, conditions,
and rules was not significant (F(1,72) = 1.16, p>>.05),.

Table B-4 shows the mean correct scores for all seven
rules under the four reference conditions, From this table it
can be seen that in the syntax correspondence condition the
rules scores were little affected by the type of error or the
level of language complexity; the mean scores in all cells were
roughly the same, (The maximum possible score for any rule was
15.) EHowever in the other three conditions both type of rule
and level of language complexity affected performance. In the
class correspbndence condition scores were relatively stable
for 211l three MLS's for rules 1, 2, and 4, but rules 6 and 7
suffered considerably in MLS,, and rules 3, 5, and 7 similarly
showed lower performance levels in MLSz. In the arbitrary
figures condition rules 3 and 4 showed lower performance levels
in MLS,4, rules 3, 6, and 7 showed lower parformance levels in

”LS5, and performance on 2ll of tbhe rules in L5, was only about




chance level. 1In the words-only condition rules 3 and 4 showed

lower performance levels in MLS4, rules 3 and 7 showed lower

performance levels in mLSZ, and rules 3, 5, 6, and 7 showed

lower performance levels in ML53.

TABLE B-4%*
MEAN CORRECT SCORES FOR THE SEVEN RULES

RULL

CONDITION 1 2 3 4 5 6 7
sc(1) 11.5 11.9 11.3 10.0 10.4

sc(2) 11.5 11.6 11.0 11.0 11.5 11.7 18.6
SC(3) 11.9 11.6 11.3 10.4 10.2 11.7 11.0
cc(1) 11.5 11.9 8.9 9,7 11.5
cc(2) 11.5 11.56 9.6 10.1 10.8 5.8 6.8
CC(3) 10.8 11.6 7.8 9.0 7.3 8.6 4.6
AF(1) 9.4 10.8 6.2 7.4 9.2

AF(2) 9.3 10.8 7.7 8.4 8.8 7.5 6.1
AF(3) 7.3 6.6 6.7 7.1 5.6 £.8 5.2
wo(1) 10.6 11.0 7.9 7.9 2.8
wo(2) 9,2 10.9 6.7 g.8 8.5 8.0 5.9
wo(3) 9.3 11.3 £.0 a,3 6.2 7.3 5.3
* Chance score is 7.5

SC = Syntax Correspondence; CC = Class Correspondence

AF = Arbitrary Figures; 0 = %ords-only
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TEST PROGRESS:

it is to be expected that if learning occurs, the subjects
will show increasingly higher test scores as they progress
from test 1 to test 4. A three-way analysis of variance
comparing the three levels of complexity, four reference
conditions, and four individual tests on rules (1) to (5)
indicated a significant main effect due to the tests (F(1,108) i
= 53,42, p<.001) but no significant interactions between the
tests and levels (F(1,108) = 0.61, p>.0S) or between the

tests and conditions (F(1,108) = 1.33, p >.05), Thes overall

interzaction among teste, levels, and conditions was not :

significant (F(1,708) = 1.41, n>.05). %
Table B-5 shows the mean correct scores for the four r

conditions on all four tests on rules (1) to (5). As can be

seen from this table, generally there was a2 small amount of

improvement as the subjects proceeded from each test to the %

next, although this continuous improvement was most stable

under the syntax correspondence condition; in the other ?hree

conditions there was little or no improvement between tests

3 and 4. However, as mentioned a2bove, this difference among

the conZitions was not significant,
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TABLE B-5%

TEST PROGRESS ON RULES 1 TO S
(MEAN CORRECT SCORES FOR EACH TEST)

‘ TEST

CONDITION 1 5 3 4
SC(1) 11.8 14,1 14,3 14,9
sc(2) 13.1 14,1 14,5 14,9 %
sc(3) 12.9 13.0 14,5 15,0
cc(1) 12.1 13,5 14,0 13.9
cc(2) 11.9 13.6 14,1 14,0
cc(3) 9.9 1.6 12.6 12.6
AF (1) 9,2 10,9 11.6 11,3
AF(2) 11.0 11.2 11.2 11.6
AF(3) 8.1 8.8 8.5 9.9
wo(1) 10.5 11.5 12.7 12.5
wo(2) 9,2 10.1 12,4 12,4
wo(3) 9.4 11,7 11,4 11,7

* Maximum score possible is 19,

SC = Syntax Correspondence; CC = Class Correspondence

AF = Arbitrary Figures; W80 = Yords-0Only

A three-way a2nalysis of variance comparing the two levels

of complexity (MLSZ and mLS3), four reference conditions, and
four individual tests on rules (1) to (7) indicated a significant
main effect due to the tests (F(1,72) = 16,56, p<.001) but no
significant interaction between the tests and levels (F(1,72) =

1.56, p >».05), no significant interaction between tests and
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conditions (F(1,72) = 1,32, p>.05), and no significant overall
interaction among tests, levels, and conditions (F(1,72) =
1.05, p>.05),

Table B-5 shows the mean correct scores of the four

conditions on 211 four tests on rules (1) tao (7).

TABLE B-6*

TEST PROGRESS ON RULES 1 TO 7
(MEAN CORRECT SCORES FOR EACH TEST)

‘ TEST

CONDITION 1 > 3 4
5c(2) 18.2 19.6 20,3 20,8
SC(3) 18.3 18.5 20.3 21.0
cc(2) 15.6 16.8 17.7 17,1
cc(3) 13.6 15,1 14,9 15,8
AF(2) 13.9 14,5 15.1 15.1
ARF(3) 8.1 8.2 8.5 3.9
wo(2) 12.6 13.86 16.2 15.6
wo(3) 12.2 14,1 14,0 13.5
* Maximum score possible is 21,

SC = Syntax Correspondence; CC = Class Correspondence

AF = Arbitrary Figures; WO = Words-Only

Again it can be seen that generally there was a very small
amount of improvement as the subjects proceeded from test to
test., There were some reversals (decrements rather than improve-

ments in performance as the experiment proceeded) in the class
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correspondence, zarbitrary figures, and words-only conditions,
but there were no reversals in the syntax correspondence
condition, However, as mentioned above, there were no signifi-
cant interaction effects between the test proaoress and reference

conditions,

DISCUSSION

The results of this experiment support the hypothesis
that the learning strategies employed when semantic referents
are present differ from the learning strategies employed ‘'when
semantic referents are not present.

Chomsky (1965, p.33) has written: “Thus it has been
found that semantic reference may greatly facilitate performance
in 2 syntax-learning experiment, even though it does not,
apparently, affect the manner in which the acquisition of syntax
proceeds; that is, it plays no role in determining which
hypotheses are selected by the learner."” (author's italics)
From this, Chomsky concludes that the language acquisition
device (LAD) may be put into operation in the child by certain
kinds of situational information, but that its manner of
functioning is not affected., Chomsky supports his argument by
reference to the Miller and Norman (1964) experiment in which
sub jects were required to discover rules for generating admis-
sible strings of letters which formed an artificial languazge,
The subject was required to type on 2 computer what he helieved
to be a2 grammetica) string of letters; if the string was gram-
matical the typewriter performed 2 specified set of indicated

procedures corresponding to the letiters which were used; if the




string was ungrammatical, it tvped the word WRONG. Subjects
learned the language at about the same speed and in the same
way as subjects learned the language without semantic referents.
However semantic reference was incorporated into the Miller

and Morman experiment only after the subject had already formed
a perfectly syntactically correct sentence; only then did the
teaching machine treat the sentence as an instruction to do
something (and only then did the subject have any chance to
discover the referent of each word). So naturally the hypothe-
ses of subjects were unaffected by semantic referents since

the semantic referents were mostly absent while sub jects were
forming their hypotheses.

The present experiment allows subjects to make corre-
spondence between words and referents right from the start (as
in real languzge learning) and the hypotheses are affected by
the refzrents.

+ appears that when semantic referents are present
the learning strategy consists of (a) learning to associate
each word with its referent, ancd (b) learning the specific rules
of the reference field (the ways in which these referents zare
orgaznized). Support for this hypothesis comes from: (1) the
fact that subjects in the syntax correspondenc? condition
learned more about the language syntax than subjects in the
words-only condition, even though their instructions stressed
vocabulary leatrning: (2) the patterns in mhich the rules were
learned in the different conditions (there was a significant

interaction between rules. and conditions); and (3) the pattern

b




in which the different languages were learned in the different
conditions (there was a significant interaction between condi-
tions and lanquage complexity when the two more complex
languages were compared).

In the words-only condition the semantic learning

strategy could not be employed because there were no referents
to associate with each word nor a field to perceptually organize, é
Thus in this condition it is most likely that the learning
strategy employed consisted of (1) learning the positions of
words in a sentence to designate their syntactic class and

(2) learning that a correét sentence consists of one word from
oné ciass, one word from 2 second class, etc. This strategy

is effective only in very elementary language systems; as syntax

complexity increases the sentence position of a word class
becomes increasinoly variable. In the present experiment it
was found that the more difficult the languzge the lower the
overall performance in syntax learning. The pattern of rule
learning also supported the position learning hypothesis, The
only position constancy in 211 three languages was the fact
that the initial word in every sentence consisted of one of four
words (belonging to the A-class). Thus subjects performed at
considerably above chance levels inkall three languzges only
on rule 1 (an A-word must zppear) and rule 2 (only one A-word
can appear), Performance was slightly azbove chance on rule

4 (only one B-word can appear) in all three MLS's and o0n rule
S (D-word position rule) in mLS4 and %LS,., There was 2 marked

decrement in performance on rule 5 in LSz when the D-word became




able to considerably vary its positien. Performance on the
other rules approximately averaged chance level,

When information in the reference field provides no
correlation between the semantic referents and the syntax

relations, as in the arbitrary figures condition, the subject

can employ either the words-only position learning strategy,
or the semantic learning strategy. If he employs the semantic
learning strateqy he will find great difficulty in attempting
to organize the field, Conversations with several of the
subjects after they had been run in the arbitrary figures
condition indicated that the semantic learning strategy was
generally employed., Results showed that subjects in the
arbitrary figures condition performed roughly identically to
subjects in the words-only condition with respect to the
patterns of rTule learning and language learning on fLS5,; and
mLSp,. In MLS4, however, only rule 2 (only one A-word can
appear, or in respect to the visual field, only one colored
rectangle can appear) showed a2 performance level above chance,
It can be assumed that in the most complex language, the task
or organizing the reference field was so difficult that
practically no learning could take place.

If information provided in fhe reference field corresponds
to some, but not all, of the syntax rules, a2s in the class

correspondence cendition, the semantic learning strategy is

likely to be employed, Thus the rules not present in the
constraints of the reference system (rules 6 and 7 in #MLS, =2nd

rules 5, 6, and 7 in MLS3) will not be learned. In the
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experiment subjects in the class correspondence condition
showed perFormance'levels above chance on all rules in MLSq
and on all rules‘in MLS, except rule 6 (84 rule) and rule 7
(82 rule). InfMLSS performance was =zbove chance on all rules
except rule 5 (waord must follow an A-word or C-word) and
rule 7 (B, rule). Performance on rule 6§ (84 rule) was above
chance, contrary to expectation, but performance on rtule 7 was
considerably below chance, suggesting that sub jects were simply
utilizing a strategy of selecting the longer sentence as correct.
If the scoreé on rules 6 and 7 are added together, the total
for the two rules is below chance level,

Only when the information provided in the reference
field corresponds to the language syntax (2s in the syntax

correspondence condition) will the employment of the semantic

learning strategy result in the acquisition of all grammatical
rules., In the syntax correspondence condition performance on
a1l rules was at above chance levels and there was practically
no difference among rules or among languages.

Thus evidence indicates that when semantic referents
are present, a different learning strategy is employed from
that used when semantic referents are not present. Also the
evidence indicates that it is only when the elements in the
reference fField mirror the syntactic constraints of the language

that 211 of the basic gremmaztical relations are acquired.
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EXPERIMENT C

INTRODUCTION

Experiment B showed that semantic referents can greatly
influence syntax learning. Furthermore the results of the
lexperiment give support to the position that without semantic
referents, the syhta# of more complex languages is unlearnable;
in other words, that syntax can only he acquired via semantic

" referents., However, it can be argued that although semantic

referents may greatly facilitate syntax learning, they are not

necessary for syntax learning to occur, After all, in experi-
ment B subjects in the words-only condition did perform at
above-chance levels in all three MLS's, and there is the
possibility that learning would have continued, albeit at a
slower pace than in the semantic reference conditions,

Thus experiment C was designed to test this question by
running a few subjects over a long period of time., Subjects
were exposed to the language under 2 words-only condition and
under a syntax correspondence condition, (Because it zppeared
from the results of experiment B that subjects given semantic
raeferents will employ the semantic learning strategy, only one
semantic reference condition was used in this experiment,)

The LS used in experiment C was very similar in syntax to the
MLSz used in experiment 8, but the vocabulary was expanded to
allow for more possible combinaztions of words to be used,.

Another question zarises from the results of experiment
8. If semantic referents are necessary in order to first learn

the rules of the languzge, a2re they necessary once the lancuage
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rules have been zcguirzd? In other wards, is languzage
syntax forever tied to its semantic referents, or at some

stage can it be separated from meaninagful material to exist

=N

25 a2 szparate entity not only in descriptive linguistics but

[
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e
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also in the mind of the spezker? If the study of the acquis
of miniature linguistic systems is 2 velid approach to the study
of language acquisition, subjscts should at least show the

eneralize the rules learned to new vocabulary.

gerko (1958) found that children were zble to generalize their i
h

knouwtledge of English moro

ological rules to nonsense materials,
in the Berko study, however, the nonsense words were given
meaning by nonsense pictures., 1In our everyday use of lznguags
new words are often added to vocabularies without specific
semantic referents; what m=2aning they have is acquired through
their syntactic context, Also many acpects of syrntax cannot

be represented in perceptual terms. Anisfeld and Tucker (1967)

have reported children's gen

[0}

ralization of Znglish morphological
rules to nonsense meterials when no pictures are involved,
Tharefore if this experiment is a valid replication of lanpuages

learning, subjiects should be zhle

those new words =2re vigualized or imenined by ithe speaker,
- rl Ia
Thus experiment € was also cdesigned to test the nereral-

izztion of class learming to new vocabulary which bad nnt been

a)
[

pzired with cemantic refarents, After acqui

+y

rno the language,

subjects were exposed to the new words onl
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and they were tested to see whether they could use these words
correctly., Also an attempt was made to see whether subjects
must associate semantic referents to the new words before they

can use them correctly or if the new words are defined simply

in terms of an a2bstract class.

METEOD

The MLS uszd in experiment C was very similar in syntax
to MLSy used in experiment B, the only difference being that
class D words preceded, rather than followed, class A and class
C words, (This was done because, as was mentioned in the
discussion on experiment 8, it appears fairly easy for words-
only subjects to learn that one of a given number of words
always appears in the initial position of a sentence. Thus by

having class D words precede class A words, they are no longer

able to employ this strategy.
was acquired by the words-only
The syntactic structure

by the following rewrite rules

S mmmmmeD
Y= S > (D) + A
S >3 . oo}
CP —mme===d> (D) + C

Twenty-nine words were used in the IFLS,

each occurring in classes A,

in class o, All

association value of between 70 and B0 according to Archer (1960),

8,

words were CVC's

It may be that this was all that
sub jects in experiment B8.)
of the languzge can be described

as:

AB + B8P + (CD)

with eicght words
and £, and five words occurring

with 2 moderatealy high



Sub jects were tested under only two reference conditions
in experiment C, the words-only condition and the syntax
correspondence condition, In the words-only condition, subjects
were presented with only the words of the language; in the
syntax correspondence condition figures were employed which
incorporated into their design both visual features defining
class membership and visual reasons for the syntactic contin-
gencies. The words and figures used in experiment C are
illustrated in Figure C-I. As can be seen, the referents used é
in experiment C were very similar to those used in MLS3 of

experiment 3,

MATERIALS:

The stimulus materials consisted of 80 colored Kodachrome II
slides projected on a screen by a Kodak 850 projector which was
set to manual control., The subjects were instructed on how to
change the slides through manual control and were allowed to
change the slides at their own speed forward but were told that
they could not change them backward, Tha pictures occupied the
upper two-thirds of the slides and the words the lower one-
third on the slides used in the syntax correspondence condition;
the words were centered on the slides used in the words-only
condition.

Eighty different sentences were shown, ranging from two
to five words in length. Each word was pressnted ten times in
this group of 80 and 21l sentences were “grammatically correct”.
in each presentation of 80 sentences the slides wsre arranged

so that each word zppeared on two consecutive slides exactly



.mVm;mn7éu;:w“mwwmh“WWWMmWWMW_WWmWJ\pmﬁww“ e e et

FIGURE C-1

AM ILLUSTRATION OF THEZ MLS USED IN IXDBERIMEMT C
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two times, All subjects received the same order of slides,

(A copy of the BO senternces in the order in which they uere
nresented appears in Appendix C-1,)

[

Subjects were given 40 presentations of the 80-slide
t

series. After each presentation a test was given to measure
the subject's progress in learning the language. The 40 tests

mare ident

cal in form but differed in terms of the sentences

e

used; neo sentence used in a test had previously been s=en by

the subjects. The tests were similar to those used in experi-

3
v
o]
or
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and an example of one of the tests =zppears in Appendix

tach test consisted of 21 pzirs of multiple-~choice

guestions from which the subjects were requested to choose :

[¢]

the correct sentence in each pair, Only one error was made in
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test there were thres guestions

) An A-uword must zppezar in 2 sentence.
2) Omly one A-word can appsar in a sentence,

3) A R-word must =appear in a sentence,

94}

4) Only one 8-word can appeart in a2 sent

Q
o}
0
0

S) A D-wor” musi sreceed an A-word or a C-word,
Two C-words cannobt appear with 2 Z,-werd,
Zero C-words cannot anpear with 2 Z,5-word,

At the end of the experiment subjscis were presented

2z
er
2

with 2 contewt wvoczhulary 2st, Dot




illustration of one card is shown below in Figure C-IT,

FIGURE C-II
AM TLLUSTRATION QOF THE CONTEXT VOCABULARY TEST

(Introducing the word °*BUK')

Given that the following sentences are correct:
1) BUK MUL ZOR HOF
2) NES 8UK KAL YOuw

3) BUK DEP MIR FAL

Which one of the following sentences is correct:
1) BIF BUK MUL HOF
2) MES KAL BUK vou
3) MIR BUK DEP FAL

In Figure C-I1 the new word introduced was BUK, used in
the sentence position with the same privileges of occurrence as
2 cless A word z2nd the correct sentence was number 3, A total
of five new words were introduqed and testec in the same manner:

1) BUK - a2 cless A word
2) WAP - a class B, word

3) soc -

[\

class C word
4) DAF - 2z cless 8, word
5) IR - 2 class D word
In addition, the syntax correspondence subjects were

oresented with another five cards to see sha2ther visuzl imnagery
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mas present while the new vocabulary was being acquired and
utilized, An example of one of these five cards is shown in

Figure C-11IT1.

FIGURE C-ITII
AN TLLUSTRATION OF THE YISUAL IMAGERY QUESTIONS

Refer to question 1

Draw a BUK

Did you have this picture in mind while doing question 1,
or did you just make it up now?

Fach of these five cards referred to one of the new words

introduced in the first five cards,

SUBJECTS:

Six subjects were used in the experiment, all being native
speakers of E£nglish and living in the greater Yancouver area of
B8British Columbia, The subjects were matched for age, sex, and
scholastic standing: Two subjects wmere boys, aged 12 in grade

7 a2t F.4%. Howay Elementary School in fdew iWestminster, B8.C.; two
subjects were girls, aged 15 in grade nine 2%t the Hew Westminster
Junior High School in New Westminster, £.C.; z2nd twe subjscts

were girls, a2ged 18 a2ttending an introductory psychology course




at Simon fraser University in Burnaby, B.C. One subject in
each set wa2s run under the words-only condition and the other
was run under the syntax correspondence condition, Each

subject weas paid %40 for participating in the experiment.

0

ROCEDURE ¢

ach subject was tested individually, As soon as he was

m

comfortably seated he was told:

"This is a language-learning experiment, I

am going to show you some‘slides on the screen
in front of you and I want you to learn the

language which is shown on them, You'll get

to ses these slides many times and each time

you finish a set of slides I will give you a

test to see how much you have learned. VYou

can contrecl the time you look at each slide

with this button."”
Then the projsctor was started and the subiect was shown houw
to change the slides; he was allowed to take as long as he
wished to loock at any given slide but he was not allowed to
return to 2 previods picture.‘

fter each set of 80 slides, the subjsct was given 2

test, z2nd each subject was given two 80-slide presentations
and two tests =zach day for 20 consecutive dzys,

Bhen the subject hzd completed test 40, he was given

a
B0-slicde sesries). The subject was asked to cowpleite sach card

bafore going on to the next card,




RESULTS
The six subjects in this experiment are identified in

the following discussion as follows:

1) S4 - 12-year-old boy in the syntax correspondence condition,
2) S, - 15-year-old girl in the syntax correspondence condition,
3) Sz - 18-year-old girl in the syntai correspondence condition,
4) Wq - 12-year-old boy in the words-only condition.

5) #, - 15-year-old girl in the words-only condition.

6) Ug ~ 18-~year~old girl in the words-only condition,

ACOUISITION OF THE MLS:
In Table C-1 below are shown the total scores received by these

six subjects on the 40 tests (in groups of 5 tests)..

TABLE C-1

SCORES RECEIVED ON THE 40 SYNTAX TESTS*

Se TESTS

2% 1.5 6-10 11-15 16-20 21-25 26-30 31-35 36-40 TOTAL
Sq4 5S4 79 93 102 103 103 104 103 741

s, 53 78 93 98 99 100 8s = 91 697

Sy 62 96 8s 97 162 98 98 103 742

¥, S5 50 a3z 52 59 48 53 52 412

W, 54 56 56 40 53 47 63 55 424

Wy, 58 60 57 63 59 63 56 65 491

*¥aximum score possible is 10% (each test totzled 21)
T+t is obvious that there were considerabls differences in

performance betwaen thoss subiects in the semantic reference



condition and those in the words-only condition,  Although in
the initial five tests all subjects performed at a chance

level, in all aother tests the subjects in the semantic reference
condition showed considerably better performance than those
subjects in the words-only condition.

The highest score obtainable for any 5 tests was 105;
chance level would thus be 52.5, In the semantic reference
condition both subject S4 and S5 appeared to be making only
a2 few random errors after the 15th test; subject S, seemed to
have slightly more difficulty, although her performance uas
well above chance level., In the words-only condition subjects
Wy and W, showed no performance above chance level; subject Uz
had an average of Jjust slightly above chance level,

In Table C-2 are shown the scores received by the six
subjects on the last tests in terms of the seven rules which
were to be learned, Only the scores of the last five tests were
taken so as to more clearly delineate which rules had been
acquired by the end of the experiment.

The highest score obtainable on any rule for the five
tests was 153 chance level maﬁld be 7.5. As can he s=en, in
the semantic reference condition subjects 5S4 a2nd Sa showed
practically no differences in performance among the 7 rules;
subject 5, appeared to have some difficulty in learning rule
3 (2 B-word must appear in 2 sentence) and rule 7 (8, rule).
In the words-only condition subjescts averaged out to roughly
the same performance level on all rules except rule 7 which

showed 2 very low level for 211 three subjiects. (It may have
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been that these subjects were following a strategy of choosing

the longer sentence as correct. 1If so, performance on rule 7
would be poorer than average and performance on rule 6 would

be better.)

TABLE C-2

RULES SCORES ON THE LAST 5 TESTS*

Ss RULES

2 1 2 3 4 5 6 7 TOTAL
Sq 15 14 15 14 15 15 15 103

S, 13 15 g 14 15 14 11 91

S 15 14 15 14 15 15 15 103

w, 6 8 10 8 7 6 e 52

o 7 9 4 7 12 11 5 55

W 13 8 7 11 10 12 4 A5

#laximum score possible is 15

Another way of looking a2t the rules scores is to see
what rules, if any, may have been acquired first, In Table
C-3 are shown the scores received by the six subjects on the

seven rules on tests 6 to 10 (the period when language

W

acquisition appeared to be taking place in the szmantic
reference condition).

From the rezult

1h

, it does not =zppear that the subjocis
in the syntax correspondence condition acquired one rule and

then progressed to znother; all rules anpeared to be acquired

i T e S T G
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more or less with equal speed, It is interesting to note that
sub ject 52 was doing poorly on rules 3 and 7 at this stage as
well, The only difference between Tables C-2 and C-3 for the
syntax correspondence subjects appears to be a general overall
improvement on a2ll scores. 1In the words-only condition, the

total for all three subjects was only chance level,

TABLE C-3*
RULEZS SCORES OM TESTS 6-10

. RULES
2 1 2 3 4 5 5 7 TOTAL
S4 10 14 10 10 14 9 12 79
s, 10 12 9 13 14 13 7 78
5, 15 13 14 13 14 13 14 96
" 5 7 5 10 8 7 8 50
W, 10 5 10 5 8 11 5 56
W 8 5 14 8 5 10 10 58

*Maximum score possible is 15

<

ACQUISITION OF THE COMTEXT VDCASULARY:

=
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In Teble C-4 are shown the resulie o six subjects on the
context vocabulary test, As can be seen, two of the subjects
in the syntax correspondence condition received perfect scores
5n the new vocabulzry test; subject 52, however, wz2s wunable to

learn the new 81-word or Ev-mord from verbal contex zleone, Thuse

it appeare that her poor performance on rule 3 (2 B-word must
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appear in a sentence) and rule 7 (B, rule) was due to the fact
that she had nsver accurately acquired privileges of occurrence
of B-words, 1In the words-only condition, all three sub jects

performed at chance levzl on this test,

TABLE C-~4
ACQUISITION OF THE WNEW CONTEXT VOCABULARY

5 WORD CLASS ;
- A 81 8 2 C D i
S1 Yes Yes Yes Yes Yes
52 Yes No No Yes Yes
53 Yes Yes Yes Yes Yes
w1 Yes No No Mo No
wz Mo No Yes Mo Yes
w3 No Yes Mo No Mo

The results of the picture drawing questions given to
the syntax correspondence subjects are shown in Table C-5, A
picture was judged correct if it followed the rules set down
for the class (=.q9., =2 8, word had to be illustrated as 2z
relation between two things)., As can be seen, subject S1 was
aiways able to’draw a2 correct picture but stated that sometimes
he had the picture in mind while doing the question and some-
times he just made it up when asked to do so. Sub ject S, did

not draw correct picturess for three of the wnrds (and two of

these she got incorrect in the contex vocabulary test) but



stated that she =2lways had 2 picture in mind while doing the

test, Subject 53, on the octher hand, stated that she never

had the picture in mind while doing the question, and for one

word she was unable to draw a picture even when asked to do

so; however, she got all the gquestions correct,

TABLE C-5

RESULTS OF THE VISUAL IMAGERY QUESTIONS

PICTURE IN MIND

= WORD CLASS PICTURE CORRECT DURING QUESTION
S1 A Yes Yes
E1 Yes Mo
25 Yes No
C Yes No
D Yes Yes
S, A No (drew enly an object) Yes
8, Mo (drew only an object) Yes
g, No (drew only an object) Yes
c Yes Yes
O Yes Yes
S= A Yes No (just a2 color)
5? Yes t]e]
2, 40 (did not draw anything) #Ho {(just remembered
Sthe conditione
C Yes Ko {necessary to
gfind the correct
D Yes o {onz of the three
(answers)




DISCUSSICN

WORDS-0ONLY CONDITION:

After 40 presentations of the MLS, i.e., 3200 sentence presen-
tations, two of the subjects in the words-only condition were
still performing only at chance levels and the other subject
showed only slightly above-chance performance, This latter
subject was the college stédent and it may have been that she

had acquired some knowledge: about language structure which she i

ins e e i A b e

employed in the task, B8y the conclusion of the experiment, no
subject showed any evidence that he had acquired any one of
the language rules to a2 high criterion. This was true even
though rule 5 (D-word position rule) was strictly a syntactic
rule, defined only in terms of its position in a sentence in %
relation to the other words in that sentence, Yet it was not
acquired by the words-only subjects., The subjects did not
show. evidence of boredom; indeed subject Wz was very interested
in how she had done and in learning what the rwles of the
language were., Thus it does appear that semantic referents zre
necessary for the initial acquisition of syntactic rules in

relatively complex languages,

SYNTAX CCRRESPONDENCE CONDITION:

In the syntax correspondence cendition 211 three subjects
providad evidence that they had acquired cansiderable knowledae
of the lanquage syntax and two of these (the 1Z2-yezr-old boy
and 18-year-old girl) appeered to hzve learned 211 of the rules

(they made only random errors on the syntax tests and were able



to utilize the context vocabulary without difFiculty). The
question remains why the one subject (the 15-year-old girl)
appeared unable to learn all of the rules aof the language.

An analysis of her comments on the context vocabulary test
showed that she was thinking of this new language in terms of
nouns, verbs, objects, and meodifiers; she actually wrote comments
such as "description, color, verb, object"” and "color, noun,
adverb, noun" along thz side of the sentences, In spite of

the fact that she stated that she visualized the new words

while she was doing the questions, what she appeared to be doing
was translating the MLS in terms of £nglish grammar and then
visualizing according to the rules of English grammar. She was
in grade nine in schcol, a grade in which considerable emphacsis
is placed on traditional grammatical analysis and this possibly
interfered with her ability to employ a more n2aive learning
strateqgy.

It is interesting to note that subject 54 (12-year-old
boy) verbalized quite regularly during his acquisition period
and that his verbalizations were consistent with the semantic
learning strategy herein proposed., Subject S, first focused 21l
of his =z2ttention on acquiring the vocabulary; his cﬁoice of
words to focus on did not follow any set pattern (such as
choosing 21l the words of cne class first) but were selected
arbitrarily., B8y the third presentation he could recognize 211
the words but it took aznother five presentations before he had
'all the words memorized (memorization proved the most difficult

task for him), Then he corcentrazted on learning the regularities




underlying the language. By the 20th presentation he was
able to verbally state these regularities, although he stated

them in perceptual terms, not in linguistic terms.

COMTEXT VOCABULARY:

The syntax correspondence subjects were able to acquires new
words from sentence context and use these words correctly,
‘Thus after syntax rules are acquired it does not appear to be
necessary to use semantic referents to continue language
development. Furthermore it appears that these new words are
defined just as much in terms of their syntactic correlates

as in terms of possible imaginary semantic characteristics,
This was especially true of the older subject who defined them

only in terms of their privileges of occurrence,




GENERAL DISCUSSION

IMPLICATIONS Df THE STUDY:
The results of all three experiments strongly support the
hypothesis that there must be at least a partially semantic
basis for the initial acquisition of syniax. Semantic referents
appear to be necessary in order to acquire the basic grammatical
classes and the ways in which these classes are related to each
other, Once the syntactic functions have been acquired,
however, semantic referents do not appear to be necessary in
order for language development to continue; the semantic and
syntactic aspects of a new lexical item can be acquired solely
from that item's sentential context,

Chomsky has at various times mentioned the possibility
of semantic correlates having an effect on language acquisition,
but he has dismissed this as very unlikely or as unimportant
to the overall process of language acquisition., For instance,
he writes:

"Similarly, it would not be at all surprising to

find that normal language learning regquires use

of language in real-life situations in some way,

But this, if true, would not be sufficient to show

that information regarding situational context (in

particular, a2 pairing of signals with structural

descriptions that is at least in part prior to

assumptions about syntactic structure) plays any

rolé in determining how language is acquired, once

the mechanism is put te work and the task of language

T s BT



learning is undertaken by the child.” (Chomsky, 5

1965, p.33)

Chomsky does ad%it that extra-linguistic factors do
influence how speech is produced and understood, but he arques
that these factors are irrelevant to our understanding the
the underlying grammatical competence of the languége user,
According to Chomsky's view, the grammar constructed in
accordance with linguistic principles is essentially equivalent i
to the mental grammar of an idealized speaker; the performance
model-~-the grammar actually used in language situations--
includes non-lingquistic variables in addition to the mental
linguistic model, However, according to Chomsky (1965, p.9):

", ..a reasonable model of language use will incorporate, 2s

a basic component, the generative grammar that expresses the
speaker-hearer's knowledge of the language..." Although the
performance mechanism need not be identical to the linguistic
model, any performance model must incorporate the linguistic
model into its system; the performance mechanism can utilize
the linguistic rules in whatever manner is most psychologically
efficient. Thus language acquisition should be studied by
isolating this independent underlying linguistic system which
is central to lanquage use. The emphasis in the literature has
been placed on developing an explanation of language acquisition
sélely in terms of linguistic variables,

‘ Chomsky (1965, 1967) has stated that the deep structure
contains the basic grammatical relations of the language and

assigns an ideal order to its underlying phrases, If a view
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of thz dszep siructurs as 2 wholly separate linguistic ent
is maintained, z2n explanation of its origin must be fcund in
prior knowledge of these basic aspects of language
structure., fciNeill (1966, 1970) has argued that because the
basic grazmmztical relations are not preszsnt in any simple
consistent way in the surface structure of spsech, children -
ares r=zver =z=xpos=2d to them; thus they must form part of an
innzte linmguistic mechanism, Chomsky (1965) has stated that
meny =zspects of the deep structure cannot be learned becaqse
they =are noi zmenrables to conditioning and reinforcement; the
facts of universal lingquistic structures and uniform language
develeoprenti in children necessitate the conclusion that there
is zn innzte human language facility,.

It is guite possible that the human being possesses
some mechznism which predisposes him to the rapid acquisition

of certzin rule systems which are contazined in natural lennuaces,
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2stion arises as to whether this is a specific
lincuistiic system geared sclely to the acquisition of the
highly spe=cific rule system found in languagszs or whether it

is 2 more nmenerzl cognitive =2bility which can best be described
2 b4

hz przsent eroup of experiments have shown that the

zognitive argenization and not necessarily on prior linguistic
knoxledge., (It may be thai lenguage a2cquisition deperds on both

< reese e AT e



both. However those subjects who were forced to depend i
soleix on their linquistic knowledge were unable to learn the
lanquage.) Language universals may simply be reflections of
cognitive universals, if, as has been stated in linguistic
theory, most lanquage universals are to be found in the deep
structure, and if, as has been sugagested by these experiments,
those aspects of the deep structure such as ordér and the basic
grammatical relations are determined by semantic considerations,.
I1f so, the acgquisition of language may best be interpreted in
terms of the interaction between linguistic rules and cognitive
functioning.

The conclusions tentatively put forward by this experi-
menter are in aqgreement with recent arguments regarding the
semantic basis for syntactical processing of language,
Schlesinger (1968) has stated on the basis of his research
regarding the influence of sentence structure on readability
that the assumption that syntactic decoding proceeds in isolation
from semantic factors is an untenable proposition, Clark and
Clark (1968) and Clark and Card (1969) have proposed that
sentences are remembered on the basis of their semantic features
rather than their syntactic features. Fillmore (1968) has
suggested a theory of grammar which incorporates semantic
considerations, He writes:

“If it is possible to discover 2 semantically

justified universal syntactic theory...if it is

possible by rules (beginning, perbaps, with those

which assign sequential order to the underlying




order-free represesntations) to make these 'semantic
deep structures' into the surface forms of sentences,
then it is 1likely that the syntactic deep structure
of the type that has been made familiar from the
work of Chomsky and his students is going to go the
way of the phoneme, It is an artificial intermediate
level between the empirically discoverzble 'semantic
deep structure’' and the observationzlly accessible
surface structure, a level the properties ef which
have more to do with the methodological commitments

of grammarians than with the nature of human languages."

(Fillmore, 1968, p,88)

JUSTIFICATIOM FOR USIMC A MINIATURE LINGUISTIC SYSTER:
The study of miniature linguistic systems wuses the psychological
experimental paradigm to investigate the problems of linguistic
theory. It provides z better experimental analcgue than the
typical concest formation experiment, because complex sentences
are matched to complex imagegs, i.e.,, the rules are learned in
a2 many-to-many match rather than 2 one-nzme to onz-configuration-
of-attributes match, However, because there are many differences
between the acguisition of 2 #LS by adulit subjects and the
acquisition of a2 native lanquage by children, there is often =2
question of interpreting the results of ®¥LS studies in terms
of the more fundamentzl aspects of languzge acquisition., Some
ller, 1957) have z2rgusd that the justi-
fication for studying the acquisition of 2 LS can simply be

found in the krnowledne thzt c2n bs gzinad therein about human




information processing, which is in itself inherently interesting.
However this paper makes the much stronger claim that at least
some of the processes being investigated are releuéﬁt to the
questioﬁ of how first language learning takes place,

Generally the validity of wusing 2 MLS to study natural
lancuage learning is challenged on two grounds (e.gc., Bever,
Fodor and #eksel, 1965), (1) It is sugoested that the rule
systems in natural languages have specific formal properties
which correspond to the specific lancuage learning mechanisms
possessed by humans and which are altered or lost by the arbitrary
selection and simplification of rules in the MLS., (2) It is
sugaested that voung children possess these specific language
learning mechanisms for only a limited time and lose them at
or before adolescence.

Wwith regard to the first criticism, therz is no reason to
suppose that the subject's special language mechanism will not
work in a2 laboratory setting and there is no evidence to support
the contention that only natural languages can contain those
aspects of langquage which are necessary to set this specific
nsychological machinery in motion., Smith and 8raine (in press
argue: "The criticism that work on miniature languages is
irrelevant to questions of language acquisition becazusze the
rule systems are too simple is zctually 2 criticism of 2n
analytical zpproach to the study of linguistic rwules, Swuch
sweeping criticism would, it seems to us, rule out any scientific
work on the psychological orncesses involved in lznguage

zrquisition,™ As of yet it is wuncertain as tao whether z2ny

srme




*language universals' have been found, In fact it is possible
that the existence of language universals (if indeed they do
exicst) can more easily be discovered by the systematic
exclusion of specific variables from a fiLS, (For example,

the preseni experiment has shown that the presence of meaning
is necessary for the apprehension of certain 1inguis;ic rules;
thus it is probable that meaning is a language universal.
Homever, the fioeser (1969) experiment showed that a fixed word
order was not necessary for language acguisition to téke nlace.)
miniature language acquisition does not seek to simulate
exactly natural language acguisition but to investigate those
variables which may have bearing on the acquisition of natural
languages.

with regard to the second criticism of the use of MLE's

[0]

to investiage first language learning, Smith and Braine (in
nress) have preovided evidence to show that Israeli statistics
on the learning of Hebrew show no support for the hypothesis
that childrer have a special facility for scguiring grammar;
Israelis between the ages of 15-29 show similar learning
curves to pre-adolescents. Asher and price (1967) reported
that college students exposed to a small sample of Russian
chowed 2 sinnificantly better comprehension of the language
than did groups of children (zged 2, 10, a2nd 1¢) exposed to

the same sampls, Smith and 2reine (in press) have suggested

have 2 special language facility is znecdotal 2nd is dus to

cuch exirenecus variables 2s 2 special 2hility to zenuire
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in language learning, 2 smaller and less abstract lexicon
to learn, stc., There is as yet no conclusive evidence to
support the hypothesis that children and adults acguire
language in fundamentally different ways,

A difficulty can a2rise, however, in the nossibility that
adults may bring to the language-learning task special learning
stratggies which have been acquired through experience with
language and which are unavailable to the child, It is probably
best to assume that both children and adults possess 2 basic
language z2cquisition process but that adults have as well 3
variety of acquired, special skills which they can apply to
the experimental situation, (The results of zxperiment C in
the present paper support this position, The 18-yeazr-ocld girl
in the words-only condition performed slightly better in the
experiment than did her two younger coherts and it is possible
that she had acquired a2 special strategy for analyzing linguistic
rules. However in the semantic reference condition the 12~-year-
old boy performed a2s well as the college student, suggesting
that a2ny special language learning skills possessed by the

older subject were not appliczble to thi pecific lsarning

0]
0]
Q

situatian,)

The oresent writer feels thzt the use of a ®LS to study
lanquage acquisition can yield 2 positive contribution both to
the study of the process of lznguage learning and to the

dicscovery of new approaches which might form the beasis for 2

0]

new analysis of some of the preblems of grammatical theory.
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press) whe have written:
"If information about human rule apprehension
processes is relevant to understanding the acquisiton
nf natural language,...then it should also bes of value
in formulating the rules of nztural language and in
specifying 2 theory of language universals, From a
psychological point of view, a2 theory of the form of
a human language can be regarded a2s 2 theory of what
(within the linguistic domain) is learnable and
uszble by a human subject, As such, it should bhe
ameznable to direct experimental investigation through

miniature language research.”

SUePCRT FOR THE PRESENT INTERPRETATICH:

Smith and Braine (in nress) have also suggested that to
be appliczble to the study of first language learning, the
performancs of sutbjects on the MLS must be compareble to the
performance of young children learning their first language,
0n the basis of =2 longitudineal study of the acquisition cf
language by three children, 3loom (1968) bas concluded that an

adepguate account of languacge development must epecify =zt lezst
g auzg P b4
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terrelated components, (1) linguistic experience, (2)

non-linguistic experience, and (2) cognitiue-gerce;tual
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meanines come first--then the child learns howm these meanings
are realized in linguistic form., Schlesinger accgords an
important role to the semantic influence on learning ths
relations between words (such as agent-action, action-object,
modifier-head noun, etc.). This approach is very similar to
the approach taken by the nresent writer on the basis of the

results of the present experiments.

COMTRIBUTIONS OF THE PRESEINT STUDY

o

1n the recent litsrature on language acquisition a number of
suggestions have been made regarding the possible effects of
semantics on the learning of syntax. The present study has

e

0

contributed to our understanding of how lzngua are acquired

In]

@

by providing experimental evidence to support the contention
that some of the basic aspects of lznguage syntax are learnad
more easily (and perhaps only) through semantic mediation.

The present study has 2lso shown that 2 new variation in the
experimental design of =artificiel languages 2s introduced by
foeser (1969) is a valid and potentially important =zddition to

the methodology of language investigation,

The findings reported in the present study czn zlspo have

practical effects in terms of assisting in developing the kest
methnd of teaching both first a2nd sscond languages, to both
children and adults, The pres=nt study is especially relevant
as 2 research tool in studying ths most effective meitods of
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APPENDIX A-I
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A COPY OF THE SEMTENCES PRESENTED TO SUBJECTS IN
EXPERIMENT A
(In ABCD order)
1. 8IF CAS TEK DEP 21. LAR HOF KUV SIV
2. BIF YOW NUV DUS 22. LAR PAG VOT DEP
3. RES YOW RUD SIV 23. BIF PAG RUD SIV
4. LAR CAS RUD DUS 24, RES CAS RUD DUS
5. LAR PAG TEK DEIP 25. PAX YOW vOT DUS
6. PAX EOF VOT DEP 26. BIF YOW TEK TID
7. BIF HOF NUV SIV 27. RES HOF TEK DEP
8., RES YOW MUV TID 28, RES PAG NUV TID
9. PAX CAS TEK TID 29, LAR HOF VOT TID
10. PAX PAG RUD DEP .30, RES PAG VOT DEP
11. BIF PAG vVOT TID %1, BIF YOu RUD SIvV
12. PAX CAS VOT DUS 32. PAX HOF MUV DUS
13, RES RAC TEZK DUS 33, LAR YO RUD TID
14, RZS CAS VGT TID 34, LAR CAS vOT DEP
15. LAR CAS .TEK DUS 35, RTF CAS RUD TID
16. PAX PAG TEK SIV 36, LAR YOW TEK OUS
17. RES HOF WUV SIV 37, RES HOF RUD STV
18, SIF HOF VOT DUS 38. PAX YOW WUV TID
19, 8IF BAG TEK DEF 39, PAX HOF RUD SIV
20. DAX CAS NUV DEP 40. LAR YO NUY STV

PRSOR




41.
42,
43,
44,
45,
46,
47,
48,
49,
50.
51.
52,
53,
54,
55,
56.
57,
S8,
59,

60,

BIF
LAR
RES
PAX
BIF
81IF
PAX

LAR

RES
LAR
BRX
RES
PAaX
LAR
BIF
BAX
LAR
8IF
LAR

CAS
HOF
HOF
CAS
HOF
PAC
PAG
CAS
PAG

Y Gyl

YOul

CAS
PAG
HOF
Y ou
Y O
CAS
BAG
Y ou

HOF

MUV

VOT

RUD |

RUD
TEK
MUY
TEK
TEK
RUV
VOoT
RUD
NUY
voT
vaT
RUD

UV

APPENDIX A-1

(Continued)

61,
62.
63,
64,
65,
56.
67.
68,
69.
70,
71.

72.

78,
79,

80.

PAX
PAX
LAR
LAR
RES
BIF
RES
PAX
BIF
BIF
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RES
DAX

PAX

YOu
HOF
Y Ow
CAS
CAS
HOF
HOF
YOu!
CAS

PAG

voT
RUD
NUV
TEK
vaT
vVaoT
NUV
MUY
RUD
TEK
vVoT
RUD
RUD
VoT
RUD
TEK
TEK
RUD
Nuv

TEK

DUs

SIvV

SIv
DEP
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AN TXAMPLE OF OME OF THE TESTS PREZSENTED TO SUBJEXTS

APPENDIX A-II

EXPERIMENT A

(In ABCD order)

]

el

(Sentences

to mark of a pap

were read on a tape recorder,
er whether the sentence they

or incorrect.)

BAX
RES
PAX
LAR
BIF

8IF

M
)

-~
n
sl

LAR
RES
BPAX

BAX

Y oW
BIF
PAG
Yo
CAS
Y oul

HOF

RUD
HOF
voT
NUv
MUV
PAG
vaT

RUD

voT T
RUD !

RUD

vaT

DEP
VOT
MUV
DEp
bus
S1v
TIO

ous

20,
21.
22,
23,

24,

Sub jects were asked
heard was correct

CAS
YOou
Y Oul
CAS

RUD

BPARC

PAG

PAX
CAS
MUV
HOF

RUS

Dus
UV
vOoT
TEK
voT
HOF
RUD
CAS
VaT

Dus

STV
DEP
STV
STV

(W)

£e

e}
[y
()

DEp
DEDd
peEs

STV




AMALYSIS

SOURCE

_ 106 -

ADPEMNDIX A-ITI

ns

TRROR TERM

CE COMPARING THE CGROUPS In EXOPERIMENT A

A CGroups
B Levels
A X B
s(A)
seg(A)

113,29
68,75

.76

5.99

S(A)
58(A)

s3(a)

5,015
11.475

0,127

i A AR R



ADBENDIX B-T
A CQPY OF T¥Z SIMTENCES PRESCHTED TO SUBJECTES IN
IXPERIMENT B
(In MLS,)
1. GAY SIv ZIF LIV HAK 21, GAV SIYy ZOR HAK
2. GAY BA¥X C9OZ 22, CAV myL
X, DEP STV DAX 23, DEP MuL RUD
4. FET STv @uL LIM 20D 24, FET PAX CC0Z RUD
5. KUS 21F MaK LI 25, KUS‘YOE FAX NAK
£. KUS WuL C2Z 26, DEP UL NAK COZ
7. DEC DEX HAK COZ 27, DET STy ZQOR LIM RUD
8, DIP Z0= 28, KUs ZQCR
9, GAY ¥Ow ZQR WD LIM 29, FET mUL
10, DID YOw TUL 20, FET STV ZQR LIM
11, KUS STV ¥yuL RUD 31, DEP YQW BAX LIM
12, FET vow ZIF RUD COZ 32, GAV BIF
13, FET LAY 33, DIP BIF HAK
14, CRY FIF C2Z 34, FET vOuW ZOR NAK
15, Ku3 3Ty 2IF 35, KUS PARX
16, KUS Z0OR :AK 35, GAY STy Mul CCZ LI
17, FST 2IF MAXK 37. GAY ZQOR
18, GAYW VW CAX RiD IE, KUS YO ZOR RUD LIX
19, FEZT vow #ut £0Z 319, DIN MUl RUD
20, ¥wus Siy TaY £0Z LI 40, FIT ¥ouw vy C0Z
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APDENDIX B-1

A COPY COF THE SERTENCES MTED TO SUBJECTS IN EXDERIMIMT B

(Continued)
41, DEP YOW BIF RUD £1, DED BAX NAK CO0OZ
42, FET 21IF 62, CAV Y(QlW PAX RUD
43, ¥US SIY DAX COZ LIM 63, DEP YOW MUL
44, GAY BIF CQZ 64, FET myuL
45, KUs Z2 65, FET BAX
45, KUS YQOU 08X MAK '66. CAY YOw ZOR RUD LIm
47, DEP SIV PAX 67, KUS 2IF MAK LI®
48, GAY STV BIF LIM NAK 68, GAY PAX COZ
42, FET 8IF NAK 69, DEP vYOW BIF RUD
30, FZT S1v ZOR LIM 70, DTP miusL pMAK COZ
51, DER vOuW DAY LIM 71, GAYV ZOR
52, DLO ZQR 72, FZT STy oL LI RUD
S3. KUS YO ZOR RUD LIM 73, KUS ZOR NAK
54, FET DAY CCZ RiD 74, FET YOuW SIF RUD C0Z
2%, CAV Siv &L CGZ LIm 79, GAY UL
58, CAV BIF 76, KUS SIiv 2IF
57, DIP ZTF NAK 77, FET Siv Z0OR wnA¥
SA. XKUS PAX 78, KUs myL oz
Sg., KuUS Siv mut RuD 78, FET RBIF

50, GAV STV 702 MNAY RO, DED SIV ZD

3
pe}
-
S
e}
[
]
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ABPENDIX B-1I

A COPY OF THE SEMTEMCES PRESENTED TO SUBJECTS INMN EXPERIMENT B

(In mLS,)

1. GAV STV BIF LIM NAK 21, DEP MUL RUD

2, GAV YOw DAX 22, CAY YOW ZOR RUD LIM
3. KUS SIV PAX COZ 23, KUS SIV 8IF LIW

4, FET SIY ZOR LIM RUD 24, DEP YOuW RIF RUD

5, DIP YQW PAX LIM 25, FET PAX COZ

£, DEP BIF NAK COZ 26, DIZ5 ZDOR COZ

7. GAY BIF RUD 27. GAV ZOR LIM

8. KUS YOm ZOR RUD LIM 28, GAY MUL

9. FET YOW mUL COZ 29, TEP UL MAK
10. FET SIF MNAK 30, KUS BIF MAK LIM
11. GAV SIV ZOR MAK 31, KUS STV UL
12. KUS ZOR RUD 32, DEP SIV BAYX
13, KUS myL Coz 32, CAV YQOw DAX
14, GAY PAX £CGZ 34, FET YO muL €OZ
15. FET YOwW ZOR 14K IS, GAV 2IF £oZ

16. DEL YOy mUL 36, FIT RIF RUD

17. FET muL 37, FIT SAX
12, FET vou 21F RUD C0Z 38, DIB SIV ZOR LIM RUD
19, KUS YW BAYX NAK 39, DES DAX AX

-
w
m
0
)
-t
<
0
>
wl
>
o
X
o
)
I~
0
ey
1
\




ADRENDIY B8-1

wmn
[y
99]
|
"
(9]
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A CORY OF THE SENTEMECES PRESINTED TO I EXPERIMENT 2

aofL g
I’v >£L—12

(Continued)

41, FZIT SIV myL LIm £61. KUS BIF MAK LIM

42, GAY SIV ZOR HAK 62, DzZ8 YOW ZIF RUD

43, ¥US BAX 63, GAV ZOR LIN

44, GAY BIF COZ 64, FET SIV MUL LIM

45, GAV SIV mMuL COZ 65, CAVY UL

45, FET SIV ZOR LIM RUD a6, GAVY STV BIF LIM NAK
47, DEP YOUW BAX LI 87, FET BAX

48, KUS BAX 58, GAYy ZIF RUD

49, KUS YCu ZOR RUD LIM £9, KUS rUL COG7Z

50, DEB ZOR COZ 70, FZT 8IF {HAK

51, GAY SIvy Myt CoZ 71. CAY YO ZOR RUD LIR
52, DEP UL RUD 72. DEB PAJ HNAK

83, FET BIF RUD 73, KU SIV FUL

5S4, FET PAX CODZ 74, FIT YOQW EIF RUD COZ
85. KUS YOu OAX HNAK 75, GEZ0 UL NAK

54, DIP YOW UL, 76, KUS 78R RUD

57. OEB BIF MAK COZ 77, FET muL

58, XUS ZOR HMAK 78, KUS SIV BIF LIN

52, DES SIy Z0R LIn RLUD 78, FIT YO ZOR HAK
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APPERDIX B-I

A COPY OF THE SENTENCES PRESENTED TO SUBJECTS IN EXPERIMENT B
(In MLSz)
1. GAY SIV BIF LIM HAK 21, KUSSIV muL
2. CAV PAY COZ 22, GAV MUL
3., DEP SIY PAX 23, KUS PAX MAK YOU
4, FET SIV MUL LIN 24, FET BIF AKX
S. KUS BIF NAK LIM 25, FET ZOR LIM RUD STV
6. KUS SIV PAX £0Z 26, KUS STV MuL
7. DEP ZOR £OZ 27. DIP MUL RUD
8. CAV MAK ZOR RUD LIM 28, KUS ZOR RUD
9. FET BIF RUD 29, GAV ZOR LIN
10, FET muL 20, DEP MUL
11. DEP MUL NAK YOU 31, DEP BIF RUD YOU
12. FET B8IF RUD YOM COZ 32, GAV BIF COZ
13, KUS 8IF LIM SIV 33, DEP SIV ZOR LIM RUD
14, DEB BAX LIM YO 34, FET Y0¥ mUL COZ
15, DEP BIF MAK COZ 35, KUS PAX
1€. CAV ZDR HAK SIV 36. GAV BIF RUD
17. CAV PAX 77, FIT YO ZOR MAK
18, FET PAX £OZ 38. GAV mMUL
19, CAV STV muL COZ vOu 319, KUS ZOR NAK
20. KUS ZOR RUD vOw LIM 40, FET PAX



A COPY OF THE SENTENCES PRESENTED

41 .
42,
43,
4t
45,
46,
47,

48,

52,

CAVY

FET

DEP

CAY

coz
HAK
NAK
muL
RUD

» CoZ

coZ

coz

YOou

coz

LI

SIV

RUD

coz

APPENDIX B-I

1N MLS3

(Continued)

LIfm

Y ou

51,

62,

67,
68,
€9,
70,
71.

72,

TO SUBJECTS

KUsS

- Q
™o ™M
- 0

=
[
wn

muL
Z0R
PAX
STV
EAX

ATF

coz
RUD
LIf
81F
RUD
NAK

ZOR

RUD

RUD

HAK
£oZ
RUD
NAK
Lim
tIAK

Z0R

fAY

.l 112 -

Yow COZ

you
LIM

Y Qau

MAK

you
RUD
you

LIm

LT

NAK

51V

X

2



vw:m1iéwi, e i

APPENDIX B-IT

AN EXAMDLEZ OF ONHE OF THE TESTS PRESENTED TO SUBJECTS TESTED
UsDER TﬁLS1 I EXPERIMENT 3

(#ith the =addition of asterisks marking the correct sentences)

Below are 15 qguesticns with two sentences in each question.
Only one sentsnce in each question is correct; the other
sentence conizins an srror, PAlease circle the correct
sentence in each question, Answer each question, cuessing
if necesszry.

1. a. FET 2IF STy LIM 8. a. DEP SIV ZOR NAK*
b. FET 3TF LImx b. SIV ZOR NAK LIN
2. 2. DED STV muL COZ* 9, a. DEP BIF NAK*
b. DES myUL EAX C0Z b. DEB STV
<. a. GAV SIV ZOR RUD* 10. a. GAV YOu BIF LIM=
b. LIT 3IV ZOR 2UD b..GAV YOW BIF ZOR LIM
&4, 2., KUS FOT MUL KAK 11. a. GAV ZGR RUD*
b. KUS STy FUL HAK* H. ZOR RUD
5. a. DED SAX NAK® 12. a. KUS YOW PAX LIfM*
b. DEF HAK LIW b. KUS ZOR YOW LI
5. 2. FET GAV 3IV ZOR COZ 13. a. KUS STV SIF BAX RUD
b. FET SI¥ Z0R C0Z* b. KUS STV BIF RUD NAK
7. a. DEZP SIF YOu LIM 14. 2. XKUS SIV LIM COZ
b. DEID vow SIF LIx* b. KUS FAX LIm*

15, a. GAY PAX LIMm*
b. GAY KUS BARZ LIW
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APPENDIX B-II

AN EXAMPLE OF ONE OF THE TESTS PRESENTED TO SUBJECTS TESTED
UNDER MLS, IN EXPERIMENT B

(With the addition of asterisks marking the correct sentences)

Below are 21 questions with two sentences in esach guestion.
Unly one sentence in each guestion is correct; the other
sentence contains an error. Please circle the correct
sentence in each question, Answer each guestion, auessing
if necessary.

1. a, FET BIF SIV LIM 11, a, FET ZOR WNAK RUD*
b, FET BIF LIM* b, FET YOW ZGOR
2. a, DERP SIvV myL COZ=* 12, a. DED BIF NAK*
b, DEP mMUL PAX COZ b. DEP S1IV
3. a, GAV SIv ZOR RUD* 13. a. GAV YOW BIF LImM*
b. LIMm SIV ZOR RUD b. GAV YQw BIF ZOR LIM
4, a, KUS FET MUL NAK 14, a. GAV ZOR RUD=*
b, KUS SIV MUL NAK* b. ZOR RUD
5, a. GAV BIF RUD NAK* 15, a, FEZT muL LIM COZ
b. GAV BIF b, FET SIV MuL*>
6, 2. DEP PAX MNAK* 16. a2, DEP YOW ZOR
b, DEP MAK LINM b. DEP YOW ZOR COZ RUD*
7. 2., DEP BAX* 17. a, KUS YOw BAX LImM*
b. DEP PAX LIM RUD . b, KUS ZOR YQu LIM
8. a, FET GAVY SIV ZOR COZ 18. a. KUS SIv BIF PAX RUD
b. FET SIv ZOR COZ=* b. KUS SIV BIF RUD HAK=*
9, a, DEZP BIF YOW LIM 19. a. KUS SIv LI® COZ
b, DEP YO BIF LIM* b, KUS BAX LIm»
10. a. DEP SIVY ZOR NAK* 20, 2. GAYV PAXY LIm*
b, SIV ZOR MAK LIM b. GAY KUS PAX LIM
21.

. KUS myL~
. Kus muyL COZ RUD
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APPENDIX B-I1

AN EXAMPLE OF OME OF THE TESTS PRESENTED TO SUBJECTS TESTED
UNDER MLS=z TN EXPERIMENT 8

(with the addition of asterisks marking the correct sentences)

Selow are 21 questions with two sentences in each question.
Only one sentence in each question is correct; the cther
sentence contains an error, Please circle the correct
sentence in each guestion., Answer each guestion, guessing
if necessary. )

1. a., FET BIF SIV LIM 11, a, FET ZOR NAK YOW RUD¥*
h, FET 8IF LIM* b, FET YOW ZOR

2. a, DEP myuL COZ STu= 12, a, DEP BIF NAK¥*
b. DEP mMUL PAX COZ b. DEP SIV

2, a. GAV SIV ZOR RUD* 13. a. GAV BIF LIM YQOw#=
b. LIM SIv Z3JR RUD b, GAvV BIF ZOR LIM YQu

4, a, KUS FET MUL NAK 14, a, GAY ZOR RUD SIv*
b. KUS MuUL MAK SIv=* b. ZOR RUD SIV

5, a. GAV SIF RUD NAK=* 15, a, FET muL LIM CGZ
b, GAV BIF h, FET SIV mUL*

6. a, DEP BAX NAK* 16, a, DEP yvOW ZOR
b. DEP NAK LIM . k., DEP ZOR COZ YO RUD*

7. a. DEP PAX* 17. a, KUS PAX Lifm YQu*
b, DEP LAX LIM RUD b, KUS ZOR YQu LI

&, a. FZIT CAvV SIV Z0OR €OZ 18, a, KUS BIF PAX RUD S1V
b, FET SIV ZOR COZ* b, KUS BIF RUD NAK S1v*

9, a. DEP BIF YQw LIM 19, a, KUS LImMm SIV CGZ
b, DEP YOW 3IF LIm* b. KUS PAX LIf*

106, 2., DEP ZOR HWAK SIV¥ 20. a. GAY PAX LIM*
b. ZOR MAK SIV LIW b. GAYV KUS OAX LIf

21, a., KUsS muL=*
b. KUS muL CGZ RUD

i B sta e S R PR T T

e AR SorbA R el



ABPPENDIX B-I11

M AMS AND STANDARD DEVIATIONS OF THE TOTAL TEST SCORES FOR
EXPERIMENT 8

] . 15 QUESTIONS 21 QUESTIONS
COMDITION - S.D. i 5.0.
sC(1) 55.1 3,665
sC(2) 56.6 3.565 78,9 4,149
sC(3) 55,4 3,169 79,1 5,744
cc(1) 53,5 4,170
cc(z) 53.6 2,951 58,6 5,892
CC(3) 47,7 7.484 59,4 5,802
AF(1) 43,0 3,590
AF(2) 45,0 6,289 58.5 6,501
AF(32) 35,3 4,945 47.3% 6,001
o (1) 47,2 4,367
wo(2) 46,1 6,350 58,0 7.287

wo(3) ‘ 41,2 7.09¢9 52,9

93
~J
~n
O




“:“€17

APPENDIX B8-T11

MEANMS AND STAMDARD DEVIATIONS OF THE RULES SCORES FOR
EXPERIMENT B

S

BULE CONDITIONM
Bt sc{1) sc(2) sCc(3) cc(1) cc(2) cc(3)
iom 11.5 11.5 11,9 11.5 11.5 10.8
sD 0.850 0.850 06.316 1,269 1,080 1.476
2 M 11.9 11.6 11.6 11,9 11.6 11.6
SD 0.316 1,265 0,699 0.316 0,515 0.699
I 11.3 11.0 1.3 a,9 9,6 7.8
SO 0.823 1,247 0,949 2.378 1,174 2,201
& ™ 10.0 11.0 10.4 9,7 10,0 9.0
SD 1,247 1.054 1,430 1.889 1,449 2,749
5 @ 10,4 11.5 10.2 11.5 10.8 7.3
SD 1,955 0,527 1.033 0,707 1,229 1,703
6 1 11.7 1.7 A, 8 8,5
S0 0,483 0,483 2,044 2,319
7 0 10.6 11.0 6,8 A
sD 1.506 1,054 2.658 1,285
CONDITION
RULE AT(1) aF(2) AF(3) wg(1) we(2) wo(z)
1 n S.4 9,3 7.3 10,6 9,2 9.3
sD 1,647 1,889 2,111 1.897 1,475 2,359
2 10.8 10.8 8.6 11.0 10.9 11.3
SO 1.229 1.39 2.547 1.414 1,289 0,575
2w 6.2 7.7 5.7 7.9 £.,7 5,0
ST 1.887 1,567 1,150 1.370 2.111  2.211
4 m 7.l 2.4 7.1 7.9 g,8 £.3
52 1,174 1,887 1,853 1,792 1,549 2,163
g 8.2 g,a S.6 g.8 8,5 5.3
50 1.819 2.741% 2,875 2.201 4.252 2,05F
5 7.5 5,8 2. 7.7
sD 1,500 3,011 2,404 3,264
7 o= £.1 5.2 5.¢ 3.3
sC 8.9%& 2,348 2,685 2,406




MEAMS AND STAMDARD DEVIATIONS OF THE

APPERNDIX B-1I11

EXPERIMENT B

(0n 15 questions)
Q9

INDIVIDUAL TESTS FCR

TEST

COMDITION 4

Bl S0 " SD i SD M SD
5C(1) 11.8 1,932 14,1 0,568 14,3 1.557 14,9 0,318
sCc(2) 13,1 1,729 14,1 1,524 14,5 0,707 14.9 0,315
SC(3) 12,9 2.331 13,0 1.333 14,5 0.707 15,0 0,0
cc(1) 12.1 1,449 13,5 1,434 14,0 1,247 13,2 1,101
cc(2) 11.9 2,234 13;5” 1.578 14,1 0,994 14,0 1,155
cc(3) 9,9 2,02% 11,6 2.271 12.6 2.171 12.6 1,955
AF (1) 9,2 1,687 10,9 1,524 11.6 1,430 11,3 2,214
AF(2) 1.0 2.309 11,2 2.044 11.2 1.549 11,6 1,297
AF(3 8,1 1.370 8,8 1,814 8,5 1,716 9.9 2,424
o (1) 10.5 1,581 11.5 1,650 12,7 1,418 12.5 1,434
wmo(2) 9.2 2,150 10,1 2.922 12,4 1,897 12,4 2,221
wi(3) 9.4 2,271 11,7 2.312 11,4 2,757 11,7 2,452
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APPINDIX B-TT11

MEANS AND STANDARD DEVIATIOHMS OF THE INDIVIDUAL TESTS FOR
EXDERIWMENT 3
(0n 21 guestions)
TEST
CORDITICH
" SD i SD m 5D m 5D
sSC(2) 18,2 1,587 19,6 2,271 20.3 0,223 20,8 0.422
sC{3) 12.3 3,020 18,5 1.841 20.3 0,823 21.0 0.0
cc(2) 15,6 2.221 16.8 1,9#f9 17.7 1.636 17.1 1.969
co(3) 13.56 2.011 1.1  2.283 14,9 2,07¢ 15.8 2.821
AF(2) 13,9 2,378 14,5 2.414 15.1 1.6673 15,1 2.234
AF(3 8.1 1,370 £.8 1,814 8.5 1.716 9.9 2,424
wo(2) 12.5 2,503 13,6 3,627 16.2 1.9a9 15,6 2,119
o (3) 12.2 2.530 14,1 1,370 14.0 2,404 13,5 2.718

i i 1 i a2



APPENDIX S-1V

AFALYSIS OF VARTAMCE COMPARIMG THE TOTAL TEST SCORES ON RULES
1 TQ 5
SGURCE df Ms ERROR TERM F SIG. LEVEL
A Complexity 2 315,40 s(AB 12,41 .00
2 Conditions 3 1344,74 S(AB) 52,91 .00
A ¥ B 5 52.50 s{AB) 2,06 NS
s(AB) 108 25,40



AMALYSIS OF VARTANCE COMPARING THE TOTAL TEST SCORES Ol RULES

SOURCE

”;71é1 R

 APPENDIX B-TV

1. 70 7

ins

ERROR TERM

A Comgplexity
5 Conditions
A X B

s(Aag)

[FXEER

72

720,00
2604,15
103,29
33.40

S(48)
s(am)
s5(48)
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APPENDIX B8-1V
AMALYSIS OF VARIANCE COMPARING THE RULES RULES
1 T05
SOURCE df mS ERROR TERM SIG. LEvEL
A Complexity 2 60,04 S(A3) .00
B Conditions 3 257,66 S(A8) . 001
C Rules 4 143,70 SC(A8) .001 (1,108)
A X% 8 8 10,04 s(aR) NS
A % C £ 14,40 SC(As) .01 (1,108)
B X C 12 10.30 sc(AB) .05 (1,108)
A X B X C 24 3.22 sC(ag) NS (1,108)
s(aRr) 108 4,87
sc(a=g) 432 2,00



ARPDERDTX B-TIV

ANALYSIS OF VARIAWCE COFDARING THE RULEZIS SCORES OF RULES
178 7
SQURCE df MS ZRROR TERM F SIG. LEVEL
A Complexity 1 99,35 s(Aag) 21.55 . 001
E Conditions 3 359,40 5(ae) 77.95 .00
L Pulss £ 136.47 sc(AB) 45,17 .001 (1,72)
A X 2 z 14,24 S(AR) 3,09 .05
A X C 5 13,49 sc(Ag) 4,58 .05 (1,72)
B X C 18 15,84 sc(Ag) 5.35 .05 (1,72)
A X BXC 18 3.42 SC(a8) 1.15 NS (1,72)
S(AR) 72 4,51
SC(A2) 43?2 2.95

R



APPENDIX B-TV

AMALYSIS OF VARIANCE COMBARING THE INDIVIDUAL TESTS ON RULES
17 70 5

SQURCE df Ms ERROR TERWM F SIG., LEVEL
A Complexity 2 76.07 S(AB) 12,41 .001

B Conditions 3 324,34 S(AE) 52,91 . 001

C Tests 3 111,19 sc(as) 53.42 001 (1,108)
A X 8 6 12,63 S(AB) 2,06 NS

A X C A 1.25 SC(AB) 0.51 WS (1,108)

B X C 9 2.7 SC(AB) 1,33 NS (1,108)
AX 8 vycC 18 2,93 sc(Aaz) 1,41 NS (1,108)
S(AB) 108 6.13

SC(AR) 324 2.08

b k¥t e



APPENDIX B-TIVY

AMALYSIS OF VARIANCE COWMPARINC THE INDIVIDUAL TESTS OM RULES
1 70 7

SOURCE df Ms ERROR TERM F SIG. LEVEL

A Ceomplexity 1 179,94 s{ar) 21,55 . 001

3 Conditions 3 650,97 s(AR) 77.96 . 001

C Tests 3 62,39 sc(AB) 12,56 .001 (1,72)
B X 2 3 25,64 S(A8) 3.09 .05

A X C 3 5.23 SC{AB) 1.56 Hs (1,72)
B X C g 4,43 SC(AB) 1.32 s (1,72)
A X 2XxCc 9 3.53 SC(AB) 1.05 Ms (1,72)
s(aR) 72 8.35

sC(Ag) 216 3,36



APPENDIX C-I

A COPY OF THE SENTENCES PRESENTED TO SUBJECTS IN
EXPERIMENT C
(In order of presentation)
1. FET CAS S1v 21, FET P0S HQOF D0OB BAX
2., FET BAG 22, D08 GAV TZR LIM HOGF
,3' DOB REL PAG ZOR TEK 23. KUS mMuL MIR HOF
4, NAK POS NES TEK 24, KUS CAS
S. NES BIF DEP RUD 25. TiD LEV CAS TEK
6. BIF VOT TEK 26, REL TER TID HOF RUD
7. LEV vOT MIR PAX 27. NAK TER RUD
8. MIR C0OZ MUL PAX 28, BIF KAL HOF
9, MIR CAvV VOT LIMmM 29, REL mMUL
10. GAvV DEP ZOR SIv YOW 30. NES REL POS S1v
11. REL DEB FAL 31, FET MUL NMNES YOu
12. NAK BAG MIR FAL 32, BIF DED PAX TID YOuW
13, NAK TER SIv DOB RUD 33, MIR BIF vOT
14. KUS KAL SIvVv POS S1IV 34, LEV VOT
15. NES LEV KAL LINM 35, LEV P0OS TEK FAL
18, LEZV POS ZOR YOW 36, FET TER TEK
17, COZ TEé ZCR RUD 37. FET KAL BAX
18. REL TER LIM PAX 38, TID NAK HOF 20E pPAX
18, COZ KAL TEK LIfm 39, 81F PAC D08 FAL
20, NES CO0Z 20S YOouw 40, COZ DZP HOF FAL



41,
42,
43,
44,
45,
46,
47,
48,
49,
50.
51.
52.
53.
54,
55,
S6.
57.
58,
59.
60.

LEV
coz
coz
BIF
Z0OR
ZOR
NAK
TID
TIO
KUusS
KUS
REL
MIR
KUS
LEV
GAvV

.GAY

8IF
REL

REL

DED
POS
CAS
B0os
KUS
NAK
CAS
GAV
FET
DEP
PAG
KAL
FET
TER
TER
muL
KAL
KAL
voT
CAS

PAX
FAL
TID
STV
POsS
KAL

CAS
voT
TEK
RUD
RUD
DER
Y oul

FAL

HOF
ZOR

bos8
508
SIvV

bo8

PAX

MIR
LIM
LIM

LIk
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Lim

LIfm

PAX

SIV

RUD

SIv

61.

62,

63,
64,
65,
66,
67,
68,
69.
70,
71.
72,
73,
74,
75.
76.

77.

78.

79,

80,

BIF
CoZ
NES
NAK
KUS
FET
LEV
REL
coz

KAL
muL
KUS
DEP
KAL
DEP
PAG
CAS
PAG
DEP
muL
BAG
muL
voT
CAS
POS
varT
CAS
VGt
PAG

HOF

MuL

YOy

RUD
ZOR

Y Qou

TEK

HOF

FAL

Y 0ul

TEK

YOw

FAL FAL

NES STV




APPENDIX C-1II

AN EXAMPLE OF ONE OF THE TESTS PRESENTED TO SUBJECTS 1IN
EXPERIMENT C

(#ith the addition of asterisks marking the correct sentences)

_— —— =

Below are 21 questions with two sentences in each question,
Only one sentence in each question is correct; the other
sentence contains an error, Please circle the correct sentence
in each question, Answer each question, guessing if necessary,

1. a, REL C0Z voOT 11, a, LEV CAS HOF FAL

b. REL VOT HOF»* b. LEV CAS*

2. a. GAV VOT PAC TEK 12, a, MIR COZ DOB YO
b. GAV VOT TEK* b. MIR COZ MUL DOR YOuw*

3. a. KUS CAS MIR LIM* 13, a. LEV KAL HOF ZOR TEK*
b. MIR CAS LIM b. ZOR LEV KAL

4, a, DOB NAK KAL NES FAL PAX* 14, a, FET muL~
b, DOB NAK NES FAL PAX b. FET MUL FAL HOF

5. a. COZ KAL D08 vOuws 15, a. NES GAV POS MIR RUD*>
b. COZ DOB KAL YQu b. NES GAY MIR RUD

6. 2. NES KUS CAS* 16. a. ZOR DEP FAL
b. KUS CAS PAX TEK b. LEV DEP ZOR FAL*

7. a. TID FET POS TEK RUD* ‘17. a. FET PAG FAL*>
b. TID FET POS b, FET PAG vOT FAL

8. a. BIF MUL DEP RUD 18, a., BIF KAL DOB STy~
b. BIF MUL ZOR RUD* b. BIF DOS KAL SIV

9. a. NAK DOB CAS DAX 19, a, LEV NAK fUL RUD
b. NAK CAS DOB PAX* b. LEV MUL MIR RUD*

10, a. KUS POS TID SIV* 20. a. ZOR KUS KAL
b. KUS FET 90S STV E. KUS KAL YOW ZOR FAL*

21, TID POS HOF LIM

a,
b, TID REL POS HOF=*




