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ABSTRACT 

MATHEMATICS 

Much work has been donè in the field of Order Statistic8 

concerning the ca~ulation of their momen~s •. Of special in-

terest are recurrence relations between the moments of order 

statistics and certain genera~ approaches giving bounds ~nd 

approximations to the moments of order statistics. 

In this thesis, an extensive review of recurrence rela-

tions· involving moments of order statistics is giv~n and dis

cussed. These consist of recurrence r~lations of moments of 

order statistics and recurrence relations among product-

moments. Alsa discussed are recurrence relations among quasi

ranges, other type of relations among moments of or~r statis

tics and some bounds and approximations for moments of order 

statistics. 
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RESUME 

Dal1s le domaine de la statistique d'ordre beaucoup de 

travail a 't' fait dans le calcul des moments. Plus sp'ci

fiquement les relations de rAcurrences en,tre les moments de 

la stat.is'tique d'ordre et certaines techniques q'n'rales don

nent des limites et approximations des moments de la st.atis

tiques d'ordre. 

Ce m'moire fait une revue extensive des relations de 

'-l''currence 3 propos des Jitoments de. la, s tatis tique d'ordre. 

Cela consiste en relations de r'currence ~s de la 

statistique d'ordre et les relations de r'currence parmi des 

moments mixtes. On traite aussi les relations de r'currence 

parmi les quasi 'tendues, autres types de relations parmi les 

moments des statis'tiques d'ordre et quelques limites et ap-" 

; proximations des, moments de la statistique d,f'ordre • 
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INTRODUCTION 

Hi thin the past fi fty years, a large number of papers 
1. 

have been written on statistics based on orde~ed observations~ 

Systernatic statistics or order statistics are" now being in-
v , 

creasingly used in new statistical procedures,~since a con-

siderable arnount of new statis~ica~ inference theory can he 
. ~ 

established assuming nothing stronger than continuity of the 

cumulative dJ."stribution function of t;he population. Further

more, statisticaa inference theory based on order statistics, 
" ' 

generaIly, rnake the statistical procedures themselves very 
t . 

simple and Droadly applicable and also permit very simple 

solutions of sorne of the more important parame tric problems 

of statistical estimation and testing of hypothesis. P+ob-

lems on ranges, quasi-ranges, tolerance limits, estimation 

of location and scale-like parameters, censored samples, se

lection and ranking, generally make extensive use of order 

sta:tistics. 

Many authors have studied recurrence relations between 

the moments of order statistics, usually with the principal 

aim of reducing the nurnber of independent calculations re

qui~ed for the evaluation of the moments. One of the~s 

of this theais ls to atternpt to ~rovide an extensive review 

of aIl the recurrence re1âtions invo1Nin~<moments of order 

statistlcs. The review shaii basica1ly conslst of five sub

sections: (1) Recurrence relations of moments of order 
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.ta~stics; (2) Recurrence relations among product moments, 

(3) Recurrence relations among quasi-ranges; (4J other rela
~. 

tions (recurrent or otherifise); (5) Soma bounds and approxi-, 

,mations for moments of arder statistiè •• 
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ClfAPTER 1 

RELATIONS BE~EN MOMENTS OF ORDER STATISTICS 
,it 

In thi~ chapter the relations between moments of order sta-
~ 

tistics, most of them of the recurrence, type will he reviewed . ,;./ . 
and discussed. Many of the derivations and proofs of the recur-

rence relations to be discUBsed in this chapter can be also 
f 

applied and sametimes derived from the relations of product 

moments of order statistics. However, in an attempt to sim

plify and clarify this presentation, only those recurrence 

relations betwe~n actual moments shal1 be discussed, with ap-

propriate reference to other chapters·when reaurrence rela-' 
~ " 

tions can be applied to product ~oments and ~ice versa. ( 
l 

, 
For an arbitrary continuous' distributiç>n ' 

(1.1) 

.... 

(1. 2) 

o ~ i ~ n-r 

(~) = 0 if j > i 

k = 1,2,3, ••• ; r = 1,2, ••• ,n-1 

Rela~ions (1.1) and (1. 2) vere obtained by Cole, (1951) 

by mu1tip1ying moments of ord$r statistics by certain factors 
• 
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. 
and putting them into matrix form.' Purthermore by lett1ng 

\ i-l in (1.2) one gets 

. , 

(1.2.1) ':;. (n-r) JI (k) + nt (k) v a 
rm r+1:n 

Relatio~ (1.2.1) enables one to compute the expected values 

of aIl <arder statistics, their squares etc. from the expect

ed values of the first order statiatics, their squares etc • . 
Relation Cl.2.l) was proved by Melnick (1964) for the discrete 

, 

case. David (1970) develops a proof that holds for both'the 
. 

discrete and continuous case ~ Let ' 

and 

GO 

(a) p~~! = '-œ xk :x Ip(x) (r,n-r+l)dx 

(b) 
(k) 

Pr:n = 
k' . 

. ~ x àI ( ) (r ,n-r+l) 
x=O-----.....~ x 

--.....---~ 

wherê àlp(x) (a,b) = Ip(x) (a,b) - Ip (x-1) 

currence formula for the incomplete 'beta 

Taking the re-

~bI (a,b+l) = (a+b) 1 (a,b) and letting a=r, b=n-r, y , y~---

- relation (1.2.1) can be easi~lished. Using (1~2.1) 
~ .f _______ ____.. 

the moments for a sample of size n-l can bê--ob~ined by sum-
---..... ...... 

ming adjace'nt pairs of moments for a sample of size ·--:~so, 

~-------...... by the simple operatioll of addition, the mOmEmtf(J for sarn- _______ 

pIes of sizes 1ess than n can be obtained from-the moments 

for a sample of size n. By reversing the process 

Jll:n,Pl:n-l, ••• ,Pl:l' the moments for aIl samples of sizes 
~ 
" 

r 
1 
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, \ 
not greater than n can be determined by. successive differenc-

mg. This met!\od, however, ",. not very good for larqe n. ( 

However, as Harter (1961) and Srikantan (1962) point out, if 

(1.2.1) is written as l.I i : n- l = (i/n)l1i +1 : n ~ {(n-'i)/n}l1i : n , 

(i = l, ••• ,n-l) • Then it can be used for working -downwards-, 

1.e. going from a 1a~qer n to a sma11er n, with no serious 
1 

accumulation of' rounding érrors. A related relation, which 

may be used as a check tor accuracy (Govipdœraju1u, 1962) is 

(1.2.1a) 111:n = 

o 

n 
l: 

i=1 
(_l)i-l(J?)li . 

1. i; 1. Î 

Relation (1.2.1a) is derived by wri~ing 1J1 : n as an integral, 
'il 

expanding [1'- F (x)] n-l as a bino~ial series an<i integrati:ng 

tarm-wise. 

Taking (l.2.l) again, for even. n and 1etting r -" n. - 2 ;, 
one gets 

) 

(1 l 1) ,l(,(k) (k) 
.2.. 2 lln/2+1:n + l1n/2~n 

~ 

(k) -
= lJn/ 2 :h-l" 

\ 

From (1.2J-.~e can See~bY letting k=l that ~e 
---------,~ 

expected 

.{ ) , 

values of the median in ~amples of n (even) and n-l are .equa!. 

If the parent distribution is synunetric about the origin and 
~ . (k) 

n 18 even, direct1y from (1.2.1.1), substituting 1l(n+l)/2:n 
~ k . 0 _ 

= (-1) lln/2:n-<me gexs 

(1.2.1.2) 
(k) 

= lln/2:n-l k even 

= 0 k odd o 

.. 
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and 

(1.2.1. 3) 1.1. :: -li i 1 1:n n- + :n 

This result for normal ordered statistics has been given 

by Jones (1948). The general resu1t fo11ows from the defini-• 
tion of~. and F(-x) = 1 - F(x). 1:n 

Another known aad easily verified re1ationship (Hoeff-

ding, 1953),is 

(1.2.2) 
n 
t 

i=l 

, 

't~okin9 at the proof of relation (1.2.1) one sees that 

it de~ends only on the recurrence property of the incomplete 

~ta function. Th'us it is clear that the same recurrence .re-

lation also links the p ... d.f.Is, c.d.f.ls and (if they exist) 

th.~ ex~c'ted val;rn;s of a given function, say, YXr :n) (Sri
t 

kant~n, 1962)" 'that is, 

" Similar generalizations can be applied to any relation whose 

pr90f can be shown to be de~nde~t on â property of the beta 

function. 

~currence relation (l.2.la) expresses the expected 
Cl \ ' , 

vàlue of a given 

, 

'. 

,"; a sarnple ;Qf size 

f~ct\n' o~, the (r+l)-~t.,order ,"statistic in 

n 10 terms 01 the expected values of the 
" 

, same. ;function of the. r-th order statistic-, in samples Qf sises 
" 

l,' , 
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n and n-l. By induction it fo11ows that the expected value 

of a given function of any order statistic in a sample of 

size n can be expressed in terms of the expected values of 

the same functrion of the first order statistics in ~amp1es 

up to size n. A similar resu1t in terms of the 1argest or

der statistics' was obtained by Cole (1951) for "normalized" 

moments of order statistics. By using (1.2.1) and inductio~ 

Srikantan (1962) got the following exp1,icit solution for re-

currence relation (1.2.1): 

(1.2.1.4) (k) 
~r:n == 

Relation ,(1.2.1.4) or (1.2.1a) enab1es one to compute the ex-

pected values of the first order statistics, their squares, 

etc., as weIl as the tabulation of the c.d.f.~s of order sta-

tistics. Govindarajulu (1961) has also mentioned that rno-

ments'of order statistics can be obtairred from those of the 

lowest order ~tatistics. David (1970) gets a corresponding 

result in terms, of the great€st order statistics in samples 

up to size ni by using the incomplete beta function and ex

panding (l_t)n-r in the equation Ip(x) (r,n-r+1) = 

{n! / (r-l) ! (n-r) !} t r - l (l-t) Il,-r dt. The integrand 
n-r "1+' 

becomes {n~/(r-1)! (n-r!)} L (n-:r) (-1) J t r - J. 
~ j=d' J "'" , n ' 

i = j+r, the RHS equals r (i-1) (~) (-1) i-r. i t i - 1 

i=r r-1 ~ 

f 
f (x) , 

o 
on the RHS 

Putting' 

and substi-

\tuting this expression in (a) or (b) (after equation (1.2.1», 

(') 

't 

5 SC 

, 

i 
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one gets 

(1.2.1.5) (k) 
lJ r :n = 

n 
1: 

i=r 

8 

i-r 
(i'-l) (n, ) 11 (k) 
r-l 1. "'ili 

It can be se en that relation (1.2.1.5) ia ~imilar ta the 

result of Cole (1951), i.e. that "norrnalized" moments of or-

der statistics can be obtained by successive differencing of 

those of the largest arder statistics. By repeated applica

tion of relation (1.2.1) (David, 1970), the. following recur-

rence relation holds for any arbitrary distribution: 

.f'(1.2.1.6) (n-r)(m) II (k) = 
r:n 

m 
L 

i=O 
(-r) (i) ( ) (m-i) (~) (k~ 

n 1. llr+~:n-m+i 

If one substitutes m=n-r in (1.2.1.6) one gets relation 

(1.2.1.5) as a special case. 

Using as pivots the expected values of the function of 

the median statistics in even sa~les, i.e. E(g(~r~2r») and 

E[g(xr +l :2r»), r = 1(1)[[(n+1lI211, Srikantan (1962) gets 

[( (s-2r+l) /2] 1 j s-2r-J'+1 
r ~ -1) {( , ) 

j=O J 

E ( ) / ( 2r++~j) (r+J') 
• 9 xr+j:2r+2j r J 

s-2r-j ( ] / 
+ ( j-l) E g(Xr+j+l:2r+2j) 

[(2r:2j) (r+j4l»)} 
r+J+l· ' 

[lÀ}] denotes greatest integer not 
exceeding ). 

sc 

f 
1 
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1 < r < [[9/2]] and s = 1,2, ••• ,n 

Letting l.1 i :n = E[g(xi :n)], one gets the equa1ityo (1.2.3) with 

moments. Using the simi1ar procedure as above, défining for 

sUMm0t ic 1 ti ~(i) (II Ck ) II C.k ) .)/(2.i) and set.-a .1.......... r popu a on "',. i + 1 : 2 i "1 : 21 l. 

ting in relation (1.2.3), 

'" 

J.I (k) } 
i:2i 

where moments are taken abqut the rnean, one gets the sarne but 

more general result derived by Godwin (1949), i.e. 

(1. 2. 4a) 
~ (n-2i), OC! 

= }(~) t: E , (',-1) j J Fj+i (x) [ l-F (x)] j+i dx 
j=O _co 

lli:n 

"Ii 

n-2i-j-l } ( . ) 
J 

One can obtain various identities by means of expression 

(l.2.4a). For examp1e, the mean ranges for odd sample sizes 

can be found from the mean ranges for even samp1e sizes. The 

identity, X = ~(np) (_1)p+l âP w (see Chapter III), sug-n,p ~ n-p 
~ 

gested by "s tudent" and proved by E.S. Pearson (1926), con-
~ / 

nectirtg J.I. with mean ranges, can also be obtained frpm the 
~:n 

last relation (l.2.4a). However, it is not very useful for 
, ' 

computation, owing tq th~ large number of additions' and sub-

tractions invo1ved. 

) 

....... 
,,--...- ~---

il 
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Another solution ~or (1.2.3), with thee~ected values 

of the function 9 of order statistics in the largest sample 

as pivots, and proved by induction, is, in terms of moments 

, 

(i.e. 1etting xi' = g(x
1
,. »; . .n .n 

~i:j :II {l/(j+l) (j+2) ••• nH (nû j ) (j-i+l) (j-H·2) ••• (n-i)}Ji:n 

+ (ni j ) i(j-i+l) (j-i+2) ••• (n-i-l) lJ!+l:n 

(1.-2.5) + (n;j) i (i+l) (j-i+l) (j-i+2) .•• (n-i-2) lJ i +2 :n 

+ ••• + (n-~) i (i+1) (i+2) .•• (i+n-j-l) lJ } n-J i+n-j:n 

(l<i<j<n) 

Srikantan (1962) discusses relations (1.2.3) and (1.2.5) 

and their application to the preparation of tables of c.d.f.'s, 

expected values, variances, etc. 

Sillitto (1964) developed'a relation wh~h establishes 

a connection be~ween moments of· order statistics in samples 

of different sizes from any continuous population. 

(1.2.6) J.lm: r 

n-r 
= l: 

. i=O 

J" 

By surnmation under the Integral sign relation (1.2.6) is 

proved as follows: 

1 n-r (n-m-i) ! (m+i-1)! . 
= Jo x i!O Cr-m)! (n-r-I) ~ • i! (m-I)! • 

n! 
• (m+i-l)! Cn-rn-i) ! 

r! (n-r)! Fm+i - 1 (l-F) n-m-idr n! 

, 
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1 n-r • 1 x m(mr ) Fm-1(1_F)r-m E (n-r): 
o i=O (n-r-l)!l! 

o 

Downton (1966) developed some relations· related to 

(1.2.6), by noting that the first two moments of linear func-

tions are linear functionsof moments ~i:.' ,and under certain 

circumstances these linear func~ions of moments may be consi-

derably simplified; as for example 

n 
l 

i=1 

(L 2 .6a) 

(i-l) (k) (n-i) (e) lJ. 
1:n 

'f 

CIO 

n __ 

x" E n! 
i=k+1 (i-k-l)! (n-e-i) ! = J 

-GD 

i-1 { }n-i F (x) 1 - F (x) dF(x) 

CIO 

... n (k+e+l) / XF~(X){l-F(X} }edF(x) 
• i 1 1 

• k'-' ( n ) .e. k+e+l ~k+l:k+e+l 

(2) Identity (1.2.6a) also holds for lJi:n' the second order mo-

ments. 

Gupta (1960) ,has considered ordered statistics from the 

• See other chapters. 

, 

J 



\', - ( 

12 ' 

standardized gamma distribution with the parameter t defined 

on the positive integers (i.e. fram the chi-distribution with 

even degr~es of f!eedom) and has derived expressions for the 

r-th moments of an order statistic* (about the origin). Let-
-x t-l ting the gamma p.d.f. he gt(X) - e x /f(t), O<X<œ, Ct, 

positive integer) 0 Then the cUmulative distribution function 

of x, Gt(x) can be written as probabilities in,a Poisson dis-
00 

tribution, Gtex) = l e-x xiIi! and the ~th moment about 
i=t 

the origin of the r-th order statistic from a sample of size 

n i8 given as 
... 

ll{k) = 
r:n 

CIO t'-1 -y i-1 ' ~-1 -y , fn-J: 
"T( r--.... l'T") Tn •• .:,..0(' n---rT} .... ' f (1 - E e ~~) ) [ E e <JI .) o j=O ~ • ) j=O ~.' 

1 
X {(e-Y yCt+k-l»/rCt)}dy 

(which reduces to) 

r-l 
II (k) = n! l (-1) i (r-I) ;' 
r:n (r-l) ! (n-r) ! r(tl i=O i 

(t-l) (n-r+i) r (t+k+m) 
l a (t,n-r+i) -

m=O m . (n-i+i+l) t+k+m 

whfre am{t,i) ia the coefficient of Sm in the expansion o~ 

t-l sj i 
(I TT) 
j=O J. 

Thus the k-th moment of the' r-th or,de'f statistic 

may be expressed in terms of the k-th moments of the I-st 

order statistic: 

* And also the covariance b$twee statistics1 see 
other chapter 0 

.. 

, 
, •• 

/ 
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(1.2.9) 

Cn-r+i+l) } 

Letting v;~~={(r-1)!(n-r)!l'(t)/nnl1~~, then the fo11OW,ing recur

sion formula is satisfied: 

(1.2.10) 

A slightly more generalized form of (1.2.10) is , 

a 
\l(k) = L 
r:n i=O 

(a positive integer <n-r) 

By letting 8=1 we qet (1.2.1). 1 

Govindaraju1u (1962) has investigated some relationships \ 

between moments of arder statistics fr~m chi (1 d.f.) (\l(k» , 1. 

and the standard normal distributions (O(k»*. r:n \, r:n 

, When n is even, 

(1. 3) 

Relation (1.3) is proven by taking the 'expression, (A), 
GO '1"n-1 

2n n 1 v+ (v) (~(v) - 1J dV and 1etting 2 t (v) - l' = ·F (v) .-
o 

* See Chapter II for related work on mixed moments. 

\\ 

't. 
~~;, ... ;. 
'$ 

" li';., 

" , 
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Then (A):'beeomes n 1 v f(v) [F(v)] N-1 dV == 'V • On the other n:n 
" 0 hand, if N is even, the integrand in (A) is an even function 

and ean be written as, 

GO 

n 2n- 1 f V~ (v) [t (v) - ~ n-1 dV = 
-CIl 

whieh simplifies to the form qiven in (1.3). If n+k is odd, 

then symboliea1ly 1etting ,,!~~ = !C 2 i~t - l)n, and if powers 
(k) k i (k) ef n
l

:
l 

say (n l :1) are rep1aced by ni:i for i>l (for i=O, 

(k) 
define ~O:O = 0) we qet 

(1.3.1) 

~ Jones (1948), Godwin (1949), and Bose and Gupta (1949) 

hâve expressed, for n~5, the mo~ents (and product moments) 

of" order sta~~s of the normal distribution in terms of 

elementary funetions. Fol1owinq the last authors, let 

Now f 
-~ 

2 
[t(ax») n e-x dx 

; 

l 2m+l 2 
[t(ax) - '2'1, e-x dx = 0, m = 0,1,2, ••• sinee the 

, 
1 

, 

1 ~,~ 
, . 
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integrand is an odd function of x. Therefore, 

Differentiating (A) with respect to a, one obtains for n=2 

(2'1f) !I~ (a) = 1 
IX) 

-1» 

2 2 
t(ax) - 2x e-Ix (a +2)dx 

and integration by parts gives 12 (a) = (7T)-! aCa2+2)-1(a2+1)-! 

so that 

and 

)( 
2 ! 

arctan [(a :H) ] 

! 2 ! 1 1 13(a) = 1.5 7T- x arctan[(a +1) ) - 4 'lT 2 • 

With the he1p of these resu1ts thé ordinary moments of order 

statistics can be ev~1uated. Furthermore, the authors in the 

same paper have developed a more general relation for the mo

ments of order statistics from'a normal distribution, in which 

th~ k-th moment of Xr :n ls expressed in terms of lower moments 

, 
1 
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of order k-2i (i 1 1 = 1,2, ••• ,7K or !(k-l) and the integral 

where Pk+1(x) for k>O 

[I;r-l (x) (l-t (x>") n-r] , 

dk 
i8 defined by. Pk+l (x) = r(~) 

dtk(x) 

i.e. Px(x) ia a polynomial of àeqree 

(n-k) in tex), k<n and zero if k>n. 

Hastings et al. (1947) developed certain relations by 

working with a special distribution, which they called the 

"representing function" r(u), a monotone function such that 
., 

Pr{r(ul ) ~ x < r(u2)} = u2 - ul ' u2~ul. Thus for e~ample if 

u has a unifor1tt· (= ~ectangular on [0,1]) distribution. then 
n '\. 

X = r(u) defines a variate with the .given distribution. The 

means*, the~ can be written as fo11ows: 

lln-i+l:n = E [r(lln_i+l:nJ 

Lettinq Es one has 

(1.3.2) 

and similarly 

* See chapter for variance and covariance. 
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(1.3.2a) ~!~i+l:n - i(~) ~ (_l)k(n;i) Et-l+k:i-l+k 
,'l~.n? \ 

.... :1;' 
where E '. fJ~r2 (u) us~Ü. 

ss 0 
Thus for the unifo~ distributions the weIl known rela-

'.' 

tions follow: 

(1.3.3) ~'.n -= (n-i+l)/n+l 
1. 

(1.3.3a) ~1~! = i(n-i+l)/(n+l)2(n+2) 

~ 
When the "representing function· 18 x = r(u) = 'l/(l-u) 

l/~~ (~>O), one obtains a symmetrical distribution with long 

taila. (For the normal distribution r(u) = O(ln u) as u+O). 

Thus the inteqrals wanted are 

E s 

which can be exprèssed as 

where 

. , 

). 1 = fi (l_u)-AUSdU = b(-A,s) 
o 

) 

1 

k' 
~ '. , ~t .. 

.' 



1 
1 

1 c' 

i , 
l 

( ) 

( 

( 

where 

.18 

1 -l ~ .. 1 u u du - l/(s+l-)') o .. 

l 
Ass().) = 1 -2,. 8 (l-u) u du = b(-2,.,s) 

o 

I l -À -). s 
BSS(À) = ('1-U); il u du = b(-À,s-À) 

o 

1 
Css (À): =' 1 u ":"2)'uS~ = 1/(s+1-2)') 

. 0 

,. .. . 
b(p,q) = P!q!/(p+q+l)! 

" 

Using the preceding formu1ae along wi th (1. 3 ~ 2) makes the .. 
means of this ·special distribution readi1y avai1able •. 

Weiss (1962), Margolin and Winokur (1967) have pr~sented 

formulae for the first two moments of the order statistics in 
x.-i 

closed forin, from a geometric dis tribution : p (x) = q. 1 p., 
1 1 

q. = 1 - Pi' x. = 1,2, •••• They developed first the fo11ow-
l. ~ 1 

ing recurrence relati?ri, for the discrete case, using proper

ties of the incomplete beta function; 

Cl. la) 
(k) 

lIi :n-r+i+1 

Result Cl. la) has been presented in a slightly varied 

. form for the.continuous distribution by Cole (relation (1.2». 
!~ f" 

For t~e special ca$e of the geometric dist\ibution, 

1 , 

j 

t 

1 
J • 
~ 

~ 
J 
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(1) Jl-r+i+1) 
(1.3.4a) ~1:n-r+i+1 = 1/t1 - q 

and 

(1.3.5b) (2) 
lI 1 :n-r+i+l 

. '\, 

= (1 + qn-r+i+1)/(1 _ qn-r+i+1)2 and 

" -

sinee XC1:n-r+i+l) is geometrica11Y'distributed with parameter 

1 n-r+i+1 ' - q Then, 

r-1 (_1)1 (r:-1) 
1. ' J.I (1) == n (n-1) n-r+i+l) -1 (1.3.4) .1: . (1 -r:n r-l i=O (n-r+i+l) q 1" 

li (2) = n(n-l) 
r-l (-1) i Cr - l ) l:!:gn-r+i+l 

(1.3.5) E i 
r:n r-1 i=O ,Cn-r+i+l) ; 2 

(l_qn-r+i+l) 

for the geometric distribution. 

~
y'ôung (1970) has d.eve1oped some T;ecurrence relations of 

l , 

morne ts of order statistics of independent random variables. 
~) . 

By uiing the probability generating J,fun'ction of -,cr:n and the 

condition that X is boun~ed, he obtained .the follawin" two r:n ~ 

general recurrence equations. 

(1.4) 

(1.4.1) 

(k) . r-l i n i j (k) . 
Pr:n = l: l: (. ) ( ) (-l) JJl:-n-i-J' 

i=O j-=O . 1 j " 

n 1 n i j+l ek) = l t (i) (J,)e-l) P~:n-i+j 
i=r j=O 

j Ile 0,1,2; ••• ,! "(i<n) 

j = 1,2, ••• ,i {i=n} 

Equations (1 •• ) ia useful for lower values, of n and. (1.4.1) 
'; 

o 

.. . 

... 
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is useful for the high arder statistics. Through the use of 

these two fundarnental equations Young has provided tables of 

the expected values of -the arder statistics of the negative 

binomial distribution. 

• In another paper Young (1973) has presented a general 

recurrence relation for moments of order statistics of n+l 

in de pende nt random variables when n of the variables are 

identically distributed (i.e. a slippage configuration) and 

then applied it to the case when the random variables have 
D 

the negati ve binomial distribution. Letting Xl"'.' Xn+1 be, 

the"n+l independent random variables and letting the first • 
n variables be identically distributed with G(x) = pr(X.>x) . ~ 

(i = l, ..• ,n), GS(x) = pr(xn+1>x); then when r>l; 

Pr{x(S) > x} = 
r:n+l 

G(x) }r-l " 

Expressing the SUffi of binomial probabilities in terms of the 

incomplete beta function, we obtain 

Pr(x(S) > x) 
r:n+l 

G(x) 
== T(n+l} f un - r +1 (l-u) r-2du r (n-r+2) r (r-l) 0 / 

< " 

i 
! 
i 

i 
~ 
1 
; 

! 

l 
1 

f" 
1 
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{G ( S) (x) - j } 
n-r+j+l 

r-l . 
= ( n) l Cr -: 1) (-1) J [prCx(s) . > x) 

r-l j=O J 1 :n-r+J+2 

- n-ri j +l pr(Xl:n-r+j+l ~ x)] 

Thus if the variables are discrete and integer valued, 

the relation for moments about thè origin follow directly fT (a), Le. 

(1.5) 
s (k) 
~r:n+l 

n r-l r-l j s(k) 
= (r-l) j~O ( j ) (-1) (~l :n-r+j+2 

j us(k) ] 
n-r+j+l l:n-r+j+l 

Re~ation (1.5) also holds for continuous variables. IJ 

, 

) 

" 
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,j CHAPTER II 

RECURRENCE RELATIONS AMONG PRODUCT MOMENTS 

This êhapter shaH atternpt to outline all the recurrence 

re1a~ions among products, and sorne of the important praofs, 

-and re levant de ri vations. On1y those deri vations and proofs 

that are not already used and shown in Chapter l sha~~ be out-
, 

liped in this chapter to avoid repetitions. Appropriate re-

ference shall be made where proofs or derivations for product 

moment relations are similar to those relations which are al-

reay given~for simple moments. 

For an arbitrary continuous distribution Govindarajulu 

(1962) developed the following product-moment relation: 

(2.1) (i-l)ll.. + (j-i)~. l' + (n-j+lhl. 1 . 1 
1, ) :n 1- , J :n 1- ,)- :n 

= n lJ i _1 , j-l :n-l 

Relation (2.1) is derived by taking the integral defini~ 

lJ· 1 . 1 l' and sp1itting up the integra1 as
1

the sum~Of 
1- ,)- :n-

three 'similar :i.,ntegrals according to the partition l = F (x) 
o 

+ [F (y) - F'(x)] + [1 - F (y)). Relation (2.1) holds also for 

the discrete case and can be proved by using a similar ap-
~ 

proach. However as pointed out in the first chapter for re-

lation (1.2.1), relation (2.1) has sorne problerns as far as 

0'" 22' 

1 

1 
l 
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accuracy is concerned, namely that reported applications for 

working "upwards" causes a 108S of accuracy of 1 ta 3 units' 

in the last."decima1 pl.~ce. If, however, as Harter (1961) 
/ 

and srikantrn (1962) point out, relation (2.1) is rewritten 
1 

as 

(2. la) lJi-l, j-l:n-l 
i-1 + j:-1 

= {;n-}lJi,j:n {n }lJ i - 1 ,j:n 

+ {n-j+1} 
n lli-1,j-1:n 

Then, they can be used for working "downwards" with no seri-

ous accumulation of rounding errors. However, for this pro-

cedure one has to evaluate aIl the first, second and mixed 
-il 

moments of order statistics in an arbitrary large samp1e size 

n, which may not always be possible. Srikantan (1962) gives 

an explicit sDlutiDn Df (2.1) in terms of the expected values 

of the functiDn of the first arder statistics paired with aIl 

other order statistics in each sample size: 

lli,j:k 

j-2-s 
(. 1 ) lJ l · k t 1- -s ,)-5:-

( 1<i<j<ktQl) 

This relation enables one to comput.e the n{n2-1) /6 expected 

values \1 (l<i<J'<k<n) in terms of the n(n-l)/2 expected "i,j:n 

values lJi,j:k (l<i<j<k"n). If one lets i=l, and j=i+l we 

! 
,Î 

, 

_':.-, 

J 
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qet as a special case, relation (1.2.1). Therefore for any 

arbitrary distribution symrnetric about zero, the number of 

distinct and independent constraints arnong the distinct 

lJ
i

. (i=j) irnposed by (2.1) i8 {(n-l) 2 - :c{} /4 if n i8 even 
,J :n } 

and (n-l)2/4 if n is odd. 

Downton (1966) by using the definitions of lJ and 11 r ,s :n 
following sirnilar arguments that he used for\(1.2.6a) devel-

p. 

oped the following two relations, which hold for any cont~n- \ 

uous distribution. 

(2.2) 

(2.3) 

n 
(i-1) (k) (n-i) (t) JJ. • k:t~(k+~+l)JJk+l,k+l:k+t+l E = 

i=l 
1,1:n 

r r (i-l) (k) (n-j) (t) lJ = k!t! (k+~+2)JJk+l,k+2:k+t+2 
i<j 

~ i,j:k 

(a) 
1J m----/'------....... 

Then using the relations (a+b) (m) = l (m) aCr)b(m-r) 
r=O r 

m 
and (-a-b) (m) = r (_l)r(rn) '(a-r) (rn-r)b(r) together with (2.2) 

r r=O ... ..------", 0;) 

and (2.3) Downton got 

x (k+r) !(R.+s) !(k+l+~+s+1)~k+r+l/k+r+l:k+t+r+8+l 

, 

i 
't ' 
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+ 
R. P r+s 1 p (1-r) Cp-s) 
t t (-1) (r) (s) (n-k-r-1) (n-q-s-l) (k+r) ! (q+s) ! 

r=O s=O 

x (k+q+~+S+2)~k+r+l,k+r+2:k+q+r+s+2 
q k 

+ t t (_l)r+s(q) (k) (n-p-r-l) (q-r) (n-1-s-l) Ck-s) (p+r)!(R,+s)! 
r=O s=o r s 

x ( n ) } 
p+R,+r+s+2 ~p+r+l,p+r+2:p+R,+r+s+2 • 

This relation, becau~ of its generality, is rather com-

plicated, however, in many applications considerable simpli-, 

fication is possible. It may be noted that with (2.4), there 
,. \) 

is no need to compute the complete variance matrix associated 

with the random variable xi : m as the covariance of ~+l:k+R.+l 

and xp+q:p+q+1 defined on the terms of the form ~i:,i:m and 

~i,i+l:m for m ~ k+R.+p+q+2, of relatively sma11 variance ma-

trices. .. 
~gain using identities (a) and (à) and relations (2.2) 

and (,2.3) Downton (i966) gets 

~ ~ (r-l) (i) (s-1) (j) ~ 
r=l s=l r,s:n 

= ~- (r-l) (i) Cr-l) (j) ~ 
r=l r, r:n 

+ 1: 
r<s 

{(r-l) (i) (s-l) (j) + (s-l) (i) (r-l) (j)}~ 
r,s:n 

= ! (i), Ci-t) ( '+t)" C n ) 
t~O t J J. j+t+1 ~j+t+l,j+t+l:j+t+1 .. 
. ~ 
1. t i)' 1) Ci-t) '1 '( n ) . 

+ t!O (-1) (t (n-t- J .t. j+t+2 l1j+l, j+2 ~j+t+2 

, 
1 

1 

1 

1 
} 

} 

t 
i 

, 

. ' , 

, 
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Because of synunetry the first sum in this expression cou1d have 

been written with i in place i and vice versa. It may also 

be noted that the sample size n enters into these surns only 

in terms of factorial powers. Downton also expresses (2.4.1) 

in a form using factorial powers: i.e. 

{2.4.1a) 

where 

and for 

~ ~ (r-l) (i) (s-l) ~j) lJ 
r=1 s=1 r,s:n 

= 
i+j+2 

1: a;, n Ct) 
1.J:t , t=j+l 

aij :i+j+2 = lli+l:i+lJ.lj+1:j+IC(i+l) (j+l» 

j+l " s " i+j+l 

a1.'J' •• s = i!j!J.1 . /{(i+j+l-s)!(s-i-l)!(s-j-l)!} s,s.s 

s-j-2 
+ 1.'.' J'.' (J,+'1) (i+j+2-s) ~ ( 1) r (' j 2 )' 

L - J.IJ'+I j+2:J'+2+r 1- - -s • 
r=O ' 1 

(2.4.lb) (j+r+2) ~ (s-j-2-r) !} 

_ '" t (' +1) (i+j+2-s) ~ ( 1) r • / ,1.J. 1 - lJs -i-1 s-i:s-i+r 
r=O ' 

(i+j+2-s)!(i-r)! (s-i+r):} 

+ i! j! J.I. +:1 '+IJ.1 ' 1 s . I/{ (i+j+2-s) ! (s-j-1) ~ (s-j-l) :} 1. · ... :1 8-1-; -1-

" 

The second term vanishes when s=j+l. while the third and fonrth 

terms vanish when i=j and s=j+1. 

Govindarajulu (1963) d,veloped some recurrent relations 

1 

, 
,t .. ' 
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for an arbitrary distribution: 

n-l n 
L L ~~:n ~Bj:n ~ (~)~~:2~~:2 (2.5) 

i-=l j=i+l 

The proof of (2.5) follows by letting 

L.H.S. 
n-l n n! = 1: 1: i=1 j=i+1 (i-l)!(j-i-l) !(n-j)! 

(r,s;;>O) 

f f xr ysFi - 1 (x) [F(y)-F(x») j-i-1U_F(y»)n-
j 

-co<x<y<oo 

dF(x) dt(y) 

n-l = 1: n! J J XrysFi - l (x) [l-F (x) 1 n-i-l 
i=l l(i-1)! (n-i-1)! x<y 

d(Px) dF(y) 

= n(n-1) f- f xrys dF(x) dF Cy) = R.H.S. 
x<y 

1 
-~---------

r 
2 

noting that 
r (\.Ir) and using (2.5) and (1.2.2) 

\.1 1 : 2 112:2 = By 

one gets 

n-1 n (r) 
2 

(2.5.1) t E lli,j:n = (~) (llr) 
i=1 ~=i+l 

with r=1 (2.5.1) becomes 
<" 

n-1 n n 2 
(2.5.2) E 1: "'i,j:n = (2)Y '" 

\,,-

i=1 j=i+1 

• 
For an,arbitrary distribution and even n, 

1 
1 

1 
t 
J 

1 
i 
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(2.6) 

Govindaraju1u (1963) pr~ves it by considering the symmetrica1, 

integral 

\J = n(n-l) l,n :n f f xy[F(y)-F(x»)n-2dF (x)dF(y) 
-OO<X<y<co 

00 0) 

= ~(n-l) / f xy[F(y)-F(X)]n-2dF (x)dF(y) 
-0) -co 

Expanding [F(y)_F(X»)n-2 in powers of F(y) and F(x), and in-

tegrating on x and y one obtains , 

= 

,~.~ 
l (n-2) /2 n 2 .• -

+ J(-l) {n/2)\Jn/2:n/2-, 

= R.H.S. of (2.6) 
,1 

Ruben (1956) uses a similar proof for normal order statistics. 

Relation (2.6) is also very similar to one used by Teichroew 
~, 

(1956) for normal order st~tistics. Govindarajulu ,(1963) also 

developed a recurrence relation for any arbitrary continuous 

distribution for which f' (x) == xf (x) : 
," 

... 

,._-

,1 
l 
1 

1 
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~ , 



'1 

1 1 
) "\/ 

i, 1(' 
, l 

~ 29 
\ 

/ 

(2) n~ 
n-i 

(2.7) = 1 + I: (_1)m -L(n-i) 
lJ i :n (1-1) ~ (n-i) ! o i+m m m= 

JJi+m-1,i+m:i+m 

if i=n, then 

(2.7.1) (2) 1 + JJ 
LI 

lIn :n = n-l,n:n 

Using (1.2.1.2) and (1.2.1.3) with (2.7.1) one obtains 

(2.7.2) 11 (2) = 
t'"l:n 1 + JJ 1,2:n 

Setting i=n-l, one gets 

(2.7.3) 

A1so setting i=l, one gets ... 

(2) 
III :n 

n-l m -1 n-1 = 1 + N r (-1) (m+l) (m )lIm m+l:m+l 
m=O ' 

n-l m n 
= 1 + E (-1) (m+l)~m m+t:m+l 

m=O ' 

n m-l n . 
= 1 + L (-1) (m)lJm- 1 m:m 

rn=2 ' 

usi~g (2.7.3) and (2.7.4) Govindaraju1u 

, n m~ 
(1963) gets 

(2.7.5) lJ1 ,2:n = L (-1) (m)lJ1 21m 
m~ , . 

------

f 
J 
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With these forrnulae one now has a systematic procedure 

for evaluatin<;1 th~ first, second, and rnixed (linear) moments 

of the normal order statistics for any given n ~iven these 

moments of order statistics for aIl samp1e sizes up to and 

including n-l. First evaluate ~1 and solve for the rest :n 

of~. using the ~l 1 and the recurrence formulae (1.2.1) 1:n :n- , 

witb k=l (assume n is even). Then relation (1.2.1) gives us 

~~~~:n = ~~~1:n-l and therefore ~~~1:~ is known and the rest 

of ~~2) will be known. Now 
~:n 

~l is available from relation ,n:n 
(2) (2.6). From relation (2.1) one gets ~l' =<'; 1 + II I 2' and .n , .n 

~l,2:n is known. Then eva1uate any (n-4)/2 of the rest of 

the distinct ~.. (i*j) and use the recurrence relation l.,J:n 
(2.1) with i=l, and j = 2,3, ••• ,n-l, i=2 and j = 3,4, ••• ,n-2 

and i=3 and j = 4,5, ... ,n-3 etc. unti1 the total nurnber of 

these re1ationships is n(n-2)/4 and one then solves for the 

rest of the distinct Jl. . l.,J:n If n is odd, then ~ (n+1) 12 = 0'. 

Usine] (1.2.1) the rest of~. are known. , ~:n 
Then evaluate one 

lJ~2) and then using (1.2.1) with k=2, the rest of the Jl~2) 
l.:n l.:n 

can be solved. From (2.1) ~1 2' is known. , .n Then one must 

ev~luate (n-3)/2 of the rest of the distinct ~i,j:n (i*j), 

using recurrence relation (2.1), which should total (n-l)2/4 • 
't, 

Then one solves for the rest of the distinct lJ .. (i~j). l.,J:n 
This type of computationa1 scherne is useful especial1y if it 

is possible to evaluate exactly the lower moments of some 

order statistics for each n. However, for sorne distributions, 

especially the normal distribution, it will he difficult to 
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evaluate these exact1y for sma11 samples. 

Govindaraju1u (1962) has derived some re1ationships 

among moments of order statistics in samp1es drawn from chi-

population (1 d.t.) (vi' ), and a1so some re1ationships be,):n 

tween the moments of order statistics from the chi-dis tribu-

tion (1 d.t.) and the standard normal distribution. 

Letting 

Vn-l,n:n = nen-1} f f xyf{x) fJy} IF(x)]n-2dxdy 
o <x<y<oo 

and ~ntegrating with respect to y one gets 
~ 

co 

( 1) 1 xf2 (x) [F (x) 1 n-2dx • "n-1,n:n = n n-
O 

Then writing 

and integrating by parts Govindaraju1u gets 

(2.8) 

(2.9) 

V(2) = 1 + v 
n:n n-1,n:n 

In a similar manner one gets the following relationship: 

Letting 

vI • := n (n-l) ,n.n 
f f xyf (x) f (y) [F (y) -F (x») n-=2dxdy 

o <x<y<CIQ 
(for even n) 

•• 
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CID CD' 

= n(n-1)/2 f f xyf(x)f(y) [~Y)-F(X»)n-2dxdY 
o 0 , 

and expandinq [F(y)-FeX»)n-2 and integratinq tarm-wise one 

gets (n even} 

(2.10 ) v l,n:n 

\ 

(n-2) /.2 i-1 n ._. = t ( -1) . ( .) v. . vii i=l ~ ~:~ h~ :n-

. When n is odd, follq~ing the proof,of (2.8): 

"n-l:n:n = n(n-1) 

CIO 

f xf2 (x)Fn- 2 (X)dx 
o 

oOD n-2 
= 2nn (n-1) f x ~2 (x) [~(x) '- j1 dx 

o 
GO 

= 2n- l n(n-1) f X$2(x) 
1 n-2 

[t (x) .- 2] dx, 

1 ~-2 
and expanding [~\(x) - 2"1 and integrating term by term, one 

gets the fo11owing re1ationship: 

(2.1l) 
n-2 . l' 

v - 1: (_1)12n- -1(n) ( dd) 
n-1,n:n - . 0 i Un-i-1,n-i:n-i no. 

1= ' 

with formu1ae (2.8), (2.9), (2.10), (2.11) one can now 

evaluate the first, second and mixed moments of or.der statis

tics in ~ sample of size n, qiven these momen-ts in samples to 
.. 1 

si~e n-l, and a table of the~. moments at nor.mal arder 

-
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statistics to size n •. 

~g 
.,' 

v == n(n-1) 1,2:n f f xyf(x)f(y) (1 - F(X)]n-2dxdy 
o <X<y<C19 

and integrating with respect to y one gets 

v 1,2:n 

CIO 

= - n (n-1) f xf2 (x) [1 
o 

F(x)] n-2dx 

00 t n-2 + n (n-1) (~/'If) f CI xf (x) [1 - F (x») dx; 

then expanding [1 - F(X)]n-2 and integrating terrn-wise Govin-
1 dara)u1u (1962) gets 

(2.12) 
n . 1 d • " ! = }; (-1)~- (t;t)v. 1 .. + n(2/n) 

i=2 1 ~- ,1:1 \ V1 ,2:p 
/ 

(n, odd) 

. For the case of even n, 

. 'n 2-1 
f f xy+(x) +(y) [~(y)--t(x)J, - dxdy 

O<X<y<œ" 

Note 'that the integrand is symmetric~l with respect 

origin and in(l~ ~ !i • • Taking the relation 
,f/a .Ii ,-. 

- ~J \Jo' 

{j IF -, 

to the 

o 

- ' 

. 
• 
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JJ = n (n-I) 
1,n:n 

f f xycp (x) cp (y) [~(y)_~(x)]n-2dxdy 
-oo-::=x<y<oo 

o 
= 2-(n-l)V

1 
• +n(n-l) f 

,n.n x=-co 

n-2 
[Hy) -~ (x)] dxdy, 

, 

f 
y=O 

xycp (x) ~ (y) 

n-2 and expanding [~(y)-~(x)] and changing x ta -z, one gets 

!Xl 

[j zcp(z){l - ~(z)}n-2-idZ] [ycp(y)~i(y)dY] 
o 

00 , 

t, 

co 
zf(z) {1 - F(Z) }n-2-idz1 l/ yf(y) {1+F(y) }1.dy] 

. 0 

Then. if one expands [l±Fl a in powers of F and integrates term-

wise one gets the fol1owing relationship (Govindarajulu, 1962): 

(2.13) ~ 

Let 

., 

2v 
~n:n 

n-1 . '+1L i. 
= 2nll

1
,n.'n + E (~) (_1)1 "1 ,[ E (~)v .. 1 

i=l 1. :n-1 j=l J J:) 

" n n n! 
., 1: v, . 

1 j,,",2 1,):n 

1 f xyf(x) f(y} (F(y)-F(X)] j-2 
o <x<y<co 

[l-F (y)]n-jdXdy 

J 
1 
1 
1 

i 
1 

1 

\ 

1 , 
t 
~ 
1 
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== n (n-l) f J xyf (X) f (y) [l-F (X) ] n-2dxdy 
O<X<y<CO 

GD 

:: n (n-l) J xf2 (X) [l-F (X) ] n-2dx • 
o 

Integrating by parts Govindarajulu (1962) gets: 

(2.14) 
n 
t"" = l _ ,,(2) 
t. vI' vl:n 

j~2 ,):n 

Using the same method as for (2.13), one gets 

n-l 
L 

j=l 
'J. ),n:n 

= n(n-l) J J 
n-2 xyf (x) f (y) (F Cy)] dxdy 

o <x<y<oo 

n-l 
'J + n-l,n:n E ")',n:n= n (n-l) f 

o 
1 

00 

xyf (x) f Cy) (F (x)] n-2dxdy 

Then by t2.B) 

(2.15 ) 
n-l 

L 
j=1 

j=l 

'J, ),n:n 

o 

= n(2/n)~ "n-l:n-l 

= n(2/n)! v r - v(2) + 1 
n-I:n-l n:n 

Again using similar methodologyi 

~ _ n(n-1) ••• (n-i) 
'J i, j : n ~- (i -1) ! 

j=i+l 
f J xyf(xJf(y) 

o <x<y<oo 

\, 
\, 

,---

/ 
1 

, ' 
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Then 1etting (n-i)f(x) [1_F(X)]n-i-1 = dl1-F(X)]n-i and inte-

grating by parts Govindaraju1u (1962) gets: 

(2.16) 
n 
E 

j=i+1 
v . , 
~, J:n 

n 
r v, 1 ' 

~- ,J:n j=l 
= 1 _ v~2) 

~:n 
(l<i<n-l) 

Another formu1ae deve10ped by Govindaraju1u (1962), a 

bit more complicated than the preceding ones, expresses the 

relationship between v,. and v . 1 '1 given a table 
~,J:n n-J+ ,n-l+ :n 0 

of values of the ~'s up to n and the ViS up to n-1: 

(n>O) 

(2.17) 

'+1 j-i" -1 n-i 
+ (_1)1 (~) I: ~(J-m) (J'-i-m}VJ'-m:J'-mVm:n-J'+m 

1 m=1 

Jl .f _ .,. 

+ (-1) i 
i 
i 

m=1 

Uaing relation (2.1) recurrently, one can generate the 

(k) (' 1 2 ) 'f th (k) (' 1 2 1) d v, 1 = , , ... ,n 1 e v, 1 1 = , , .•• ,n- an any l:n 1 :n-

one of the v~k) are available. Simi1arly using formu1ae (4.1)' 1:n 
recurrent1y one can generate the v, '. (i<j, i,j = 1,2, ••• ,n) 

~,J.n 

if the v" 1 (i<J'~ i,J' = 1,2, ••• ,n-l) and any n-1 of the 1,J:n-
V" are avai1ab1e. Formulae (4.1) and (4.3) can be used 
1, J:n 

for checking the computations. 

, ' 

1 
1 
j 

1 
" 

1 

.. 
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CHAPTER III 

RELATIONS BETWEEN QUASI-RANGES 

( 
Certain linear systematic statistics such as the range 

which measures dispersion have expectations which are inde

pendent of the size of the sample from which they are calcu-

!ated. These statistics may be used as indices of skewness 

and kurtosis for samples from any continuous population, and 

have the advantages, for instance, when estimates from samples 

of different sizes are to be combined. 

This chapter shall attempt to summarize aIl the work 

that has been do ne in this area to date. One statistic in 

measuring dispersions is the range, whose probability inte-

gral in sarnples from a normal population was tabulated by E.S. 

Pearson (1942) and Hartley (1942). Tippet (1925) tpbulated 

its rnean value'fçr samp1e sizes 2-1000, and gave fOFmulae 

for higher moments, an~S. Pearson (1926) has calculated 

second, third, and fou~~moments for several ~ample sizes. 

Other measures which invo1ve the difference of observations 

have been proposed, such as the interquartile range, dis-
, 1 

cussed by Hedo (1931) and the differences of quindeciles, 

suggested by K. Pearson (1920). Mosteller (1946) discussed 

these and other differences of symmetrically placed ranks 

which he ca1ls quasi-ranges. Nair has considered the mean 

deviation from the median and proposes severa! questions as 

37 
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to the usefulness of this statistic, and Godwin (1949) fur-

ther discu5sed this statistic and tabu1ated the mean, vari-

ances and covariances of ranks. 

Kendall and stuart (1969) has shown that the expectation of 

the range ; , in a sample of n from any continuous population of 
n 

variate-values z, wh!Ch has distribution function F, is ! 

CIO . n n 
Cl - {F (x)} - {l - F (x)} ] dx. w == f n 

-00 

K. Pearson (1902) has shown that if X represents the n,p 

expectation of the difference between the (p+l)-th and the 

p~th value of z when the sample members are arranged in as-

cending order of magnitude. Then X "" (n) f Fn-P (x) 
n,p p " 

(l-F(x) )Pdz , (a). Letting W l == J {l - (l_F)n-l _fFn-1}dZ, 
n-

the integrals being taken over the whole range of z. There-

fore, . 

== (X l+X l)/n + w 1 n, n,n- n-

Wn- 1 may also be expressed in terms of Xn-l,l' Xn - 1 ,n-2 and 

Wn_2 and 50 on. 

From K. Pearson's equality (a), Si11itto (1951) shows 

that 

~, 
.;. 

• 
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(3.2) 

= ~ X ~ _ n -p+ 1 X 
P n-l,p-l p n,p-l 

By repeatedly using the right-hand side of relation (3.2), 

Sillitto (1951) found that 

(3. 3) X n,p 
(n)v v . \1 (n-p+i). 

= r (_1)1(.) 1 X • 
(r)v i=O 1 (n-\l+i)i n-v+1,p-v (\I<;p-l) 

By using a similar method of summation under the integral sign, 

as was used for relation (1.2.6) Sillitto (1964) gets anothe,r 

relation: 

n-m 
E (n-m)X I( n ) 

r n q+r q+r r=O ' 
(3.3.1) (n>m) 

The difference between the p-th and the (n-p)-th differ-

ence.in a sample of n, or more generally a linear combination 

of such differences, may he considered as a linear measure 

of skewness. The more fami1iar measure due to K. Pearson; 

skewness;= (mean-mode)/a is subject ta the inconvenience of 

det!ermining the mode and therefore is pot independent of the 

population. Sillitto (1951) found that it is possible to 

choose a linear combination which has an expectation value .... 

independent of the size of the sample, that is suitable as a 

measure of dispersion: 

First, an expression 

a 

. .f 
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nal (X l-X 1) + na2 (X 2-X 2) + ••• + na (X -x ) n, n,n- n, n,n- p n,p n,n-p 

1 p = l, 2 1 ••• '! (n -1) P 1 odd 

1 p = 1,2., ••• , (~-1) P, even 

is needed whose value is independent of sample size. Then 

this expression must equal 3al (X 3,1-X3,2). Then for aIl p~;::- ,\ 

missib·le values of p, X - X is expressed in term~ ofl! 
, n,P n,n-p 

first differenceà (bYusing relation (3.3) and taking note that 

X2 ,1= w2 = ~3 = i(X 3,1-X 3,2)' the resulting equations can be 

solved for X3 ,1 

(3.3.1) E [( X -X ') 
n,P n,n-p p 

{(n-2, n-2PJ/{n)] 
p-l n-2 P 

Thus the statistic SL is a linear systematic statistic which 

measures skewness in samples of n from any continuous popula

tion~ and its expectation ~(X3,1-X3/2) is the expectation of 

the difference (median-môde) in samples of three from the 

population. 

When v = p-l, relation (3.3) becomes 

X 
n,P 

By usin9 relation (3.2) in the right-hand side of relation 

(3.1) 1 other expressions for wn in terms of mean differenées 

in samples of size n and smaller can be obtained and from 

-
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\ 
such expressions one can also express X + X in terms n,p n,n-p 

of mean ranges in samp1es of size n and less. Si11itto (1951) 

obtained such a relation: 

C 3.4) 

Fn-PC1-F)P}dz 

~ Cp! (n-p) ! ln!) (X +X ) n,p n,n-p 

E.S. Pearson (1926) proved (3.4) for a symmetrica1 popu-
" 

1ation, in which X = X n,p n,n-p 

If one gives p the values 1,2, ••• ,n-1, (n-1) expressions 

from relation (3.4) are obtained and (n-1) independent equa
q 

tions re1ating oo2 ,oo3 , ••• ,oon and X l'X 2""X 1 arise. n, n, n,n-

These equations are then solved by Si11itto (1951) to derive 

exp1icit expressions for 00 (2<m<n) in terms of mean differ~ 
n 

ences in a samp1e of size n: 

(3.4.1) 
n-1 

L 
p=l 

X n,p 
n-m (n-m) ! (n-p) ! t - (X +X ) 

n! p=l (n-m-p)! n,p n,n-p 

(2<m<n) • 

Relation (3.4.1) was first obtained ~d proved in another way 

by E.S. Pearson (1926). This general expression can also be 

directly verified from the integral expressions for wm and 

---
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When m=2, Si11itto (1951), after sorne reduction obtains 

(3.4.2) 2 
002 = n(n-l) {(n-I)Xn,1 + 2(n-2)Xn ,2+···+p (n-p )Xn ,p 

+ ••• +(n-l) X 'I} n,n-

The right-hand side can be recognized as the form taken by 

the expectation of g, Gini' s coefficient of mean differenge 

(Rende1 & Stuart, 1969), when it is expressed in terms of 

successive differences of the ranked variate-va1ues. 

It is sometimes necessary to estimate the mean range in 

a sample of m from a samp1e of n (>m) observations; for in-

stance in quality control work or when it is proposed to use 

Ulm as an index of dispersion. Relation (3.4.1) cou1d be used 

for this purpose, if the values X of the p-th successive n,p 

difference (p = 1,2, ••• ,n-1) between the rank~d members of a 

sample of·n observations are inserted on the right-hand side 
~ 

of this equation instead of theij expectations. The quanti

ties obtained from (3.4.1) are genera1izations of Gini's co

efficient of mean difference and their ex~ectations are inde-
(f ' 

pendent of the number of observations in the sample from which 

they are calcu1ated. Si11itto (1951) compares their effi-

ciency as estimates of Ulm in the case of a normal population, 

wi th some bther methods. 

To define kurtosis one needs to have sorne standard pop

ulation as a reference. The virtue of the normal population 

for this purpose is not involved except when one uses measures 
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derived from moments, and in considering continuous popula

tions in genera1, the most natura1 one to take as a standard 

appears to be the rectangu1ar, which is fIat throughout its 
~ 

range. The smallest sample which could give an indication 

of ~he kurtosis is that of four values. In such a sample, 

an index of kurtosis relative to the rectangular population 

would be ~(X4,l-2X4,2+X4,3) ,which has expected value zero 

in the rectangu1ar population. Sillitto (19SI) suggests that 

one cou1d take as a measure of kurtosis a linear cornbination 

of the differences between the values in the s amp le , which 

has the sarne expectation as this expression, independently 

of the size of the sample. Since i(X4,1+2X4,2+X4,3) ~ 5004 

9w 2 and ,the mean difference in any sample of more than four 

can be expressed using relation (3.4.1) in terms of w4 and 

w2: a linear systematic statistic suggested for measuring 

kiertosis is 

If one wi6:: 

wou1d haÎe to 
/ 

to restrict onese1f to 1inear statistics one 

bring them 0 the sarne scale by dividing them 

by a measure of the sion such as the standard deviation, 

or w
2

• 

In relation (3.4), if takes p=l, and then p=n-1, n 

odd, Si11itto (1951) gets 

,t 

'. 

'" 1 , 1 
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n-1 n-1 n-1 
= Wn + ( 1 )wn- l - ( 2 )wn- 2+···+( l )w2 

which leads to 

(3.5) 

Other relations between.mean ranges can be obtainèd by 

giving other values to P. 

'Romanovsky (1933) developed the relation which invo1ved 

mean ranges in samples taken from a normal population: 

(3.6) 
P W 

-21 E (_l)r(p) 2p+l-r = 0 
r=O r 2p+l-r 

Relation (3.6), as Sillitto (1951) pointed out, by means of 

relation (3.4) actually holds for any continuous population. 

Robbins (1944) using elementary probability theory showed 

that the expected value of the range for n=3 is always three

~alves that for n=2, i.e. 

(3.6.1) 

Relation (3.6.1) is only a special case of relation (3.6). 

It is often possible, in certain types of mass produc

tion, to use a large sample of articles for simple routine 

-·inspection and t~ find with ease the articles with more 

• 
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extreme values of the characteristics measured. In these 

cases, a great deal of labour can be saved, if the dispersion 

is estimated from these extreme values, which May comprise 

only about 5% of the total. Such an estimate of dispersion 

may be used in controlling variability by(specifying limits 

for this estimat~. One method of specifying the variabi1ity, 

which avoids the complication of subdividing the sarnple, is 

ta lay down limits for the difference between the sum of the 

r highest and r lowest values observed in the sample of n 

(l<r<Ïn or tCn-1) according as n is even or odd. Nair (1950) 

has proposed the symbo1 Y(r) for the above mentioned differ

ence, suggested by Jones (1946) as a measure of'dispersion 

in large samples. Si1litto (1951) uses J(r) to de no te this 

statistic in a sarnple of n, so that 

~ 
nJ(r) = (z +z l+"'+z +1) - (z +z l+",+zl) n n- n-r r r-

.. \ 

'lélIld therefore 
" 

E(nJ(r» = wn + (Wn-Xn,n_l-Xn,l)+···+~Wn - (Xn,n-l+Xn,l) 

- (Xn ,n-2+Xn,2) - ••• - ~Xn,n-r+l+Xn,r-l)} 
" 

8y rneans of relation (3.4) the right-hand side can be ex-

pressed as a series of Mean ranges and the coefficients of 

each of the wn_s (O<s<r-l) can ,then be s~d, giving 

o 

...... 
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.' 
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(3.7) ECnJ(r» = 

The mean deviation from the median in the sampte of n, 

given that X is thé p-th difference between the ranked n,p 
individua15, if n is odd, i5: 

m'n l l = n{Xn ,1+2Xn,2 + ••• ~ 2Cn-l)~n,!(n_l) 

+ !Cn-l)Xn,!(ri+i;+ 2Xn ,n_2+Xn,n_l1, 

·'and if n i5 even: 

By taking expectations and using relation (3.2) Sillitto gets 

and 

(3.8.1) 

(the latter also having been proved by Godwin (1949», and 

thus gets the following result, which·can aiso be expressed 
,. 

in terms of mean ranges by use of relation (3.4): 

(3.8.2) 
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Letting Fn,p represent the c.d.f. of Z~,p. Then (Kendai 

& Stuart, 1969) 

(a) 

1"-

Integrating by parts one gets the two following alternative 

expressions (Si1litto, 1964) 

(b) 
n-p 

F = E ( n )FP+r(l_F)~p+r 
n,p r=O p+r 

(c) F = l -n,p 
~ ( n )~p-r(l_F)n-p+r 

P-r -rel 

Therefore by means of thése expressions, certain properties 

of q-th members qf samples of size m can be expressed in 

terms of arder statistics of samples of size n(ti>m). - Taking 
m 

note that F =Fm by (b) and (l-F ) = E ( m )Fm-rCl_F)r 
'ID,m m,m r=l m-r 

by (c), one finds that by using expression (3.0), that the 

expectation or-~e difference between powers of largest-

rnembers-of-m i8 (Kendall& Stuart, 1969) 

w2 (Z ) !{l 
2 2 = - (l-F ) - F - }dz 

m,n 'm,m m,ID 

= 2 f F (l-Fm m) dz m,m , 

m 
(m)F2m~r (l-F) rdz' (3.9) = 2 f 1: 

rel r ' 

2 
m m 2m -

= ' L '(r> X2rn 2m-r/ ( r ) 
r=l ' 

~,.. --.5 ' 
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. 
i.e., the expectation of the difference between pairs of 

1argest-members-in-samp1es-of-m may be expressed in terms of 

the expectations of differences betweert successive members 

in samples of 2m and therefore by usinq relation (3.3.1), in 
...... 

terms of expectations' of differences between successive mem-

bers of samples of size greater t~an 2m. 

In a similar manner 

(3.9.1) 

Usinq similar methods, tQouqh with more algebraic labour, 

Sillitto (1964) finds the expectation of the difference be

tween pairs of mediàns-of-samp1es-of-(2t-l) to he: 

(3.10) 

The expectation of the differen~e between pairs, Le. 

the expectation of the range in samp1es' of twb i8 a measure 

'v of the dispersion of a varia~e, being the expectation of .. 
Ginils coefficient of mean difference.~By usifig relation 

. j 

(3.9.1) and relation (3.4.2); Si11itto (1964) points out that 

it iS'Pbs~ib1e to ~termine whether a population is such~ 
~ # 

that'~ distribution of the mediâns of samp1es,of 2t-l has 

, 
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a smaller dispersion than the population dispersion; and 

that the expectat~on of the range in sarnples of two observa-

tions is re1ated to the successive differences in an ordered 

sample of 4t-2 by 

2 
= "7"( 4~t:--"""2-r-) ...... C 4~t:-_-:::3") 

4t-3 
r S(4t-2-s)X4t_ 2,s 

sel 

Pearson (1931), deve10ped a general formulae for moments 

of the distribution of the distance from origin to the q-th 

rank of the rectangular distribution: 

(3.11) , = b (q+9-l) , 
Ils (n+s) ~s-l 

where b equals the "length" of the distribution. Also, the 

s-th moment of the range between the q-th and q~th ranks was 

developed: 

(3.12) , = b (cf-q-l+s) , 
Ils (n+s) ).1s-l where J.1~=1 

~ 

Pearson (1931) also developed a ~rrnu1ae for the s-th 

moment coefficient of the centre of the range, where the mo-
~-

ment-coefficient is taken about the start of the rectangle: 

(3.13) 
, 1 -s- s s!n! 
~s = (jb> t!o (n+s) (s-t)!(n+t-l) 

and then transferring to tbe mean Si11itto gets the following 

relation: 

... ... 

--- ,..,......, 
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j" 
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(k,)2i n! (2i)! 
1J 2--L= 2 (n+2i) 

l1 
In random samples of n from a population with density 

function p(x) and distribution function P(x), the probability 

d~sity of the range fn(w) i5 given by 

CI) 

fn(w) = n(n-1) f p(x)p(x+w).lP(x+w) - p(x)]n-2dx . 
-CI) 

For the exponential population p(x) = e-x (x>O,p(x)=O,x<O), 

the preceding equation (Maguire et al., 1952) thus becomes 

n-2 
fn(w) = (n-1) (l-e-w) e-w 

~ 

with the moment generating function of the range being 

CID tw 
M (t) = f e 

n 0 

= r(n) r(t+1)/r(n+t) 

Cox (1954) then obtains the cumu1ants of the range by taking 

logs and expanding in powers of T, and, uti1izing certain 

properties of'the digamma and trigamma functions, then gets 

~e Mean and variance of the range: 

n-l 
mean of range = t l/r 

-, 
r=1 

n-l 2 variance of range = Er l/r • 
r==l 

g -

--

... 
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The range is a useful tao1 in estimating rapidl~ a pop

ulation standard deviation if the sample size is not too much 

greater than 20& Above 20 the efficiency of such an estimate, 

when compared with one based on sample deviation fa1ls off 

rapidly. For larger samples the ratio of mean sample range 

ta population standard deviation depends rather critically 

on the form of the ~ails· of the point distribution. A large 

sample also increases the probability of "esoteric" observa-

tians, thus giving an unusual large value for the range. It 

i9~because of these disadvantages that lead ta the idea of 

possible use of wr (= Xn-r-Xr +1) calling these statistics, 

quasi-ranges. For examp!e since wl does not depend on the 

values of the e~treme observations, it is likely ta be less 

affected by departures from normality or by possible presence 

of an occasional "esoteric" observati~n. Thus w1 should be 

preferable to the range beyond a certain sample size . 

• Quasi-ranges may also be used for the estimation of 

standard deviation. For example, Godwin (1949) determined 

the optimum linear combination of wo' wl ' w2 ' ••• , using aIl, 

the possible quasi-ranges and for n=lO gives an efficiency 

of 99%. Mosteller (1946) considers certain unweighted suros 

of ,two values, in order to make the estimate of the standard 

deviation quicker. His investigation is restricted to large 

samfles, where the W rare replaced by interquanti le dis:lances. 

Nair (1950) considers the suro of the first k quasi-ranges for 

sample sizes up ta 10, while Jones (1946)~investigated it in 

',' 
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the large sample case. 

Godwin (1949, 1949) includes in his pape~, the first 

two moments of wr ' for values of n up to 10. His method de

pends on a series of double quadr~tures and this rnethod be

cornes very laborious as n increases. Cadwe11 (1953) devel-
, 1 

oped a method of evaluating the protiabi1ity densit~\ function . '-, 

of the i-th quasi-range in a sample from a normal population. 

Rubin (1956) expressed the odd moments of the normal sample 

range when N is odd and its even moments when N is even, as 

linear functions of the expectations of the extreme order 

statistics. Chu and Hotelling (1955) and Chu (1957) gave 

sorne uses of quasi-ranges. Harter (1959) has discussed esti-

mates in terms of ~ample quasi-ranges, of the standard devia-

tion in rectangular, exponentaI and normal populations and 

has also tabulated the expected values and variances of sam-

pIe quasi-ranges for i=0(1)8 and N={2i+2) (1)100, accurate to .. 
5 and 6 decimal places. Leon et al. (1961) has used sample 

quasi-ranges in setting up confidence intervals ~ .. the pop

ulation standard deviation. Govindaraju1u (1963) has ex-

pressed the expected values, variances and covariances of 
~ 

~ quasi-ranges in samples from any population symmetric about 

zero, in terms of expected values, variances,' and covariances 

of order statistics in, the sarnple. Furthermore simple recur-

rence formulae among the expected values of sample quasi

ranges from an arbitrary population were obtained'. Follow-

ing up in more detail; notation-wise" letting 
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= Xn- i :n - Xi +1 :n (i=0,1, .•• ,(n-2)/2) 

=E(W. ) =ll 1 '_li. 1 (i=0,l, ••• ,(n-2)/2) 1:n n-:n ~1+:n 

d.. = E[W. W. ] 1,J:n 1:n J:n O<i<j< (n-2) /2 

d~2) :: d .. 
1:n l.,l.:n i=0,1, ••• ,(n-2)/2 

Pi, j:o =. correlation between Xi:n and Xj:n l<i<;j<n 

~vindaraju1u (1963) gets the fo11owing resu1ts. 
-<1' 

( 3 .14) (n-i)w. 1 + iw. =nW. 1 1 i=0,1, ••. ,(n-2)/2 
1.- :n 1:n l.- :n-

Equation (3.14) is obtained by using relation (1. 2.1) and 

1etting k:;::l. Changing i to (n-i) one obtains (n-i)ll '+1 n-1 :n 

+ illn-i:n = Nlln- i :n- 1 (i = 1,2, ••. ,n-1). Using the "i" and 

"n-i" equations one gets (n .... i)-(u -\.1) + i (,, -
i "n-i+1:n i:n "'n-i:n 

lli+l:n) = n(\.In-i:n-i-\.Ii:n-1)· Using the definition of wi :n ' 

relation (3.,14) fo11ows. By dividing both sides of the re-

currebce formula (3.14) by ni one can then use it for working 

"downwards" in numerical evaluation of the expected values of 

the simple quasi-ranges, without serious accumulation of 

rounding errors. 

Govindarajulu gets aiso the fo~~owing/easi1y proven re-
~ 

suIts, for distributions symmetric about zero and 0~<;j«n-2)/ 

2: 

(3.15) = 2 [Pi+1,j+l:n - lli+l,n-j:n} 
1 

(3.16) Var (W. ) \ 1:n 
, 

, , 

" J "1 
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Also letting 

Cov(W. w. ) = Cov(X -x ,X -x ) ~:n, J:n n-i:n i+l:n n-j:n j+l:n 

= Cov(Xn_i:n,Xn_j:n' 

- Cov{X . ,X'+l n-l.:n J :n 

- COV(Xi+l:n,Xn_j:n) 

+ COV(Xi+1:n,Xj+1:n) 

and because of symmetry one gets 

(3.17) Cov(W. W. ) = 2 [cov(X'+l 'X'+l ) ~:n, J:n ~ :n J ,:n 

- Cov {X. +1 1 X· • )J 
~ :n n-J:n 

O<i<j<{n-2)/2 

using relations (3.15) and (3.16) Govindaraju1u (1963) 

obtains f-' 

Cov (x. +1 ' x. +1 ) -Cov (xi +1 1 x . ) ~ :n J : n : n n- J : n 
P(Wi:h,W

j
:
n

) = ----~~~--~.~~----~~~~~~~! 
[Var (X

n
- i :n) Var (Xn_j :n) (l-p i+ 1,n-j :n)J 

x 

.. = Pi+1,j+l:n - Pi+1,n-j:n 

[(1- Pi+1,n-i.:n) (1-Pj+1,n-j :~) ) 1 

The preceding,three equations enab1e one ta prepare 

tables of the expE!cted va1:ûes, variances and covariançes of 

quasi-ranges in samp1es drawn from populations symmetric 

• Ir' 
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about zero, provided tables of these for the corresponding 

order statistics are available . 

• • 
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SPECIAL 

There are sorne interest~ 

under the headings of the previous three chapters, but are 

nevertheless of sorne interest. 

The fol1owing four basic 

trary distribution, for which 

converge: 

(4 • 1) 

(4.2> 

n 
E lJ i : n = nE (x) 

i=1 

n 
E 

i=l 

are true for an arbi-

corresponding integrals 

n-l h 

L E lJi,j:n = 1 2 2' n(n-l) [E{x)} 
i=l j=i+1 

(4.4) 
n n 
L L Cov(x. , xJ':n> 

i=l j=l 1:n 
= nE [X-E (x)] 2 

Formulae (4.1)-(4.4) can be derived by writing every 

term on the 1eft side of each formula as an integral and 

summing underneath the integral signa Formulae (4.4) follows 

by considering the va~ance ~(Xl:n + ••• + xn:n)/n. 

<?ovindarajulu (1968) obtai~'s sorne interesting relationS 

that he subseque~tly uses to obtain bounds for variance of 

est'imators of location and scale parameters based on ce~sored 
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Letting S* = IF(Z. ), where the summation is from 1:n 

1+r1 to n-r2 and where Zl <Z2+ < ••• < Z denotes +r1:n rl:n n-r2 :n 
the avai1able portion of a random samp1e of 'size n drawn from 

the population having F(z) for its cumulative distribution 

function, then 

, 

(4.5) E(S*) = (n-r1-r2) (n-r2+rl +l)/2(n+l) 

Relation (4.5) fol1ows fro~ the fact that F(Zi:n)' * = 1,2, 

•.. ,n, constitute order statistics in a random sample of size 

n drawn from the uniform distribution on (0,1) and EF(Z. ) 1:n 

== i/(n+l)~ Letting 

Var S* = 
n-r2 

l Var F (Z. '*) + 2 1:n i=l+rl 

F(Z. )}. 
J:n 

Therefore 

(n+l)2(n+2) Var S* = E i(n-i+l) + 2 r r i(n-j+l) 
i<j 

= (n+1) E i - l i 2 2 t l: ij + 2 (n+l) t l i' 
i<j i<j 

n-r -1 
i).? 

2 
= (n+1) l: i - (E + 2 (n+l) l 

i=l+rl 

= (n+l) (1+2n-2r2) L i - (l: i)2 - 2(n+l) l: i 2 

(n-r -il i 2 

-- ' 
where the summation 'on i is'from 1+r2 to n-r2• Substitut!ng 

.' , , 

.-, 

) if 

.,' 
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CIO 

f [F(y) -F(X)] j-i-l ll-F(y)) n-j+ldF(y) • f' 

X 

and henc.e 

E{Z. (l-F(Z. »} = 
~:n J:n 

(n+l-j) lI i :n+l/ (n+l) 

-~" l 
" 

and 

f / 
~ 
1 

f r 
~ 

Taking the identi ty 

; 
,~ 

, 
i 

-<= 
• r 

i 

f 
t 

E[{aiZi:n} (EF(Zi:n)}J = î<~ ajE{Zj:nF(Zi:n) 

+ t E aiE Z. F (Z. ) } 
i<j ~:n J:n 

where the summations are from l+r, to n-r2 and the ai are 

sorne constants,and using relations (4.8) and (4.9), Govindara-

ju1u (196B) obtains 

/ (n+1){L.H. S.} = 

n"'r 2 j 
E a lA '( E i) + (n+l) 

j j+ltn+l j=2+rl i=l+rl 

n-r 2
-1 , n-r2 n-r2-1 n-r2 

t ailI!:n ( t 1) - E ~i lAi.n+l{ E (n+l-j)} 
i=l+rl j=l+i i=1+r1 • j=l+i 

1 = t iailAi:l:n+l + 2 ~ (j-rl)(j+rl+~)ajPj+l:n+l 

o + (n+l) t(n-r2-i)8 i ~i:n 

1 - '2" E(n-i-r2) (n-i+r2+1)ai lJi:n+1 • 
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After expansion of the product under the second and fourth 

summations in powers of i and combininq similar terms, one 

obtains 

EIUa.Z. }{tF(Z. )}J = {2(n+l)}-ln:i
2

(ll,+#tl +l-lI, +l)a. l. l.:n l.:n l.:n l.:n 1. 

Lieblein (1953), and ~_~rther discussed by Downton (1966) 
" 

have developed explicit closed formulas for moments of order' 

statistics in samples from the extreme-value distribution; 

-y X-li F(x) = exp(-e ), Y = ~, -œ<x<=, which i~vo1ves only tabu-

lated functions. For this distribution, the fir~t moments 

for the "r~ducedfl distr.i,bution are given by 

_ n-r 

~r:n 

ClO 

= n! )- J 
(r-l) ! tn-r) ! 

-x -x 
xe-x- re (l_e-e ] dx 

-00 

-x -x-(r+i)e xe - dx 

where 

n-:t = n!. l <_I)i (n:r) (Y + log(r+i)] /(r+i) 
(r-l) ! (n-r)! i=O l. . 

Y i9 Eu1er's constant . . 
y' = -1" (1) = .5772156649 

a 

1) 
" l ''"'!.~, 

,~ 
· '1IE 
j,.n 
'il 

,~~ · . 

- ' · ' 

'1l-
1-' 
?oh 



1 ,,1< , " 

, 

, ~ 

" 

~~~.'""'-- , 

G 

~ . __ ._'-

\. 

60 

Therefore ,the equation for the first moments réduces to 

(4.2.7.1) .l-'n:n = y + log n 

Simi1ar1y the second moment is given by 

(4.2.8) 

(2) 
l1r :n 

+ (Y + 10g(r+i»21/(r+i) 

In particu1ar when'i=n 

(4.2.8.1) 11 - ~ 11'2 + (Y+1og n) 2 ' 
t"n,n:n - 0 

Lib1ein (1955) aiso developed an expression for the first two 

moments of the order statistics in samples fram the Weibull 
.. 

distri~.'I:ltion: 

~xample, 

(4.2.8.1) 

H(x) = { 
o x<O 

l - exp(-JèI') x>O 
m>O 

1-1 
CJ(.) .n! r(l~) l (-1) li (i-l) 

~i • (I-l)!(n~i)! m p-o P 

(n+ll ... i+l) -l-k/m. 

, 
\ 

(m>O, i - 1,2,~ •• nr k· =.-o.,-1.,.2:.,~:-: 
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Liblein (1955) aiso fo~d the foI1owing expression for 

the product moment of the Weibull distribution: 

i-1 j-i-1 
lJ(k) = m2 n! t E (_1)r+s(i-1) 
ij :,n (i-l) ! (j-i-1) ! (n-j)! r=O s=O r 

-2 - (!...l) 
m [(j-i+r-s) (n-j+s+l») m .' 

r(2(1+~) aj_i+r_s(1~, 1+~) 
n-i+r+1 

\ 
\ 

\. 

(m>0; i<j; i"j = 1,2, ••• ,n) 

The Weibu1l distribution can he used in applications to break

ing strength and fatigue prob1ems. An important application 

of the moments of order statistics of this distribution is in 

finding minimum-variance unbiased estimators hy mean~ of 1inear 

function's of these statistics. 

Gupta (1960) developed the product moment between thè 
1 

m-th-and n-th order statistics from the gamma distribution 
.. 

(see Chapter l (1.2.9»,; first let 

00 GO 

= on! Ù f f xy Grn
t

- 1 (x) [Gt(y) - Gtex)]s-r-l 
lJrs :n (r-1)!(s-r-l):(n-s)! 0 x 

J 

.. 

• 
-
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where q = a+s-r-e and k.= n-s+e+l and the tirst summation on 

the rtght side is Dver the positive intègers a,a (O<a<t-l: 

O<S<s-r-l. Letting ~(t,p) denote the coefficient of ut in 
t-l u. p . 

the expansion for ( E ~) , thèn 
j=O ). 

Prs :n = (r-l)!(s-r-l)!(n-s)! 

(t-l) (k-l) ~(t,k-l)r(b+t+l) 
t 

t=O kb+t +1 

b+t kj (t-l)~q-l) r(j+t+p+l)ap(t,q-l) 

x a~S <JI) p~ Ck+q)j+t+P+l 

~ (t,k-l) a (t,q-l) r (b+t+l) 
[ P )( r ,(j+t+p+l») 

j!kb+t-j+l(k+q~j+t+P+l 

\ The covariance (XrX~) can be obtained by ~ubtracting from 

E(XrXs ) the p~oduct E(Xr)E(Xs ). 

Recurr~nce 'formulae (1:2.7) and (1.2.8) for the first 
, ,q# 

and second moments fOr the extr~'value distribution wereY 

'briefly mentioned in Chapte~ l. The covariance 

are~lY more comPlicate~, but expansion of , in" similar w~y yie1ds for i<j (D~ton,' 1966) 

te~s p. . , l.,):n 

the integral 
'-

(4. fU n.' j-~,..l n-j r+s "T'T'_r-r-...-....-..,......t..-r-n-r t E ( -1) . Pi, j':n = (i-l)! (j-i-l ! (n-j)! r=O \. s=O 

, . .. 

l,. 

.. -

il 
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where 
-x -y 

~(p,q) = J -x-pe -y-qe xye e dxdy 

(4.8a) 
1 1 2 2 

= {2pq(P+q) H! q1T + (g-p) [y + 109(P+q)~ 

2 + (p+q) [Y + log ~ - 2 (p+q)k(q/p)} 

where k (x) is the dilogarith, (or Spere'8 function) of x de-

fined by 
1) 

l+x loget dt 
k (x) = J t-l 1 

( -

In computing 'the coefficients b .. 1.):s 
as defil'\$d by 

(2.4.1c} on1y special cases of the moments ~ij:n appear, 

name1y wtten j = i+L In this case (4.8) reduces tc:<,/ 

n! = (i+l) ! (n-i-l) ! 
n-i-1 ' 

1: (-1) 8 (n-~""'l) cf> (i, 8+1) 
s=O lJi,i+l:n 

The structuré (2.4~' that involve~ the coefficients 

b. , may a1so be simplifièd: 
1.J:8 

For example, 

s-1 ' 
l (-l)r~'+l '+2.'+2+ /{(j+2+r)!(s-1-r)~ 

r=O ] IJ .J r 
". . 

(4.8.2) 
s-1 CiO Y = l (_l)r J J 
r=O -. -CiO 

~ 
~ 

r 
-x - --x- ~l)e -y-e y -e y xye e (l-e) dxQt 

~ , 

x 1/{j!r! (s-l-r) !} 

( , 

., 

, 
" ' 

'. 
:i , , 

" 

• 
! 
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(4.8.2) = f 
-co -co 

= 41(j'f'l,s)/{j! (s-l)!} 

Similar1y, 

i 
r!o (-l)r~S+j_i,S+j_i+l:S+j_i+l+r/{(S+j-i+l+r) !{i-r)!} 

= 41(s+j-i,i+l)/{s+j-i-l)!i~}. 

The expression (2.4.1c), in the case of the extreme 

value distribution is· 

, , " '+1 
b. , 

l.J:S 
= l..J. {l., -s 

(i+1-s)!(s+j-i) !s! s+j+l ~s+j+l,s+j+l:s+j+l 

+ lJ, l'Ix I~ , 1 ,,- ll, 1 ' 1] l.+ :l.+ s+J- :s+J-l. J+ :J+ 

+ s (j+1) $ (j+1, s) - (i+1) (s+j-i) 41 (s+j-i, i+1) } 

... 
Using equation (1.2.7.1), (1.2.8.1) and e4.8a) the abo~ 

expression reduces to, 

i!f 1 '+1 2 
bij : s = { ï [log <j + 1) J (i+1-s)! s+j-i)!s! 

1 'i+1 2 s (S:;l:O, i:;l:j) ïl1og( +' .) J + ke j +1) 
~ 

8 ~-l. 

1 
/' 

that ia, '{ 

'""" 
r. 

b .. 0 = i!{lli+1~i+1:i+l - [Pi+l:i+1J 2}/(i+~) ... 11: 

= i!'lr2/6(i+1) (8=0, i=j) 

f 

,\ 

1 ' <:. 
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CHAPTER V 

SOME BOUNDS AND APPROXIMATIONS FOR MOMENTS 
OF ORDER STATISTICS 

The previous four chapters have dealt with calculations 

that involved the precise or exact values of moments of or der 

statistics. However, in many cases, only approximations are 

avaiIable and many techniques exist, that greatly simpIify 

solutions to moments of order statistics. In many of these 

approaches bounds and error terms are also in~luded, so that , , 

where approximations are sufficient, these approaches may pro

vide for easier "solutions," than tlçose that calculate the mo

ments exactIy. 

Bounds on these moments are available with the help of 

the Schwartz inequality and sorne of its generalizations. 

The ~xpected values of the extremes Xn :n an~ XI :n , for exam-
, 

pIe, cannot be arbit~arily large, if variate X has a fihite 

variance even if the range of X is unbounded. A bound can 

usually be found which in the case of the extremes, is at-

tainable for a certain class of cdf's. Symmetrical cdfts 

usually lend themselves to attaining better bounds. In the 

case of order statistics other than extremes, bounds obtained 
\ 

in this manner are not attainable in general, but can be im-

provedrby the use of a generalized Schwartz inequality. Some 

other approaches give approximations with known error bounds , 

, . 
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for the expected values of aIl order statistics. These will 

be discussed in this chapter. 

Another approach, based on the Taylor expansion in powers 

of lIn, which frequently provides reasonable approximations 

to the means, variances, and covariances of order statistics 

will also be discussed. The asymptotic result wou Id be the 

first term of such a series. In the case of E Xr : n , this is 

simply the quantile approximation; when n is finite and con

ditions are suitable, later terms may provide successive im-

provements. However, these later terms are less easier con-

trolled, and modifications of the quantile approximation for 

use in finite samples are also briefly discussed. 

Van Zwet (1964) has considered conditions under which 

approximations of expected values of order statistics by ap-' 

propriate population quantiles, are over-estimates or under-

estimates, thereby allowing large sample approx~ations to 
.. 

be replaced by inequalities which are valid for aIl sample 

sizes. Barlow (1965) and Barlow et al. (19'63) have also done 

work in this one. Ali and Chan (1965) shows that if ~(x) is 

a continuous symmetric distribution, and XCi) represents the 
.. 

i-th order statistics from a sample of size n, then for 

i ;> (n+l) 12 . 

and 

E(X(i» ;> G(i/(n+l» 

E(XCi» < G(i/(n+l» 

\t 

if F is unimodal. 

if - F is U-shaped 

" '. 
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where x = G(u) is the inverse funetion of F(x)=U. These in

equalities are of interest sinee Blom (1958) has shown that 

for suffieiently large n the bound G(i/(u+l» approaehes 

E(X(i». See also Ali (1976) for a geometrical proof of the 

preceding inequalities. 

Plackett (1947) has sho~ that for oertain populations 

Wn/cr i5 arbitrarily near zero, while for no population will 

the ratio exceed a certain value, namely 

(5.1) o < ~ <; «2n~1)! {(2n-2)! -; [(n-l)!] 2})! 

This ratio of mean range W in samples of n to population n 

standard deviation a, is often used in control chart work 

(when the population is assumed normal) to estimate cr from 

the ranges of a set of small samp~es. More recently it has 
c 

also received sorne attention in techniques of short-eut anal-

ysis of variance. 

Moriguti (1951), on the other hand, derived the maximum 

',' 

" 

, 
" 

r 

for the m.ean largest value under the assumption that the dis- r~ 

tribution from which the maximum is taken is symmetrical: 

(5.2) n 
J..In :n < h (2n-l .. 

[(n-l)!]2 
(1 - (2Î1-2)! 

His mean value turns out ta be one-half of the value given 

by Plackett. 
1 

Gumbel (1954) has shawn that Plackett's maximum holds 

" ' 
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for any continuous variate possessing the first two moments. 

Harte1y and David (1954), by using procedures of the 
~ 

ca1culus of variation on 1ines simi1ar to those used by 

P1ackett (1947) and Moriguti (1951) derive the maximum of 
Il 

~r:n in the "unrestrained case", i.e. the abandoning of the 

condition of symmetry in the parentia1 population imposed by 

Moriguti (1951). Their maximum turns out to he: 

(5.3) ~n:n < (n-1)/(2n-1)! 

If the mean and variance of the parent distribution are ~ and 

0
2 (rather than 0 and 1), inequa1ity (5.3) simply becomes 

(5.3.1) < " + (n-1)0 
~n:n ~ 1 

(2n-1) 2" 

and 1ikewise. .t 

(5.-3.2) (n-1) cr 
~1:n :> li - 1 

(2n-1) 2 

(David, 1970). Using the sarne procedure, Harte1y and David 

(1954) and Suguira (1962) also show that 

(5.3.3) lE (X (m) 1 
i < (a (2m-l,2n-2m+1) - f) _ 

-T6 (m,n-m+1)] 2 
(m=I,2, ••• ,n) 

This upper bound can be obtained by a prObability distribution 

only' if m=n (or m=l) , as the stationary solution is 

\ 

; , 

',., .' 



-~ 61 • 

î 
,~ 

, 
x « 1 pm-l(l_p)n-m _ 1 

B (m,n-m+1) 

and this expression for x is monotonie on1y if m=n or m=l. 

Hart1ey and David (1954) show a1so that Moriguti's maxi

mum (5.2) applies generally. The same authors give an upper 

bound of E (W ) for - X<X<X: 
n 

(5.4) 

where Pl i8 the root of 

____ -...;;X.;;..2_--_ _=_~ {-Cl-Pl) 2n-1 _ p~n-1 
[(2n-l) (l-P

l
) n-l_p~-l) 

(2I I ._P (n,n) 
1 

1)/(2n-2)} + P x2 = 1 n-l l 2 . 

No equally general resu1ts are possible for lower bounds 

sinee" lower bounds may be made arbitrarily close to zero by 

'choice of a parent cdf., P(x) with sufficient1y large o. . " 

However more'worthwhile lower bound~ ean be obtained by im-, 
posing suitàb1e conditions on P(x) such as, for examp1e, 

1imiting the range of~, saya<X<b (a,b, finite). Harte1y 

and David (1954) have investigated the preceding ~estriction 

and have found that the minimizlng distribution is a two-
c:;:-

parent distribution. Witb a=-"c, b=c they obtained and 

.... 
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provided a short table of the lower bound: 

where 

w 
E(-!!.) ;> 

(j 

Rustagi (1957) discusses the case of upper and lower bounds 

in the case of -C<;X<;c further. 

Moriguti (1951, 1954) considers the extreme, and range, 

--

for a symmetrica1 parent and derives, in both cases, the up- ~ 

per bound for the expectat"ion, and lower bounds for the vari-

ance and coefficient of variation for extreme arder statis-

tics: 

(5.6) IE(X(r) l " 

Ludwig' (1960) developed an inequa1ity for the case of r<s: 

E-(X(s}-X(r» " O'{~ (2S-2) (2n-28) + (2r-s) (2n-2r) 
(2n) s-l n-s r-l n-r 

n 

. of which Plackett's inequality (5.1) is a special case. 

Another special case of (5.7) /is 

.' 
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(5.7.1) 

Furthermore , 

(5.7.2) 
E (X'(2) -X ci) ) (n-1) i 
_--o.-"':-"'(J~-"-- <: n{ (2n-3) (2n-l) } 

Another approach in "approximating" moments, due essen-

tially to K. and M.V. Pearson (1931) is on inverse expansion 
~ ~ 

of X in terms of F. If X(r) is the parent value such that 

F(X(r» = r/n+l, one can expand x(r) about X(r} in a Taylor 

• ,,1 l ~,,1' h series x(r) = X + h A + --2' h A + ••• W ere hr = F(XCr) -r r r . r r 

F(Xr ) = Fr r/(n+l) and 

From 'this series one,can express powers of' x in series of 

powers of h; and the expectation of any power of h is easily 

derived. Provided, then, that the series converge in a suit-

able manner {or, more generally, give good approximations of 

"an asymptotic kind}, one may derive approximations ta as many 

moments ~s one wishes of any order-statistic. David and 

Johnson (1954) have pursued this subject systematically and 

give expansions for c~ulants and product-cumulants of ord~r

statistics up to and including the fourth-order curnulants and 

degree three ,in 1/(n+1).. They chose expansions in terms of 
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(n+l)-l rather than n-1 because of the natural appearance of 

the former quantity in elementary cases. For example, for 
t' 

the rnedian x r +l :n in sarnples o~ n=2r+l observations, to order 

(n+2)-2 the authors'show that 

(5.8) 

(5.9) 

----
E(x ) = X + 1 }(r'+l + 1 x(iv) 

(r+l) r+l, 8 (n+2) 128 (n+2) 2 r+l 

Var x (r+l) 
l 2 1 

= 4 (n+2) Oc'r+1) + 32 (n+2) 

x''' 
{ r+l + 
X'r+l 

1 
n+2 

Chu (1955) shows that for a continuous syrnmetrical èistribu-

tion with frequency function f(x) which possesses an absolute 

maximum at its median !: that" the variance of the samp~dian 
in sarnples of n=2r+l' satisfies·the inequality 

(5.10 ) 
~ -1 

Var x(r+l) ~ [4{f(~)}2(n+2)] 

The expanstons used by David and Johns~ néed not necessarily 

be in inv~rse powers n+2 (see Clark and Williams, 1958). Saw 

(1960) has obta~ned bounds for the ,~emainper terrn when the 

expansion of E(X Cr}) is terminated after an even nurnber of 

" 

'. 1 
- 1 

1 
1 

-
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j~ 
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terms. However, it must be notéd from a practical point of 

view, that the most important feature of the expansion is 

that convergence may be slow or even nonexistent if r/n is 

close to 0 or 1. A d~fferent approach based on the logistic 

rather than the uniform distribution has been developed by 
1 

Plackett (1958). See also Chan (1967). Although a bit more 

complicated in its approach, Saw (1960) indicates that in 

/ the normal case for the same number of terms Plachett' s se

ries for E(X(r) is somewhat more accurate than that of David 

and Johnson. 

Formulae like (5.8) and (5.9) along with Pearson's Taylor 

series are sometimes rather tedious to apply, especially for 

distributions that, unlike the normal, do not allow dx/dF to 

be simply expressed. From mean-value theorem considerations 

)BIOm (1958) has suggested 

t and writes 

semi-empirical lia, a-corrections Il 

EX(r) = Q(ur ) + R, 

where ur = (r-a )/(n+l-a -a ), and R is of order lin. By a 
\ r .r r 

suitable choice of a and a (which generally also depends 
r r 

on n), the remainder R may be made sufficiently small, so 

that"Q(ur ) may be used as an approximation to EX(r). This 

approach simplifies considerably when the present dis tribu-

tion is symmetric. In the normal case Blom finds a to be r 

remarkably stable for n~20, and aIl r when, a r takes on values 

, " 

o 
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between 0.33 and 0.39. Harter (1961) shows that for larger 
. 

n « 400), a = 0.4 i8 better i~ the range SO<n<400. 

Sugiura (1962, 1964) uses an orthogonal inverse expan

sion procedure to provide both bounds and approximations for 

the me&ns, variances, and covariances of ordet statistics. 

He shows that if u=:er(x) is abso1utely continuous wi,th respect 

to the Lebesque measure wi th mean lJ and variance a2 and 1et

ting ~O = l'~l'···~m be any orthonormal system over (0,1) 

with.. 

1 ~',=~ 

~ = f x Cu) ~k (u) du ~' 

0 

1 1 
ur-1(l_u)n-r 'k(u)du bk = B (r ,n-r+l) f 

0 

then 

m 2' 
IEX(r) - lJ - t akbkl < (a 

k=l' --' ; 
, m t 

{B(2r-1,2n-2r+1) _ 1 - t b 2} 
, [l3(r ,n-r+l)] 2 k=l k 

if the distribution 1s known to be symmetric, then correspond-

ing to (5.11) one obtains 

(5.11.1) 

.. 

• 

m m 2 j 
I~x (r)., - k!O a2k+1 b2k+1 1 < (a

2 
- k=O a2k+1 ) 

X(B(2~-1,2n-2r+1) - B(n,n) 

, '2 [B(rjn-t+1)] 2. 

... 
m 2 ! 
t b 2k+1] 

k=O 



C) 

. 
Furthermore Sugiura (1962) obtains ~~ distribution functions 

which are symmetric and absolutely continuous with r~.pect to 

the Lebesque me a sure with variance l the result: 

(5.12) IE(X(r»1 < 1 1 
[2B (r ,n-r+l) ] 

{B(2r-l,2n-r+l) - B(n,nT}! 

Inequality (5.12) coincides with the results of Moriguti 

(1951), though he deals on1y with the case r=n. 

In another paper Sugiura (1964) treats the bivariate case 

and finds the universal upper bounds and approximation for 
) 

E(X;:nX;:n) (i,j = 1,2). Using the same procedures as he us~ 
to derive (5.11) Sugiura obtains the fo11owing result: 

Let X. be the i-th (sma11est) order statistic . l.n a ran-1:n 
dom samp1e of size n with distribution function F(x) absolute1y 

continuous with respect to the Lebesque measu~e having mean ~ .. - ... 
';-

and rinite variance 0
2 • Let {'YR,(u)}R.=O,l,· ••• ('foCa)=l) be any 

complete orthonormal system over (0,1) and let for an~p~i~ 

r,s (l<r<s<rl>. 

then 

" 

1 
____ a k = J x (u) '1' k (u) ":u 

o 

b
k

, n = 1 f f ur-1-<v_u) s-r-l 
h B(r,s-r,n-s+l) O<U<V<l 

j 

• • 

~ 

... 
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.. 

c' 

where. ) 
p ... 

j 

!: 

" 

.... 

, 
~ 

'1' . '1 

) ~ 2 2}t{B(2r-l,2S-2r-l,2n-2S+1) 
<; {a '- 1: ~kat 2 

- ~'k; 1,=1 . 2 [B (r ,s-r ,n-s+l] 

B(2r-l,2n-2r+lr 

2,.(i(r ,n-r+~l.)] 2. 

B(2s-1,2n-25+1) + 

2 '[B (s',n-s+1) J 2 

, 
= r (tH (g) r (r) " 

. (p+q;+-r) 

,t 

/ 

\ 
. : p~r ~y distribution ahsol';lte1y continuous' with respect to 

, , ~e -Lebe~ue measure with lllFan zero and V~~kançe, one and for 

'any l'.~ (l<r<S~. Sug;i ur~ (19U: also ~ts the Cll~i~g in. 

~quali ~y ~ ~J ~ .'i 
. \ 

~' 

.. '(5.14)' " 
" 

'. "'I~ • .. 

-'\-

" fi 

l
i . . . '-~I < {BC2r-1 / 2S-2r,2,n:2S+1J. 

(Xr. :~Xl!,..:n . ~ le. '2 _ . 2 [B (r, s-r ,n-s+I) ] 
'0 

_ B(2r-1,2n~2rtl) 
, 2 

2tB(r ,n-r+1)] 
. 
" B (r+s-l,2n-r-s+1 

B(r,n:"'r+l)B(s ,n-s+l) 
~ , .. 

. . iH2s-l,2n-2s+1) + l}t -, "} 

. 
'" 

;;' . 
- -"'- ." -.." " . 2 [8(s,n-s+1)] 

" 

, 

In particular; .when r=n-l and s=n o~ qets '" 
: ~-.-:....-" ,-' f ,~ .r 

\ 

, J 
';' -'.J . '" . " 

. , 

'. ; " 

• , 1 , ' 
,~ "l. ... '(' 

, , 

, 
~j 
·/~jt 

:l'-'"~ 
, < 

:" 

'Jff. 
, . 
! 

't, ' 
", 
" 
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(5.14.1) 

I~. is the i-th (smal1est) order statis~ic in a ran
l.:n 

dom sample of size ~ with symmetric distribution F(x), abso-

1ute1y coptinuous with respect to the Lebesque measure with 

finite varianae 0'2, and we let {YI. (u) }'1.=0,1, ••• ('PO (u)=l) be 

~y complete orthonormal system over (0,1) satisfying, 'l't(u) 
1. = (-1) 'l'l(l-u) pr 1 = 1,2, ••• w~ile putting ak and bk 1. as . , 

in "(5.13)", Sugiura gets for any r,s (1~<s<ri) the inequa1-

ity 

(5.15) 
1 m 

IE~Xr=nXs:n) - 2 k~-~~2k+1a21.+l(~2k+1,21~1 

+ b2R..+i.,2k+l) 1 

m 2 2 j 1 m 
E a 2k+,la21.+1} {A1-Bl - 4 kE,ft (b2k+l ,21+1 

kO, 1.=0 ~ 

where 
1'Ir. 

_ B (2r-l,2s-2r-l, 2n-2s+I) + B ln+r-s ,n+r-s ,2s-2r-l) 
Al - 8 lB (r ,s-r ,n-s+l») ~. 

.. 

.. 
Bl = "[1 (2r-l,n-s+l,n-s+l,s-r,s"'r) + 21 (n+r-s,r,n-s+l,s-r,s-r) 

) 
1 

,. 
'O. ° 2 .* 'I(2n-2s~l,r,s-~,s-r)]/~{B(r,s-r,p-S+I)J ' 

q; -_../ 

where 
• 

"«(a,bl.c,d,e) 
, -- \ 

.. 
--.~ . . 

" 

, 
- . 

, " 

" p' 

-,_.' . , ' '- ,-

" 
~ . 
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x B{d+i,e+j,a+b+c-i_j_2}2-(a+b+c-i-j-2) 

.-
It follo~s guite readily that for any symmetric distribution 

absolutely continuous with respect to the Lebesgue measure 

with mean zero and variance one that 

(5.16) 'E(Xr:nXS:n) " (2/2 B(r,s-r,n-s+l»-1 

{B (2r-1,2s-2r-l,2n-2s+1) 

+ B(n+r-s/n+r-s,2s~2r-l) ~ I(2r-l,n-s+l,n-s+l,s-r,s-r) 

- 2I(n+r-s,r,n-s+l,s-r,s-r) - I(2n-2s+l,r,r,s-r,s-r)}! 
\ 

, 

where I(a.b,c,d,e) is defined as above. ~herefore, for examp1e, 
, 

the upper bound corresponding to '(5.'14) for 

• 

(n-l) t ; 
n2 (2n-l> 

.. 1 / i 
(2nrl) (2a-2: 

n-l 

. . 

• 1 

and when the distrib1ion ) r~quired to he Symmet~~c w:i:th 

mean zero and variance one, th~quali ty becomet ' 

. . 

If ,ECX4) < 00, then unqer the same assUI'Ilptions (and notation) 

" 1 ~recedin~~al~ty (5.12) .. Suqiura gets 
, 

'. 
r. 

, . 
l ',' 

1 
'\ - " 

't" '{ , ' ,.~ 

1 .. 
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(5.17) 

wl\ere 
1 2 .. 

,~ = 1 (x(a)] 'l'k(a)du 
K • 0 t-

c ~= B(2r-+,2n-2r+l) .+ B(n,n) 
2 ,41iîCr,n-r+l)] 2 

+ B(2s-1,2n-2s+1) + B(n,n) 
" 4[B(S,n-s+l)]2 

.. ~ " .. 
+ B(r+s-l,2n-r-s+l) + B~n+r-s,n-r+s) 

2B (r,.n-r+l) B (s ,n*s+l) 
• 

, .. 

l, 

Also under the same assumptions (and notation) as holding for 
~ 0 

~ (5 _,17). the following èwo', inequali'ties hold for any r,s (J;-<r 
/ 

<s<n) , 
.. ' 

2 4 . 2 . m , 2 . 2 }l' 
< {a B(X ) - t - E a2k+2a211!-1 't, 

iii,' k ,'1,=0 ~,T 

.' 'v' . .' 
I-e - m "2 j 

'lA - 'B' - E' b } . 
3 . ". 3·., lt,l=O 2k"!:'2, 21+1 

, . '-:., "',' I"t 

, " 
" '. 

.' . 
w '.' 

, 
l , .... ~. . 

, . 

i' ,\ , 
~ ~ ,{ ~ ';'1 ,j, 
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where 

r 

\ 

2 4 2 ID '2 ,2' i 
< {a E(X ) - a - E a2k+la21+2} 

k, t=O 

m 2 ! 
I: b 2k+l ,2R..+2} 

k,l=O 

c 

f 

-
B(2r-l,2~-2r-l,2n-2s+l) 

= ~----~------~----~~ 
4 lB (r,s-r,n-s+l>1! 

i 1 ~ 

B(2s-l,2n-2s+l)-B(n,n) 
2 [B{s,n-s+l)] 2 

I(2r-l,n-s+l,n-s+l,s~r,s-r) - I(2n-2s+l,r,r,s-r,s-r) 
B3 = '2 

4 [B"C'r,s"::r,n-s+l)] 

= S(2r-l,2s-2r-l,2n-2s+l) 
A4 ~[B(r,~r,n-s+l») 2 

B(2r-l,2n-2r+l) - B(n,n) 

~(r,n-r+ln 2 
.. 

B4 ~ "1 9 3 . 

, . Jo~hi (1969) discusses further the problem of-obtaining 

approximations and bounds for ttie moments of order statistics 
l , 

" from a continuous parent distribution, and shows that these 
"1 ~ , . 
bOÙDds and approximations depend on the distribution fun<ij:ion-

only through certain moments of ordex statistics ~n small sam-
4. 

ples. For exanlPle., he shows th1at if 'i'0=1,'i'1''i'~ i,s any ortho:-
. 2 

normal 'system i~ [0,1] and if ~(X2P+i:2P~2q+~) < œ for so~e 

integral p,q~O, then for r = l,2, ••• ,n 

(5.19 ) l, B (p+r ,q+n-r+l) 
B(r,n-r+l) E{Xp+r:p+q+n' 

, " 
. , 

,iii , '. 
• .1 , 

, ',~ 

, '1 .. ' 
, , , ,{ , 

a 
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, ' , 

where 

2 t 2! 
< IB(2P+l,2q+l~E(X2p+l:2p+2q+l) ~ t akJ 

k=O 

x (B(2r-l,2n~2r+l) 
2 B (r ,n-r+l~ 

" 

; 

) 

, ,l, ~ 

{('u) = x(u)uP(l-u)p 

ur - 1 (l-u) n-r 
= Btri-r+ll 9 (u) 

Another resuJt'that Joshi (1969) proves is the following: 
1 

if 

a distribution X ls continuous and symmetr~c about x=O and let-

tin~ ~O = 1'~1'~2'··· be any complete orthonormal system in 

(0,1) satisfying "k(\l) = (-l)kWk(l-U), k = 1,2, ••. ~ith the 

2 
Iturther condition t~t E(X2~+1:4m+l) < OC\ for some integral 

ID>O, then for r = l~, ••• ,n; 
\ 

(5.20) ,B(m+r,m+Jl-r+1) 
B(r,n~r+l) E(Xm+r : 2m+n) 

" 

C ' (B (2m+l, 2)1) E (X~m+l": 4m+l) 

, \ 

x [B{2r-l,2n-2r+l)-BCn ,n) - i b~k+lJi 
( 2[ B (r ~n-r+l)] 2 "" k=O 

", 
, 

where ~ and bk are,.the same as .in (5.19), with p=q=m. 
, 2' 

further~(X2m+1:4~+1)<'œ , 

'" . 

D\?'().r-1;hen for "r = f, 2, • ' •• ,n1 
, ~ 

If 
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(5.21) IB (m+r,m+n-r+l) E(X2 ) 
B (r ,n-r+l) m+r,2m+n-

" 4 
< [B(2m+l,2m+l)E(X2m+1 :'4m+l) 

t 
L 

k::O 
~ 

t 
L 

k=O 

- ~- ---~--~~ 

t '" 2 ! x (B(2r-l,2n-2r+l)+B(ï,n) - 1 - L b
2k

) , 
2 [B(r,n-r+l)] j k=l ... 

1 2 m m f x (u)·u (l-u) Ifk (u)du. 
o 

~here ak = 

Mathai (1975, 1976)' obtained bounds for the product mo-

map.ts of an arbitrary finite number of ordered random vari- . 
\ 

ables, in both asyrnmetric and symmetri~ cases, with~the help 

of a representation of an arbitrary function in terms of a 

complete orthonormal 

integrable functions 

! 

system in a pre-Hilbert 
i 

~ 
space of square 

defined in a k-dimensional unit cube. 

He shows, "for example that if X. is the i-th smallest order 
:l:n It. " 1 

• 1 

statistic in a random sample of size n with distribution 

function F (x) absolutely continuous with respect to the, Le-
r , 

besq1te measure havinq mean ~ and finite variance cr2 apd l~t~ 
, t 

ttnq {If.1 (u)} , 1=0, l, ~' •• ('fO (u) =1) be any complete orthonormal 

system in L2(0,1~, and for 1<r1<r2< ••• <rk<n. Lettinq 

" 

= B-1 f J .... 
O<ul<~~ .<'1t <1 

r -1 r -r -1 
u 1 (u -u) 2 l 

1 2 1 

v' 

,., .) 

, , 

'\ 
.. .. " " 
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o 
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l, 
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ù 

fi 

one gets the fo11owing inequa1ity: 

(5.22) 

~ 

rk E (X ) i
1

=1 r.:n 
J. 1 

2k t' t 2 2! < {a -EÀ«=l ••• LÀk=laÀ ••• a À } {B(2r1-1,2r2-2r1-1, 
1 1 k 

, ' 
, ~ 

Jf 

"'l. rr 

2 k k-l ••• ,2rk -2rk -'I-I,2n-2rk +1) /k!B + (-1) + He -1) /k] 

c 

l , • 

n ... rt + 1) B (r j , r j -:-rj , n ... .rj .pl) + ••• - (l/k!l 
2 l '2 1 2 

t~ -r "o~' -1':~ -1 ~ -1 . 
1 ~1, 1. ,k-l ' 

_. '" of!' , . 
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< J 
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(B(ri1+r j' -l,r. -r. +r. -r
j 

-1, ••• ,2n-r. '-r. +1)/ 
1 1.2 1.1 J2 1 1.k- 1 Jk-1 

B(r. ,r. -r. , ••• ,r. -r. ,n-ri +1)] 
1.1 1.2 1.1 1.k - 1 1.k - 2 k-1 

B(r. ,r. , ••• ,n-r. tl) 
~ JI J2 Jk -1 

t - E, 
1\ =1 

1 

where L denotes the sum of aIl permutations of the 
(if' .ik ) 

integers 1,2, ••• ,k, and B(r1,r2-r1, ••• ,·rk-rk_l,n-rk+1l = 
r(rl)r(r2-r1)~ •• r(n-rn+l)/r(n+l). When k=l, and~l=r the 

preceding inequality reduces to inequa1ity (5.11) and when 
. l '1. 

k=2, and r 1=r one gets inequakity (5.13) as special cases. 

Furtherrnore, letting X. be the i-th sma11est order 
l.:n 

statistic ina random samp1e of size n from a population with 

synunetric distributiont; F(x) abso1utely ,?ontinuous with;re-
• _ ) If 

,~pect to the Lebesque measure with finite variance a~ and 

1etting ,~'f.1 (u)} .t.=O, i, ... , 'lO (u) =1, he any completE! orthonor

mal system in'L2 (O,1) satfSfying the condition '{'t(u) = (_1)1 

'fR,(l-u) for 1 = 1,2, ••• with a
À 

and b
À 

À defined'as, in 
. .. l";'k , 

the preceding result (5.22), then for 1<rl<r2<"'<~~~' 
If> 

Mathai (1976) >"gets the fo11owing resu1t: 

t t 
IE(X 'n'···X .n> - I, =0" .,1:" =0 a 2, +1."' .a2, +1 

1. • rI' r k • ,1\1 Ak 1\1 I\k 
'(5.23) ~ 
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where the closed form expression: 

with h being defined ·as: 

-k 
h(ul'···'~) == 2 {Ç;(Ul""'~) - E;(1-~1'U2'·:"'it) -

- Ç;(U1'···'~-~) + ~(1-Ul,1-u2'U3'···'~) 

k' J 

+ ••• + Ç;(Ul,···,l-~_l,l-~) - ••• + (-1) ~(l-Ul,·",l-~) , 
'1 

"" . 
and t:.'4:d. defined as 

... n-r 
k u. ) , 

:1. ' 
1 

\ 
for O<u. < ••• < u. < 1 and 

, 

o e 1sewhere • 
1 1 l.k 

. Inequalities \(5.22) 
. 

and (5.23) can easily be generalized 

for th~ case of product moments of higher orders. See Mathai 

(1~75, 1976) for further "details and explanations on 'evaluat-

ting the e~ressions contained in (5.22) and (5.23): 
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INDEX OF SYMBOLS AND NOTATIONS 

Xl'X2 ' ••• ~ 

x 1 ,x2,···,xn 

X (1) C;; X (2) < •.. < X(n) 

x (1) C;; x (2) < ... < x (n) 

X C;; X 
lm 2m 

< ... < Xnm 

P(x) = Pr{X<x} 

p(x) 

, \ 

Fr (X) , Fr:n .( ~ 

f' a 

Px = EX, p,' = EY Y -

Var Y ". 
\ 

/ . 

--

" ~J 
1/. 

unordered variates 

unordered observations 

ordered variates 
arder statistics 

oidered observations 

ordered"variates (e~ten-
si ve" forrn) 1 

cumulative probability 
function of X (c.d.f.) 

- probability density func
tion for a continuous 
variate Cp.d. f.) . 

- probability function (p:-r.) 
for a discrete variable 

c.d.f. of X(r), X . r:n 
Cr = 1,2, .•• ,n) 

p.d.f. or p.f. of X(r), 
Xr:~ 

joi~t c.d.f. of X(r) and • 
X(s)"; (l<;r<s<n) 
• 
joint p.d.f. or p~f. of 

_ ~ir) and X(s) . t'" 

(sample) range 

• 
~-th quasi range (W(l)JW) 

mean, variance of X 

means cif X, ~ (bivariate 
case) 't. 

... 
" 

a 
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axy = Cov(X,y), p 

J.1 r :n = EX r:n 

= cr la a xy xy 

-"'E(X x ) 
J.1rs :n ~ r:n s:n 

Var X r:n 

# = B(X -IJ ) (X -11 ) r:n r:n s:n ~s:n 

B(a,b) ='J1 ta-1(1_t)'b-ld't , 
o 

(a>O, b>O) 

8"1 

P 
1 (a,b) = f ta-l(l-t)~-ldt/B(a,b) 
p 0 

IHa,b) . '-

x2 
V t 

2 " :~~(x) = (21T) -le-~ (:..QO<X<~) 
x ~ .'1; " 

$ (x) = r-, .. ,(t) dt 
-OC) 

-- :j), • i -;-' • -

n (k) . n (n'-l) ••• ~(n"'k+l) , 
(k = 1,2, ••• ,n) 

d.f. 
"'Ck) 

vr :n 

"', .~' 
;II.... ' ~\;..... ~ 'l"t. ..... 

".~ ~ ,,(A 

-
, " 

, . 

, . 

___ rr1_ " 

covariance, correlation 
coefficient of X, Y 

mean of X r:n 

k.-th row moment of X r:n 

joint moments 

Variance of the r-th ord~r 
statistic 

beta function 

incomplete beta func~ion 

beta variate X having 0 

c.d.f. Pr{X xl=! (a,b) , x 

cht-square variate with' ~ 
v d.f. 

unit nor.m~l p.d.f. 
unit normal c.d.f. -

not;~l varia te, mean lJ,' 
variance a2 

'" ~-
~:::.r 

, , 
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~, 

.geqre~s " of freedom 
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X =E[X -~ ]:(n) 1 n,r r+1:n r:n r ~-r (l-F) r dx , (R. Pearson, 1902') 

}Jr:n = J 

nJ(r) 

Wi : N = 

l/,)i:N = 

(2) 
l/,)i:N = 

-00 

00 

= n! J 
(r-l)!(s-r-1)!(n-s)! 

IY 
xy[P(x)} r-l [P(y)P(x)] s-r-l 

-CD -00 

[l-F(y)]n-sdP(x)dP(y) 

00 
n n 1 - F (x) - (l-F{x» dx 

o ' 

= expectati~n of the difference betw~n paîrs of 
1argest members-in-samples-of-m. 

~-i:N - X ' i+1:n (i = 0,1, ••• ~ (n-2] /2) 

E (W. N' 1: li. NJ J: 
.(O<i<j< (N-2)/2) 

1/,) •• N 1,1: 
(i= 0,1, ••• , (N-2) /2) 

M:';:N(k) = expected val~e of the r-th 1ar~st oftn medians-of-' 
samples-of-k. 
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