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Abstract

Conventional numerical methods such as the Finite Element Method (FEM) and Finite

Difference Method (FDM) have been employed to solve electrostatics and magnetostatics

problems involving Partial Differential Equations (PDEs). With the recent boom in deep

learning, alternative ways to solve such PDEs subject to boundary value constraints have

been proposed and implemented, in contrast to classical numerical solvers. One such entity

is a Graph Neural Network (GNN), which precisely depicts the internodal connectivity in a

graph structure comprising nodes and edges. At the structural level, a GNN is analogous

to the tessellations (here, triangular simplices) of a finite element mesh. This thesis investi-

gates the prediction quality of a GNN model with spectral graph convolution, to learn and

approximate the solution for a time-independent, boundary value problem in the domains of

electrostatics and magnetostatics. This network is trained in a supervised manner on datasets

generated by a FEM solver with diverse shapes and charge/current non-uniformities. For the

given datasets and the GNN framework, experimental results demonstrate that introducing

mesh augmentations i.e., structural variations in the finite element meshes, enhance GNN

predictions over unseen geometries and inhomogeneities, in comparison to commonly used

regularization techniques.
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Abrégé

Des méthodes numériques conventionnelles telles que la méthode des éléments finis (FEM)

et la méthode des différences finies (FDM) ont été utilisées pour résoudre des problèmes

d’électrostatique et de magnétostatique impliquant des équations aux dérivées partielles

(PDE). Avec le récent boom de l’apprentissage profond, des moyens alternatifs pour résoudre

de telles PDE soumises à des contraintes de valeurs limites ont été proposés et mis en œuvre

contrairement aux solveurs numériques classiques. L’une de ces entités est un réseau neu-

ronal graphique (GNN), qui décrit précisément la connectivité internodale dans une structure

graphique comprenant des nœuds et des arêtes. Au niveau structurel, un GNN est analogue

aux pavages (ici, des simplexes triangulaires) d’un maillage d’éléments finis. Cette thèse

étudie la qualité de prédiction d’un modèle GNN avec convolution de graphe spectral, pour

apprendre et approximer la solution d’un problème de valeur limite indépendant du temps

dans les domaines de l’électrostatique et de la magnétostatique. Ce réseau est formé de

manière supervisée sur des ensembles de données, générés par un solveur FEM avec diverses

formes et non-uniformités charge/courant. Pour les ensembles de données donnés et le cadre

GNN, les résultats expérimentaux démontrent que l’introduction d’augmentations de mail-

lage, c’est-à-dire de variations structurelles dans les maillages d’éléments finis, améliore les

prédictions GNN sur des géométries et inhomogénéités invisibles, par rapport aux techniques

de régularisation couramment utilisées.
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Chapter 1

Introduction

1.1 Background and Objective

Several scientific and engineering disciplines effectively use Partial Differential Equations

(PDEs) to model various physical phenomena. One such PDE chosen for this thesis work is

the Poisson’s equation. This well-known PDE arises in the areas of electromagnetics, fluid

dynamics, gravitational field problems, heat conduction, elasticity, and several other real-

world applications [1]. For decades, classical numerical approximation methods such as the

Finite Element Method (FEM) have been used to estimate solutions to such PDEs. As an

alternative, several Machine and Deep Learning (ML/DL) algorithms have been developed

to learn and predict PDE solutions, based on datasets created using standard FEM solvers.

However, the prediction capabilities of DL models such as Convolutional Neural Networks

(CNNs) are limited by the input geometry, as they can handle only regular structures.

This paved the way to consider Graph Neural Networks (GNNs) [2], with their proven

ability to handle irregular structures. Its variants include mesh-based learning [3, 4, 5], neural

operators [6, 7], and physics-informed approaches [8] for different applications. Further, GNN

models can be trained using augmentation and dropout techniques, to regularize and enhance

the approximation traits of neural networks on newer samples [9].
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The objectives of this thesis are enlisted below:

• Train and test the GNN model on a dataset comprising meshes (two-dimensional) with

various geometries and charge/current inhomogenities, so as to predict the solutions

to static Poisson’s equations for electrostatics and magnetostatics problems.

• Evaluate the ability of the GNN model with and without mesh augmentation, to predict

electric, magnetic fields and potentials over newer mesh samples varying in geometry

and current/charge distributions. Here, mesh augmentation refers to inducing geo-

metrical transformations in the training data, such as varying the mesh resolution or

trimming small portions from the original (basic) mesh.

• Analyze and report these prediction quality measures, in comparison with conventional

regularization (dropout) techniques.

1.2 Contributions

This work investigates the prediction quality of a Graph Neural Network (GNN) model

using mesh augmentations, to learn and approximate the solution to Poisson’s equation(s)

arising in electrostatics and magnetostatics. The GNN model was trained and tested on

a supercomputer GPU cluster, over datasets consisting of diverse mesh geometries and

charge/current distributions. The estimation quality of the predicted outputs (electric, mag-

netic potentials and fields) with respect to the ground truth, were measured in terms of Mean

Squared Error (MSE), for mesh augmentation and other regularization techniques. This com-

prehensive model training and testing process was automated in the GPU environment.

The test results were tabulated and visualized to analyze the impact of augmented meshes

on the model’s capability to approximate the PDE solution, with minimal prediction (test)

error. Experimental outcomes presented in this work demonstrate that, mesh augmented

training data improves the prediction quality over meshes with increased charge/current
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distributions and new structure, for the specified GNN model trained in a supervised manner.

Results obtained here are comparable to those reported in [3]. Initially, an inconsistency in

the results presented in [10] was identified and reported to its first author. Subsequent

inquiries and discussions led to a revised version [3] of [10].

1.3 Thesis Overview

The structure of this thesis is summarized below:

1.3.1 Chapter 2

Chapter 2 introduces the readers to “Geometric Deep Learning” (GDL), prefaced by pre-

requisites on the Finite Element Method (FEM), Boundary Value Problem (BVP) and

Maxwell’s equations. It discusses the limitations of Convolutional Neural Networks (CNNs),

thus motivating the choice of a GNN architecture for this work. Further, it presents a survey

on the recent advances in data-driven deep learning (GNN based) approaches, proposed in

the literature for PDE-governed physics-based problems, including electromagnetic applica-

tions.

1.3.2 Chapter 3

Chapter 3 begins with a background on Poisson’s equation and its variational formulation for

electrostatics and magnetostatics problems. Subsequently, it provides a detailed description

about the datasets (with and without mesh augmentation), the underlying GNN framework

and experiments. In addition, it presents a comprehensive set of test results, analyzes the

model’s prediction quality over various mesh geometries and charge/current inhomogeneities,

and compares the behaviour with other regularization techniques.
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1.3.3 Chapter 4

This concluding chapter summarizes this work with key findings, and suggests directions for

future work.
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Chapter 2

Physics, PDEs and Deep Learning

2.1 Introduction

The Finite Element Method (FEM) is a numerical solution paradigm, widely used to

solve real-world problems rooted in numerous scientific and engineering disciplines. Having

revolutionized the process of engineering design, it also proves to be a robust method in

modelling a variety of scientific/physical processes involving Partial Differential Equations

(PDEs) [1].

Contrary to the classical numerical approximations, machine learning has paved an al-

ternate way to solve the underlying PDEs – more often expressed as boundary value prob-

lems (BVPs), skipping the conventional matrix computations. This chapter begins with

discussing the fundamentals of FEM and BVPs. Subsequently, we introduce the concept

of Geometric Deep Learning (GDL) with graphs, alongside addressing the limitations of

Convolutional Neural Networks (CNNs). This is followed by a discussion on Graph Neural

Networks (GNNs) and its variants as categorized in the literature. Further, we present an

overview of data-driven deep learning methods, proposed and implemented for physics-based

problems governed by and described using PDEs. We also survey deep learning techniques

for electromagnetics (with brevity) in line with this thesis work.
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2.2 Prerequisites

2.2.1 A Boundary Value Problem

In the past decades, several numerical methods have been proposed and employed by

numerous scientists and engineers to solve problems involving partial differential equations

subject to boundary constraints, widely known as boundary-value problems (BVPs). A few

examples of BVPs include the Poisson’s equation defined for electrostatics and magnetostat-

ics problems, Laplace Equation, heat equation, elasticity (stress/strain displacement), wave

equations, etc [11]. The conditions defined and imposed on the boundary ∂Ω of the domain

Ω are referred to as boundary conditions. Commonly defined boundary conditions include

Dirichlet, Neumann or a combination of both (Robin, mixed).

(a) (b)

(c)

Figure 2.1: Mesh generation; (a) Rectangular solution domain Ω; (b) Discretized Ω
(mesh); (c) Triangular finite elements. Image adapted from [12].

For an unknown function u = u(x, y) and a bounded domain Ω1 (Figure 2.1a), specifying

its value on the boundary ∂Ω refers to the Dirichlet boundary condition. Specifying the nor-

mal derivative2 of u on the boundary (using a unit normal vector n̂) indicates the Neumann

boundary condition.

1 Domain Ω can be arbitrarily-shaped; not restricted to rectangular geometries.
2 Normal derivative ∂u/∂n̂ ⊥ Ω.
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A typical definition of a BVP (2D PDE) is as follows:

∇2u+ u = 0, ∀x, y ∈ Ω (2.1)

u(x, y) = f(x, y), ∀x, y ∈ ∂Ω (Dirichlet) (2.2)

∂u

∂n̂
= g(x, y), ∀x, y ∈ ∂Ω (Neumann) (2.3)

Here, the gradient operator ∇ is a column vector of partial derivatives in two dimensions

given by
(
∂/∂x; ∂/∂y

)
. The Laplacian operator ∇2 is defined as ∇2 = ∇·∇. Let ∇u denote

the gradient of scalar u. Then, the Laplcian of u can be redefined as the divergence (∇·) of

gradient of u:

∇ =


∂
∂x

∂
∂y

 ,∇u =


∂u
∂x

∂u
∂y

 ;∇2u =


∂
∂x

∂
∂y


T

·


∂u
∂x

∂u
∂y

 =
∂2u

∂x
+
∂2u

∂y
(2.4)

2.2.2 Maxwell’s Equations

A classical electromagnetics problem is governed by a powerful set of partial differential

equations, famously known as Maxwell’s equations. This mathematical framework imparts

an insightful description relating the electric and magnetic fields with charges, currents and

their sources. As taken from [13], following are the four equations in their point forms:

∇ ·D = ρv (2.5)

∇ ·B = 0 (2.6)

∇× E = −∂B

∂t
(2.7)

∇×H = J +
∂D

∂t
(2.8)

Table 2.1 enlists key electromagnetic quantities and their respective units [13]. Equation
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2.5, also known as point form of Gauss’s law, states that divergence of electric flux density

D, i.e. the electric flux per unit volume leaving an infinitesimally small volume, equals

the enfolded volume charge density ρv . Equation 2.6 is the point form of Gauss’s law for

magnetism, signifying that magnetic monopoles do not exist. In other words, divergence of

magnetic flux density B equals zero. The point form of Faraday’s law as shown in equation

2.7 implicitly states that a time-varying magnetic field generates an electric field E. Further,

curl of E emphasizes the rotational nature of the field. Equation 2.8, better known as point

form of Ampere’s circuital law, implicitly describes the generation of magnetic field H by a

time-varying electric field. In other words, the current density J and displacement current

density ∂D
∂t

attribute to a rotational magnetic field. Given the conductivity σ of a material,

J = σE. Equations 2.5 - 2.8 in their integral form are stated in [13].

Table 2.1: Electromagnetic Quantities and their units.

Symbol Unit Symbol Unit

ρv Coulomb/meter3; C/m3 σ Siemens/meter; S/m

µ Henry/meter; H/m ε Farad/meter; F/m

φ Volt; V Az Ampere; A

J Ampere/meter2; A/m2 A Weber/meter; Wb/m

D Coulomb/meter2; C/m2 E Volt/meter; V/m

B Tesla (Weber/meter2); T (Wb/m2) H Ampere/meter; A/m

2.2.3 Finite Element Method : An Overview

The term “Finite Element Method” was first coined by a structural engineer named

Ray W. Clough in his paper at the Proceedings of 2 nd ASEC Conference on Electronic

Computation in 1960. Alongside his landmark contribution towards FEM, the development
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of FEM can be traced back to the early 1940s with seminal works by A.Hrennikoff [14],

Douglas McHenry [15], R.Courant [16], John H. Argyris [17], M. J. Turner [18], O. C.

Zienkiewicz [19]. FEM, though originally developed for structural analysis arising in civil

and aerospace engineering, has had its application extended to several other scientific fields

such as electromagnetics, optics, fluid dynamics and so on. In general, a typical finite element

analysis of boundary-value problems (described in section 2.2.1) comprise the following steps

[12]:

1. Discretization of the PDE defined over a domain Ω. This refers to the division of

Ω into subdomains or finite elements (mesh generation). The shape of these finite

elements include simplices such as triangles, quadrilaterals in 2D, tetrahedrons (3D)

and higher-order simplicial configurations for multi-dimensional domains.

2. Choosing appropriate basis or interpolation functions, which are later expressed as a

weighted linear combination to approximate the solution corresponding to each finite

element.

3. Transformation of the defined PDE into a set of linear equations for each element i.e.

element equations.

4. Assembling the element equations to form a global set or a system equation. Such

formulations are presented using the Rayleigh-Ritz method, Galerkin weighted residual

method and other approaches.

5. Solving the linear system equation of the form Au = b using efficient solvers such as

the Conjugate Gradient method, Cholesky/LU decompositions, etc.

For a rectangular solution domain Ω shown in Figure 2.1a, the process of mesh generation

can yield a set of triangular (Figure 2.1b) or rectangular (or any general quadrilateral)

elements. Further, the first four simplices in Figure 2.1c illustrate a set of right triangular

elements whereas the fifth simplex denotes a general triangular finite mesh element.
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2.2.4 Towards Deep Learning

It is important to note that Au = b solved using linear algebraic methods (exact or

iterative), require large computational resources. Despite them yielding optimal results, op-

erations such as matrix inversion prove to be numerically expensive. Further, tuning certain

parameters in the code may mandate multiple reruns - hinting towards an increased re-

source requirement. To tackle this infeasibility, data-driven methods pave an alternate way

to obtain solutions to several such boundary value problems, that are implicitly defined by

partial differential equations. This leads us into the world of Artificial Intelligence (famously

abbreviated as AI), wherein tasks are accomplished with minimal or no human intervention.

Two subdivisions of AI - Machine Learning (ML) and Deep Learning (DL), constitute nu-

merous techniques that are capable of learning patterns and approximating solutions to the

“problem under consideration”, solely based on the input data samples [20].

Machine learning techniques are broadly classified into supervised and unsupervised. Fur-

ther, such predictions are made based on a set of “features”, and the outcomes are either

categorical (classification) or quantitative (regression). The supervised learning process is

guided by a “labelled” training dataset, where “labelled” refers to each input sample or ob-

servation (tuple) in the training dataset having a corresponding class variable (outcome). On

the other hand, unsupervised learning models train and predict on an unlabelled dataset.

Examples of ML models include Decision Trees, Naive Bayes classifier, Linear Regression

models, Random forests, Support Vector Machine, Artificial Neural Networks (ANNs), etc

[21]. Other learning regimes include Semi-supervised [22] and Reinforcement learning [23].

The former class of algorithms learn and predict on a partly labelled training dataset and the

latter deal with “reinforcement agent” that learns through its experiences and takes appro-

priate actions to maximize the reward signal, unlike learning the hidden mapping/patterns

in ML/DL methods.

Although such ML algorithms find vast applications in areas such as image recognition
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and text classification, they require the raw input data be transformed into a suitable feature

vector representation for training purposes and predictions, making it a strenuous manual

process. In this prospect, a new class of techniques known as Deep Learning (DL) emerged

to cater to an escalation of day-to-day applications. Unlike the basic ML models, DL algo-

rithms aim to self-learn the key features (auto feature extraction) required for detection or

classification tasks in various learning settings as described for ML models above. Specifi-

cally, artificial neural networks for deep learning are multilayered (has several hidden layers)

to deduce a non-linear input-output mapping, justifying the term “deep” in its true sense.

2.3 Geometric Deep learning with Graphs

2.3.1 Shortcomings of CNNs

Training a typical fully-connected neural network (Figure 2.2) involves a feedforward

pass and a backpropagation mechanism. In the feedforward step, the training data is prop-

agated through the network model from the input layer to output layer, and the model

weights/parameters are computed on passing through consecutive hidden layers. In order

to minimize the cost function (e.g. Mean Squared Error (MSE)), the neural network model

parameters are backpropagated from the output layer to the input layer, so as to compute

the gradients of the cost function with respect to the underlying network weights at each

layer. In this manner, the model weights are updated until convergence or sufficient model

iterations [24]. Essentially, a machine learning task boils down to an optimization problem.

Convolutional Neural Network (CNN) [25, 26] is one such class of deep neural feedfoward

networks that gained popularity with its applications in image and document recognition.

Typically, a CNN uses a convolutional operator (kernel) that slides over a structured grid,

aggregates information from the underlying nodes and neighbours (e.g. pixels in an image)

and yields an updated pixel value. In an effort to use CNN as a PDE solver, Özbay et al.
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Figure 2.2: A fully-connected neural network.

in [27] propose a CNN to solve the Poisson’s equation on a two-dimensional Cartesian grid.

2.3.1.1 Geometric Deep Learning (GDL)

Despite deep learning networks such as CNNs having demonstrated remarkable perfor-

mances (high accuracies) for various applications, such models are useful only on grid struc-

tured data in Euclidean spaces (2D grids/lattices) and text sequences (1D) as opposed to the

requirement of processing arbitrary meshes (or) networks. This necessitates a newer deep

learning architecture to extend the idea of convolution onto the graph domain and analyze

complex patterns in general graph networks. Bronstein et al. in [28, 29] term this process of

generalizing deep neural models (such as CNNs) onto non-Euclidean domain geometric data

as Geometric Deep Learning. They focus on a broad class of neural network architectures

proposed to analyze grids, groups, graphs and manifolds, unstructured sets, geodesics and

gauges, and demonstrate their unification with regards to first geometric principles of struc-

tural symmetry and invariance. Leveraging such geometric priors aids in encoding stable

and multsicale geometric representations and thereby, the quality of information learned by

the neural model.

Further, the intuition behind generalization is not only to derive non-Euclidean counter-

parts for pooling and convolutional layers, but generalize across various domains. The latter

is an essential requirement for large scale applications such as computer vision and graphics
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[30, 31], physics [32], recommender systems [33], etc. The reader is referred to [28, 29] for an

in-depth understanding and analysis of geometric deep learning concepts, applications and

relevant approaches with key reference publications.

(a) (b)

Figure 2.3: GNN vs CNN; (a) Unstructured/non-Euclidean mesh (GNN input); (b)
Structured/Euclidean grid (CNN input).

2.3.2 Graph Neural Networks (GNNs)

Graph Neural Networks belong to a class of node embedding techniques, that aim to

encode the graph nodes as low-dimensional vectors onto a hidden space and decode these

node embeddings to reconstruct information about its local neighbourhood in the original

graph [2]. A sample set of mesh inputs handled by GNN and CNN are shown in Figure 2.3.

Interestingly, the fundamental GNN model was motivated by and proposed in multiple

ways, distinguishable on the basis of underlying message passing (update) and aggregating

functions. In view of these formulations, authors in [28] with brevity, categorize a section of

literature proposed in the context of GNN, into three “flavours” – convolutional, attentional

and message passing. Such approaches with diverse parameter sharing strategies across the

network emphasizes the inductive learning characteristic of GNN, to generalize better over

unseen data by leveraging a deep learning architecture satisfying permutation equivariance3

or permutation invariance4 [28, 2].

3 For a permutation matrix P and node feature matrix X, function f is permutation equivariant if
f(PX,PAPT ) = Pf(X,A).

4 f is permutation invariant if f(PX,PAPT ) = f(X,A). PAPT is the representation of permutation group
acting on the graph-associated matrices. f is defined analogous to Equation 2.9.
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2.3.2.1 Neural Message Passing Model

In general, a graph is defined by G = (V , E) with a set of vertices or nodes V and a set

of edges E connecting the vertices. This nodal interconnectivity is often expressed through

an adjacency matrix A ∈ R|V|×|V|, where each entry Auv denotes the presence (Auv = 1) or

absence (Auv = 0) of an edge (u, v) ∈ E between node u ∈ V and v ∈ V . Given a node

feature matrix X ∈ Rd×|V|, each GNN layer is updated in the following manner [2]:

h(k)
u = UPDATE(k)

(
h(k−1)
u ,AGGREGATE(k)({h(k−1)

v ,∀v ∈ N (u)})
)

(2.9)

where hu and hv denote the node (hidden) embeddings for nodes u and v respectively.5

Neighbourhood of node u is denoted by N (u) with the AGGREGATE (
⊕

acting on message

ψ) and UPDATE (φ) functions being arbitrary differentiable (i.e., neural networks). For

each iteration (GNN layer) k, the hidden embeddings in the graph neighbourhood of u

from the previous iteration – h(k−1)
v are aggregated to form a message, which is further

combined with an embedding of node u from the previous iteration – h(k−1)
u , to generate an

updated embedding h(k)
u [2]. Note that the initial input to the GNN is a set of node features

corresponding to all the nodes i.e., h(0)
u = xu. After K iterations, the node embedding

(output layer) for each node would be zu = h(K)
u ∀k ∈ {1, ..., K}. Figure 2.4, 2.5 and 2.6 are

adapted with permission from the original figure creator (also an author) of [28], © Petar

Veličković, Google). Alternatively, given the node feature vectors xu,xv, the aggregated

message can be expressed as muv = ψ(xu,xv). Then,6,7

hu = φ

(
xu,

⊕
v∈Nu

ψ(xu,xv)

)
(2.10)

5 Equations 2.9 and 2.10 are taken from [2] and [28] respectively.
6 Permutation invariant operator

⊕
can be sum, mean, max, etc.

7 Examples of ψ, φ : ψ(x) = Wx+b, φ(x,m) = σ(Wx+Um+b), where σ is a non-linear activation function
(such as ReLU) and {W, U, b} are trainable parameters.
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Figure 2.4: A message passing model depicting message aggregation at a single node from
its local neighbourhood. Image adapted from [28].

Relevant GNN models derived using the “message passing” mechanism can be found in [34,

35, 36, 37].

2.3.2.2 Convolutional approaches

In accordance with certain convolutional aggregation layers proposed in [38, 39, 40], the

node features in the neighbourhood Nu are aggregated as a weighted linear combination

shown below:

hu = φ

(
xu,

⊕
v∈Nu

cuvψ(xv)

)
(2.11)

where coefficient cuv (dependent on adjacency matrix A entries) enumerates to node u’s

Figure 2.5: Convolutional GNN layer; Image adapted from [28].
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representation, the importance of node v. Alongside
⊕

denoting the summation operation,

it can generalize the notion of convolution when considered as a diffusion or a node-wise

local filter (linear) operator. Generalizing convolutions onto non-Euclidean data such as

graphs involve key principles from graph signal processing theory [41]. Such convolutional

deep learning frameworks involving eigenvalues, eigenvectors, graph Fourier transforms are

often termed “spectral-based approaches”. Convolutions expressed directly on the vertex

(graph) domain by aggregating information in the local node neighbourhood are referred to

as “spatial approaches” [42, 43].

2.3.2.3 Attention-based approaches

Attention-based (Attentional) graph neural network models learn and enable implicit in-

teractions by leveraging a self-attention mechanism [44, 45, 46]. Coefficients αuv = a(xu,xv)

are inherently computed, followed by a softmax-normalization across all its neighbours [45].

Mathematically, interactions in each GNN layer are modelled as:

hu = φ

(
xu,

⊕
v∈Nu

αuvψ(xv)

)
(2.12)

While
⊕

denotes summation, the aggregation of messages is still a weighted linear combi-

nation of features in Nu. However, the importance coefficients αuv are feature-dependent.

Figure 2.6: Self-attention based GNN layer; Image adapted from [28].
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Implications: It is remarkable to note the hierarchical transformation among the three

graph approaches in the order : convolutional ⊆ attentional ⊆ neural message-passing. In

other words, the self-attention and convolutional GNNs can be termed special cases of the

message passing GNN variant. Consequently, their weighted message functions can be trans-

formed as shown below:

ψ(xu,xv) = cuvψ(xv) → Convolutional⇔ message-passing (2.13)

ψ(xu,xv) = αuvψ(xv) → Attentional⇔ message-passing (2.14)

The aforementioned categorization may seem comprehensive, it however excludes certain

GNN models such as k -GNN introduced on the grounds of Weisfeiler-Lehman hierarchy [47],

spectral GNNs requiring an explicit computation of graph signal processing entities such as

Graph Fourier Transform. For other comprehensive surveys on GNN taxonomy, approaches

and relevant literature (in different settings), the reader can refer to the material presented

in [42, 43, 48, 49, 50, 51, 52].

2.4 Deep Learning for Physical Systems - A Survey

2.4.1 Motivation and Intuition

A fundamental aspect of perceiving and mastering the intuition behind human intelli-

gence is to model real-world physical systems mathematically described by partial differential

equations (PDEs). In order to learn and make predictions, simulating such real-world sys-

tems mandates the model to rightly understand and regard the governing principles or laws.

Several such physical systems can be modelled as system objects (nodes) with pair-wise in-

teractions. This course of physical system modelling using nodes and pair-wise connections

is analogous to a well-known geometric datatype – graphs [42].

Early attempts to formulate deep learning on graphs (rather, generalize neural networks
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to graphs) were presented by Scarselli, F., Gori, M., et al [34, 35]. This work introduced

the eminent Graph Neural Network (GNN) framework, based on recurrent neural networks

and random walk models. A surge in the application of GNNs in recent years is attributed

to the ubiquitous graph structured data generated across several engineering and science

disciplines. A variety of GNN models have been proposed in the literature to efficiently

handle arbitrarily sized topographical networks, skip the conventional numerical method

approximations of PDEs and train on large datasets with growing computational resources

such as Graphics Processing Units (GPUs).

2.4.1.1 Preliminary Neural Network Models

Initial endeavours to learn the physical dynamics explored the potential of primary ma-

chine learning algorithms such as feedforward neural networks (ANNs). In their seminal

work, Lagaris et al. [53] and Chiaramonte et al. [54] trained ANNs to learn the solu-

tions of ordinary and partial differential equations. This boosted several other researchers

to train and test various machine learning frameworks to learn the solutions for PDEs, as

discussed in [55, 56, 57, 58, 59, 60]. CNNs, having gained wide popularity in text/image

processing applications, was a potent candidate to approximate PDE solutions. This line of

work includes PDE-Net [61] proposed to learn evolutions PDEs through convolutional filters

(differential operators) and non-linear responses; the model was experimented on convection-

diffusion equations. Analogous to the conventional convolutional neural networks, MeshCNN

by Hanocka et al.[62] learns for shape classification and segmentation tasks, by integrating

specialized pooling and convolutional layers, and leveraging implicit geodesic connectivity

in mesh edges (obtained from a highly non-uniform meshed data). In an attempt to solve

elliptic PDEs using deep learning, proponents in [63, 64, 65] solve Poisson’s equations using

CNNs under varied boundary conditions.

However, structured data-based tasks form relatively a small portion in comparison to

those dealing with highly unstructured data. Analyzing unstructured meshes using CNNs
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seem a non-trivial task due to its constrained requirement of regular shapes. Efforts to solve

parametric PDEs using a physics-informed CNN for irregular geometries in an unsupervised

learning setting is proposed in [66]. This structural limitation opened doors to analyze

commonly found, yet complex topological networks, thus demanding advanced deep learning

architectures.

2.4.2 GNN Approaches

Battaglia et al. in [32] introduce the first learnable physics engine in the form of interac-

tion networks (INs) using deep neural network building blocks (MLPs [67], for an in-depth

reasoning about relations among objects modelled for challenging physical problems such as

rigid-body collision. They learn the root dynamics and infer the system’s abstract properties

using graph-based data generated by real-time physical system(s) simulations. Addressing

the drawbacks of inferior interactions scalability in [32], Hoshen et al. in [68] introduce a

vertex attention IN (VAIN) for multi-agent prediction domain tasks.

Motivated by the work done in [32], Chang et al. [69] propose a Neural Physics En-

gine to learn the simulator dynamics and generalize across different object count and scene

configurations. In view of understanding complex rigid deformable bodies, Mrowca et al.

[70] present a graph convolutional neural network (hierarchical) to learn the physics pre-

dictions, based on a cognitive-science inspired hierarchical graph-based representation of

objects. Extending the approach of INs, Sanchez-Gonzalez et al. in [71] introduce a Graph

Network model, go on to generalize it in [4] by proposing “Graph Network-based Simula-

tors”(GNS) to learn the complex dynamics from simulated data acquired across a wide range

of physical systems (rigid solids, deformable bodies, fluid dynamics). With an introduction

of “Encoder-Processor-Decoder” architecture in their work, particle-based simulations are

carried out wherein, each particle represents a graph node and simulations are viewed as

message-passing on graphs.
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2.4.2.1 Mesh-based Deep learning

Besides the aforementioned learnable physics simulator approaches, there has been sig-

nificant research in the literature in context with physics-based simulations focusing on

geometric aspects of input data such as meshes. These frameworks are often termed “mesh-

based” processing/learning techniques. This indeed, refers to approaches categorized under

the umbrella term “Geometric Deep Learning”, coined by Bronstein et al. [28, 29]. A brief

introduction to GDL was previously presented in Section 2.3.1.1. Following the line of work

discussed in [4], Pfaff et al. [5] introduce a GNN-based framework to learn mesh-based simu-

lations for time-dependent problems called “MeshGraphNets”. Their framework is designed

to learn resolution-independent dynamics from meshed data (triangular), yielding high ac-

curacies (with 11x-290x simulation speedup) in physical systems such as fabrics (cloth),

fluid dynamics and structural mechanics. Scaling the MeshGraphNets to a 3.1 million-node

mesh to capture computational fluid dynamics simulations, Bartoldson et al. [72] demon-

strate the possibilities to train such GNN-mesh-based physics models on three-dimensional

meshes. Alet et al. [73] implement a Graph Element Network (GEN) to learn the solution to

a PDE, given its initial states (based on FEM numerical simulations). They demonstrate the

optimization of a FEM mesh using GEN, with key focus on the non-linear section of the so-

lution space. A survey on deep-learning techniques for mesh-based data can be found in [74].

A novel neural network architecture – “Simplicial Attention Networks” (SAT) was intro-

duced in [75] that dynamically weighs interactions among neighbouring simplices leveraged

by attention-mechanisms, and generalize to unseen simplicial networks. From a scalabil-

ity perspective, several works investigate multi-level GNNs for physics-simulations [76, 77],

wherein such multi-scale graph neural models process and learn on meshes with varied gran-

ularity levels such as fine and coarse. A detailed survey of deep learning algorithms proposed

as PDE solvers is discussed in [78, 79, 80].
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2.4.2.2 Neural Operators & Physics-Informed Learning

Neural Operators, a novel class of neural networks introduced by Li et al. [6, 7], learns

the PDE’s solution operator through an input-output mapping among infinite-dimensional

spaces in both semi-supervised and supervised settings. This way, the proposed data-driven

approach predicts the solution with no prior knowledge about the PDE being solved. Brand-

stetter et al. [81] extend the work presented in [6] by introducing an end-to-end neural

message passing PDE solver. They generalize across various PDEs and implement methods

to express classical numerical PDE solvers as versions of autoregressive GNN models.

Recent trends in deep learning speak of Physics-Informed Neural Networks (PINNs),

proposed as an efficient solution to address the limitation of low, benchmarked training data

availabilty and yield state-of-the-art accuracies for several physical phenomena. This novel

class of neural networks introduced by Raissi et al. [82, 83, 84], learn the partial differential

equation solution and underlying non-linear dynamics, with prior embedded knowledge of

governing physical laws (spatio-temporal PDE data). Their two-part treatise of data-driven

solutions and data-driven discovery have paved the way ahead to solve PDEs for varied com-

plex physical systems. As a predecessor to PINNs, Aarts et al. [85] employ a feedforward

neural network incorporated with prior information about PDEs (a geohydrological and a

physical process) and its initial-boundary conditions. Several such physics-embedded data

driven approaches have been summarized by Pateras et al. in [8].

Reflecting on the deep learning approaches discussed above, an alternate categorization of

these techniques would be on the basis of input data structure – regular (structured) meshes,

irregular (unstructured) or mesh-less (mesh-free). Mesh-free methods often include particles

and point cloud (set of 3D points) data representations, thus eliminating a computationally

exhaustive processing of meshes for learning purposes. Relevant works include the Graph

Network Simulator proposed in [4], Lagrangian fluid simulations [86], non-linear BVPs [87],

3D solid mechanics [88], diffusion maps based PDE solver [89].
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2.4.3 ML/DL for Electromagnetics - A Brief Review

Besides extensive deep learning research done in the fields of computer vision, recom-

mender systems, a key branch of physics — “Electromagnetics” (EM) has gained popularity

among a wide community of researchers in the recent years. Preliminary machine learning

and deep learning models exist in the literature studying smart metamaterials [90], antenna

systems [91] and several other aspects of EM surveyed in [92, 93]. A comprehensive state-

of-the-art research in electromagnetics (simulation, optics, radio frequency device modelling,

inverse problems) have been reviewed and presented by Campbell et al. in [94].

Regardless of the system complexity, solving the Poisson’s equation (which can be ob-

tained from the powerful set of Maxwell’s equations), form an integral part of electromagnetic

analysis. Conventionally, solutions to these PDEs are approximated using classical numerical

solvers such as the Finite Element Method. In recent years, successful attempts in adopting

deep learning methodologies for such boundary value problems have been demonstrated us-

ing a finite-element neural network [95], a CNN-based architecture [96, 97], a spectral graph

convolutional layer in a GNN model [10, 3] and an attention-based Operator Transformer

[98].

Early ideas to use physics-informed neural networks as a potential EM solver via transfer

learning is presented by Khan et al. [99]. They investigate the behaviour of PINNs (with and

without labelled training data) and achieve accurate steady-state solutions for well-posed

electrostatics and magnetostatics problems. Physics-embedded approaches for other EM

problems such as magnetic/magnetostatic field estimation are reviewed in [100],[101],[102].

Further, key efforts to solve inverse problems arising in electromagnetics include the hyper-

network proposed by Lowther et al. [103] for an optimal coil design, a 3D meshless DNN

and a contrastive learning-based subspace optimization and semantic segmentation-assisted

reconstruction (CLSO-SSR) model for EM inverse scattering in [104] and [105] respectively.
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Such ground-breaking scientific research has certainly brought to our attention various

ways to generate highly accurate and reliable outcomes. However, it is equally important for

these data-driven approaches to be considered not a replacement to the classical numerical

methods (FDM, FEM), but only an alternative set of methodologies to approximate solutions

to PDEs.
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Chapter 3

Solving Poisson’s Equation using

Graph Neural Networks

3.1 Introduction

Previously, we were introduced to various deep learning methodologies adopted to solve

a partial differential equation arising in scientific and engineering problems. Specifically,

Graph Neural Networks seem to be the parent model heading a broad class of message-

passing frameworks, serving as an alternative to conventional numerical PDE approximation

methods.

This chapter focuses on one such GNN model implemented to learn on meshes and solve

the Poisson’s equation for electrostatics and magnetostatics problems. A comprehensive

description of the GNN model, its GPU implementation and results, supported by the vari-

ational formulation of Poisson’s equation boundary value problem (2D) are presented in the

following sections. Experiments presented in the following sections are based on the material

proposed by Lötzsch et al. in [3, 106].
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3.2 The Poisson’s Equation BVP

The steady-state time-independent Poisson’s equation with a homogenous Dirichlet bound-

ary condition in the spatial domain Ω ∈ R2 is given by:

−∇2u(g) = f ∀ g ∈ Ω (3.1a)

u(g) = 0 ∀ g ∈ ∂Ω (3.1b)

where g denotes the two-dimensional spatial coordinate vector i.e. g = (x, y) : gi ∈ R in an

open planar domain Ω bounded by ∂Ω. Further, ∇2u(g) = ∂2u
∂2x

+ ∂2u
∂2y

, where the trial function

u(g) = u(x, y) denotes the solution to the aforementioned BVP (Equation 3.1a and 3.1b).

Classical solution to the strong formulation of the Poisson BVP described above will be u, a

twice differentiable function in the continuous solution space C2(Ω) satisying the Dirichlet

boundary condition at all points g ∈ ∂Ω. However, there may be practical scenarios limiting

the differentiability of u (discontinuous or non-existent derivatives). Thus, we opt for a “weak

formulation” of the boundary value problem defined over an appropriate solution space, as

discussed in section 3.2.1.

3.2.1 Variational Formulation

As a first step in transforming a strong form BVP into a “weak” or “variational” problem,

we multiply the second-order PDE by a test function v and integrate over Ω [107]:

−
∫

Ω

(∇2u)v dg =

∫
Ω

fv dg (3.2)

Equation 3.2 can be expanded as : −
∫

Ω
(∇2u)v dxdy =

∫
Ω
fv dxdy, where dg = dxdy

represents a differentiable element integrable over Ω. Integrating equation 3.2 by parts, its
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left-hand side can be rewritten as:

∫
Ω

∇u · ∇v dg =

∫
∂Ω

v
∂u

∂n
ds−

∫
Ω

(∇2u)v dg (3.3)∫
Ω

∇u · ∇v dg =

∫
Ω

fv dg (3.4)

where ds is a differentiable element integrable on ∂Ω and ∂u
∂n

denotes the normal derivative

(outwardly orthogonal to ∂Ω). Further, Equation 3.3 refers to the “Green’s identity” or

“Green’s formula”. Requiring the test function to vanish on parts of ∂Ω where u is known,

i.e., v = 0 on ∂Ω, Equation 3.3 reduces to a dot product of gradients (∇u,∇v) integrated

over Ω as shown in Equation 3.4 [108]. Given the homogenous Dirichlet boundary condition,

a suitable trial and test function space for Eq. 3.4 is a Hilbertian Sobolev space H1
0 (Ω). This

space consists of (continuous) functions and their weak first order derivatives that vanish on

the boundary and are square-integrable [109]. Mathematically,
∫

Ω
v2dΩ <∞,

∫
Ω
|∇v2|dΩ <

∞ and v|∂Ω = 0. Consider the source function f ∈ L2(Ω), where L2(Ω) denotes the

Lebesgue space containing a set of square-integrable functions (continuous, unbounded and

discontinuous). For convenience, let the trial and test function spaces be denoted by V and

V̂ respectively1. Subsequently, we define our variational problem as to find a solution u ∈ V

such that:

∫
Ω

∇u · ∇v dg =

∫
Ω

fv dg ∀v ∈ V̂ (3.5a)

a(u, v) = b(v) ∀v ∈ V̂ (3.5b)

where u, v ∈ H1
0 (Ω) implicitly satisfy the homogenous Dirchlet boundary condition. How-

ever, for a non-homogenous Dirichlet boundary problem, the trial function space changes to

an affine space [109]. Note that the weak formulation in Equation 3.5a is still a continuous

1 Trial space V ⊂ H1
0 (Ω), Test space V̂ ⊂ H1

0 (Ω).
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problem with solution u in an infinite-dimensional trial space V . Equation 3.5b represents

the abstract variational formulation2 of the boundary value problem.

Revisiting the first step of FEM - discretization of the spatial domain, triangulation

of Ω would result in K triangular (non-overlapping) finite elements whose solution u is

approximated in a finite-dimensional subspace Vh ⊂ V (trial) and V̂h ⊂ V̂ (test). This leads

to a discrete version of the variational problem stated to find uh ∈ Vh such that:

∫
Ω

∇uh · ∇vh dg =

∫
Ω

fvh dg ∀vh ∈ V̂h (3.6a)

a(uh, vh) = b(vh) ∀vh ∈ V̂h (3.6b)

Each triangular element Ke, e ∈ 1 : |K| has a diameter hKe = max
x,y∈Ke

|x − y|, pointing

to the longest side of element Ke. Thus, the subscript ‘h’ refers to the largest diameter in

this set, i.e., h = max
e
hKe . Intuitively, each node Nj in Ke can be associated with a basis

function3 φi spanning the subspace Vh (equivalent to a Kronecker delta function δij) as:

φi(x, y) = φi(Nj) =


1, i = j

0, i 6= j

(3.7)

Let ui and vj denote the values of uh and vh at node Nj respectively. Then, uh and vh

can be expressed as a (weighted) linear combination of basis function(s) defined above in

Equation 3.7:

uh =
3∑
i=1

uiφi(x, y) ; vh =
3∑
j=1

vjφj(x, y) (3.8)

where i, j = 1, 2, 3 represent the three nodes/vertices of a triangle. Implictly, the domain of

2 In Equation 3.5b, a(·, ·) is a continuous bilinear functional on V × V → R and l(·) is a continuous linear
functional on V → R.

3 Here, φi(x, y) is a first-order Lagrangian interpolation function : ax+ by + c.
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integration changes from Ω to area over Ke. Combining Equations 3.6a, 3.6b and 3.8 results

in an elemental equation corresponding to element Ke:

∫
Ke

[
∇
( 3∑

i=1

uiφi(x, y)

)
· ∇
( 3∑

j=1

viφj(x, y)

)]
dxdy =

∫
Ke

f

3∑
j=1

vjφj(x, y) dxdy (3.9)

which holds good for all vh ∈ V̂h and can be chosen arbitrarily such that:

3∑
i=1

ui

∫
Ke

∇φi∇φj dxdy︸ ︷︷ ︸
AKe

i,j

=

∫
Ke

fφj dxdy︸ ︷︷ ︸
bKe
j

(3.10)

Here, AKe
i,j and bKe

j denote the entries of the local stiffness matrix and load vector cor-

responding to finite element Ke. Augmenting these entries for all triangular elements in Ω

yields the global stiffness matrix A and load vector b expressed as a linear system equation:

Au = b ; u = (ui)
T , i = 1, 2, ..n. (3.11)

Discussing the mathematics behind the aforementioned solution spaces is beyond the

scope of this thesis. Thus, the reader is referred to [107, 109, 110] for supplementary infor-

mation.

3.3 Application : Electrostatics and Magnetostatics

Electrostatics deals with static electric fields and stationary charges, whereas magneto-

statics explores constant magnetic fields with steady currents. In this context, the Maxwell’s

equations in the absence of time-varying electric and magnetic fields can be restated as [13]:



Ch 3: Poisson BVP solution with GNN 29

(Refer to Table 2.1 for units of the electric and magnetic parameters discussed in this section.)

∇ ·D = ρv (3.12)

∇× E = 0 (3.13)

∇ ·B = 0 (3.14)

∇×H = J (3.15)

In other words, ∂B
∂t

(µ∂H
∂t

) in Equation 2.7 and ∂D
∂t

(ε∂E
∂t

) in Equation 2.8 equals zero4. Using

D = εE in Equation 3.12 results in ∇·E = ρv/ε. Further, the electric field E is expressed as

the negative gradient of electrostatic potential φ. Combining these mathematical expressions

results in the Poisson’s equation for Electrostatics:

E = −∇φ ; −∇2φ =
ρv
ε

(3.16)

Analogous to electrostatics, the magnetic vector potential A associated with the magnetic

field H = B/µ is given by B = ∇×A =⇒ µH = ∇×A. Substituting this expression

in Equation 3.15 yields the Poisson’s equation for magnetostatics5:

∇× (∇×A) = µJ (3.17)

∇× (∇×A) = ∇(∇ ·A) − ∇2A (3.18)

∇2A = −µJ (∵ ∇ ·A = 0) (3.19)

For experimental purposes, we consider Jx = Jy = 0 and currents directed only along the

z -axis (perpendicular to the 2D mesh). This implies the existence of Az component alone,

resulting in a magnetic scalar potential. Further, computing the curl of A will simplify into

4 Propagation medium/material properties – Permittivity ε, Permeability µ.
5 ∇ ·A = 0 in Equation 3.19 refers to the Coulomb gauge [111].
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curl of Az, yielding magnetic field components along the x (Hx) and y (Hy) axes:

H =
1

µ

(
∇×

[
0, 0, Az

])
=⇒ (Hx, Hy) =

1

µ

(
∂Az
∂y

,−∂Az
∂x

)
(3.20)

In fact, Hz = 0 can be justified with the reason of symmetry, as this problem can be

visualized as a set of infinitely long wires whose cross-section is independent of the z-axis

(z-coordinate) [3]. Besides such static (linear) problems, one can also address and analyze

the non-linearity arising in media such as ferromagnetic materials, whose properties are

principally quantified by µ, σ and ε (future work).

3.4 GNN Framework

3.4.1 Encoder-Processor-Decoder model

As previously discussed, structured grids are majorly defined in the Euclidean domain.

However, the experiments in this thesis deal with non-square geometries such as a hollow

disk, L-shaped and U-shaped meshes. From the literature, it is evident that CNNs are

incapable of handling such irregular structures. Inherently, as we are progressing towards

irregular geometric surfaces with triangular tessellations (meshes), we require a much more

complex deep learning architecture such as GNNs. In the context of Geometric Deep Learn-

ing, proponents in [28, 29] classify these structured, undirected graphs under a combination

of graphs and manifolds (2D).

For simulations, we adopt the GNN model in [3], employing an Encoder-Processor-

Decoder architecture for learning mesh-based simulations, originally proposed by Pfaff et

al. in [5].

• Encoder: The encoder consists of a multilayer perceptron (MLP), resembling a fully-

connected ANN depicted in Figure 2.2. The encoder MLP has two linear layers inter-
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Figure 3.1: A block diagram depicting the Encoder-Processor-Decoder framework.

leaved with non-linear activation functions - Rectified Linear Unit6 (ReLU) [112] and

128 hidden layers.

• Processor: The processor block encompasses a spectral graph convolutional layer

proposed by Defferrard et al. [38], more often cited as a predecessor to the Graph

Convolution Network (GCN) introduced in [39]. They generalize CNNs onto the graph

domain by leveraging spectral graph theory and relevant graph signal processing tools

[41] to design graph convolutional filters (fast localized). Similar to the convolutional

kernel/filter defined on a CNN, the spectral graph convolution kernel is given by [38]:

gθ(Λ) =
K−1∑
k=0

θkTk(Λ̃) (3.21)

where θ ∈ RK represents the Chebyshev polynomial coefficients vector and Λ de-

notes the diagonal matrix of 7 eigenvalues. Tk(Λ̃) ∈ Rn×n is the kth order Cheby-

shev polynomial, expressed as function of the diagonal matrix of scaled eigenvalues{
Λ̃ = 2Λ/λmax − In ∈ [−1, 1]

}
. Further, K represents the maximum number of hops

in the neighbourhood for convolution on graphs, indexed by variable k. Note that,

the term “spectral” associates itself with the eigenvalues used to define the kernel

(Equation 3.21).

• Decoder: Analogous to the encoder, the decoder is designed as a two-layer MLP with

6 ReLU activation: f(x) = max{0, x}.
7 Here, the Laplacian defined on a graph with n nodes, degree matrix D and weighted adjacency matrix W

is L = D −W [38].
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128 hidden layers. The ReLU non-linearity is applied to all its hidden layers except

the decoder’s output layer.

3.5 Experiments

3.5.1 Datasets

For electrostatics and magnetostatics problems discussed in Section 3.3, we use the

dataset provided in [106]8. The dataset consists of 5 different meshes with square, disk,

hollow disk, inverted L-shaped and U-shaped geometries, created using an open-source FEM

solver - FEniCS (FEniCSx) library [113, 114, 115, 116]. Each mesh and its configuration

data (such as resolution, boundary conditions) is appended with the associated PDE solution

(potential and field values obtained using the FEM solver), and saved as a single instance in

the generated dataset.

3.5.1.1 Mesh Geometries

Following are the five different mesh geometries encompassing the entire dataset with nor-

malized coordinates in the range [0,1] (no units expressed). The outer layer of all the 5

meshes and the inner circle in the hollow disk geometry, represent the boundary nodes.

1. U-mesh: Figure 3.2 depicts a regular U-mesh obtained by deleting a U-shaped portion

from a unit square. This 68-node mesh is an example of an instance in the test dataset

(Table 3.1), and is untouched for mesh augmentation. (Note: Meshes shown in Figures

3.2 - 3.7 have been adapted with permission from the first author of [3], © Winfried

Ripken (Winfried Lötzsch), Merantix Momentum AI).

8 A copy of an email from the author of [3], granting copyrights permission for content re-use can be found
in the “Copyright” chapter, towards the end of this document.
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Figure 3.2: U-mesh with 68 vertices. Image adapted from [3].

2. L-mesh: Trimming the area of an unit square mesh by 25% (from any corner) yields

a L-mesh with 80 vertices as shown in Figure 3.3. Augmenting the L-mesh involves

varying the location, its breadth and height of the interior rectangular portion in the

range [0.2, 0.8].

Figure 3.3: A simple triangulated L-mesh (left) and its augmented version
(right). Image adapted from [3].

3. Square: A 16×16 unit square mesh yields 256 nodes. Its augmented versions (altering

the mesh resolution) includes regular grids with nodes in the range 64 - 441. An

augmented mesh with the 16×16 mesh is shown in Figure 3.4.

4. Disk: A circular mesh, also a disk with 252 nodes is shown in Figure 3.5. Similar

to the square mesh, inducing variability in this structure involves varying the node

density ‘n’ (number of nodes spanning the geometry) in the range [63, 411].

5. Hollow Disk: The 82-node hollow disk mesh visualized in Figure 3.6, is constructed

using a disk (similar to Figure 3.5) with a 0.5-unit radius, centered at (0.5, 0.5). A
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Figure 3.4: A mesh with square geometry (left); Augmented square mesh
(right). Image adapted from [3].

Figure 3.5: Circular (Disk) mesh (left); Augmented disk mesh with varied node
density ‘n’ (right). Image adapted from [3].

hollow circular portion with 0.24-unit diameter, centered at (0.5, 0.5) is cut out from

the disk to generate a hollow disk mesh. The spatial coordinates (x, y) and the hole

diameter (hole dia) of the hollow circular cutout are varied in the range [0.35, 0.65]

and [0.1, 0.5] respectively.

Figure 3.6: Hollow Disk mesh (left); Augmented disk mesh with varying cutout
locations (right). Image adapted from [3].



Ch 3: Poisson BVP solution with GNN 35

In the context of electrostatics problems, the charge distribution ranges from 1-3 cir-

cular, randomly distributed positive charges9 (with constant permittivity ε), generated for

each instance in the dataset. In the case of magnetosatics, the dataset consists of meshes

with current distribution, ranging from 1-3 randomly distributed electric currents10 (with

constant permeability µ). Both these datasets were generated with (Group 1) and without

mesh augmentation(s) (Group 2). “Mesh augmentation” (mesh aug) essentially refers to the

technique of introducing geometrical variations in the meshes for training purposes. The

dataset also contains meshes with higher charge (current) inhomogeneities such as 4 or 5

electric charges/electric currents for electrostatics(magnetostatics) problems without mesh

augmentation (Group 3).

Alongside learning the PDE solution(s) on 2D meshes, we aim to evaluate the capabilities

of the GNN model through the following tasks [3]:

• Task 1 —To train and test across diverse mesh shapes and predict the physical quan-

tities on unobserved geometries during the training phase such as a U-shaped mesh

(task 1);

• Task 2 —To learn and approximate PDE solution(s) for varied levels of inhomogeneities

such as higher current/charge distributions introduced in the meshes (task 2).

In order to perform these tasks effectively, the generated dataset is divided into three sub-

sets namely - training, validation and test datasets. There exists 2500 samples corresponding

to each mesh implying, 2500∗5 = 12500 samples per group described above. Thus, the total

number of dataset instances across all the three groups sums up to 12500∗3 = 37500. Details

pertinent to this dataset partitioning is summarized in Table 3.1.

9 Stationary electric charges.
10 Steady electric currents.
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Table 3.1: Training, Validation and Test datasets.

Dataset Type Characteristics Mesh Geometries

Training

80% samples from Group 1: 8000
samples (mesh aug);

80% samples from Group 2: 8000
samples (without mesh aug)

Disk, Hollow disk, Square and L-
mesh.

Validation

20% samples from Group 1: 2000
samples (mesh aug);

20% samples from Group 2: 2000
samples (without mesh aug)

Disk, Hollow disk, Square and L-
mesh.

Test

task 1: 20% samples (=2500)
from Group 2 (only 1 shape);

task 2: 25% samples (=2500)
from Group 3 (excluding U-mesh)

task 1: U-mesh;

task 2: Disk, Hollow disk, Square
and L-mesh.

3.5.2 Training & Testing GNN models

Based on the structural analogy between a mesh and the graph, we can easily recast a

triangulated mesh onto a graph comprising a finite set of nodes and edges. As a data pre-

processing step, the Delaunay triangulated mesh (generated using FEniCS) is characterized

by a set of input and output mesh features x. Further, x is made up of node attributes

n and edge attributes E , whose parameters vary in accordance with the PDE domain cho-

sen. For electrostatics problems, the node attributes consist of a boundary condition value

bci ∈ 0, 1 denoting the position of node ni (either inside the mesh or at the boundary),

distance from ni to the nearest boundary node (dx, dy), and a charge inhomogeneity (es-

sentially, the charge density ρv). On the other hand, Eij denotes the relative distance(s)

between nodes i, j, constituting the edge attributes. The associated output features (ob-

tained through a FEM solver) refers to the electric potential (U) and the time-independent

electric field E = (Ex, Ey). Similarly, magnetostatics problems require as node attributes:
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Eij, bci, current inhomogeneity (current density J, essentially Jz) and distances (dx, dy). Its

output feature set includes the magnetic potential Az and the magnetic field H = (Hx, Hy).

For convenience, the training data is normalized to values in the range [−1, 1], yielding

unitless quantities.

(a)

(b)

Figure 3.7: An overview of the (a) GNN model (Section 3.4) training and (b) testing
process. Mesh images adapted from [3].

These input and output attributes are fed to the GNN model (described in Section 3.4.1)

as (training/validation/test) inputs. Following the 128-hidden layered encoder MLP, the

processor layer with 128-dimensional hidden attributes is configured with K = 5 graph
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convolutional hops. The model employs 3 graph convolutions consecutively, interleaved

with a nonlinear ReLU activation after every step. Its parametric outputs are passed onto a

decoder MLP, after which we obtain the prediction model. The entire GNN model, developed

using PyTorch based frameworks - PyTorch Lightning [117] and PyG (PyTorch Geometric)

[118], learns nearly 0.28 million parameters with stepsize α = 0.001 and exponential decay

rates of the rolling average (moment estimates) β1 = 0.9, β2 = 0.999. The learning rate

α and the betas are hyperparameters offered by the Adaptive Moment Estimates (Adam)

optimization algorithm [119], used here to optimize the network parameters. Each PDE task

(Table 3.4 was trained for 150 epochs11 with batch size=32, followed by a validation after

every epoch. Following the training phase, the prediction model with the lowest validation

loss was chosen for testing purposes.

3.5.2.1 GPU Training

In view of accelerating the deep learning processes, the GNN models were trained for

both electrostatics and magnetostatics problems on a heterogenous supercomputer cluster12,

using a 4× NVIDIA P100 Pascal with a 16GB high bandwidth random-access memory. A

virtual environment was manually setup with relevant Python-based library installations for

parallelization on GPU [120].

Training, Testing and Logging: Each task was submitted as a “SLURM job” (using

a job script) on the GPU cluster. The job script enlisted parameters such as the GPU-CPU

configuration, memory requirements and was submitted using the sbatch command. Fur-

ther, Weights & Biases (WandB) [121] , an AI cloud platform was used to log both training

and test runs (offline/online mode), track experiments and analyze their results. Each train-

ing task generated multiple versions of prediction models (WandB artifact) with a unique

11 Epoch refers to the number of times the model iterates through the entire dataset.
12 Digital Research Alliance of Canada: Cedar cluster.
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identifier. Each artifact marked as “best k” (lowest validation loss) on the WandB cloud

server had to be manually passed as an argument to the srun test command in the SLURM

job script (for testing purposes).

Reproducibility: For better representation and enhanced reproducibility of the results,

each experiment was conducted and averaged over 5 random seeds. Performance compar-

ison of mesh augmentation with other regularization techniques for each PDE task yields

5 ∗ 4 = 20 model versions per seed, and 100 versions in total for 5 random seeds (Table

3.4). Thus, each seed with 20 models were submitted as a “job array”. Bash scripts were

developed to automate such manual preprocessing steps, additionally involving WandB arti-

fact(s) download (from the cloud server) corresponding to each of the 20 models, preparing

a text file with task names (input for job arrays) and WandB logging (training and test

runs) through a bash command line interface in a Visual Studio Integrated Development

Environment (IDE).

3.5.3 Results and Discussion

Results presented in this work are unitless and use the mean squared error metric over

all the predicted potential and field quantities (with respect to the ground truth), across all

learning tasks. As indicated by the results reported in Table 3.2 and 3.3, mesh augmen-

tation, in comparison to the baseline model (without augmented data), relatively enhances

the prediction quality over unseen data (U-mesh for task 1), and higher current/charge in-

homogeneities (task 2). Specifically, we observe a substantial improvement upto a factor of

10 (order of magnitude) for potentials (φ,Az).

Further, this analysis is extended with a comparison over conventional regularization

(dropout) approaches. Referring to Table 3.4, it enlists a comprehensive set of results gen-

erated by training and testing the same GNN framework (discussed in Section 3.4) for all

PDE tasks, with/without mesh augmentation (mesh aug/mesh no aug), dropout of nodes
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Table 3.2: Test results for Electrostatics problems with/without mesh
augmentation (Mesh Aug); (Values averaged over 5 random seeds).

PDE task Mesh Aug MSEelec potential MSEelec field

task 1 Yes 1.4707E-05 2.2011E-03

task 1 No 1.3317E-04 2.5311E-03

task 2 Yes 1.6095E-04 4.3788E-04

task 2 No 2.7048E-04 7.8656E-04

Table 3.3: Test results for Magnetostatics problems with/without mesh
augmentation (Mesh Aug); (Values averaged over 5 random seeds).

PDE task Mesh Aug MSEmag potential MSEmag field

task 1 Yes 1.3629E-05 1.772E-03

task 1 No 1.2402E-04 2.4251E-03

task 2 Yes 1.7529E-04 4.6735E-04

task 2 No 2.3381E-04 6.0364E-04

(p = 0.1), edges (p = 0.2) and embeddings (node features, p = 0.2) respectively. Here, p

refers to the dropout probability. The “drop nodes” and “drop edges” approaches do aug-

ment the input graph topology by randomly dropping their nodes or edges, thereby learning

an effective input-output mapping and enhancing the model’s approximation quality on un-

seen samples. The “embedding dropout” method emerges with the highest mean squared

error over all PDE tasks. With the given dataset and the adapted GNN implementation,

mesh augmentation seem to considerably boost the model’s prediction quality with respect to

the potential and field values, in both electrostatics and magnetostatics problems. Besides

the enhanced solution learning ability through geometric transformations in the training
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Table 3.4: Mesh Augmentation vs conventional regularization
techniques (test results averaged over 5 random seeds).

PDE task Regularizer MSEpotential MSEfield

mesh aug 1.4708E-05 2.2012E-03

Electrostatics mesh no aug 1.3317E-04 2.5311E-03

task 1 drop nodes 5.9198E-05 2.6705E-03

drop edges 1.0155E-04 3.1018E-03

embedding dropout 1.1272E-03 3.8800E-03

mesh aug 1.6095E-04 4.3788E-04

Electrostatics mesh no aug 2.7048E-04 7.8656E-04

task 2 drop nodes 1.2031E-03 9.5001E-04

drop edges 5.6847E-04 6.8198E-04

embedding dropout 1.5451E-03 1.5555E-03

mesh aug 1.3629E-05 1.7720E-03

Magnetostatics mesh no aug 1.2402E-04 2.4251E-03

task 1 drop nodes 6.1227E-05 2.0600E-03

drop edges 6.9059E-05 2.5726E-03

embedding dropout 1.4316E-03 3.6265E-03

mesh aug 1.7529E-04 4.6735E-04

Magnetostatics mesh no aug 2.3381E-04 6.0364E-04

task 2 drop nodes 9.1714E-04 6.6237E-04

drop edges 5.1015E-04 5.2734E-04

embedding dropout 1.7525E-03 1.2243E-03

data, the prediction behaviour can also be attributed to the underlying spectral graph con-

volutional processor layer (Section 3.4.1). Its graph pooling strategy with fast, K-localized,

polynomial-based convolutional kernels (filters) enable node-wise feature learning, with edge

weights passed on to consecutive layers. In addition, it is interesting to note that, the ag-

gregation behaviour demonstrated by these kernels, further enable the model to predict the

resulting potential and field, in the presence of multiple charges/currents on various geome-
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tries. Results organized in Table 3.4 are comparable to the prediction error estimates (MSEs)

reported in Table 8 of [3]. Sample visualizations for both task 1 and task 2 are shown in

Figures 3.8 - 3.11, wherein the left column denotes the set of predicted values (magnitude of

potentials and field; arrows denote the orientation of the electric(magnetic field)), and the

right column denotes the ground truth.

(a)

(b)

Figure 3.8: Sample test predictions (vs ground truth) for Electrostatics task 1;(a)
Electric potential; (b) Electric field.

(a)

(b)

Figure 3.9: Sample test predictions (vs ground truth) for Electrostatics task 2;(a)
Electric potential; (b) Electric field.
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(a)

(b)

Figure 3.10: Sample test predictions (vs ground truth) for Magnetostatics task 1;(a)
Magnetic potential; (b) Magnetic field.

(a)

(b)

Figure 3.11: Sample test predictions (vs ground truth) for Magnetostatics task 2;(a)
Magnetic potential; (b) Magnetic field.

3.5.3.1 Limitations and Recommendations

In comparison to the predictions obtained for task 2 (Table 3.4), we find the mean

squared errors on field values, majorly in the order of 10−4. The magnitude of MSE for

predicted electric and magnetic fields on U-shaped meshes (task 1) are in the order of 10−3.

The gap in the performance possibly arises due to random initialization of weights, method

of sampling instances for dataset split, the dependency of model performance on random
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seeds for reproducibility. With regards to the model, the number of hops set to K = 5,

may have limited the node-wise feature learning in a relatively wider neighbourhood, which

implicitly refers to detecting new mesh structural boundaries and making predictions.

However, such errors affecting the model’s prediction performance can possibly be ac-

commodated for or minimized by considering the following approaches:

• Previously, it was observed that incorporating mesh augmentation introduces diversity

in the training data and brings along a certain level of regularization in the deep neu-

ral network model, thereby enhancing prediction quality (electric/magnetic potential

and field values) on newer samples. As an extension, one may use mesh augmentation

in conjunction with commonly used dropout techniques such as dropping of nodes or

edges with a dropout probability p, during the training phase. This will introduce an

additional effect of regularization in the neural network, and may prove beneficial as

the random dropping of graph entities (nodes/edges) minimizes their interdependency

across the network layers (co-adaptation), and aid in learning more useful features

[122]. Exploring this combination of training data diversity and efficient feature learn-

ing brought in by mesh augmentation and dropout techniques respectively, may yield

better predictions over unobserved samples (newer geometry or higher charge/current

distributions).

• In view of learning effective node-wise features in a wider graph neighbourhood, one

may adopt a self-attention based network (discussed in Section 2.3.2.3) for the proces-

sor layer, replacing the spectral graph convolutional processor layer in the GNN model.

Considering nodes in the same neighbourhood but not connected by an edge, may pro-

vide insights on key features in the input mesh, during the learning process. This can

be achieved using a Multi-hop Attention Graph Neural Network (MAGNA) proposed

in [123]. By assigning and propagating the attention scores through the deep neu-

ral network, it widens the receptive field (graph node neighbourhood), thus efficiently
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accounting for all possible paths between a pair of nodes with no edges/connections.

Thus, for a pair of nodes that are many hops away from each other, such a wide recep-

tive field may enable better potential and field predictions on a given mesh geometry.
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Chapter 4

Conclusions

4.1 Remarks & Key Findings

This thesis presented a comprehensive survey of GNN approaches proposed in the liter-

ature to solve PDEs for electromagnetics and other physics-based problems. A GNN model

with spectral graph convolution was implemented to predict the electric, magnetic potential

and field values closer to the ground truth, for time-independent Poisson’s equations in elec-

trostatics and magnetostatics. The model was trained and tested on datasets comprising 2D

meshes with multiple geometries and current/charge distributions. The prediction quality

of the GNN model with and without mesh augmentation were analyzed and compared with

conventional regularization methods.

The results show that mesh augmentation incorporated in the training phase, improves

GNN predictions over previously unseen samples, in comparison to the model trained with

other regularizers and unaugmented meshes. It is observed that the mean squared errors

in the case of predicted potentials are comparatively lower than that of fields, for U-shaped

meshes. This performance gap can be addressed with adopting a combination of regularizers

such as mesh augmentation with dropout of node/edges during the training phase, or a

self-attention based network processor layer in the GNN model.
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4.2 Future work

Directions for future work include:

• Training a different GNN model, such as a Graph Nets based architecture – Mesh-

GraphNets [5] using the datasets described in Section 3.5.1;

• Implementing the GNN model discussed in Section 3.4 to estimate solutions for Pois-

son’s equations defined under different boundary conditions (Neumann, mixed);

• Incorporating adaptive mesh refinement in the existing GNN implementation;

• Using physics-informed neural networks to estimate electric, magnetic fields and po-

tentials for static PDEs.
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[3] Winfried Lötzsch, Simon Ohler, and Johannes S. Otterbach. Learning the Solution

Operator of Boundary Value Problems using Graph Neural Networks. 2023. arXiv:

2206.14092 [cs.LG].

[4] Alvaro Sanchez-Gonzalez, Jonathan Godwin, Tobias Pfaff, Rex Ying, Jure Leskovec,

and Peter Battaglia. “Learning to Simulate Complex Physics with Graph Networks”.

In: Proceedings of the 37th International Conference on Machine Learning. Ed. by
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