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Abstract

Extrusion Blow Molding (EBM) is a polymer forming technique used in manufacturing processes

which produce hollow plastic parts such as fuel tanks for the automotive industry. Mathematical

models built using the Finite Element Method (FEM) and simulations of the extrusion process

are studied extensively in the literature. Moreover, optimization techniques have been developed

in the past to improve the quality of the final parts as well as to minimize material usage. Such

optimization techniques are open-loop tasks that obtain the optimal die gap setpoints for the next

cycles of the EBM process. The die gap is changed during the extrusion process to obtain the

desired thickness profile for the final parts and to compensate for uneven stretching in the molding

stage. When new feed material is introduced or an unexpected machine drift occurs, a trial and

error method is used to retune the die gap setpoints, which is time consuming and costly. Therefore,

in this work, the feasibility of using a closed-loop control approach in the EBM process is studied

to compensate for machine drift and disturbances in real time.

An automatic control system for regulating the extrusion process in EBM is proposed. The

controller aims to increase the consistency of the manufacturing process and minimize machine

drift. The thickness of the extrudate is measured online and any unexpected drift is compensated

for by changing the die gap instantly. A low-order model is proposed for the controller design

based on the FEM model developed in previous work. The model has a transport partial differ-

ential equation/ nonlinear ordinary differential equation cascade structure model. Moreover, the

controller has a Smith predictor configuration to compensate for the die gap dependent delay gen-

erated by the transport partial differential equation. In addition, the H∞ control theory is used to

design an optimal controller in order to maintain the desired extrudate thickness in this work in the

presence of disturbances or machine drift. Furthermore, a robust controller is proposed and eval-

uated against the nominal H∞ controller by comparing the thickness error between the disturbed
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open-loop and closed-loop systems. This new control technique may reduce useless scrapped parts

and improve product quality.

Finally, the feasibility of using a laser sensor in the EBM process is studied to monitor the

extrudate thickness for an in-cycle control design. In addition, an ultrasonic sensor is used to

measure the thickness of the final part. Ultimately, sensor placement is addressed in this work to

locate the sensors in order to obtain final parts with better quality and less material usage.
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Résumé

Le moulage par extrusion-soufflage (EBM) est une technique de formage de polymère utilisée dans

les processus de fabrication qui produisent des pièces en plastique creuses telles que les réser-

voirs de carburant pour l’industrie automobile. Les modèles mathématiques construits à l’aide de

la méthode des éléments finis (FEM) et les simulations du processus d’extrusion sont largement

étudiés dans la littérature. De plus, des techniques d’optimisation ont été développées dans le passé

pour améliorer la qualité des pièces finales ainsi que pour minimiser l’utilisation des matériaux.

De telles techniques d’optimisation sont des tâches en boucle ouverte qui permettent d’obtenir les

points de consigne d’espacement de filière optimaux pour les prochains cycles du processus EBM.

L’écart de filière est modifié pendant le processus d’extrusion pour obtenir le profil d’épaisseur

souhaité pour les pièces finales et pour compenser l’étirement inégal dans la phase de moulage.

Lorsqu’un nouveau matériau brut est introduit ou qu’une dérive inattendue de la machine se pro-

duit, une méthode d’essai et d’erreur est utilisée pour régler à nouveau les points de consigne de

l’espace de filière, ce qui prend du temps et est coûteux. Par conséquent, dans ce travail, la fais-

abilité de l’utilisation d’une approche en boucle fermée dans le processus EBM est étudiée pour

compenser les dérives et les perturbations de la machine en temps réel.

Un système de contrôle automatique pour réguler le processus d’extrusion dans l’extrusion

soufflage est proposé. Le contrôleur vise à augmenter la cohérence du processus de fabrication

et à minimiser la dérive de la machine. L’épaisseur de l’extrudat est mesurée en ligne et toute

dérive inattendue est compensée en modifiant instantanément l’espace de la filière. Un modèle

d’ordre bas est proposé pour la conception du contrôleur basé sur le modèle FEM développé dans

les travaux précédents. Le modèle a un modèle de structure en cascade d’équation différentielle

partielle / équation différentielle ordinaire non linéaire. De plus, le contrôleur a une configuration

de prédicteur Smith pour compenser le retard dépendant de l’espace de filière généré par l’équation
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différentielle partielle de transport. De plus, la théorie du contrôle H∞ est utilisée pour concevoir

un contrôleur optimal afin de maintenir l’épaisseur d’extrudat souhaitée dans ce travail en présence

de perturbation ou de dérive de la machine. De plus, un contrôleur robuste est proposé et évalué par

rapport au contrôleur H∞ nominal en comparant l’erreur d’épaisseur entre les systèmes en boucle

ouverte et en boucle fermée perturbés. Cette nouvelle technique de contrôle peut entraîner moins

de pièces mises au rebut et une meilleure qualité du produit.

Enfin, la faisabilité de l’utilisation d’un capteur laser dans le procédé EBM est étudiée pour

surveiller l’épaisseur de l’extrudat pour une conception de contrôle en cycle. De plus, un capteur à

ultrasons est utilisé pour mesurer l’épaisseur de la pièce finale. En fin de compte, le placement des

capteurs est abordé dans ce travail pour localiser les capteurs afin d’obtenir des pièces finales avec

une meilleure qualité et une utilisation moindre du matériau.
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Chapter 1

Introduction

Project overview

In this thesis, a new control technique is explained for the Extrusion Blow Molding (EBM) process.

One of the products made by using the EBM process is a fuel tank. A novel technology developed

by Kautex Textron GmbH & Co KG called the Next Generation Fuel System (NGFS) is used to

produce fuel tanks according to standard regulations. The main objective of this work is to find a

way to improve the manufacturing process for NGFS. To do so, a mathematical model is proposed

to represent the extrusion process. Moreover, a closed-loop system is described to improve the

manufacturing process. This project was funded through the Automotive Partnership Canada pro-

gram (APC). Teams from McGill University, University of British Colombia, Kautex Textron, and

the National Research Council of Canada (NRC) collaborated to conduct this project. The NGFS

uses a twin sheet extrusion process to produce the fuel tank instead of using a conventional blow

molding machine with a cylindrical extruder. This new technology reduces the emissions, and the

weight of the tank by using less material. The ultimate goal of the project is to produce the final

parts with better quality, in less time, using less material.
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1.1 Polymer forming and EBM

The extrusion Blow Molding (EBM) process is used in the plastic forming industries to produce

hollow plastic parts such as bottles and toys from raw polymer resins. EBM is also used in automo-

tive industry to make vehicle parts such as car bumpers, and seats. The main advantage of EBM

over other plastic forming techniques such as injection blow molding, is being able to produce

large hollow parts with low tooling cost. One of the most significant characteristics of the pro-

duced part is its thickness profile. The main disadvantages of EBM are machine drift and limited

control over the final thickness profile [1].

1.1.1 EBM stages

EBM is constituted of three main stages: extrusion, molding, and cooling. In the beginning of the

extrusion stage, the raw polymer in powder or pellet form is fed into the hopper. A rotating screw

grinds the material and transports it toward a die opening as shown in Figure 1.1. The friction due

to the rotating screw increases the temperature and melts the polymer. Typically, extra heaters are

used to increase the temperature and aid the melting process. Afterwards, the molten material is

forced to exit the die, forming a vertically suspended extrudate. During molding, the extrudate is

forced into a mold by suction or blowing, acquiring the inner shape of the mold. The extrusion and

molding stages are shown in Figure 1.1. Finally, in the cooling stage, the molded part is taken out

of the mold and either submerged into a water bath or cooled by air. Ultimately, the extra polymer

is trimmed at the edges. The extra polymer can be reground and reused for further processing.

1.1.2 NGFS

The shape of the extudate is dependent on the die geometry. Annular dies produce cylinder shaped

extrudates while slit dies produces sheet shaped extrudates. Typically, a cylindrical die is used
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Figure 1.1: Extruder configuration

in conventional EBM machines which produces a hollow tube shaped parison as described in [3]

and shown in Figure 1.2. In order to improve the manufacturing process, a slit die is used in

NGFS [2,3], where the vertically suspended twin sheet extrudates are formed during the extrusion

process as shown in Figure 1.3. The overall NGFS process [3] is illustrated in Figure 1.4. In

NGFS, the mold is divided into two parts. Each extrudate sheet is forced into each mold by suction,

acquiring the inner shape of the mold. Then, the molds are closed to form the final part. Finally,

the molded part is taken out of the mold by a robot to be cooled in the water bath or by air. In this

thesis, the main focus is to design a controller for twin sheet extrudates. The cylindrical parison is

not considered in this work.



1 Introduction 4

Figure 1.2: Cylindrical EBM

1.2 EBM challenges

The ability to obtain a desired thickness profile along the part is challenging due to different fac-

tors effecting EBM. Once the molten polymer exits the die, the suspended extrudate may show a

swelling effect, as shown in Figure 1.5. The pressure in the barrel is increased during the extrusion

process and the molten material is squeezed. Therefore, the molten material travels from a high

pressure region to a lower one when it exits the die. The resulting swelling effect causes the thick-

ness of the extrudate to be larger than the die opening due to relaxation phenomena. Moreover,
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Figure 1.3: Twin sheet extruder of NGFS machine

the extrudate may sag, which causes the thickness of the extrudate to become thinner at certain

locations on the extudate shown in Figure 1.5. Sagging is caused by stretching of the extrudate

due to its own mass under gravity. Furthermore, different parts of the extrudate may undergo dif-

ferent degrees of stretching during the molding stage. Therefore, an uneven stretching will cause

non-uniform thinning along the extrudate, specially for products with complex geometries such as

fuel tanks [2].

1.2.1 Die gap programming

The die opening is varied during extrusion, in order to control the final thickness profile and com-

pensate for uneven stretching, swelling, and sagging. The extrusion cycle time is divided into equal

intervals in which the die gap is set to a constant value called setpoint as shown in Figure 1.6. The
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Figure 1.4: NGFS process diagram

task of assigning the setpoints to produce a desired thickness profile of the molded part is called die

gap programming for twin sheet extrudates or parison programming for annular extrusion [4–8].

Typically, die gap programming is done by trial and error when a new product is introduced or

machine drift is observed. Machine operators spend days to find an appropriate set of setpoints that

results in a convenient part thickness profile. In addition, given that EBM is sensitive to uncontrol-

lable factors such as new raw material and temperature, the setpoints are retuned when machine

drift is observed. Moreover, die gap programming is an expensive task due to defective parts

produced during trial and error in addition to manpower and time needed to obtain the desired
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Figure 1.5: Swelling and sagging effects

Figure 1.6: Setpoints versus time

thickness profile. In addition, physical uncertainties may affect the extrusion process. Physical

uncertainty arises from various sources in the EBM process, such as barrel temperature and poly-
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mer flow rate. Extrudate curl occurs during extrusion when the melt temperature of the resin is

too cold [9, 10]. In addition, a variation in temperature may result in misalignment of the die or

mandrel, changing the extrudate thickness. The density and flow rate of the molten resin are con-

sidered in forming the wall thickness. Moreover, excessive shrinkage of the wall thickness may

occur when the resin density is too high [9].

1.3 Monitoring and control of EBM

As mentioned above, die gap programming is typically done by trial and error when a new prod-

uct is introduced. This task is time consuming and expensive. Therefore, optimization methods

are developed to automate the die gap programming in simulation setups [11, 12]. The optimiza-

tion technique is an iterating scheme in which the desired extrudate thickness profile is obtained.

Therefore, any disturbance or machine drift is compensated for in upcoming cycles. On the other

hand, by using an in-cycle control scheme, the compensation occurs immediately in the current

cycle.

1.3.1 State of the technology

Using automatic control in EBM can help the process overcome unexpected disturbances, uncer-

tainties, and machine drifts. Moreover, using closed-loop control minimizes the effect of process

sensor noise. In addition, on-line monitoring of thickness distribution may result in shorter cycle

time and lower resin usage. Having a consistent manufacturing process enables a lower tolerance

level. In the literature, in-cycle controllers regulating extrudate thickness are limited [13]. Most

EBM in-cycle control reports address controlling process parameters such as temperature [14,15].

Moreover, the feasibility of on-line monitoring of the parison thickness profile during extrusion is

introduced in [16–18]. In other works [19–21], a closed-loop system is used to control the length
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of the extrudate. Controlling the length of the extrudate may result in fewer scrapped parts, min-

imizing material usage. Reducing the extra flash at the bottom of the mold reduces cooling time.

Therefore, the overall cycle time is reduced when material usage is decreased. Ultimately, using a

closed-loop system in the EBM process to reject unexpected disturbances and machine drift should

result in lower material usage, shorter production time, and final products with better quality.

1.3.2 Closed-loop control

In this thesis, an in-cycle controller is introduced for EBM. Figure 1.7 shows the cross section of

a slit die extruder configuration. The polymer enters through an inlet into a barrel. The walls of

the barrel are fixed while the die walls move towards and away from each other symmetrically

to change the die gap. The molten polymer is squeezed out of the die and forms a sheet shaped

extrudate. The origin of the coordinate system is at the die exit, establishing x as the distance away

from the die. After applying die gap programming, measurements of a thickness sensor located at

a fixed point L below the die are stored as a reference signal after a satisfactory cycle. An in-cycle

controller is proposed to maintain the extrudate thickness close to the reference signal and eliminate

machine drift. The input of the controlled model is the die gap and the output is the thickness of

the extrudate measured by the sensor. For instance, if a new material is introduced, the sensor will

measure the thickness of the extrudate. The measured signal is compared to the reference signal in

real time, and if a difference between the two signals is computed, the controller will compensate

for the error by modifying the die gap immediately in the current extrusion cycle.

1.4 Control design

Figure 1.8 shows the extrusion process and closed-loop system configuration. A suitable model of

the dynamical evolution of the extrudate thickness is required for the control design. Sensors based
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Figure 1.7: Extruder configuration

on laser or mm-wave radar technology can be placed at a fixed point on one side or two sides along

the extrudate below the die. The thickness of the extrudate is measured by the sensors in real time.

If a drift happens in the machine and is captured by the sensors, a difference between the desired

thickness and disturbed thickness is computed. Afterwards, the controller sends the signal to the

actuator to adjust the die gap automatically in order to compensate for the drift.

1.4.1 Modeling

Modeling and simulation of the extrusion process is challenging due to complex fluid behavior that

is dependent on various factors [22,23]. Typically, the extrusion process is modeled and simulated
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Figure 1.8: Overall closed-loop system configuration

for constant die gap using physics based Finite Element Method (FEM) [24–28]. The proposed

controller regulates the extrudate thickness by changing the die gap online. Given that the input

is the die gap, a time dependent model with a varying die gap is required to model the extrusion

process. Models simulating varying die gap are rare in the literature [29–31]. Moreover, good

control oriented models are characterized by being simple enough to design controllers, having

short computational time to run online, and having the ability to be identified from the process

using simple tests. In [29], FEM is used to simulate the extrusion process with varying die gap.
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FEM models are constituted of high-order nonlinear equations that are complex and have high

computational cost. Therefore, FEM models are not suitable on practical in automatic control

design. In [30], a simple model with constant delay is proposed to model the extrusion process. The

delay term plays an important role in the overall structure of the model. The constant delay may

be under-predicted or over-predicted for different locations along the extrudate. In order to model

material transports phenomena better, a novel extrusion model with input-dependent time varying

delay is proposed in [31] and used in this work as a reference model. The model is computationally

cheap, suitable for controller design, and useful for different types of configurations. The proposed

model in [31] has a transport partial differential equation/ nonlinear ordinary differential equation

(PDE/nonlinear ODE) cascade structure that is used in this thesis in the controller design.

1.4.2 Smith predictor

The closed-loop system aims to maintain a desired extrudate thickness and eliminate machine

drift. The proposed model in [31] includes an input-dependent delay. Delayed systems’ stability

has been studied extensively over the years [32, 33]. Time delay in the controlled plant necessi-

tates the use of appropriate classes of controllers to result in a stable system [34, 35]. Typically,

model predictive systems are used in the literature to deal with systems having long time delays.

Moreover, predictive feedback controllers are developed in [36–40] to compensate for the input de-

pendent delays in transport systems. These controllers deal with the PDE/nonlinear ODE cascade

systems and are aimed at improving the performance of systems in the presence of disturbances. In

addition, the internal model principle based on a Smith predictor technique is introduced in [41,42]

to compensate for a time delay of stable systems having long dead times. A predictive model is

used in the Smith predictor configuration to separate the delay term from the real plant in order to

facilitate the controller design. Moreover, the Smith predictor technique is modified in [43–46] to
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improve the tracking problem and to reject the disturbances. Using the Smith predictor technique

in order to compensate for the time delay requires a satisfactory predictive model. Any modeling

error may result in poor performance. Therefore, the modeling error is considered in the controller

design to ensure the desired performance and stability of the process [47–50].

1.4.3 H∞ control

H∞ control theory is used in a wide variety of systems such as systems having a long dead time.

This type of controller deals with the effect of a delay which impacts performance of the closed-

loop system [51–55]. A noticeable analogy exists between the controller design approach pre-

sented here and the techniques used in robust control problems [56–59] and constrained control

problems [60, 61]. Moreover, the H∞ optimal control technique is utilized in process control in

order to mitigate the effect of disturbances, overshoot and steady state error [62–66]. In this work,

the H∞ optimal controller is proposed and used in a Smith predictor configuration to regulate the

extrudate thickness in the presence of disturbances or machine drifts.

1.4.4 Robust H∞ control

A feasibility analysis of using the closed-loop system was performed in order to regulate the ex-

trudate thickness in the presence of a disturbance [17, 18]. The controller is a simple adaptive

controller that does not consider uncertainties in the system. An H∞ optimal controller is proposed

in the Smith predictor configuration to maintain the desired extrudate profile when the die gap is

disturbed by a constant disturbance in the input later on in this thesis. The resin uncertainty, sensor

noise, and modeling error are not considered in the controller design. Referring to Figure 1.8, the

extrudate model is composed of a delay, a nonlinear static function, and a linear time-invariant

(LTI) system with memory. The transport delay is the time needed for the material to travel from
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the die exit (x = 0) to the location of the sensor. Thus, the transport delay is dependent on the input

and on the location x along the extrudate. Given that the input to the model is the die gap, uncer-

tain parameters such as input disturbances and material properties may cause the uncertainty in the

input. Therefore, the uncertain input results in an uncertain time delay system. Therefore, a robust

controller is designed in the Smith predictor configuration in order to compensate for the uncertain

time delay system. Robust controllers are designed in [70–74] for uncertain time delay systems

in which parameter uncertainty is time-varying and norm bounded. Also, the controller perfor-

mance is affected by the size of the delay. The robust H∞ controller can overcome the larger delay

uncertainty at locations further away from the the die compared to the conventional controllers.

1.5 Thesis contributions

Problem statement and scope

As mentioned above, the main difficulties in extrusion blow molding arises from machine drift,

disturbances and uncertainties during extrusion, molding, and cooling stages, and a limited con-

trol over the final products. These issues may result in more defective parts. Researchers have

discussed these issues and proposed automatic controllers to overcome these problems in different

industrial applications such as thermoforming [44, 75–78]. On the other hand, most of the work

done previously in EBM is related to optimization problems in which the desired thickness profile

can be obtained iteratively in the next cycles [11,12]. The optimization process is a cycle-to-cycle

controller. The sensor measures the thickness of the manufactured part. Afterwards, the obtained

thickness is compared to the desired thickness. Accordingly, the controller computes the desired

setpoints for the die gap from the thickness error. The drawback of the cycle-to-cycle control is a

lack of ability to compensate for the drift during the current extrusion cycle.
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On the other hand, there are few works related to the in-cycle control in the literature related

to EBM. The online monitoring of the parison thickness in real time (current cycle) is discussed

briefly in [17, 18] to improve EBM. For instance, if a new material is introduced or machine drift

is observed during the current cycle, the sensor will measure the thickness in real time. Then, the

controller will compensate for the drift by changing the die gap immediately. In order to design

an in-cycle controller for EBM, a mathematical model is required in which the dynamical model

of extrudate can be obtained. The input of the dynamical model is the die gap and the output is

the thickness. There are limited references in the literature discussing the dynamical model for

extrudate thickness when the die gap is changed from one set point to the other.

In order to obtain the mathematical model, the UBC team built an experimental setup consist-

ing of a slit die extruder with variable die gap for which the results are published in [30]. Our

team at McGill collaborated with the UBC team to collect the experimental data using their setup.

Collecting the data was not successful using their setup due to device failure and difficulties in

measurements. Therefore, our team proposed a FEM model replicating the mathematical model

of extrudate for the extrusion process with varying die gap in [29]. This model is not suitable for

the controller design due to its high order and complexity. Therefore, the FEM model is used as a

reference model to obtain the lower order model suitable for control design.

In this thesis, we aim to tackle the issues associated with in-cycle control of twin sheet extrudates

which is related to the NGFS machine. The contribution can be summarized as follows.

1.5.1 Modeling

The FEM model in [29] consists of a large number of nonlinear ordinary differential equations.

The FEM model is developed by Raffi Toukhtarian in [29]. The suitable model for the control
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design must be simple in addition to having low computational cost to be able to run in real time.

The parameter identification method is used to obtain the model from the FEM model. The low

order model was proposed by Raffi Toukhtarian, Mostafa Darabi, and Benoit Boulet in [31]. Raffi

Toukhtarian was the primary author of the article and is responsible for writing the manuscript.

The model consists of the nonlinear static function, the non-minimum phase linear time-invariant

system and the delay. Mostafa Darabi helped the primary author in developing the non-minimum

phase linear time-invariant system and simulation. Benoit Boulet provided supervision and edito-

rial input in preparation of the manuscript. Looking at the FEM model, it is possible to determine

different components of the higher order model. The step input is used to obtain the lower order

model from the FEM model. The proposed suitable model for control design [31] has transport

PDE/nonlinear ODE cascade structure. Moreover, the proposed model is composed of delay, non-

linear static function and transient blocks. The parameters of the model are identified based on the

minimization of the error between the FEM simulator and the step input response of the proposed

model. The proposed model has advantages over the FEM model such as, being suitable for the

control design, computationally less expensive, and consuming less time to run in real time. More-

over, using the proposed model, the same identification procedure is possible to simulate a wide

range of setups and fluid types. In addition, using the FEM model, another lower order model is

proposed to be used specifically for the control design in this work. The new model has a different

block structure compared to the model in [31]. The model in [31] has a delay block first, then

a nonlinear static function, and the last block is the transient model. On the other hand, the new

model has the nonlinear static function as the first block, then the transient model, and the delay

is the last block. The reason for creating the new model is to use the model in model predictive

control techniques.
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1.5.2 Control design

As mentioned above, the low-order model proposed for the control design is composed of delay,

nonlinear static function, and transient blocks. The input of the model is the die gap and the output

is the extrudate thickness. The delay term of the model is input-dependent, and is obtained by a

transport partial differential equation.

1.5.3 H∞ controller

Mostafa Darabi is the primary author in developing the controller based on the H∞ optimal tech-

nique which is addressed in Chapter 3. In addition, Mostafa Darabi developed the new model ac-

cording to the main model in [31] to be used in the Smith Predictor configuration. Raffi Toukhtarian

contributed in Chapter 3 by helping to develop the low order model for the controller design which

is addressed in [31]. Benoit Boulet contributed in Chapter 3 by reviewing the overall controller

design and editorial input for writing this chapter. The model has an input-dependent delay which

may cause instability in an closed-loop system. Moreover, the transient block of the model is a

linear time-invariant system that has non-minimum phase dynamics. The delay also may cause

non-minimum phase dynamics due to zeros in the right half plane due ti higher order of Padé

approximation [96]. Moreover, the input disturbance may disturb the delay because of its depen-

dency on the input. Therefore, the controller must be good enough to compensate for the delay and

the non-minimum phase dynamic, in addition to disturbances. In this work, an H∞ controller is

proposed in the Smith predictor configuration to maintain the extrudate thickness in the presence

of the disturbances and machine drifts. Moreover, the constant input disturbance is added to the

input to assess the controller. Finally, the delay term can be compensated by the configuration of

the Smith predictor and the transient dynamics can be covered by the H∞ controller.
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1.5.4 Robust H∞ controller

Mostafa Darabi is the primary author in developing the controller based on the robust H∞ optimal

technique which is addressed in Chapter 4. In addition, Mostafa Darabi conducted the literature

review and developed the uncertainty model. Raffi Toukhtarian contributed in Chapter 4 by help-

ing to develop the low order model for the controller design which is addressed in [31]. Benoit

Boulet contributed in Chapter 4 by reviewing the overall controller design and editorial input for

writing this chapter. The novel model is proposed in this work to be used in the Smith predictor

configuration as a predictive model. The model that is obtained from the FEM model in [31] is

assumed as a real plant model in the Smith predictor configuration. On the other hand, the predic-

tive model is generated by the blocks swap of the original model. The blocks swap causes time

delay uncertainty. In addition, the disturbance on the input also may cause more delay uncertainty

due to input-dependent delay structure. Therefore, a robust H∞ controller is proposed in the Smith

predictor configuration to overcome and compensate for uncertainties.

Sensor placement

Mostafa Darabi was responsible for testing different types of sensors which are aimed to be applied

in the extrusion blow molding machine. Different types of sensors, such as laser and ultrasonics,

are studied in this work to be deployed on a real machine. The experimental open-loop systems

are studied by using these sensors but the sensors are not implemented in the closed-loop system

yet. But theoretically, the open-loop system, open-loop system with disturbance, and closed-loop

system responses are compared to each other by calculating the summation of the error between the

desired extrudate thickness and the measured ones. Accordingly, an optimal location is determined

for the sensor to be placed in the real machine.
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1.5.5 Related publications

This doctoral research has resulted in three manuscripts, a list of which is provided here:

1- Darabi, M., Toukhtarian, R., Alizadeh, H. V., Boulet, B. Closed-loop thickness control

and sensor placement in extrusion blow molding. Paper Accepted for publication in International

Journal of Automation and Control, October 2020

Mostafa Darabi is the primary author of the above manuscript in proposing the new controller

design for the extrusion process. In addition, the literature review is done by the author and the

new model is developed to be used in the Smith Predictor configuration. Raffi Toukhtarian helped

in writing the modeling section of the manuscript. Benoit Boulet provided editorial input to review

the manuscript in terms of technical part as well as the overall writing.

2- M. Darabi, R. Toukhtarian, B. Boulet, Robust H∞ controller synthesis for extrusion blow

molding process, It is in progress of submission.

Mostafa Darabi is the primary author of the above manuscript in proposing the new controller

design for the extrusion process. In addition, the literature review is done by the author and the

new model is developed to be used in the Smith Predictor configuration. Also the author compared

the results in this manuscript to those of the previous manuscript in terms of the performance and

reliability. Raffi Toukhtarian contributed the low order model proposed in [31] to be used as the

main model of the controller in this manuscript. Benoit Boulet provided editorial input to review

the manuscript in terms of technical part as well as the overall writing.

3- R. Toukhtarian,M. Darabi, S. Hatzikiriakos, H. Atsbha, B. Boulet, Parameter Identification

of Transport PDE/Nonlinear ODE Cascade Model for Polymer Extrusion with Varying Die Gap,

accepted for publication in Canadian Journal of Chemical Engineering

The primary author Raffi Toukhtarian is responsible for writing and developing the technical

parts of the manuscript. The model consists of the nonlinear static function, the non-minimum
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phase linear time-invariant system and the delay. Mostafa Darabi helped the primary author in

developing the non-minimum phase linear time-invariant system and simulation. Benoit Boulet

provided supervision and editorial input in preparation of the manuscript. All authors contributed

by giving technical inputs and reviewing the manuscript.

1.5.6 Patent

This doctoral research has resulted in the filing of a United States Patent (USPTO):

- United States patent application No. US2020/0353663A1, Method and System for regulating

an extrusion process, Nov 2020.

1.6 Thesis organization

This thesis is organized in five chapters. Chapter 2 provides the modeling section of the extrusion

process. In addition, different types of the sensors are studied in Chapter 2 for EBM application.

Chapter 3 introduces the feasibility of using the closed-loop system in EBM. In addition, the H∞

controller is designed to eliminate the disturbances and machine drifts in order to maintain the

extrudate thickness profile. Sensor placement in the actual machine is also discussed in this chapter.

In Chapter 4, an uncertainty analysis is done for the extrusion process. Moreover, a robust H∞

controller is designed to compensate for the disturbances and model uncertainties. Finally, the

main conclusions of this research are reviewed and some research directions for future work are

discussed in Chapter 5.
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Chapter 2

EBM process modeling and monitoring

Extrudate thickness model

A Finite Element Method (FEM) simulator is developed in [29] to simulate the extrudate thick-

ness behavior during the extrusion process. A time dependent simulator using the dimension-less

Navier Stokes equations is proposed. The FEM simulator simulates gravity-free isothermal in-

compressible Newtonian fluids by solving the Navier-Stokes equations using Arbitrary Eulerian

Lagrangian (ALE) based FEM. The FEM simulator of a viscoelastic fluid flow is too complex

and is not suitable for controller design. The Navier-Stokes equations are discretized according to

a mesh that is made up of Taylor-Hood P1 − P2 iso-parameteric triangular elements. The mesh

includes 977 nodes from which 276 are corner nodes. Velocity in the x-direction, velocity in the

y-direction, node x-position and node y-position are calculated at all the nodes, while the pressure

is only calculated at the corner nodes. The discretized governing equations to find the solution,

result in very high-order nonlinear Ordinary Differential Equations (ODEs). Moreover, using the

FEM simulator may take several hours to produce results. Therefore, the FEM model is used in

this work as a reference model to derive the control oriented model which is used for controller
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design later on in Chapters 3 and 4.

Figure 2.1 depicts the cross section of the slit die extruder. The origin (x = 0) of the system

is at the die exit and x is the distance away from the die. Moreover, the Reynolds number of

2.5 and Mesh 2 of [29] is used to define the parameters of the lower order model. The molten

polymer enters into the die through the inlet. The die walls can move towards and away from

each other to vary the die gap. The fluid inside the die is at high pressure during the extrusion

stage. Therefore, the molten fluid is squeezed out of the die, forming the suspended sheet shaped

extrudate. The die gap variation is studied in this work to obtain its effects on extrudate thickness

during the transition from one value to the other. The bulging and necking effects may appear along

the extrudate following the die gap change. The bulging and necking effects change according to

different factors such as die length, die gap change, and duration of die gap change.

2.1 Low-order extrusion model

The proposed model in [31] is designed to replicate the main features of the step response of a

reference FEM model in [29]. The step response of the reference model developed in [29] is used to

identify the parameters of the control oriented model. As shown in Table 2.1, the model parameters

are dimensionless to obtain the non-dimensionalized Navier Stokes equations. Therefore, lengths

are divided by the Die length LD, velocities by the maximum velocity at the inlet Vs, and time t by

Ts = LD/vs. Figure 2.2 shows different input signals u1(t), u2(t), and u3(t) representing the die gap

variation with respect to time. The values of u1(t), u2(t) and u3(t) change from 1.8 to 2.2, 2.3 to 2.7

and 2.8 to 3.2, respectively, during a period ∆T = 1. As mentioned above, all the parameters in this

work are dimensionless but in a real machine the die gap opening is dependent on the thickness

of the extrudate and typically on the order of a few millimetres (mm). The die gap increases with

a constant second derivative of value a for the first half of ∆T and then increases with a constant
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Figure 2.1: Extruder configuration

second derivative of value −a during the second half.

Figure 2.3 shows the extrudate shape at t = 0, t = 2, t = 3, t = 4, and t = 5 for inputs u1, u2,

and u3. The considered extrudate is from x = 0 to x = 10. It is assumed that u keeps its initial

value for a long period of time before t = 0. Therefore, the steady-state extrudate shape is shown

in Figure 2.3 at t = 0. Die swell can be observed where the extrudate thickness values are larger

than the die gap. Moreover, the extrudates develop a neck like shape when the die gap increases

suddenly. When the die gap is increased, the thickness decreases before it increases resulting in

a neck like shape. The opposite is true when the die gap is decreased resulting in a bulge on the
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Table 2.1: Dimensionless parameters.

Parameter Reference value Normalized value
length (l?) LD l = l?

LD

velocity (v?) Vs v = v?
Vs

time (t?) Ts = LD
VS

t = t?
Ts

Figure 2.2: Die gap opening versus time

extrudate. Bulging and necking phenomena are mainly due to the transient change in volumetric

flow rate at the die exit when the die gap is decreased or increased. Even though the volumetric

flow rate is constant at the inlet, the volumetric flow rate changes at the die exit due to the change

of volume between the die walls. The bulging and necking phenomena were first described in [29].

In Figure 2.3, the neck shape travels downward fastest for u1(t) and slowest for u3(t) because the

material velocity is higher for smaller die gaps.

Figure 2.4 shows the extrudate thickness y(t) at x = 1, x = 5, and x = 9 when inputs u1(t),
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Figure 2.3: Thickness change of the extrudate along normalized distance x at different time steps t

u2(t), and u3(t) are applied. The x = 1, x = 5, and x = 9 locations are pointed out by gray lines

in Figure 2.3. The signals at different values of x share common characteristics. The signals show
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delay with respect to u(t) especially for larger values of x. The transport delay is the time needed

for the material to travel from the die gap to the intended location. Given that the flow rate at the

inlet is constant, smaller die gaps cause faster material transport resulting in less delay. Therefore,

the transport delay is dependent on the input from the instant that the material leaves the die until it

reaches the intended location. Moreover, the signals undergo a small notch before settling to their

final value.

Figure 2.4: Extrudate thickness at x = 1, x = 5, and x = 9 for u1(t), u2(t), and u3(t), respectively

2.1.1 Die gap programming

Die gap programming is used to tune the setpoints in order to control the extrudate thickness and

the final product in EBM. Die gap programming is considered as an open-loop optimization task.

In this section, the example described in [31] is reconsidered. Extrusion time is divided into 8

equal intervals in which the die gap is set to a constant value. Usually, most of the stretching dur-

ing molding occurs in the middle of the extrudate. Therefore, the middle of the extrudate is chosen

to be thicker. On the other hand, the molds clamp at the top and the bottom of the extrudate, thus,

the top and bottom are chosen to be thinner. The die gap programming is done by trial and error

in order to form the desired extrudate shape at t = 8. Figure 2.5 shows the die gap versus time for
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one complete cycle and is used as a input u(t) for the simulation results later on in this work.

Figure 2.5: Die opening versus time

2.1.2 Model structure

Low order linear transfer functions with delay are used in [44, 79, 80] to model a wide range of

processes due to their simplicity and practicality. In addition, Hammerstein models are used as

nonlinear black box models in various applications where the parameters are identified from ex-

perimental results [81–84]. The proposed model uses a Hammerstein model with delay to replicate

the extrudate thickness at a certain distance from the die [31]. The model is composed of a de-

lay θ (x, u), a nonlinear static function fs(x, u) and a linear time-invariant system H(s, x) shown in

Figure 2.6.
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Figure 2.6: Block diagram of the control oriented model

Transport delay

During extrusion, the observed delay is due to different factors. The material transport delay is due

to the time needed for the material to travel from the die to the measured location. During extrusion

process, particles on the extrudate do not have uniform velocity. Therefore, the extrudate changes

shape as it is being extruded. In this work, it is assumed that the delay is entirely due to material

transport. To simulate the model, the delayed input ud(t, x) is computed for different values of x

and t using the transport equation in (2.1),

∂ud(t, x)
∂ t

= −v(t, x)
∂ud(t, x)

∂x
, (2.1)

where v(t, x) is the particle velocity. The boundary condition at x = 0 is ud(t, 0) = u(t). It is

assumed that the initial value of u has remained constant for a long time before t = 0. Therefore,

the initial condition is ud(0, x) = u(0). The particle velocity v is dependent on x and t in (2.2),

v(t, x) = β fv(x)
Q0 − LD

du(t)
d(t)

u(t)
(2.2)

where function fv(x) is chosen to be a second-order polynomial. At x = 0, fv(0) = fv0 where

fv0 > 1. fv(x) decreases until it reaches x0 where fv(x0) = 1 and ∂ fv(x0)/∂x is set to 0. Q0 is

the volumetric flow rate at the inlet, and LD is the length of the die. In addition, the velocity is

multiplied by coefficient β to better fit the slope of the delay with respect to x. The delay and its
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Figure 2.7: Delayed input signals at x = 2, 4, 6, 8, and 10

parameters are further discussed in [31]. Figure 2.7 shows delayed input signals for x = 2, 4, 6, 8,

and 10. The signal which is shown in black is the die gap programming. According to the Figure

2.7, it is shown that position x = 10 has the largest delay compared to the other points below the

die. Therefore, the delay is increased for the points further away from the die which can be justified

by transport equation (2.2) as well.

Nonlinear static function

The delayed signal ud(t, x) in (2.1) is the input to the Hammerstein model composed of two cas-

caded elements, fs(x, u) and H(s, x). The first element is a static nonlinear function which yields

the steady-state thickness for a constant die gap u and location x away from the die. If a constant

die gap is applied for a sufficiently long time, the extrudate will attain a steady shape. The steady
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Figure 2.8: Steady state thickness with respect to x and u

extrudate shape is depicted in Figure 2.3 at t = 0. The function fs(x, u) is an interpolation function

created by using the steady thickness at the combination of u = 1.8, 2.2, 2.3, 2.7, 2.8, 3.2 (6 points)

and, x = 0, 0.0625, 0.125, ..., 10; (161 points). The function is obtained using curve fitting in [88].

Figure 2.8 shows the nonlinear static function fs(x, u). This function is proposed by using 6

thickness values. The x axis is divided into 161 points to obtain fs(x, u). The large number is

defined to monitor the parameter variation of the linear time-invariant (LTI) system with respect to

x that is explained in the next section.

Non-minimum phase LTI system

The element H(s, x) in Figure 2.6 is a linear time-invariant system that has non-minimum phase

dynamics and a unity dc gain. The linear system replicates the transient change of the thickness
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from one steady value to the next. The non-minimum phase dynamics recreate the necking and

bulging effects mentioned before. Given that the linear system has unity dc gain, the steady-state

value of the extrudate is determined by fs(x, u). Moreover, the linear model is a 4th-order system

obtained by a parameter identification algorithm. The algorithm is based on minimizing the integral

of the step response error between the low order model in [31] and the FEM model in [29]. Step

response tests are widely used to identify low order systems with delay [85–87]. Figure 2.9 shows

the extrudate thickness at x = 2, 4, 6, 8, and 10. All the thickness signals below the die have a

common behavior while exiting the die. The delay is longer for the points further away from the

die. Moreover, the signals show the non-minimum phase behavior as mentioned above. Ultimately,

the signals undergo minima due to the the necking effect shown in Figure 2.3 and reach the steady

state at the end.

Figure 2.9: Extrudate thickness at x = 2, 4, 6, 8, and 10
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Figure 2.10: Overall block diagram for extrudate segments

Overall system

To simulate the overall shape of the extrudate, the thickness must be modeled for different values xi

of x. In this work, 160 Hammerstein blocks are used to simulate the thickness at different locations

away from the die. Figure 2.10 shows the block diagram of the overall model. As mentioned

before, the model is constituted by delay, nonlinear static function, and transient blocks. The

transport equation outputs the delayed input for different values of x. ud(t, xi) is the input for the

Hammerstein models. The output thicknesses at x1, x2,... and x160 are denoted by y1(t), y2(t), ...,

and y160(t).

2.2 Monitoring and sensors

Each product has a particular geometry that needs input parameters to be fed to the machine. The

thickness distribution along the extrudate is crucial to produce a final part with desired specifi-

cations. The extrusion process is strongly affected by the sag and swell phenomena described

above. In order to produce consistent parts with acceptable features, it is necessary to monitor the

thickness of the extrudate during extrusion. A proper sensor is selected in this work based on the
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measurement precision, harsh environment, repeatability of the process, and fast sampling rate.

The monitoring process could be described as in-cycle or cycle-to-cycle. In the in-cycle process,

the measurement is done during the current cycle in real time. Therefore, if any drift is observed,

the compensation can occur during the current cycle. On the other hand, the process measurement

is done at the end of the cycle in cycle-to-cycle process. Therefore, the correction would happen

for the next cycles if needed. Accordingly, based on the application, different types of sensors can

be considered for the monitoring process.

Thickness sensors can be divided into different classes. Non-contact, with contact, one-side,

or two-side sensors, are used in industry to measure the thickness. For the in-cycle process, it is

hard to reach inside the mold. Therefore, the sensors need to be of the non-contact type to measure

the extrudate thickness before entering the mold. The non-contact sensors measure dimensions

without touching the surface. In this case, production processes can be monitored continuously,

ensuring quality and reducing rejects. Such measurement systems are flexible and easy to inte-

grate. Avoiding contact with the object helps in measuring the soft, sticky, hot, or other sensitive

surfaces. Non-contact sensor for the in-cycle process can be found as optical micrometers, laser,

Eddy current, capacitive, and radar sensors. On the other hand, for the cycle-to-cycle process, the

measurement is done when the final part is ready. Therefore, it is easier to choose the right sensor

for measurement. In this work, an ultrasonic sensor is picked to be tested for this application. The

thickness of the piece is measured when the final part is ready. Afterward, if the measured thick-

ness is varied from the reference, the controller correction happens for the next cycle. In addition,

the one-side or two-side sensor is used for monitoring dependent on the extrudate shape in which

the one-side sensor is preferred for the cylindrical-shaped extrudate while both types can be used

for sheet-shaped extrudate.
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2.2.1 In-cycle monitoring

A two-side laser sensor is considered in this work for in-cycle monitoring. The laser triangulation

sensors can be divided into two types according to their performance and the purpose of application

[89]. The two types are high-resolution lasers and proximity type laser triangulation sensors. The

high-resolution laser typically is used in displacement and position monitoring applications. It

provides high accuracy in addition to low-temperature drift. Moreover, this type of sensors is

frequently used in process monitoring and closed-loop feedback control systems. On the other

hand, the proximity sensor is less expensive compared to the high-resolution lasers. This sensor is

generally used to detect the presence of a part, or in counting applications.

Figure 2.11: Laser triangulation principle

Figure 2.11 shows the laser triangulation principle. Laser triangulation sensors contain a solid-

state laser light source and a position-sensitive detectors (PSD) or CMOS/CCD detector. A laser

beam is projected on the part that is being measured, which is the extrudate in this work. A

portion of the beam is reflected through focusing optics onto a detector. As the extrudate is being
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extruded, the laser beam proportionally moves on the detector. In addition, PSD type sensors are

more susceptible to false reflections from changing surface conditions, which can reduce their

accuracy. On the other hand, CCD and CMOS systems are typically more accurate over a wider

variety of surfaces. In such systems, unwanted reflections from changing optical properties of the

extrudate that is measured can easily be ignored during signal processing. Therefore, this allows

them to be used during the extrusion process. The advantage of the non-contact laser sensor is

that the extrudate being measured is not damaged during the monitoring process. Moreover, it can

measure the high-frequency motions of the object. The measurement range is also large enough

to allow them to be used in different applications. On the other hand, the drawback is that the

environmental conditions are important to obtain highly accurate measurements. Since the laser

system is an optical type sensor, it is important to keep the optical path clean and free from dirt

and foreign materials. Moreover, due to the sensitivity of the electronic components, the operating

temperature range is limited, and it is not recommended to use this sensor for the high-temperature

environment without extra cooling devices.

Figure 2.12: Two sided laser sensor

A one-side laser sensor for thickness measurement is possible if one side of the material can

be held constant against a fixed reference plane. However, a two-side laser sensor is preferred

for thickness measurement. The two-side laser sensor is used to measure the wood thickness,
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quality control of concrete block manufacturing, a separation distance between rollers, and brake

rotor thickness as shown in Figure 2.12. In this work, the two-side laser sensor is used in an

experimental setup to measure the thickness of the extrudate when is extruded. The operating

environment temperature is up to 50◦C. Moreover, the measurement range is between 75mm to

130mm. Figure 2.13 depicts the experimental setup that is developed to measure the thickness of

the extrudate.

Figure 2.13: Experimental setup for laser sensor

The two sensor heads are attached to the fixture which is shown in red. A robotic arm is built

to move the sensor up and down to measure the thickness of the extrudate surface. Moreover,

a data logging instrument is used to collect the thickness data in real-time. In order to measure

the original part, an extrudate piece is obtained to be used in this experiment. The length of the

extrudate is 7.5cm, and is divided into five different points, i.e., 1.5cm from each other. Before

using the laser sensor, the thickness of the five points is measured by micrometer which are 4mm,

8mm, 12mm, 4mm, and 8mm, respectively. Afterwards, the robotic arm moves the sensors up and

down for ten times to obtain ten measurements for different instances.
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Figure 2.14: Data logging for five points along the extrudate

Figure 2.14 shown the data collected by laser sensors for five different points along the ex-

trudate. Moreover, Table 2.2 illustrates the accuracy of the data collected by sensors. The actual

thickness data measured by the micrometer is written in the second column. The third column

shows the data measured by the laser sensors. The laser accuracy is obtained in the last column,

which is more than 92%. The point #1 is the first point measured along the extrudate. Due to

beam vibration caused by the robotic arm at the starting point, the accuracy is lower than the other

points. Therefore, the laser sensor is a reliable measurement device to be used in this application.

2.2.2 Cycle-to-cycle monitoring

Sound energy can be generated over the extensive frequency range. A human can hear audible

sound limited to 20kHz. Ultrasound is sound energy at a higher frequency which is not sensed by
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Table 2.2: Data logging analysis of laser sensor

Points Actual measured value Sensor measured value Accuracy
1 4mm 4.3011mm >92%
2 8mm 8.0928mm >98%
3 12mm 12.0401mm >99%
4 4mm 4.2149mm >94%
5 8mm 8.0115mm >99%

the human ear. The sound energy generated by ultrasound in the range of 50kHz to 100MHz can

travel through the air, water, or steel. Figure 2.15 shows the principle of sound energy distribution

through materials. The transducer contains a piezoelectric element which is excited by a short

electrical impulse to generate ultrasonic waves [90]. The sound waves travel through the test

object until they encounter a wall or other surface. Afterward, the reflected waves travel back to

the transducer. Ultimately, the transducer converts the sound energy to electrical energy. There

are two types of sensors used to measure the thickness, immersion, and dual element transducers.

Immersion transducers use water to couple sound energy into the test object. Moreover, they

are suitable for on-line measurement of moving products. On the other hand, the dual-element

transducers are used to measure rough surfaces. They have separate transmitting and receiving

elements which are incorporated by a delay line.

In this work, an immersion ultrasonic thickness gauge is used to measure the thickness of the

final part. The small probe, which is called ultrasonic transducer sends a sound pulse through the

test object and then reflect from the inside surface. Due to the reflection of the sound waves through

different boundaries, the measurement is typically done by a one-side transducer in pulse/echo

mode. The sound velocity in the test object is an essential part of the thickness calculation in

(2.3), where T is the thickness and t is the time of the waves to travel back and forth through the

materials. Different materials transmit sound waves at different velocities, faster in more robust
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Figure 2.15: Ultrasound principle

materials, and slower in smooth materials.

T = v ×
t
2

(2.3)

Moreover, the sound velocity can be changed by temperature. Therefore, it is always necessary

to calibrate an ultrasonic thickness gauge to the speed of sound for the material undergoing mea-

surements. On the other hand, the drawback of the ultrasonic transducer is that the high-frequency

sound waves do not travel well through the air. So, it is necessary to use couplant between the

sensor and the test object so that, the sound waves can be transmitted well through the materials.

Two ultrasonic immersion sensors are used for cycle-to-cycle monitoring in this work. To

have a reliable experiment, the two immersion sensors are installed in the cooling fixture at the

production plant to measure the thickness of the fuel tank when the part is submerged into the

water bath as shown in Figure 2.16. The final part is immersed in the water bath after the molding
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stage for 35 seconds to be cooled by water. The reference thickness values of the fuel tank for

both sensor positions were provided as 5.09mm, and 7.56mm, respectively. The thickness at the

locations of sensors #1 and #2 is recorded for eight different parts over a time of 20 seconds after

the piece is submerged in the water bath completely. Figure 2.17 shows the thickness of the eight

different parts obtained by using the ultrasonic sensor at position #2. The average thickness value,

which was acquired by the sensor for eight different parts is 7.33mm.

Figure 2.16: Ultrasonic sensors installed at Kautex inc. plant

In addition, one of the eight parts measured in the water bath is taken out to be measured with

a micrometer. Figure 2.18 shows two pieces which are cut from the original part. The thickness

of these two pieces is measured by the micrometer. Moreover, a conventional ultrasonic sensor

with couplant is used to measure the thickness of the pieces. Table (2.3) shows the analysis of

data collected by immersion transducer in the water bath, micrometer, and conventional ultrasonic

sensor out of the water bath. The micrometer reading is considered as a reference value. It is shown

that the ultrasonic transducer installed in the cooling stage measured the thickness with accuracy

of more than 95%.
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Figure 2.17: Thickness measure by ultrasonic sensor for 8 different parts and their average

Figure 2.18: Part pieces for validation

On the other hand, it should be noted that the water is turbulent in the water bath. Also, the final

part is shrinking due to temperature change from high to low. Therefore, the immersion transducer

is applicable to the cooling stage of a cycle-to-cycle monitoring process.

Table 2.3: Data logging analysis of ultrasonic sensor

Readings Sensor #1 Sensor #2 Accuracy
Immersion transducer 5.45mm 7.33mm >95%

Conventional transducer 5.30mm 7.28mm >97%
Micrometer 5.20mm 7.10mm Ref
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Chapter 3

Closed-loop thickness control

3.1 Introduction

A low-order model of the extrudate thickness is explained in the previous chapter and used in this

section to reproduce the main aspects of the step response of a reference FEM model [29]. The

model could also come from data obtained by experiments run on a machine. The step response

is used to identify the parameters of the model that is suitable for the control purpose. As shown

in Table 2.1, the model parameters are dimensionless, lengths are divided by the Die length LD,

velocities by the maximum velocity at the inlet vs, and time t by ts = LD/vs. The input u(t) is varied

from 2 to 3 as shown in Figure 2.5. Moreover, the proposed model in [31] uses a Hammerstein

model that is composed of a low order linear transfer function and nonlinear static function with a

delay to replicate the extrudate thickness shown in Figure 2.1 at a certain distance from the die.

Disturbances and machine drifts can cause damaged parts and require the machine operator to

retune the machine. The objective of this work is to reduce the effects of disturbances and drifts

in the EBM process by using automatic feedback. Thickness variations from a desired signal are

measured by a sensor at a fixed location from the die. The controller automatically changes the
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die gap to minimize the variations. For instance, the die geometry, misaligned die slabs, or worn

die could vary the die opening from its desired value. Therefore, the disturbance is modeled by a

constant value added to the input u(t) where the die opening is the input of the low-order model.

The controller is designed to ensure a stable closed-loop system and to compensate for the added

disturbance. The controlled plant has an input-dependent delay cascaded with a Hammerstein

model as mentioned before.

3.2 Controller design

In order to produce the parts within acceptable specifications, it is necessary to reduce the effect of

the disturbances and the drifts during the extrusion process. The closed-loop system aims to keep

the repeatability of cycles in producing a consistent extrudate during every cycle. To do so, an H∞

controller in a Smith predictor configuration is used to meet the objectives.

Figure 3.1: Smith predictor control block diagram
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3.2.1 Smith predictor technique

As mentioned before, the Smith predictor configuration is used to deal with systems containing

time delays [41]. Figure 3.1 shows a conventional block diagram of a Smith predictor where G(s)

is the controlled plant and is given by

G(s) ' H(s)e−θs. (3.1)

The plant is split into two parts: the delay-free model H(s), and the time delay term e−θs. Using

the Smith predictor configuration, the controller is designed according to the delay-free system

H(s) and the delay is compensated for by the configuration. Moreover, this technique belongs

to the class of Internal Model Control [98, 99] that requires a good model to ensure a desired

performance. The predictive model is given by

G∗(s) = H∗(s)e−θ ∗s. (3.2)

Assuming that the modeling error is equal to zero, i.e., G(s) = G∗(s), the closed-loop transfer

function Tyyd is given by

Tyyd =
y
yd

=
KH∗e−θ ∗s

1 + KH∗
. (3.3)

On the other hand, the transfer function of conventional unity feedback is given by

Tyyd =
y
yd

=
KH∗e−θ ∗s

1 + KH∗e−θ ∗s . (3.4)
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Comparing (3.3) to (3.4) shows that the time delay term e−θ ∗s is eliminated from the characteristic

equation in (3.3) using the Smith predictor configuration if perfect modeling is assumed. Eliminat-

ing the delay term in the denominator facilitates controller design using the Smith predictor over

conventional feedback design.

3.2.2 Predictive model

In order to use the Smith predictor configuration in the controller design, the delay block should

be placed after the transient block. Figure 3.2 shows the real plant model versus the predictive

model. As mentioned before, the model of the real plant includes time delay and Hammerstein

blocks. The difference between the real plant model and the predictive model is in the arrangement

of blocks. In the real plant, the delayed input is the input of the Hammerstein block [31]. The delay

term in the predictive model is placed after the Hammerstein block making the model suitable for

the Smith predictor configuration. In Figure 3.2, ud is the desired input, y′1 is the output of the

nonlinear static function, y′2 is the output of Hammerstein model, yd and y′d are the outputs of the

real plant model and predictive model, respectively.

Even though the predictive model and the real plant are not identical, the blocks swap is justi-

fied in this work. Given the input u(t) (see Figure 2.5), Figure 3.3 depicts the extrudate thickness

for the original plant versus the predictive model at x = 2.5. The signals show additional delay

with respect to u(t) especially for larger values of x that is explained in the next chapter. Therefore,

the blocks swap causes variation between the two plants that should be considered in the controller

design.

In order to simulate the overall system, the delay must be obtained for different values of x and
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Figure 3.2: Real plant model (top branch) versus the predictive model (bottom branch)

Figure 3.3: Extrudate thickness of original plant versus predictive model at x = 2.5

t. To do so, the transport equation should be solved numerically. The transport equation is recalled

again in (3.5)
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∂ud(t, x)
∂ t

= −v f (x, t)
∂ud(t, x)

∂x
(3.5)

The boundary condition at x = 0 is ud(t, 0) = u(t). The initial value of u is considered to be

a constant value for a long period before t = 0. Therefore, the initial condition is ud(0, x) = u(0).

In order to solve (3.5), the equation is discretized with respect to space and time. The solution is

obtained at spatially equidistant points 0.003125 (dx) away from each other and the time step is

0.0025. The extrudate length is equal to 10. Therefore, 3200 points are defined along the extrudate

based on the solution found at 0.003125 away from each other. In order to discretize the right side

of the transport equation spatially, the Crank-Nicolson Finite Difference Method (FDM) [91, 92]

is used and described in (3.6).



x1 :→ ∂u1
∂ t = −v f (x, t)u2−u0

2dx

x2 :→ ∂u2
∂ t = −v f (x, t)u3−u1

2dx

...

x3199 : ∂u3199
∂ t = −v f (x, t)u3200−u3198

2dx

x3200 :→ ∂u3200
∂ t = −v f (x, t) 2u3200−2u3199

2dx

(3.6)

The overall model structure is shown in Figure 2.10 in Section 2.1.2. The extrudate length

is divided into equal distances and 160 points are picked as a sampling point to form the overall

structure. Therefore, for every 20 consecutive points along the extrudate, one system is created,

leading to 160 (i ∈[1,. . . ,160]) systems in total as shown in Figure 2.10. As mentioned above, the
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overall system is constituted of 160 individual systems. The Backward Finite Difference Method

[93, 94] is used to solve the transport equation for the last system (i = 160) as written in (3.6).

The numerical method is used to transform the partial differential equation (3.6) into a difference

equation to simplify the controller design for simulation results. To do so, at time t, the extrudate

is discretized spatially to obtain the spatial difference system in which the independent variable

is space rather than time t. Moreover, the state vector w[n] in (3.7) is considered to represent the

difference equation in (3.6) such that n ∈[1,2,. . . ,3200], is the index of xn,


w[n + 1] = Aw[n] + Bu[n]

y[n] = Cw[n] + Du[n]
(3.7)

where, the matrices A, B and C of the difference equation are given in (3.8) and D is equal to 0.

A =



0 −1 0 0 . . . . . . 0

1 0 −1 0 . . . . . . 0

0 1 0 −1 0 . . .
...

... 0 . . .
. . .

. . . . . .
...

...
...

. . .
. . .

. . .
. . .

...

0 . . . . . . . . . 1 0 −1

0 . . . . . . . . . . . . 2 −2


3200×3200

B =



1

0

0
...

...

...

0


3200×1

C =



0 . . . 1 0 . . . 0

0
... . . . 1 0 0

0
...

. . . 0 . . .
...

0 . . . . . . . . . . . . 1


160×3200

(3.8)

In addition, the particle velocity v f (x, t) is also dependent on space x and time t as recalled again
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in (3.9).

v f (t, x) = β fv(x)
Q0 − LD

∂u(t)
∂ (t)

u(t)
(3.9)

At x = 0, fv(0) = fv0 where fv0 > 1. fv(x) decreases until it reaches x0 where fv(x0) = 1 and

∂ fv(x0)/∂x is set to 0. β , x0, and fv0 are found by minimizing the delay error between the FEM model

in [29], and low-order model obtained in [31]. The minimum error is obtained for β = 1.12397437,

x0 = 2.5219, and fv0 = 3.158, respectively. Moreover, fv(x) is defined as a second order polynomial

in 3.10.

fv(x) = 0.3393x2 − 1.7114x + 3.158 (3.10)

The transport equation outputs the delayed input for different values of x and different times t.

ud(t, xi) is the input of the Hammerstein model which is composed of a nonlinear static function

followed by a linear time-invariant system. The nonlinear static function is obtained using the

curve fitting in section 2.1.2. Moreover, the selected transfer function of the LTI system is a 4th

order system given in (3.11). The coefficients n j and m j for different values of x are given in Tables

3.1, and 3.2.

sysi =
mi

0s3 + mi
1s2 + mi

2s + mi
3

ni
0s4 + ni

1s3 + ni
2s2 + ni

3s + ni
4

(3.11)

Finally, the output thickness at x1, x2,... and x160 are denoted by y1(t), y2(t), ..., and y160(t).
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Table 3.1: LTI systems coefficients (e05→ 105).

n j x = 0.5 x = 1 x = 2 x = 3.5 x = 5 x = 7 x = 9 x = 10
n0 1 1 1 1 1 1 1 1
n1 1.116e05 8.936e04 7.618 6.701 6.14 5.531 4.732 4.425
n2 9.068e05 4.442e05 22.39 17.15 14.33 11.76 9.025 8.029
n3 3.776e06 1.14e06 28.51 18.54 14.03 10.69 7.592 6.415
n4 9.333e05 3.021e05 6.623 3.908 2.694 1.851 1.235 1.015

Table 3.2: LTI systems coefficients (e05→ 105).

m j x = 0.5 x = 1 x = 2 x = 3.5 x = 5 x = 7 x = 9 x = 10
m0 −1.821e05 −1.352e05 −11.42 −10.96 −10.36 −9.598 −8.703 −8.315
m1 −1.479e06 −6.686e05 −20.14 −19.76 −18.7 −16.46 −12.25 −10.64
m2 3.022e06 7.156e05 11.92 2.384 −1.773 −4.516 −5.205 −4.822
m3 9.333e05 3.021e05 6.623 3.908 2.694 1.851 1.235 1.015

3.2.3 H∞ optimal control design

In this section, the controller design is discussed to compensate for unexpected disturbances and

machine drift. To do so, some basics are introduced to explain the structure of the control design.

Figure 3.4: Linear fractional transformation (LFT) block diagram
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Linear fractional transformation

A linear fractional transformation (LFT) is one way to represent the feedback systems. Typically,

in the H∞ control problem, the closed-loop system is introduced in the LFT format to simplify the

controller design. Figure 3.4 shows the interconnection of the feedback system in the LFT format.

The generalized plant P(s) is described in (3.12). Signal z is composed of the output signal(s) to

be minimized, e.g., z = [e u]T .

P(s) =

P11(s) P12(s)

P21(s) P22(s)

 (3.12)

In Figure 3.4, Tzyd is the closed-loop transfer function from yd , the reference signal, to e := yd − y,

the error signal; y is the output signal, and u is the input signal. In this work, the lower LFT

obtained in (3.13) gives an expression for the closed-loop transfer function from yd to z.

FL[P(s),K(s)] := P11(s) + P12(s)K(s)[I − P22(s)K(s)]−1P21(s) (3.13)

where the notation FL[P(s),K(s)] is another way of representing the closed-loop transfer function

Tzyd .

H∞ technique

The intended die gap trajectory that outputs the desired extrudate thickness is found during die

gap programming. The proposed controller is applied to maintain the desired thickness under

unanticipated disturbances or machine drifts. If the thickness varies from its desired value, the

controller compensates for the drift by changing the die gap. On the other hand, the controller

takes no action in the absence of perturbations. The H∞ technique can be used to design optimal
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Figure 3.5: Conventional H∞ block diagram

controllers that ensure stability and optimal performance. In order to minimize the error (e) in

Figure 3.5, the H∞-norm bound condition given by 3.14 must be satisfied for an appropriately

small γ , ideally smaller than 1.

‖ T zyd ‖∞< γ (3.14)

Tzyd is the closed-loop transfer function and γ is the upper bound on its norm. Parameter γ is

obtained using a bisection method described in [67–69]. In order to improve the performance of

the closed-loop system, γ needs to be minimized. Theoretically and numerically, it is a difficult

task to reduce γ to obtain the optimum point. Therefore, a weighted error and a weighted input

signals are considered in the closed-loop design. Moreover, We and Wu are the weighting functions

that are used to constrain the error signal as well as the control signal, respectively. We is used in

the controller design to reduce the sensitivity, generally at low frequencies. In addition, Wu is used

to confirm that the control signal will not exceed its limits, in other words to constrain the control

signal. Figure 3.5 shows the conventional H∞ controller block diagram. The primary signals are

the reference signal yd , the error signal e, the weighted error signal ẽ, the control signal u, the
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weighted control signal ũ, and the output signal y. In addition, G(s) is the actual plant and K(s) is

the controller.

In order to obtain the controller K(s) using the H∞ technique, the closed-loop system Tzw is

considered in the Linear Fractional Transformation (LFT) format discussed above. System P(s)

is the generalized plant mapping

yd

u

 to


ẽ

ũ

e

 which is used to represent the part of the closed-loop

system connected to the controller K and is given by (3.15).

P(s) =


We −WeG

0 Wu

1 −G

 (3.15)

The transfer functions of P(s) including weighting functions and actual plant must be stable to

ensure the stability of the overall plant.

3.2.4 H∞ Smith predictor controller synthesis

As explained in section 3.2.2, the model of the real plant includes time delay and Hammerstein

blocks. The difference between the real plant model and the predictive model is in the arrangement

of the blocks as shown in Figure 3.2. The signal ud in Figure 3.2 is the desired input that is found

by die gap programming in [31]. ud must consistently produce a final product with the desired

thickness in each cycle. To do so, an H∞ optimal controller in a Smith predictor configuration as

shown in Figure 3.6 is proposed to ensure that the desired thickness profile is obtained at every

cycle. In Figure 3.6, K(s) is the LTI regulator, f −1
s is the inverse of the nonlinear static function,

and d is the input disturbance. The input’s operational region of the system is around ud . The
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signals yd , y′d and y′2 are the desired outputs obtained by using the open-loop system mentioned

above. On the other hand, the signals s1, s2 and s3 are the outputs which are generated in real time

during each cycle. In case s1, s2 and s3 are equal to yd , y′d and y′2 respectively, the error is equal

to zero. Therefore, the reference signal is set to 0. In other word, the controller does not take

any action in the cycle. On the other hand, if the sensor, which is placed below the die, shares

any disturbance, then the controller compensates for this drift by changing the die gap. Thus, the

controller will take action when the real plant is perturbed with respect to the predictive model, or

when it is disturbed.

Figure 3.6: Block diagram of proposed H∞ Smith predictor controller

3.3 Results & discussion

In this section, the mathematical model proposed in [31] and the one proposed in this work and

described in Section 3.2.2 are used. The model parameters are shown in Table 3.3. A constant

disturbance is added to the open-loop and closed-loop systems. The desired thickness profile of

the extrudate at the end of the cycle obtained by input ud is compared to the output of the closed-
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loop and open-loop systems. The systems are compared to each other by calculating the summation

of the absolute thickness difference of the extrudate at the considered 160 points. The results are

simulated in Matlab and Simulink. As mentioned above, a Central Finite Difference Method is

used to solve the equation in Matlab. Moreover, the Stiff/Trapezoidal solver is used to solve the

equation in Simulink with variable time step.

Table 3.3: Simulation parameters.

Parameter f0 Q0 LD β x0

value 3.158 4 1 1.1239 2.5219

3.3.1 Open-loop simulation

Die gap programming discussed in Chapter 2 is used to tune the setpoints in order to control the

extrudate thickness and the final product in EBM. The die gap programming shown in Figure 2.5

is used as an input for the simulation of the open-loop and closed-loop systems. Figure 3.7a shows

the desired extrudate shape due to ud at t = 8. The extrudate thickness profile depicted in Figure

3.7a is considered as the reference shape which results in the desired final product. As mentioned

before, EBM is susceptible to disturbances that may cause unacceptable extrudate shapes. In this

work, disturbances and drifts are modeled by adding a constant value at the input. The input

disturbance d is equal to 0.4 which is about 15% of the maximum die gap. Figure 3.7b shows

the desired extrudate shape versus the extrudate shape with added input disturbance. As shown in

Figure 3.7b, the disturbance can alter the extrudate shape which may result in undesired scrapped

parts. Therefore, the extrudate shape must be consistent at every cycle in order to have a final

product within desired specifications.

In order to obtain a consistent extrudate shape at the end of the cycle, a sensor is placed at
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Figure 3.7: a) Desired extrudate shape, and b) Desired extrudate versus the disturbed extrudate

a fixed point down the die to monitor the thickness at that point online. In addition, a controller

is proposed to immediately compensate for any drifts picked up by the sensor. Once the die gap

programming is done, the signals for different values of x are measured and stored as a reference

signal. The measured signal at the fixed point is compared to the reference signal to find the

difference between two signals. In this work, it is later shown that making the thickness error small

at a fixed point away from the die versus time ensures a consistent extrudate shape at the end of

the cycle. The location of the sensor is a key feature that affects the performance of the controller.

Therefore, controllers with sensors at different locations away from the die are considered and

studied in later parts of the section. Figure 3.8 shows the desired extrudate thickness versus time at

x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5, and 3.5 that results in the final desired extrudate shape (t = 8).

In Figure 3.8, the last points of the signals represent the formation of the final extrudate thicknesses
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shown in Figure 3.7a.

Figure 3.8: Desired extrudate thickness at different locations

3.3.2 Closed-loop simulation

The proposed H∞ controller in the Smith predictor configuration in this work is designed to meet

stability and performance requirements. The weighting functions We and Wu are chosen as follows:

We =
0.0005

s2 + 0.021s + 0.00002
(3.16)

Wu = 0.67 (3.17)
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These weighting functions are stable, minimum-phase systems, and satisfy the mixed sensitivity

condition (3.18) introduced in [95].

‖ FL(P,K) ‖∞< 1⇒ ‖WeS ‖∞< 1 and (3.18)

‖WuTuyd ‖∞< 1

Figure 3.9: Sensitivity function S and W−1
e versus frequency at x = 0.125

Where FL(P,K) is the closed-loop transfer function, P is the generalized plant in (3.15), and S

is the sensitivity function (S = 1/1+GK) mapping yd to e. Figure 3.9 shows the sensitivity function

(S) and inverse of error weight (W−1
e ) versus frequency at x = 0.125 that satisfies the condition in

(3.18). Using the H∞ optimal controller design technique, the minimal realization of K(s) is a 6th

order controller given in (3.19). The coefficients ak and bk for different values of x are given in

Tables 3.4, 3.5, and 3.6. Moreover, the infinity norm of the closed-loop transfer function ‖ Tzyd ‖∞

and γ are equal to 0.6779 and 0.6781, respectively.
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K(s) =
b0s5 + b1s4 + b2s3 + b3s2 + 4.b4s + b5

a0s6 + a1s5 + a2s4 + a3s3 + a4s2 + a5s + a6
(3.19)

Table 3.4: Controller coefficients.

ak x = 0.125 x = 0.5 x = 1 x = 1.25 x = 1.75 x = 2 x = 2.5
a0 1 1 1 1 1 1 1
a1 12.483 × 10−5 1.116 × 10−5 8.936 × 10−4 11.02 8.45 8.235 7.89
a2 4.229 × 10−6 1.005 × 10−6 5.602 × 10−5 52.19 32.31 33.95 32.74
a3 3.83e07 × 10−7 4.572 × 10−6 1.717 × 10−6 105.4 51.08 54.66 51.63
a4 1.044 × 10−7 1.273 × 10−6 5.532 × 10−5 33.12 15.36 17.65 17.51
a5 2.031 × 10−5 2.482 × 10−4 1.09 × 10−4 0.6517 0.3013 0.348 0.3463
a6 192.7 23.55 10.35 0.0006186 0.000286 0.0003304 0.0003289

Table 3.5: Controller coefficients.

ak x = 3.5
a0 1
a1 8.409
a2 47.24
a3 82.05
a4 32.93
a5 0.6574
a6 0.0006245

Table 3.6: Controller coefficients.

bk x = 0.125 x = 0.5 x = 1 x = 1.25 x = 1.75 x = 2 x = 2.5 x = 3.5
b0 0.4854 0.3252 0.509 0.4211 0.3511 0.5996 0.6961 1.698
b1 1.205 × 10−5 3.628 × 10−4 4.549 × 10−4 4.465 2.844 4.583 5.011 11.42
b2 1.927 × 10−6 2.958 × 10−5 2.272 × 10−5 17.5 8.887 13.53 13.91 29.37
b3 1.657 × 10−7 1.235 × 10−6 5.854 × 10−5 30.49 12.13 17.42 16.68 32.14
b4 4.463 × 10−6 3.327 × 10−5 1.673 × 10−5 8.4 3.092 14.38 4.048 7.345
b5 9.243 × 10−4 7221 3593 0.1831 0.06405 0.09484 0.08254 0.1494

Different controllers are designed for different values of x. In other words, based on the sensor

location, a different controller is designed accordingly. After die gap programming, the desired
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Figure 3.10: Comparison between thickness signals with and without disturbance for both open-
loop and closed-loop systems

extrudate thickness profile is obtained. The readings of a sensor located at a fixed location from

the die is considered to track the reference signal that needs to be obtained at every cycle. In Figure
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Figure 3.11: Comparison between overall extrudate shape with and without disturbance for both
open-loop and closed-loop systems
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3.10, the reference signal is shown in blue for x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5, and 3.5 which

is the same signal as shown in Figure 3.8. After adding the disturbance at the input, different

thickness values are measured by the sensor. The disturbed signal is shown in red in Figure 3.10.

The controller ensures that the desired signal is obtained even in the presence of a disturbance. The

thickness measurements for the closed-loop systems are shown in black dashed-line in Figure 3.10.

It can be observed that a controller with sensor placed closer to the die yields better performance.

Even though the controller maintains the thickness at one point, the overall thickness at the end

of the cycle is also maintained, as shown in Figure 3.11. Moreover, Figure 3.11 shows the overall

extrudate shapes when the sensor is placed at x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5 and 3.5. The

blue extrudate profile is the desired thickness, black profile shows the controlled extrudate in the

presence of disturbance, and the red profile shows the uncontrolled profile with added disturbance.

3.3.3 Sensor location

Figure 3.12 shows the location of the sensor versus the error. The l1-norm error is the absolute

summation of the difference between the desired extrudate thickness and the controlled extrudate

thickness at 160 points. It can be observed that the performance of the control system improves

and the error decreases as the sensor is placed closer to the die. When the sensor is placed closer to

the die, the material travels over shorter distances where measurements are made. Thus, the plant

exhibits shorter delays. The decrease in error with the decrease of the distance between the die

and the sensor may be true for input disturbances but cannot be generalized for other disturbance

types. For example in the case of temperature change, larger machine drift values may be measured

when the sensor is placed further away from the die. In general, the extrudate thickness tends to be

close to the die gap for shorter distances from the die, making it harder to measure machine drifts.
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Moreover, other factors such as the accuracy of the sensor may affect its optimal location. In

addition, other practical constraints such as sensor-mold clearance and high ambient temperatures

must be taken into consideration before choosing the location of the sensor.

Figure 3.12: Sensor location versus l1-norm of the error at 160 points

3.4 Conclusion

In this chapter, an optimal H∞ controller in the Smith predictor configuration is introduced to reg-

ulate the extrudate thickness in the EBM process. A parameter identification based model from

previous work is used to describe the dynamics of the extrudate during extrusion. This model is

composed of a delay, a static nonlinear function and a linear system with memory modeled by a

transfer function. In the closed-loop design, the Smith predictor technique is used to compensate

for the delay term. An H∞ optimal controller is designed according to the model’s transfer func-
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tion. The effects of the static nonlinear function are canceled out by incorporating its inverse in

the control loop. Furthermore, the impact of the sensor location on the regulation performance

is studied. Finally, the controller is designed to reject disturbances and to maintain the desired

extrudate thickness profile which will improve the manufacturing quality and reduce the usage of

raw materials.
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Chapter 4

Robust closed-loop thickness control

4.1 Introduction

In Chapter 3, a feasibility analysis of using the closed-loop system is discussed in order to regulate

the extrudate thickness in the presence of a disturbance. An H∞ optimal controller is proposed

in the Smith predictor configuration to maintain the desired extrudate profile when the die gap

is disturbed by a constant disturbance. In this chapter, the delay uncertainty is addressed and

considered in the controller design. Uncertainties such as sensor noise, modeling error, or resin

variation are not considered in the controller design. As mentioned before, the delay term in the

model is input-dependent. Particles observed by the sensor further away from the die show larger

delay compared to the particles at the die exit or closer to the die and this delay depends on the

material velocity which in turn depends on the die opening. Moreover, a constant disturbance is

added to the input. Due to dependency of the delay on the input, the constant disturbance causes

more uncertain delay. In addition, the blocks swap is proposed to create the predictive model for

the Smith predictor configuration. The blocks swap differentiates the output of the original model

and predictive one. Therefore, the difference also causes more uncertainty on delay that may result
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in undesired extrudate thickness. Ultimately, the unacceptable extrudate thickness may also result

in poor quality final parts.

In this chapter, a robust controller is designed in the Smith predictor configuration to compen-

sate for the uncertain time delay system in addition to the added disturbance on the input. Robust

controllers are designed and studied in [70–74] for uncertain time delay systems in which parame-

ter uncertainty is time-varying and norm bounded. It has been noted that the controller performance

is affected by the size of the delay. Uncertainties and machine drifts can cause unacceptable final

parts and require the machine operator to retune the machine. The objective of this work is to

reduce the effects of uncertainties and disturbances in the EBM process by using automatic feed-

back. Thickness variations from a desired signal are measured by a sensor at a fixed location from

the die. The controller automatically changes the die gap to minimize the variations. Ultimately,

a robust H∞ technique is used to overcome the larger delay uncertainty at locations further away

from the die compared to the conventional H∞ controller in Chapter 3.

Modeling

A low-order model is developed in [31] to reproduce the main aspects of the step response of a

reference FEM model [29] and could also come from a data obtained by experiment on a machine.

The step response is used to identify the parameters of a model suitable for the control purpose.

As shown in Table 2.1, the model parameters are dimensionless, lengths are divided by the Die

length LD, velocities by the maximum velocity at the inlet vs, and time t by ts = LD/vs. Moreover,

the predictive model is proposed in Chapter 3 to be used in the Smith predictor configuration. The

die gap programming in Figure 2.5 is the die opening versus time for one complete cycle and is

used as a input u(t) for the simulation results in this chapter.
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4.2 Uncertainty analysis

The original model proposed in [31] and described in Chapter 2 is used in this work to represent

a nominal model for the closed-loop system design. The plant model is a key feature in order

to analyze uncertainties during the extrusion process. Figure 2.3 shows the bulging and necking

effects on the extrudate. Bulging and necking effects are due to the change in the volumetric flow

rate Q as described before. Given that the volumetric flow rate is constant at the inlet, the flow rate

is changed at the die exit as a result of variations in the die gap. Therefore, uncertain volumetric

flow rate or misaligned die walls result in an uncertain input u(t). On the other hand, the transport

delay shown in Figure 2.6 is the time needed for the material traveling from the die exit to the

location of the sensor. Therefore, the transport delay is dependent on the input once the material

leaves the die until it reaches the location of the sensor. Ultimately, an uncertain input causes

uncertain transport delay which may result in unacceptable extrudate shape.

Figure 4.1: Real plant model (top branch) versus the predictive model (bottom branch)

In this work, a Smith predictor configuration [41] is used in the controller design to deal with

the delay term that is modeled for the extrusion process in Chapter 2. In order to utilize this
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technique, the delay term of the predictive model is placed after the Hammerstein block as shown

in Figure 4.1 (same as Figure 3.2 reintroduced here for convenience). On the other hand, the

delayed input is the input to the Hammerstein block in the original plant model. Figure 4.1 shows

the original plant model versus the predictive model. ud is the desired input, y′1 is the output of

the nonlinear static function, y′2 is the output of Hammerstein model, yd and y′d are the outputs

of the real plant model and predictive model, respectively. Since the predictive model and the

original plant are not identical, the blocks swap causes delay uncertainty. Given the input u(t),

Figure 4.2 depicts the extrudate thickness for the original plant versus the predictive model at

x = 0.5, 1.25, 2.5, and 3.5. The particle location closer to the die has less delay compared to the

points further away from die. Therefore, the signals show additional delay with respect to u(t)

especially for larger values of x such as x = 3.5. Ultimately, the blocks swap causes more delay

uncertainty for the points further away from the die which is considered in the controller design.

Uncertainty model

Mathematical models are developed to predict the behavior of the physical processes for different

inputs. To do so, the approximation method is used to represent the physical process which results

in model uncertainty. Therefore, the uncertainty needs to be modeled to be considered in the

controller design. The time delay term is studied for different points along the extrudate. Moreover,

even though the blocks swap results in some delay uncertainty, it is done to create the predictive

model according to the control design requirement. Ultimately, an unstructured uncertainty is

chosen to represent the dynamic perturbation of the original model in the frequency domain.

Considering different types of uncertainty models, the output multiplicative uncertainty model

is used in this work to model the delay uncertainty. The output multiplicative uncertainty repre-

sents the uncertainty of the output of the system. The block diagram of the output multiplicative
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Figure 4.2: Extrudate thickness of real plant versus predictive model at x = 0.5, 1.25, 2.5, and 3.5

Figure 4.3: Output multiplicative uncertainty block diagram

uncertainty is shown in Figure 4.3, where G(s) is the nominal system transfer function. In addition,

Gp(s) is the perturbed system transfer function as described in a mathematical expression of the

output multiplicative uncertainty model in (4.1). Moreover, ∆m represents an unknown normalized
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stable LTI dynamics whereas Wm is the frequency variation of the output multiplicative uncertainty

model corresponding to G, respectively.

Gp(s) = (1 + Wm(s)∆m(s))G(s),∆m ∈ H∞, ‖ ∆m ‖∞< 1 (4.1)

Figure 4.4: Top figure: Input signal versus the delayed input signal at x = 3.5, Bottom figure:
Extrudate thickness for original model versus predictive model at x = 3.5

The nominal delay is obtained for different points along the extrudate by using the transport

equation in 2.1. The computational method of the transport equation to obtain the delays for

different particles at different locations is explained in Chapter 3. Subsequently when the delays

are computed along the extrudate for the original model and the predictive model, the difference

between the outputs of the original model yd and the predictive model y′d is computed, accordingly.
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For instance, Figure 4.4 shows the input signal versus the delayed input signal at x = 3.5 in

the upper box. Moreover, the extrudate thickness for the original model versus predictive model

at x = 3.5 is shown in the lower box of Figure 4.4. The delay difference is computed to be

about 1.35 when the sensor is located at x = 3.5. The delay difference may cause uncertainty

specially for the points further away from the die which is justified by looking at the lower box of

Figure 4.4. Therefore, the delay uncertainty must be considered in the controller design. To do so,

the uncertain part of the delay is modeled in (4.2) by a first-order transfer function using a Padé

approximation [96]

e−τs ≈
1 − τ

2 s
1 + τ

2 s
, (4.2)

where τ is the uncertain delay. Given the model assumption in (4.1), the small-gain theorem [97]

states that the unity feedback closed-loop interconnection of the perturbed plant and the controller

is stable if and only if the part of the closed-loop system connected to the uncertainty ∆m, T zyd

shown in Figure 4.5 has infinity norm less than one. The small gain theorem provides the necessary

Figure 4.5: Unity feedback closed-loop interconnection Tyyd of robust H∞ controller

and sufficient conditions for the stability of the perturbed closed-loop system. Uncertainty analysis
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is done for the uncertain part of the delay using the output multiplicative model considering all the

delay variations. For instance, for the point x = 3.5, the amount of delay uncertainty is 15% which

is calculated based on the difference of the outputs of the original model and the predictive one.

Wm as written in (4.3) describes a transfer function whose magnitude covers the different relevant

perturbations of the system | Gp( jω)−G( jω)
G( jω) | in the frequency domain. Figure 4.6 shows the transfer

function (dashed lines) and the plant perturbations. Ultimately, the coefficients mi and ni for the

uncertainty weighting function are described in Table 4.1.

Wm =
m0s13 + m0s12 + ... + m12s + m13

n0s13 + n0s12 + ... + n12s + n13
(4.3)

Table 4.1: Uncertainty weighting function coefficients.

mi value ni value
m0 1.001 n0 1
m1 19.87 n1 19.33
m2 180.3 n2 171.7
m3 987.1 n3 924.8
m4 3619 n4 3351
m5 9315 n5 8564
m6 1.716e04 n6 1.574e04
m7 2.266e04 n7 2.085e04
m8 2.115e04 n8 1.962e04
m9 1.358e04 n9 1.277e04
m10 5768 n10 5514
m11 1526 n11 1482
m12 225.2 n12 222.1
m13 14.07 n13 14.06
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Figure 4.6: The weighting function (dashed lines) and the plant perturbations

4.3 Robust controller design

Parametric uncertainty in the extrusion process may result in unacceptable final parts and needs

the machine operator to retune the setpoints. This task is time consuming and costly. Therefore, an

automatic robust feedback controller is designed in this work in order to compensate for uncertain-

ties and disturbances occurring during the extrusion process. Sensors based on laser or mm-wave

radar technology can be placed at a fixed point at one side or two sides along the extrudate below

the die. Afterwards, the thickness at that fixed point below the die is measured by the sensor and is

compared to the reference signal. Basically, the controller will try to minimize the computed error

between the measured and reference signals by changing the die gap automatically. In this work,

the delay uncertainty is considered due to the blocks swap of the original plant model in order to

create the predictive model as mentioned before. Moreover, the delay uncertainty is modeled by

the first-order transfer function using the Padé approximation. In addition, a constant disturbance
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is causing additional delay uncertainty added to the input to constrain the stability of the system in

the presence of machine drift. Therefore, a robust H∞ controller [100, 101] in the Smith predictor

configuration is proposed to ensure the stability of the closed-loop system and to guarantee the

desired closed-loop performance.

The Smith predictor configuration is proposed in [41] to deal with the systems containing time

delays. For a fixed location x along the vertical extrusion axis, the model proposed in [31], after

the blocks swap of Figure 4.1 can be divided into two parts, a Hammerstein model and a time delay

term that is represented by (4.4):

system :


η = fs(u) (a)

G?(s) : η 7→ y, G?(s) = H?(s)e−θs (b)
(4.4)

where G?(s) is the nominal predictive model, fs(u) is a nonlinear static function, H?(s) is linear

time-invariant system, and e−θs is a time delay term. Figure 3.1 shows the conventional block

diagram of the Smith predictor configuration where the delay term is placed after the predictive

model. K(s) is the controller, G(s) is the plant model, and G∗(s) is the predictive model. After

having canceled out the nonlinear static function by its inverse function placed after the controller,

the predictive model can be represented by (4.5):

G∗(s) = H∗(s)e−θ ∗s. (4.5)

Assuming that the modeling error is close to zero (G(s) ≈ G∗(s)), then the closed-loop transfer

function is given by (4.6):
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Tyyd =
y
yd

=
KH∗e−θ ∗s

1 + KH∗
, (4.6)

where the controller K is designed for the delay free system H∗(s) using the Smith predictor con-

figuration method. The main objective of the robust controller design is to maintain the desired

Figure 4.7: Linear fractional transformation (LFT) block diagram for robust H∞ controller

extrudate thickness profile in the presence of disturbances and uncertainties. The controller is de-

signed based on a robust H∞ method. In order to define a mathematical expression of the controller

K(s), the closed-loop system can be written in a Linear Fractional Transformation (LFT) format

explained in Chapter 3. Figure 4.7 shows the LFT block diagram where ∆(s) is an uncertainty

block, P(s) is a generalized plant model, and K(s) is a robust controller. Typically, the generalized

plant is used in the robust controller design to embed all the weighting functions that are found to

improve the closed-loop performance and to shape the uncertainty. Therefore, P(s) =


w

yd

u

→

z1

z2

e


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is given by (4.7):

P(s) =


0 0 G

−WmWe We −WeG

−Wm 1 −G

 , (4.7)

where We is the weighting function applied on the error signal, Wu is the one applied on the control

signal, and Wm is the one representing the output multiplicative uncertainty in (4.3). Weighting

functions are implemented by transfer functions and used to constrain the performance as described

in Chapter 3. Figure 4.5 shows the conventional robust H∞ controller block diagram. The primary

signals are the reference signal yd , the error signal e, the weighted error signal ẽ, the control signal

u, the weighted control signal ũ, and the output signal y.

4.3.1 Robust H∞ Smith predictor controller synthesis

As mentioned above, Figure 4.1 shows the original plant model versus the predictive model. In

Figure 3.2, ud is the desired input found by die gap programming in Chapter 2, y′1 is the output

of the nonlinear static function, y′2 is the output of the Hammerstein model, yd and y′d are the

desired outputs of the real plant model and predictive model respectively. Given ud as an input,

the thickness profile of the final part for all cycles must be consistently acceptable. Therefore, the

robust H∞ controller in a Smith predictor configuration shown in Figure 4.8 is proposed in this

work in order to produce the final parts with desired specification during every cycles.

Tey′2
represents the closed-loop transfer function. Moreover, f ′−1

s is the inverse of the nonlinear

static function that is placed after the controller to cancel out the effect of the nonlinear static

function in the Hammerstein blocks. The operational region is around ud in the open-loop system.

If the outputs s1, s2 and s3 are equal to yd , y′d and y′2 respectively, the error e is equal to zero.

Therefore, the reference signal is equal to zero in this so called regulator system.
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Figure 4.8: Proposed robust H∞ Smith predictor controller

Furthermore, Figures 4.9a and 4.9b show the equivalent block diagrams of the proposed con-

troller depicted in Figure 4.8 to understand the logic behind the design better. The uncertainty

discussed in Section 4.2 is included in the controller design. The uncertainty is modeled in the

LFT block diagram and it is shown in Figure 4.7 as well. In order to map the uncertainty in Figure

4.8, the equivalent of the proposed controller is shown in Figure 4.9a. The systems described in

the generalized plant (4.7) must be stable in order to be used in the Smith predictor configuration.

H?(s) is a stable and non-minimum phase system but, it is inverted in the design of Figure 4.9a just

to explain the conceptual theory behind the proposed controller in Figure 4.8 more clearly. More-

over, after canceling out the effect of the nonlinear static function by its inverse function, Figure.

4.9b shows the simplified block diagram of the proposed controller where e−θ ?s is the Padé ap-

proximation for the uncertain delay. Ultimately, the controller will take action when the thickness

signal measured by the sensor is different from the reference signal. In other words, the controller

will only compensate for disturbances occurring in the EBM process.
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(a) Equivalent diagram of robust H∞ Smith predictor controller

(b) Equivalent diagram of robust H∞ Smith predictor controller

Figure 4.9: Proposed controller

4.4 Results and discussions

The low-order model proposed in [31] and mentioned in Chapter 2 is used in this section for the

simulation results. The model parameters are shown in Table 4.2. The feasibility analysis of using

the closed-loop system in EBM in order to overcome the disturbance is explained in Chapter 3.

Moreover, an H∞ controller is designed in the Smith predictor configuration to reject the added

constant input disturbance. In addition, the closed-loop system with disturbance is compared to
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the open-loop case and open-loop with disturbance. As a consequence, using the closed-loop

system has advantage over the open-loop system in the presence of disturbance or machine drift.

In this chapter, uncertainty analysis is done in section 4.2. As mentioned before, the blocks swap

of the original plant model in order to propose the predictive model creates an uncertain time

delay. According to the time delay difference generated between the real plant and predictive

model, ±15% delay uncertainty is considered in the controller design. Moreover, in this section

the simulation results using the robust controller are described and compared to the results obtained

in Chapter 3.

Table 4.2: Simulation parameters.

Parameter value
f0 = 3.158

Q0=4
LD = 1

β = 1.12
x0 = 2.5219

The desired thickness profile of the extrudate at the end of the cycle is obtained by using

input ud found in section 2.1.1. A constant input d is added to the input in order to obtain the

extrudate thickness profile at the end of the cycle in the presence of a disturbance. The extrudate

thickness profile at the end of the cycle is obtained for the closed-loop system. The three systems

are compared to each other by calculating the summation of the absolute thickness difference of the

extrudate over the considered 160 points. The open-loop system is implemented in Matlab in order

to generate the simulation results while the closed-loop system is simulated in Simulink. In order

to simulate the delay term, the transport equation mentioned in (2.1) is discretized with respect

to space and time. The solution is found at spatially equidistant points 0.003125 away from each

other. The time step used is equal to 0.0025. Central-Finite-Difference Method is used to solve the

equation in Matlab. Finally, the Stiff/Trapezoidal solver is used to solve the equation in Simulink
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with variable time step.

Figure 4.10: Desired extrudate thickness at different locations

4.4.1 Open-loop simulation

Figure 4.10 depicts the desired extrudate thickness versus time at x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5,

and 3.5 below the die at T = 8 captured by the sensor. The 8 points in Figure 4.10 are considered

as sampling points of the complete extrudate that includes 160 thickness points. The last values of

the signals at t = 8 are picked in the simulation setup in order to form the overall extrudate shape.

Therefore, Figure 4.11a shows the desired complete extrudate shape. On the other hand, Figure

4.11b shows the desired extrudate shape versus the disturbed one. Given the u in section 2.1.1

as an input, the blue profile is the desired extrudate shape. On the other hand, a constant input d

equal to 0.4 is added to the input u in the simulation setup. Consequently, the red profile in Figure
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4.11-b shows the extrudate profile which is disturbed by the constant value. The disturbance or

uncertainty can change the extrudate shape which may result in an unacceptable part. Therefore,

in order to have a final part with desired specifications, the extrudate shape must be consistent at

every cycle. To do so, the sensor is placed at a fixed point below the die in order to measure the

extrudate thickness in real time. Then, the measured signal is compared to the reference signal. If

a difference is computed between the two signals, the controller will take action immediately to

compensate for the error as shown later on in the next section.

(a) Desired extrudate shape (b) Desired extrudate shape versus disturbed one

Figure 4.11: Extrudate shape at the end of the cycle (T=8)

4.4.2 Performance analysis

In this section, the operation of the proposed robust H∞ controller is compared to the H∞ con-

troller described in Chapter 3. The performance of the two closed-loop systems are compared to
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each other in the presence of a constant input disturbance and delay uncertainty. The weighting

functions We and Wu are defined stable and minimum-phase systems in (4.8) and (4.9), respectively.

We =
0.0005

s2 + 0.021s + 0.00002
(4.8)

Wu = 0.67 (4.9)

In order to achieve the performance requirements, the mixed sensitivity condition is described in

(4.10)

‖ FL(P,K) ‖∞< 1⇒ ‖WeS ‖∞< 1 and (4.10)

‖WuTuyd ‖∞< 1

where the S is the sensitivity function. The sensitivity function and the inverse of the error weight-

ing function W−1
e versus frequency at x = 0.125 is shown in Figure 4.12 where the stated condition

in (4.10) is satisfied.

The controller K(s) proposed in this work using the robust H∞ method is a 15th-order transfer

function. On the other hand, the controller K(s) obtained in Chapter 3 is a 6th-order transfer

function. In order to have a fair comparison between the two systems, a model order reduction

technique [102, 103] is used to reduce the order of the controller. Therefore, the controller in this

work K(s) has been reduced to a 6th order transfer function that is represented by (4.11). The

coefficients ak and bk for different values of x are given in Tables 4.3, 4.4, and 4.5. Moreover, the

infinity norm of the closed-loop transfer function ‖ Tyyd ‖∞ and γ are equal to 1.7113 and 1.7115,

respectively.
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Figure 4.12: Sensitivity function S and W−1
e versus frequency at x = 0.125

K(s) =
b0s5 + b1s4 + b2s3 + b3s2 + 4.b4s + b5

a0s6 + a1s5 + a2s4 + a3s3 + a4s2 + a5s + a6
(4.11)

4.4.3 Robust H∞ controller

Different controllers are designed for different values of sensor location x. Once the desired die

gap programming is obtained, the readings of a sensor located at a fixed location from the die is

considered to be the reference signal that is applied at every cycle. Figure 4.13 shows the reference

signal in blue, perturbed open-loop signal in red, and the closed-loop signal in black(dashed-line)

at x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5, and 3.5. After adding the constant input disturbance, the

disturbed signal which is shown in red is measured. The H∞ controller is designed to compensate
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Table 4.3: Robust controller coefficients (e − 05→ 10−5).

ak x = 0.125 x = 0.5 x = 1 x = 1.25 x = 1.75 x = 2 x = 2.5
a0 1 1 1 1 1 1 1
a1 25.29 68.88 8.522 26.75 20.57 19.72 18.03
a2 184.5 624.7 14.18 80.96 45.8 43.6 26.66
a3 379.6 1363 4.202 81.73 32.91 32.84 8.454
a4 96.67 346 0.086 20.34 7.039 7.358 0.1718
a5 1.872 6.697 0.0001587 0.3939 0.1345 0.1412 0.0003058
a6 0.00178 0.006601 7.9e-08 0.0003736 0.0001273 0.0001336 1.39e-07

Table 4.4: Robust controller coefficients (e − 05→ 10−5).

ak x = 3.5
a0 1
a1 18.88
a2 45.86
a3 38.61
a4 9.974
a5 0.1936
a6 0.0001836

Table 4.5: Robust controller coefficients (e − 05→ 10−5).

bk x = 0.125 x = 0.5 x = 1 x = 1.25 x = 1.75 x = 2 x = 2.5 x = 3.5
b0 0.1129 0.109 0.143 0.3214 0.4316 0.3494 0.4895 0.4479
b1 2.056 6.531 0.82 2.685 2.565 2.025 2.228 2.553
b2 19.91 48.22 2.132 9.226 6.748 5.195 4.426 5.871
b3 47.72 181.7 0.6389 11.12 5.226 4.381 1.222 5.476
b4 12.32 47.49 0.01319 2.739 1.068 0.9371 0.02495 1.191
b5 0.2431 0.9322 1.253e-05 0.05369 0.0204 0.01817 2.378e-05 0.02316
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Figure 4.13: Desired, open-loop with disturbance, and closed-loop with disturbance thickness
signals comparison of nominal H∞ controller
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Figure 4.14: Desired, open-loop with disturbance, and closed-loop with disturbance thickness
signals comparison of robust H∞ controller
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Figure 4.15: Desired, open-loop with disturbance, and closed-loop with disturbance comparison
of complete extrudate for nominal H∞ controller
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Figure 4.16: Desired, open-loop with disturbance, and closed-loop with disturbance comparison
of complete extrudate for robust H∞ controller
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for the drift. The controlled signal with this controller is shown in black. In Figure 4.13, it is shown

that by comparing the extrudate thickness of the open-loop systems and closed-loop system at the

end of extrusion cycle, the performance is increased when the sensor is placed at locations closer

to the die. This can be seen by comparing the variation in extrudate thickness in Figure 4.13a with

4.13h which increases dramatically from figure a to h as the distance from the die gap goes from

x = 0.125 to x = 3.5.

On the other hand, Figure 4.14 depicts the reference signal in blue, perturbed open-loop signal

in red, and the controlled signal in black(dashed-line) which is obtained by using the robust H∞

controller at x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5, and 3.5. It is shown that, for the sensor locations

further away from the die, for instance x = 2.5, and 3.5, the robust H∞ controller has better

performance compared to the H∞ controller where the closed-loop thickness signal tracks to the

desired reference signal better. This also can be seen by comparing the variation in extrudate

thickness in Figure 4.13h and Figure 4.14h in which the error between the closed-loop system and

open-loop system decreases significantly for the system using the robust controller.

Even though the controller tracks the thickness at one location, the overall extrudate thickness

is also obtained at the end of the cycle as shown in Figures 4.15-4.16. Figure 4.15 shows the

overall extrudate shape that is controlled by using the nominal H∞ controller while Figure 4.16

depicts the complete extrudate shape which is controlled by using the robust H∞ controller at

different values of x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5, and 3.5. In other words, Figure 4.17 shows

the performance of the closed-loop system using conventional H∞ controller (Figure 4.17a) versus

robust H∞ controller (Figure 4.17b) at x = 3.5. For instance if the tolerance on the extrudate

thickness is assumed to be 5%, using the robust H∞ controller rejects the disturbance dramatically

versus conventional H∞ controller which results in better thickness of the desired thickness profile.

The two controlled systems are compared to each other by calculating the summation of the
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Figure 4.17: Performance of closed-loop system using (a) H∞ controller versus closed-loop system
using (b) robust H∞ controller at x = 3.5

absolute thickness difference of the extrudate at the considered 160 points. Table 4.6 shows the l1

norm of the error versus the location of the sensors at x = 0.125, 0.5, 1, 1.25, 1.75, 2, 2.5, and 3.5

for both systems. Moreover, the improvement of the control system using the robust H∞ controller

over the H∞ controller is described in the last column of Table 4.6. For instance, at the furthest

location from the die x = 3.5, the robust control shows more than 85% improvement compared to

the nominal H∞ controller. Therefore, the robust controller has better performance for the points

further away from the die.

4.4.4 Sensor location

Finally, Figure 4.18 shows the location of the sensors versus the error for the nominal and robust

controllers. The error is the absolute summation l1 norm of the difference between the desired
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Table 4.6: Performance analysis: l1 norm of the end-of-cycle thickness error.
hhhhhhhhhhhhhhhhhSensor location

l1 norm of error
H∞ controller Robust H∞ controller Improvement

x = 0.125 0.0446 0.0486 -0.09%
x = 0.5 0.2167 0.1159 46%
x = 1 0.4399 0.3532 19%

x = 1.25 1.2079 0.4430 63%
x = 1.75 1.37 0.9096 33%

x = 2 1.5617 0.9414 39%
x = 2.5 3.6963 1.5426 58%
x = 3.5 12.8238 1.8112 85%

Figure 4.18: Sensor location versus l1-norm of the error for closed-loop systems using an H∞
controller and robust H∞ controller

extrudate thickness and the controlled extrudate thickness at 160 points mentioned before. It can

be observed that the performance of the control system improves and the error decreases as the

sensor is placed closer to the die. The plant demonstrates shorter delay when the sensor is placed

closer to the die due to the shorter travel distance for the material exiting the die. Moreover, the
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robust H∞ controller provides an advantage over the nominal H∞ controller as the error is decreased

significantly for the sensor locations further away from the die. Ultimately as discussed before, due

to mechanical and physical constraints in the extrusion blow molding machine, the sensor can be

placed further away from the die when the controller is robust.

4.5 Conclusion

In this chapter, a robust H∞ controller in a Smith predictor configuration is proposed to regulate

the extrudate thickness in the presence of disturbances and uncertainties. A low-order model of

the extrusion process explained in Chapter 2 is used to replicate the dynamics of the extrudate

during extrusion. The robust controller is designed in this work to maintain the thickness of the

extrudate when the system is perturbed either by input disturbance or delay uncertainty. In addition,

the performance of the robust H∞ controller is compared to the performance of the nominal H∞

controller in Chapter 3. The summation of the absolute values of the differences between the

desired extrudate thickness and the controlled extrudate thickness is computed at 160 points. As

a consequence, the overall performance of the extrusion process is improved using the robust H∞

controller versus the nominal H∞ controller, specially for the sensor locations further away from

the die. Ultimately, the desired extrudate thickness profile can be maintained using the robust

controller in the presence of uncertainties and disturbances which may improve the manufacturing

quality and reduce the usage of raw materials.
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Chapter 5

Conclusion

Mathematical models such as FEM, and experimental models are generally addressed in the liter-

ature for the extrusion process in blow molding machines with a constant die gap. On the other

hand, the variation of the extrudate thickness during the extrusion process with varying die gap is

rarely discussed in the previous works. Moreover, a low order model is proposed in previous work

from the FEM simulator to reduce the simulation time and cost. This model is obtained by using

the parameter identification method in which the parameters of the model is derived by minimizing

the response between the low order model and the FEM one. This low order model is composed

of delay, nonlinear static function and transient blocks. Moreover, the die gap programming is

done to tune the setpoints for the new model to replicate the extrudate thickness obtained by FEM

model.

The ability to obtain a desired thickness profile of the extrudate is challenging due to different

factors that affect the extrusion process. The suspended extruded sheet may show swelling or

sagging effects once it exits the die. The swelling effect causes the thickness of the extrudate to be

larger than the die opening while the sagging effect causes the thickness to be smaller than the die
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opening. Therefore, an uneven stretching during molding will cause non-uniform thickness along

the extrudate especially for products with complex geometries. In order to reduce these effects in

addition to machine drifts, the feasibility of using the in-cycle controller in EBM is studied in this

work and different controllers are designed for this purpose, accordingly. A summary of the works

done in this thesis is represented in this chapter as well as some recommendations for future work.

5.1 Summary

The works done in this thesis is part of a larger project that focuses on improving the overall

EBM process. Chapter 1 starts with introducing the project overview and the reasons to design the

closed-loop systems for the next generation of fuel systems. In the next section the EBM stages and

NGFS are introduced to describe the formation of the extrudate. Afterwards, the EBM challenges

and solutions to resolve these challenges are described. Moreover, the monitoring and control of

EBM continues to elaborate the state of the technology, and the advantages of using a closed-loop

system in EBM. Afterwards, the modeling techniques are studied which can be used to predict the

extrudate thickness profile. Ultimately, different topologies of controllers are explained in order to

reduce the effects of disturbances and machine drift.

In Chapter 2, a control oriented model is proposed based on the FEM model. The FEM model

proposed in previous work is not suitable for control purposes. It is high order and hence compu-

tationally complex which results in a model that is not applicable for controller design. Moreover,

the FEM model is time consuming and expensive. Therefore, the FEM model is used as a refer-

ence to generate the lower order model thanks to its higher accuracy. The lower order model is

composed of the delay, nonlinear static function and transient blocks. The delay block shows ad-

ditional delay with respect to the input. Moreover, the nonlinear static function depicts the steady

state of the extrudate thickness. In addition, the die gap variation is modelled as a transient block
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to obtain its effects on extrudate thickness during the transition from one value to the other. The

bulging and necking effects appear on the extrudate during the die gap change. In order to capture

these effects in real time, process monitoring and sensor selection are addressed in this chapter.

The laser sensor is used to observe the extrudate thickness during its formation before the molding

stage. This type of sensor can be implemented for in-cycle controller design later on. On the other

hand, the ultrasonic sensor is used to monitor the thickness when the final part is ready in the cool-

ing stage. Therefore, this type of sensor is generally used for cycle-to-cycle control in which the

correction happens in the next cycle.

In Chapter 3, the lower order model explained in Chapter 2 is used as a reference model to

propose a new model that is suitable for the controller design following the Smith predictor tech-

nique. The new model is also composed of the delay, nonlinear static function and transient blocks

with different block orientations. The blocks swap is done for the new model to be used in the

Smith predictor technique. The Smith predictor deals with the systems having large time delays.

In order to use this technique, the part of the model included in the feedback should be delay free.

Therefore, the delay block of the new model is placed after the transient block unlike the original

model. Ultimately, the delay term is removed from the characteristic equation of the closed-loop

system that results in straightforward controller design. Moreover, the sensor is placed below the

die to observe the thickness of the extrudate during its formation. Afterwards, the measured thick-

ness is compared to the reference value. Finally, the controller adjust the die when the thickness

variation is computed to be bigger than 0. To do so, different controllers based on the H∞ method

are designed for different locations of x along the extrudate. In order to assess the controller per-

formance, a constant disturbance is added to the input. The delay is computed for the different

points below the die using the transport equation. The delay increases as the sensor is placed fur-

ther away from the die. The delay is input-dependent and the added constant input disturbance
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causes more complexity in controller design. In addition, the closed-loop, open-loop, and open-

loop with disturbance systems are compared to each other by calculating the l1 norm error of the

extrudate thickness. Ultimately, the closed-loop system performs better in term of the amount of

error compared to the open-loop system in case of disturbances and machine drift.

As mentioned in Chapter 3, the delay increases for the points further away from the die. In

addition, the blocks swap of the original model causes additional uncertainty for the delay. Hence,

an uncertainty analysis is done in Chapter 4 to obtain the amount of delay uncertainty. In order

to apply the uncertainty in the controller design, the output multiplicative uncertainty technique is

used to model the delay uncertainty. In addition, the robust H∞ controller is designed for different

locations of x, accordingly. In order to have a fair comparison of the closed-loop systems in Chapter

3 and 4, the constant disturbance is added to the input as well. The open-loop, the open-loop with

disturbance, and the closed-loop systems using H∞ and robust H∞ controllers are compared to each

other. The results obtained in Chapter 4 justify that the performance is improved significantly for

the robust H∞ controller compared to the nominal H∞ controller especially for the points further

away from the die. Moreover, sensor placement is studied in this chapter to find the best location

for the sensor. Due to mechanical and physical constraints such as mold-sensor or die-sensor

clearances, using the robust control helps to have more options for the sensor location. For instance,

the sensor can be placed further away from the die where the robust controller shows acceptable

results compared to the other systems.

5.2 Contributions to knowledge

Compared to traditional fuel tank systems, the NGFS (featuring slit dies) is an emerging tech-

nology that is better aligned with the ongoing efforts to combat climate change. There is a very

limited number of studies in the scientific literature on twin-sheet extrusion, and even less so on
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the development of in cycle control systems for this technology. Based on the results presented

in chapter 3 and 4, the proposed control systems for the NGFS have a great potential to advance

knowledge in the field of in cycle process control for fuel tank manufacturing in the automotive

industry. Moreover, the next generation of fuel systems (NGFS) is a relatively new technology

with the potential of reducing the environmental impact of leaks from fuel tanks. The proposed

in-cycle controllers can greatly contribute to minimizing materials waste in EBM and the polymer

processing technique used for the NGFS while reducing the production cost of fuel tanks. This

is the first time that a complex optimal H∞ controller method has been performed in the real-time

control of the blow molding process. In addition, the delay uncertainty analysis studied in Chap-

ter 4 is novel in the EBM process and can be compensated with the proposed Smith Predictor

configuration technique joined with the robust H∞ controller.

5.3 Future work

In this section, some recommendations are suggested to improve the overall performance of the

EBM process in the future. For the modeling part, the sagging effect is not considered in developing

the FEM model. The sagging effect is due to gravity which may cause the extrudate thickness to

be smaller than the die opening. In addition, the FEM model is developed based on the Newtonian

fluid in which the viscosity is assumed as a linear parameter. In future work, a non-Newtonian

fluid can be considered in the simulation setup to improve the FEM model. On the other hand,

with respect to the low order model for the control design, the parameters of the transient system

are not defined. In other words, the relationship between the fluid type, temperature, viscosity,

etc. with the parameters of the control oriented model are not discussed in this work. Taking into

consideration these relationships could help to understand the effect of the parameters on the model

better which may result in a more reliable controller.
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As mentioned before, the low order model that is found by a parameter identification method

is suitable for the controller design. In this work, the H∞ and the robust H∞ controllers are de-

signed and compared to each other. The time delay term of the model is considered as a uncertain

parameter. Using the Smith predictor, it is possible to compensate for the delay in the controller de-

sign. As mentioned above, the low order model can be developed to find the relationships between

the parameters and physical phenomena which results in knowing the uncertainty sources better.

Therefore, by knowing the source of uncertainties, the robust controller design may be improved

to cover the other uncertain parameters, accordingly. Moreover, the delay term may be considered

as a parameter which is varying over time. Therefore, the linear parameter varying technique in the

control design may be another solution to approach such problems where the systems are having

large varying delays.

In Chapter 2, the ultrasonic sensor is studied in the cooling stage which can be used for the

quality control process. Having the low-order model and ultrasonic sensor, cycle-to-cycle con-

trollers can be proposed to improve the quality of the products in the next cycles. For example,

terminal iterative learning control (TILC) and space mapping techniques are studied in the litera-

ture which may be applicable for the cycle-to-cycle problem. With implementing such a sensor it is

possible to optimize the die gap programming with few trials. Moreover, the laser sensor which is

demonstrated in Chapter 2 can be used in the real EBM machine to collect the extrudate thickness

data with respect to different inputs in various environmental conditions. The collected data can

be used in machine learning applications to derive the process model. Furthermore, using the laser

sensor and real time industrial processors, it may be possible to implement the closed-loop system

on a real EBM machine to have consistent production with less wasted time and fewer scrapped

parts.
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