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Abstraet

CUnieal Predicton orDeep Vein Thrombosis in Patients with Leg Symptoms

Background: Deep vein thrombosis (DVT) is a common condition with significant

mortality and morbidity. Proximal DVT is more often associated with pulmonary

embolism and the post-phlebitic syndrome than calf DVT. Identifying which clinical

variables predict DVT and proximal DVT could be useful for the effective targeting of

diagnostic tests for DVT.

Purpose: To determine, in patients presenting with leg symptoms, which clinical variables

best predict 1) .DVT and 2) proximal DVT. To estimate the probability ofDVT in an

individual presenting with a particular grouping ofthese variables.

Methods: Desi~: A diagnostic test study design was used to develop a elinical prediction

index. Setting: University teaching hospital inpatient and outpatient departmentS.

Population: A series of271 patients undergoing diagnostic procedures for a tirst episode

ofclinically suspected DVT at the Montreal General Hospital in 1989-90. Cases (n=73)

were patients with DVT diagnosed by contrast venography (CV) (n=68), or ifcontrast

venography couId not be performed, by impedance plethysmography (IPG) (n=5).

Controls (n=198) were patients from the same population who were free ofDVT by CV

(n=86) or IPO (0=112). Among cases, 52 patients (71%) had proximal DVT.

Measurements: At baseline, information was coUected on the following variables: age, sex,

medical and surgical history, trauma and immobilization, and symptoms and signs.

Statistical analysis: Case-control analysis, where cases were patients with DVT (primary

analysis) or proximal DVT (secondary analysis). The univariate analysis identified

individual variables associated with case status. The multivariate analysis used logistic

regression with Bayesian model selection strategies to estimate a model that best predicted

case status. The model was used to develop a clinical prediction index for DVT.

Results: Male sex, orthopedie surgery, and warmth and superficial venous dilation on

exam were independent predictors ofDVT (adjusted odds ratios and 95% confidence
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intervals 2.8 [1.5, 5.1], 5.4 [2.2, 13.6],2.1[1.2,3.9] and 2.9 [1.4, 5.7], respeetively) and

proximal DVT (adjusted odds ratios 2.4 [1.2,4.8],4.1 [1.4, 12.3], 2.3 [1.2, 4.7] and 3.4

[1.6, 7.0], respectively) . A clinical prediction index that categorized patients into different

levels ofDVT risk was created, and its ROC curve showed moderate predictive ability.

No single cutoffpoint was ideal in terms ofdesired sensitivity and specificity, however the

index was useful in a strategy aimed to limit the need for contrast venography in patients

with suspected DVT. Using this strategy, 78% ofstudy patients could have'avoided

contrast venography.

Conclusions: Male sex, orthopedie surgery, warmth and superficial venous dilation are

independent predictors ofDVT and proximal DVT. In this population, a clinical prediction

index that included these predictors was useful in choosing the optimal diagnostic test for

patients with suspected DVT. This index should he evaluated prospectively in a larger

population.
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Abrégé

Prédicteurs Cliniques De La Thromboplébite Chez Le Patient Avec

Des Symptômes Aux Jambes

Introduction: Les thrombophlébites profondes sont fréquentes et elles sont une cause

importante de mortalité et de morbidité. Les thrombophlébites proximales sont plus

souvent la cause d'embolie pulmonaire et du syndrôme post-phlébitique que la

thrombophlébite au mollet. L'identification de variables cliniques capables de prédire le

dévelopement de ces différents types de thrombophlébite pourrait être utile pour

déterminer quel test utiliser pour fins diagnostiques.

Objectifs: Identifier, chez les patients se présentant avec des symptômes aux jambes, les

variables cliniques qui prédisent le mieux 1) le dévelopement des thrombophlébites en

général et 2) le dévelopement des thrombophlébites proximales en particulier. Estimer la

probabilité d'une thrombophlébite chez un individu qui se présente avec un groupe

particulier de ces variables.

Methodes: Tne d'étude: Étude de test diagnostic dans le but de développer un index

predictifclinique. Lieu de l'étude: Départements ambulatoires et hospitaliers d'un hôpital

d'enseignement universitaire. Population: Un groupe de 271 patients ayant eu des

procédures diagnostiques pour une première manifestation d'une thrombophlébite possible

qui se sont présentés à l'Hôpital général de Montréal. Les cas (n=73) sont les patients

avec un diagnosis de thrombophlébite tel que déterminé par un venogramme de contraste

(n=68), ou, si ce dernier ne pouvait être fait, par pléthysmographie d'impédance (n=5).

Les témoins (n=198) sont les patients venant de la même population qui n'avaient pas de

thrombophlébite tel que déterminé soit à l'aide d'un venogramme (n= 86) ou d'une

pléthysmographie (n=112). Parmi les cas, 52 patients (71%) souftTaient d'une

thrombophlébite proximale. Mesures: Les variables suivantes ont été documentées: age,

sexe, histoire médicale et chirurgicale, de trauma et d'immobilisation et symptômes et
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signes. Analyse Statistique: Dans l'analyse première, les cas comprennent tous les patients

avec une thrombophlébite et dans l'analyse secondaire seulement les cas avec une

thrombophlébite proximale sont inclus. L'analyse univariée aide à identifier les variables

associées au status de cas. Tandis que l'analyse multivariée consiste en une régression

logistique utilisant une stratégie de sélection de Bayes pour identifier le modèle qui prédit

le mieux le status de cas. Ce modèle est utilisé pour construire un index clinique pour

prédire la présence d'une thrombophlébite.

Resultats: Le sexe mâle, avoir subi une chirurgie orthopédique et de la chaleur ainsi

qu'une dilatation des veines superficielles à l'examen physique étaient indépendamment

associés avec la présence d'une thrombophlébite (odds ratios ajustés et intervales de

confiance de 95%: 2.8 (1.5-5.1), 5.4 (2.2-13.6), 2.1 (1.2-3.9) et 2.9 (1.4-5.7),

respectivement et avec la présence d'une thrombophlébite proximale (2.4 (1.2-4.8), 4.1

(1.4-12.3),2.3 (1.2-4.7) et 3.4 (1.6-7.0), respectivement. L'index clinique de prédiction

catégorisant les patients dans différents niveaux de risque fut crée et la courbe receveur­

opérateur a demontré une abilité à prédire le diagnostique. Aucun point n'était idéal en ce

qui a trait à la sensitivité et à la specificite. Cependant, l'index s'est avéré utile comme

stratégie ayant pour but de limiter l'utilisation d'un venogramme chez les patients avec

une thrombophlébite possible. En utilisant cette stratégie, un venogramme peut être évité

chez 78% de ces patients.

Conclusions: Le sexe mâle, avoir subi une chirurgie orthopédique et de la chaleur ainsi

qu'une dilatation des veines superficielles à l'examen physique sont des prédicteurs

indépendants de la présence de la thrombophlébite en général et de la présence d'une

thrombophlébite proximale en particulier. Dans cette population, un index clinique de

prédiction incluant ces prédicteurs était utile pour choisir le meilleur test diagnostique

pour les patients chez qui l'on suspecte une thrombophlébite. Cet index devrait être

évalué prospectivement dans une plus grande population.
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Preface

Thromboembolic disease, an area ofMedicine which encompasses deep vein

thrombosis and pulmonary embolism, has been the subject ofan explosion ofresearch in

the last 10-15 years, with new developments in (a) classification (e.g. the recognition that

deep vein thrombosis and pulmonary embolus are both located on the same disease

process continuum), (b) etiology (e.g. the identification ofrisk factors for the disease,

including the hypercoagulable states), (c) diagnosis (e.g. development and validation of

non-invasive tests), (d) prevention (e.g. preventive anticoagulation which has been shown

to be both safe and effective for high.risk groups) and (e) treatment (e.g. the development

and use oflow-molecular weight heparin compounds). Despite these impressive advances,

however, numerous questions continue to surround this disease, and more research is

required to answer them.

In responding to this need, 1believe that the present projeet represents a

particularly good fit between 'ihe researcher" and '~he researched". As an intemist, 1 have

had a long-standing clinical interest in thromboembolic disease. More recently, as a

candidate for a Masters degree in Epidemiology and Biostatistics, 1have found myself

drawn toward the study ofthis challenging disease, a disease which not ooly intersects

with so many Medical subspecialties (hematology, cardiology, and vascular Medicine, to

name a few), but is also highly significant in terms ofits international prevalence and its

impact on affected individuals.

v



Co" Acknowledgments

1wish ta acknowledge the excellent guidance ofmy thesis supervisors, Dr. Lucien

Abenhaim and Dr. Lawrence Joseph. 1thank Dr. Abenhaim for his mentorship aver the

past three years, and for helping me leam how to see the forest for the trees. 1 am grateful

to Dr. Joseph for encouraging me to take ownership ofmy statistical analysis, thereby

ensuring a basic level ofcompetence in biostatistics that will serve me weil in the future.

1thank Dr. Jacques Leclerc for providing me with the database that allowed me to

undertake this warle, and for his helpful comments in the early planning stages ofthis

project. 1also thank my colleague and husband Dr. Michael Libman for his helpful critique

ofparts ofthis work.

1am grateful to my mother, Joan Kahn, for teaching me by example that learning

is a lifelong pursuit, and for a1ways encouraging my academic explorations. FinaIly, this

work would not have been possible without the support and good humor ofthe four men

in my Iife: Michael, Max, EIi, and Benjamin.

VI



(

Table of Contents

Abstract ;
Abrégé ;i;
Preface v
Acknowledgments v;

1. IDtrodumolL " 1

2. Literatu.re Review. _ , 6

2.1. INCIDENCE OF DEEP VEIN THROlMBOSIS 6
2.1.1. Methodologica/ difficulties 6
2.1.2. Incidence studies. 7

2.2. RIsKFACTORS FORDEEPVEINTHROl\tfBOSIS 9
2.2.1. Surgica/ Patients.. 9

Ortho,pedic surgery 9
Trauma 10
General abdominal and otller surgeries. 10
Anesthesia Il

2.2.2. Medical Patients 11
Malignancy. 11
Intensive cale 1'8tients. 12
Myocardia1 infarction and ischemic stroke 12

2.2.3. Other risbfor DJI7: 12
Age 12
Gender 13
Immobilization 13

~~e:~u:~::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::~~
Oral contraceptive use. 14
Blood abnormaIities 14
C>ther risb : 15

2.2.4. Practical applications ofrisk data 15
2.3. ))JAONOSISOF DVf 16

2.3.1. Tests used to diagnose DVI'. 16
Contrast venography (CV) 17
ImJ]edance plethysmography (IPG) 18
Compression ultrasonography (CUS) 19
125 I-Fibrinogen leg scanning (FLS) 20
Other tests 21

2.3.2. Clinical symptoms andsigns oIDvr 21
2.3.3. C/inical prediction indices. 25

Methodological considerations. 25
Published clinical prediction indices for DV'I' 26

CHAPTER 2: TABLES 33

3. Metbocls. ....-..-._ 41

3.1. IPG-eVSIuDy 41
3./.1. IPG-CVStudy population 41

Patients screened 41
Exclusion criteria 41

3.1.2. Study protocol 43
3.2. croDsnIDy 45



C·
3.2.1. Study population 45

Exclusion criteria 45
Definition ofconfirmed diagnoses ("cases'~} 45
Definition ofnon-confinned diagnoses ("controls~'.) 46
Potential for misclassification 47
Adequacy of follow-up ofstudy population 47

3.2.2. Outcome variab/es 48
3.2.3. Predictor variables 48

Demographie information 48
Baseline·health status. 48
Clinical symptoms. 48
Clinical sigIlS 49

3.2.4. Ethical considerations 49 .
3.2.5. Sample size ca/cu/ation 49
3.2.6. StatistiCll/ analysis 50

Univariate (simple) analysis 50
Bivariate (stratified) anaIysis 51
Multivariate analysis 52

CllAPTER3: flOURES ANDTABLES 55

4. ReluIts l'' ••••••• T' Il III'" 11 64

(

4.1.~y AN'ALySIS 65
4.1.1. Univariale ana/ysis 65
4.1.2. Bivariate analysis 71
4.1.3. Mu/tivariale analysis 78

4.2. SECONDARYAN~ysls 84
4.2.1. Secondary analysis: Univariate ana/ysis 85
4.2.2. Secondary analysis: Bivariate Qna/ysis 88
4.2.3. Secondary ana/ysis: Mu/livariate analysis 89

4.3. CLmICAI. PREDICTION INDEX 92

5. Disc:ussio "1" ur Il • et r 1 et '1111 "U, ""' , lIlb '6

5.1. OvERVIEW OF IMPORTANT FlNDINGs 96
5.1.1. Simple analyses 96
5.1.2. Logistic regression QIIa/ysis 1Dl
5.1.3. C/inicalprediction index 103

5.2. Sn.IDY' LIMITATIONS 108
5.2.1. Internai validity 108

Selection bias 108
Misclassification bias 109
Confounding bias 110

5.3. O:>NCLUSIONS 111

6. Bib6ograpby II' • 113



(.

(

List of figures, tables and graphs

Chapter 1

Figure 1. Anatomy of the deep venous system of the les, posterior vie.w : 5

Chapter 2

Table 2.1. Incidence of VTE by risk group in surgery patients. 15
Table 2.2. Wells' a priori prediction index. : 31
Table 2.3. Accuracy of Wells' index for the prediction ofDV:I 32

Table 28. Diagnostic tests for DVT: summary ofproperties and indications for use 34
Table 2b. Studies on the diagnostic accuracy ofclinical symptoms and signs of D\r.r. 35
Table 2c. Clinical prediction indices for the diagnosis ofDVI 38
Table 2d Adherence ofpublished clinical prediction indices to methodological standards for

clinical prediction rules. 40

Chapter3

Figure 3.1. IPG-CV Snmy: stud}" flow cbart 56

Table 3a. Exclusion criteria for IPG-CV study (total nomber ofpatients excluded=7LQ) 57
Table 3b. Mean age and sex distribution ofpatients included and excluded for IPG-eV study (total

screened=1034) 57

Figure 3.2. Flowchan iIlustrating assembly of Clinical Predietors ofDVT (CPOD) study populatioD. 58

Table 3c. CPOD STUDY POPULATION: definition ofCASES, n=73. S9
Table 3d CPOD STUDY POPULATION: definition of CONTROLS, n=198 59
Table 3e. Reasons for exclusion ofpatients from CPOD~ 60
Table 3f. croo study: outcome variables 61
Table 3g. COOD study: predietor variables- demographic 61
Table 3h. CPOD stUdy: predietor variables- baseline health status 62
Table 3i. CPOO study: predictor variables- clinica1 symptoms 62
Table 3j. CPOD study: predietor variables- clinical sigus. 63

Chapter4

Table 4.1. Comparison ofCPOD study subjects vs. patients excluded from study. 64
Table 4.2. IPG-CV subjects with technically adequate vs. inadequate contrast venography (C~ 65
Table 4.3. Demographic data in cases and controls 65
Table 4.4. Active medica1 disease in cases and oontrols. 66
Table 4.5. Recent leg trauma and immobilization in cases and controls 67
Table 4.6. Cancer in cases and controls 67
Table 4.7. Recent surgery, and type, in cases and control& 68
Table 4.8. Type and. duration ofsymptoms in cases and controls. 69
Table 4.9. Clinical signs in·cases and controls. 70
Table 4.10. Accuracy ofindividual predidorvariables for the diagnosis ofDV:I 71
Table 4.11. Spearman's rank correlation for variables with1 r 1 2: .2 72
Table 4.12. Selected variables in those onder 65 compared to those over 65 73
Table 4.13. Selectedvariables in males colJll)al'ed ta females. 73



(

Table 4.14. Selected variables in inpatients compared to outpatients 74
Table 4.15. Selected variabl~ in patients with and without orthopedie surgel)' 75
Table 4.16. Selected variables in patients with and without trauma. 75
Table 4.17. SVD in cases and controlst stratifiedby sex 77
Table 4.18: Four MOst likely models generated by bie.logitt S-plus 78
Table 4.19. Grades ofevidence for one model against another 79
Table 4.20. Madel A 80
Table 4.21. Model B 80
Table 4.22. Goodness offit analysis: Predietedprobability ofDVTvs. that observe4 82

by covariate pattem 82

Graph 1. Demographie variables b.Y DVT sîte. 84
Graph 2. SurgelYt trauma and immobilization by DVT site 84
Graph 3. Clinical signs by D'VT site 85

Table 4.23. Secondary analysis. Demographie data in cases and controls. 85
Table 4.24. Secondary analysis. Recent leg trauma and immobilization in cases and contmls 86
Table 4.25. Secondary analysis. Recent surgeryt and typet in cases and controls 86
Table 4.26. Secondary analysis. Type and duration ofsymptoms in cases and controls 87
Table 4.27. Secondary analysis. Clinical signs in cases and contro1& 87
Table 4.28. Secondary analysis. Accuracy of individual predictor variables for the diagnosis ofDVI 88
Table 4.29. Secondary analysis. S('e3l'DIaD'S rank. correlation. 88
Table 4.30. Secondary analysis. SVD in cases and controlst stratified by sex. 89
Table 4.31. Model C: best model by BIC criterion, secondary analysis 90
Table 4.32. Madel D 90
Table 4.33. Secondary analysis. Goodness offit: predieted probability ofDVT vs. that obsenred,

by covariate pattem 91
Table 4.34. DVT and proximal DVT vs. number ofpredietors present 93

Graph4 93

Table 4.35. Clinical prediction index: test cbaracteristics ofdifferent CUloitpoints. 94

Graph 5 9S



(

..

1. Introduction

In this thesis 1have undertaken to study the various symptorns, signs and baseline

characteristics by means ofwhich a physician is able to distinguish between patients who

have a deep vein thrombosis and those who do not. By way ofintroducing this study, 1

shall review sorne ofthe basic aspects ofvenous thromboembolic disease or VTE, which

is an "umbrella" term that includes both deep vein thrombosis (DVT) and pulmonary

embolism (PE).

DVT refers to the presence ofblood clot in the lumen of the deep veins ofthe

body. It is a common condition which typical1y oceurs in the veins ofthe legs. Less

typically, it may also involve the veins ofthe atm, the brain, and the abdomen. As a

consequence ofthe complete or partial obstruction ofthe vein by clot, DVT May produce

a variety ofacute, localized symptoms and signs, such as pain, swelling and redness. DVT,

however, can also be silent.

DVT ofthe ca1fveins affects the peroneal or posterior tibial veins ofthe calf. DVT

ofthe proximal veins affects the popliteal, superficial femoral, common fernoral, external

iliac or common iliac veins (see Figure 1, end ofchapter). CalfDVT may undergo

spontaneous lysis, MaY scar down within the calfvessels, or may extend proximally.

Untreated calfDVT extends to the proximal veins with a rate of25-300,fu (1-3).

PE is a Iife-threatening complication ofDVT. It oceurs when a fragment ofclot in

the deep vein breaks offand travels (embolizes) ioto the pulmonary circulation. Ifthe

embolus is large, respiratory failure, cardiac fallure and sudden death can occur. Smaller

PE may cause breathlessness, hypoxia, or May also be silent. In rare cases, chronic

multiple pulmonary emboli can oceur, which ultimately lead to pulmonary hypertension

and right heart failure. Proximal DVT ~oexists with or leads to PE in approximately 5()o,4

ofthe cases, with an associated 25% mortality, whereas calfDVT rarely leads ta

symptomatic PB, but may be associated with asymptomatict cünically unimportant PE in

20% ofcases (4,5).

Accurate and timely diagnosis and treatment ofDVT are important. Barly

1



treatment ofDVT with anticoagulants has been demonstrated to (a) reduce the incidence

ofpulmonary embolism and its associated mortality (6,7); (b) reüeve acute symptoms in

the leg; and (c) prevent extension ofDVT from calfveins to more proximal veins. This

latter etrect oftreatment avoids the worsening of symptoms, reduces the incidence of

pubnonary embolus, and limits the extent ofvein wall damage which, over tïme, can lead

to chronic venous insufficieney, also referred to as the post-phlebitie syndrome. Ensuring

an adequate duration oftreatment (e.g. 3-6 months) prevents early recurrence ofDVT (8)

and May decrease the incidence ofthe post-phlebitic syndrome. Failure to diagnose and

treat DVT can lead to chronie pulmonary thromboembolic disease, pulmonary

hypertension and right heart failure.

Equally important to diagnosing DVT in patients with the disease is correctly

identifying those who do Dot have DVT. The implication ofa diagnosis ofDVT is

generally a 7-10 day hospitalization for administration ofintravenous anticoagulation,

followed by oral anticoagulation for at least six weeks and sometimes for life. Intravenous

heparin anticoagulation is associated with a 5% risk ofbleeding (9). Oral anticoagulation

is associated with a 5..20% risk ofbleeding (9) and requires frequent blood test

monitoring and clinic visits. Also, because prior DVT is an important risk factor for future

DVT, falsely labeling a patient with tms diagnosis will result in need1ess anxiety and

unnecessary tests each time he experiences leg symptoms. Furthermore, a false positive

diagnosis ofDVT in the case of women ofchildbearing age bas special implications, for it

is currently considered prudent, as a preventive measure, to treat women who have had a

previous DVT with injected anticoagulants during pregnancy, a time ofrelative high risk

for VTE disease. Not only is this inconvenient and uncomfortable, but it is also associated

with complications both in the short-tenD, 80ch as bleeding, and in the long-terro, such as

osteoporosis (10). One cao appreciate, therefore, that correct classification ofpatients

presenting with symptoms ofDVT is important.

A diagnosis ofDVT is achieved via a variety ofinvasive and non..invasive tests.

Contrast venography (CV), which requires injection ofcontrast dye into a vein ofthe

affected limb, is considered to be the reference test or "gold standard" for the diagnosis of

DVT. However, its limitations inc1ude the potential to cause adverse reactions, its

2



invasiveness, and its cost.

Owing to these constraints, there has been an increasing interest over the past 20

years in the development ofnon-invasive methods to diagnose DVT. These include

impedance plethysmography (!PG) and duplex compression u1trasonography (CUS).

Aside from the obvious advantage ofbeing non-invasive, these tests, when compared to

CV, are both lower in cost and easier to apply. Their disadvantages, however, are their

inability to visualize the entire venous system ofthe limb, the dependence oftest

performance on the operator, the lack oftest availability in certain centers, and for some,

the need for seriai testing in the case ofa negative result.

Symptoms suggestive ofDVT are extremely common in the general population,

and have a multitude ofpossible causes. By estimating the pre-test probability ofDVT in

an individual patient with leg symptoms, therefore, the choice and interpretation of

diagnostic tests, as weil as the subsequent decision-making regarding treatment, is likely to

be greatly assisted. 8uch pre-test estimations would also help ensure the most rational and

cost-effective use ofdiagnostic tests for DVT.

The set of issues generated abave have prompted the folloWÎng research questions,

each ofwhich will be addressed in this thesis:

A. In patients presenting with leg symptoms suggestive ofDVT, which clinica1

variables at baseline prediet the presence ofdeep vein thrombosis?

B. Amang the clinical variables, which ifany are particularly useful in predicting

proximal vein DVT?

C. In an individual presenting with a particular grouping ofthese variables, can

one accurately estirnate the probability ofdeep vein thrombosis?

These questions were investigated within a pre-assembled series ofpatients, ail of

whom had participated in a randomized clinical trial in which the use ofIPG and CV were

compared in relation to their effectiveness in diagnosing DVT (lPG-CV study). At study

3



entry, information on a number ofclinical variables was collected. Using a case-control

analysis 1studied the relationship ofthese clinical variables to the outcome. The primary

outcome ofinterest was any DVT, and the secondary outcome ofinterest was proximal

DVT. 1then developed a predictive model to estimate the probabillty ofDVT in an

individual patient presenting with suspected DVT.

4



Figure 1. An.tomy 01 the deep venous system of the leg, posterior view
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2. Literature Review

This selective review of the literature ofvenous thromboembolic disease will focus

on the incidence and known risk factors for DY'f, the test characteristics ofdiagnostic

tests for DVT, and the accuracy ofboth clinical symptoms and signs and published clinical

prediction models for the diagnosis ofDVT. This is the background required for the

chapters to foUow.

2.1. Incidence ofdeep vein thrombos;s

2.1.1. Methodological difficulties

The troe incidence ofDVT in the population is difficult to assess for a number of

reasons. Autopsy studies have not been useful in detennining the frequency ofDVT since

DVTs themselves are not often fatal. AIso, autopsy rates in general are low and

overrepresent unusual cases. Most studies looking at DVT incidence have been performed

in hospitalized patients, which overestimates the general incidence for two main reasons:

hospitalized patients are at higher risk for DVT for a variety ofreasons (see below), and in

Many ofthese studies, tests for DVT were performed in the absence ofsymptoms

suggestive ofDVT. It is uncertain how many ofthese subclinical DVTs would have

become symptomatic and reached medical attention had they not been actively sought out.

Older community-based studies relied on clinical symptoms and signs to diagnose

DVT, without the benefit ofobjeetive testing. This was problematic because less than half

ofpatients suspected ofhaving DVT had the diagnosis confirmed when objective tests

were performed (12). Conversely, since symptoms cao be vague or even absent, DVT may

be underdiagnosed, especially among outpatients. Thus, clinical diagnosis may both

overestimate and underestimate the true incidence ofDVT. Ideally, for symptomatic DVT,

one would need a totally captive population with 1000J'o referral for suspeeted DVT using

objective tests sucb as venography, IPG or eus. For the diagnosis ofasymptomatic DVT,

however, these tests, although reasonably accurate, are too costly to use for mass

surveillance ofoutpatients at low risk for DVT.
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2.1.2. Incidence studies

In the Tecumseh Health study (1973), an l1-year longitudinal study ofhealthy

individuals conducted in Tecumseh, Michigan using data provided by history and physical

examinatioD, estimates ofthe incidence ofDVT were approximately 10.0 and 14.8 per

10,00040-49 year oid wornen and men respeetively, which increased to 31.0 and 49.9 per

10,00070-79 year-old women and men respectively (13). The main weakness ofthis study

was the unavailability ofobjective testing, with complete reliance on clinical diagnosis.

In the United States, data from Vital Statistics and from the National Hospital

Discharge survey, both based on hospital discharge diagnoses from 1970-1985, showed an

age-adjusted rate for DVT (encompassing phlebitis and thrombophlebitis) of79 per

100,000 and that for PE of51 per 100,000 (14). Due to the method ofdata collection, it is

not known how Many ofthese were objectively verified with diagnostic testing.

A community-wide study conducted in 16 short-stay hospitals in Worcester,

Massachusetts that has a catchment area ofalmost 400,000 predominantly white

individuals retrospectively examined the incidence and case-fatality rates ofDVT and PE

in hospitalized patients over an 18 month period (15). Ascertainment ofoutcome was

achieved by the use ofInternational Classification ofDisease codes that were likely to

encompass MOst hospital-diagnosed venous thromboembolic conditions, with individual

review ofchans for objective diagnosis ofDVT or PE, which was documented in 84% of

cases with DVT and 61% ofcases with PE.

The annual incidence ofDVT was 48 per 100,000, while the incidence ofPE with

or without DVT was 23 per 100,000. Rates were higher in men tban wome~ and

increased with age. In-hospital case-fatality rates for DVT and PE were 5% and 23%

respectively. The study ooly examined data from short-stay hospitals, hence cases arlsing

ftom long-term facilities, rehabilitation centers and the general out-patient community

were excluded, as were asymptomatic patients who did not seek medical attention. The

authors estimate that there are approximately 170,000 patients with first-tïme VTE and

90,000 cases ofrecurrent VTE treated in short-stay hospitals in the U.S. each year,

resulting in a minimum of 13,000 deaths each year. Byextrapolation, and taking ioto

account the almost certain underestimation ofthe true incidence ofVTE, this Iikely
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represents 600,000 cases in the general population overall.

A similar survey looked at the incidence ofDVT in the region served by Malmo

General Hospital in Sweden, which represented a population base of281,000 people (16).

This study also relied on hospital...based diagnoses, used a positive contrast venogram ta

define outcome and was thus oriented to symptomatic DVT, 50 cannat he called a true

population survey. However, there was onlyone department at one hospital performing

venography, and the patient population included both inpatients and referred outpatients,

hence the figures for symptomatic DVT were likely to be quite accurate. The incidence of

DVT was 160 cases per 100,000 per year, which included recurrent cases and cases

associated with PE. Incidence rates increased with increasing age, but there was no

difference in incidence rates between men and women.

Finally, a study of a random 5% sample ofMedicare claims in the U.S. over a 3­

year period identified ail cases ofDVT and PB in the elderly using International

Classification ofDisease (ICD) codes pertaining to the diagnosis and treatment ofVTE

(17). Annual incidence rates ofDVT were 180 per 100,000 at age 65...69, which increased

to 310 per 100,000 at age 85-89.

The studies described above considered mostly hospital...related cases. It is not

possible from the data provided to accurately estimate the incidence ofDVT in the general

population. However, these studies convincingly show that venous thromboembolic

disease is a significant hea1th problem which affects ail ages and which exacts considerable

morbidity and mortality.

VTE is also a costly problem. The total cost per patient for a correct diagnosis by

venography and subsequent treatment ofDVT was estimated at approximately $5,000 in

1980 Canadian doUars, a figure which would now be at least $10,000 (18). This figure

does not include costs incurred by the estimated 40-S00A» ofDVT patients who develop

long-term sequelae such as the post-phIebitic syndrome (19).
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2.2. Riskfactors for deep vein thrombosis

The etiology ofDVT can still best be conceptualized by Virchows triad, described

in 1860, which delineates the pathophysiological factors which promote the development

ofvenous thrombosis, namely vein wall damage, stasis, and hypercoagulability. For

example, hip surgery which causes vein wall damage may result in DVT. Prolonged

bedrest or car travel, via insufficient pumping action ofthe calfmuscles, leads to stasis of

blood in the deep veins which can promote DVT. Finally, hypercoasulability, as occurs

with certain cancers, medications such as estrogen, and inherited abnonnalities ofthe

intrinsic blood anticoagulant system may lead to DVT. In sorne cases, DVT may be

caused by combinations ofthese factors, for example in pregnancy, where stasis due to

pressure ofthe enlarging uterus on the iliac veins and hypercoagulability due to the effects

ofhigh estrogen levels occur together. In other cases, no particu1ar risk factor for the

development ofDVT can be identified.

Most studies on risk factors for DVT have been conducted in hospitalized patients,

in whom the incidence ofDVT and patient cbaraeteristics are more easily detennined than

in the community, since objective tests are more readily available and clinical and

laboratory infonnation is closer at hand. Much epidemiological information has been

provided by the numerous published clinica1 trials on the primary prevention ofDVT in

high risk situations, which have prospectively assessed the risk ofDVT in selected hospital

populations using strict diagnostic criteria. However, there bas been difficulty in

identifying individual risk factors, sinee hospitalized patients are a disparate group with

multiple underlying pathologies and numerous potential risk factors for DVT, sorne

iatrogenic, which may interaet with or confound one another. Nonetheless, among

hospitalized patients, the following groups have identified themselves as being at increased

risk for DVT:

2.2.1. Surgical Patients

Orthopedie surgety

Patients undergoing major orthopedic surgery ofthe lower extremity represent the
9



highest operative risk group for DVT and PE. Pooled data from prospective clinical trials

ofthromboprophylaxis that required mandatory post-operative venography have shown

that among patients in the untreated or placebo arms:. there was a 51% incidence ofDVT

after total hip replacement, a 71% incidence after total knee replacement:. and a 48% .

incidence after hip fracture surgery..The rates ofproximal DVT in the above groups were

23-36%, 9-20%:. and 17-36% respectively, and offatal PE 3.4-6%:. 0.7%; and 3.6-12.90A»

respectively (20). The high rates in these patients reflect the presence ofnumerous

underlying factors that promote the development ofDVT, namely immobility:. vessel

injury, and activation ofcoagulation pathways.

Trauma

Interpretation ofthe literature on DVT incidence in trauma patients is difficult

because ofthe higb proportion oftrauma patients with hip or lower extremity fractures,

and the overall beterogeneity oftbis group ofpatients.

In a recent large prospective study ofpatients admitted to a regional trauma unit in

Toronto:. DVT was diagnosed by venography in 201 out of349 patients (58%):. only 3 of

whom had clinical features suggestive ofDVT. The rate ofDVT was 69'A» in those with

lower extremity fractures:. but there was still a 50% incidence ofDVT in trauma patients

whose injury only involved the chest, face or abdomen. Independent risk factors for DVT

among the study group were older age, blood transfusion, surgery:. fracture ofthe femur

or tibia, and spinal cord injury (21).

General abdominal and other surgeries

Approximately 25-30% ofpatients undergoing elective major abdominal surgery

show post-operative evidence ofDVT when surveyed by seriai 125 1fibrinogen leg

scanning (FLS):. a technique which is sensitive to calfand low proximal DVT but

insensitive to higb proximal DVT. In pooled data from trials where DVT diagnosed by

FLS was confirmed with venography, this incidence rate was closer to 20% (20). For

unclear reasons, the DVT incidence in North American trials is about one halfthat of

European trials. Overall:. in North American studies, among general surgery patients, the

incidence ofany DVT was 16%:. proximal DVT ?GA., PE 1.6%, and fatal PE O.90A». The
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more serious endpoints are likely underestimated, since Most patients received

anticoagulant treatment as soon as the surveillance test became positive (20).

Patients undergoing surgery for malignant disease have higher DVT rates than

those without malignant disease (20). Among patients undergoing urologie surgery, data

collated ftom seven trials documented a 41% incidence ofDVT (22). Vascular surgery

conferred a 23-34% risk ofDVT, as shown by two prospective screening studies using

FLS (23,24). DVT as diagnosed byFLS also occurred in 17.5% ofpatients undergoing

major gynecological surgery. Among these women rates were highest in those with

malignancy, a past history ofDVT or previous radiation therapy (25).

Anesthesia

For a given type ofsurgery, the type ofanesthesia administered can influence the

incidence ofDVT. McKenzie et al. noted among patients with hip fracture undergoing

orthopedie procedures that 75% who received general anesthesia developed

venographically-proven DVT, compared to 40% who received subarachnoid blocks (26).

Similarly, for urologicai procedures, a 12% rate ofDVT was noted in retropubic

prostateetomy patients randomly aIlocated to receive lumbar epidural analgesia, compared

to 52% ofthose who received general anesthesia (27).

2.2.2. Medical Patients

Overall, the risk ofDVT in various subcategories ofmedica1 patients bas been Jess

weU studied than for surgical patients.

Malignancy

Trousseau, in 1865, first suggested the association between DVT and abdominal

malignancies. Sînce then, numerous studies have been published which confirm the

association between VTE and malignancy in general, however precise rate estimates are

not available. DVT risk is also increased among cancer patients undergoing active

treatment with chemotherapy. A randomized clinical trial comparing two adjuvant
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(. chemotherapy regimens clearly showed that all thrombotic events occurred during months

that the patients were receiving chemotherapy (28).

Intensive care patients

Like trauma patients, intensive care patients represent a heterogeneous group in

terms ofrisk factors for DVT, rendering interpretation ofincidence rates difficult. A

prospective ultrasound case series of 100 medical intensive care patients uncovered 33

cases ofDVT despite DVT prophylaxis in 58%. Interestingly, there were no differences in

age, diagnosis ofcancer, recent surgery, or duration ofhospitalization between patients

with and without DVT (29).

Myocardial infarction and ischemic stroke

UsÎng FLS, the overall incidence ofDVT was approximately 24% in rvn patients,

and 42% in the weak or paralyzed limb ofstroke patients. These rates are derived from the

pooled placebo arms oftrials,evaluating preventative antithrombotic therapy in these

patient groups (20).

2.2.3. Other risks for DVT

Other important risk factors for DVT wbich affect both hospitalized and

ambulatory patients have been recognized.

It bas long been known, based on clinical experience, that DVT incidence increases

with age. DVT is extremely rare in children, and as demonstrated in trauma and surgery

patients, increases in incidence sharply after age 40. Both the Worcester (15) and Malmo

(16) community-based studies demonstrated an increased incidence ofDVT with age. In

the former study, age-specific rates ofDVT were 16 per 100,000 population in those aged

20-29, compared to 265 per 100,000 in those aged 70-79. A similar trend was seen for

PE. In the Malmo study, age-specific DVT rates were 6 per 100,000 population in those
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aged 20-29, compared to 564 per 100,000 in those aged 70-79. These figures may have

been influenced by suspicion bias, i.e. overdiagnosis in the elderly and underdiagnosis in

the young based on different levels ofclinical suspicion.

Gender

Both the Tecumseh and Worcester incidence studies found that DVT incidence

was approximately 1.5 times higher in men than women in each age stratum studied

(13,15). However, the Malmo incidence study found no sex differences in DVT incidence

(16). At present, there is neither c9nvincing evidence that male sex is a risk factor for

DVT, nor a plausible explanation for why men might be at higher risk than women.

Immobmzlltion

The association between immobility, its duration, and VTE has been confinned in a

number ofautopsy and clinical studies. An autopsy study of253 patients demonstrated

DVT in 15% ofpatients immobilized for less than one week, compared to 80% in those

with longer periods ofimmobilization (30). Kierkegaard found that from the second to the

eighth day ofimmobillzation,13% ofbedridden, non-surgjcal patients developed DVT as

diagnosed by daily FLS. Over halfofthese developed by the fifth hospital day. Hence,

even short periods ofimmobilization confer an increased risk for DVT (31).

PreSJl8llC,Y and postpartum

Pregnancy and the postpartum state are considered to be high risk periods for

VTE. Interpretation ofexisting data in this area is made difficult by the small nomber of

patients studied, an overeliance on clinical diagnosis due to the adverse effects ofradiation

on the developing fetus, and varying definitions ofthe peripartum period. One large

retrospective study using limited contrast venography in pregnant women found Il

documented cases ofDVT among 14,869 women, 9 ofwhich occurred postpartum, which

is a pre- and post-partum rate of 10 and 61 per 100,000 respectively (32). In a prospective

study during pregnancy using objective diagnostic criteria, the occurrence of60 episodes

ofDVT were equally distributed during the three trimesters (33).
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Previous venous thrombosis

An objectively confirmed previous venous thromboembolic episode is associated

with an increased risk ofDVT, especially in high-risk settings sucb as surgery, where

studies using FLS have shown a two to three-fold increased risk ofDVT (34). This risk

likely results ftom permanent damage to the veins as weil as the persistence of individual

risk factors that promoted the development ofthe tirst episode ofDVT. Ofinterest, most

DVT prevention and treatment studies have excluded such patients, presumably because

they represent a group at different risk than those without prior DVT, and because

diagnostic tests do not perform as well due to altered venous anatomy and function.

Oral contraceptive use

Although burdened by various methodological t1aws, mostly related to reliance on

clinical signs to diagnose DVT, the weight of.the evidence points to a 2 to 8 foid increased

risk for DVT in women using oral contraceptives (35,36). A receot matched case-control

study of471 women aged 16-44 with VTE and 1772 controls found an odds ratio for

VTE of4.0 with use oforal contraceptives vs. non-use, and a four-fold probability of

death due to VTE in users compared to non-users (37).

Blood abnonnalities

Congenital deficiencies ofprotein C, protein S, and antithrombin m have been

described frequently in association with recurrent DVT and DVT occurring at a young age

or in unusuallocations. However, the risk ofDVT in individuals with these deficiencies

has yet to be clarified. Overall, sinee these deficiencies are rare, DVT in the general

population is rarely associated with these disorders (38). Aetivated protein C resistanee, a

recently described mutation that alters the binding site offactor V for activated protein C,

bas been reported to oœur in 5% ofthe general population and in 20-40% ofunselected

patients with DVT, which would make it the most commoninherited cause ofDVT (39).

Other blood abnormalities that May confer an increased risk ofDVT include the

lupus anticoagulant, dysplasminogenernias and dysfibrinogenemias (38).
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Other risks

There have been a number of other links made in the literature between certain

clinical factors and the risk for DVT, for which sound data on causal association are not

avaiiable. These inciude obesity, varicose veins, congestive heart faiiure, infection,

inflammatory bowel disease, nephrotic syndrome, poiycythemia, paroxysmal noctumal

hemogiobinemia and Behçet's disease.

2.2.4. Practical applications ofrisk data

Using data available on risk factors for perioperative VTE, a widely used risk

classification system bas been developed which takes into account both baseiine individual

risk factors and the type ofsurgery (20,40). As depicted in Table 2.1 below, this system

ondines the rates ofVTE associated with the various risk strata. The risk groups are

defined based on the incidence ofDVT detected by -surveillance tests and the potential

benefits ofprophylaxis as demonstrated in clinical trials.

Table Z.I. Incidence of VTE by risk group in _l'lery patieDt8

Ri*.Category* :. .CALF:DVT<%:: PROXIMALDVT:'%:: CLINICALPE'% FATAL'PE.%

Lowrisk 2 0.4 0.2 0.002

Moderate risk 10-20 2-4 1-2 0.1..0.4

Highrisk 20-40 4-8 2-4 0.4-1.0

Very high risk 40-80 10-20 4-10 1-5

*Low risk Uncomplicated minor surgery in patients younger than 40 \Vith no clinical risk factors (i.e.

prolonged immobility, paralysi5~ prior OVf, varicose veins, congestive heart failure, myocardial infarction,

stroke, malignancy, laboratory markers of increasedovr risk). Moderate rislc: Major surgery in patients

older than 40 with no other clinical risk factors. High risk: Major surgery in patients aider than 40 who have

additional risk factors. Very high risk: Major surgery in patients oIder than 40 \Vith previous ovr or cancer

or orthopedie surgery or hip fracture or sttoke or spinal cord injury.

This risk index applies only to surgery patients. Other DVT risk indices have been

developed for use in either bigh-risk asymptomatic patients or symptomatic patients with
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suspected DVT. These will be critica1ly reviewed later in this chapter.

2.3. Diagnosis ofDVT

Until the 1960's, because ofthe unavailability ofsafe and reliable diagnostic tests,

DVT was diagnosed clinically, with poor accuracy. With the advent ofcontrast

venography, Haeger showed in 1965 that the venous system was completely normal in

46% ofpatients receiving treatment for DVT (12). Conversely, autopsy studies have

demonstrated consistent underdiagnosis ofDVT. In one series, among 195 patients who

died ofautopsy-proven pulmonary embolism, 162 (83%) had coexisting DVT. However,

in ooly one fifth ofthese was DVT suspected antemortem, and only 3% had an objective

test to confinn the diagnosis (41). Hence, clinical over- and underdiagnosis ofDVT are

both recognized problems, leading ta a general consensus in the medicalliterature that the

clinical diagnosis ofDVT is inaccurate and cost-ineffective.

2.3.1. Tests used to diagnose DVT

Despite the publication in recent years ofmore than 50 studies on the reliability

and validity ofvarious diagnostic tests for DVT, the choice ofthe best test remains a

controversial area. The nature ofthis controversy stems from two main problems, one

general, and one particular ta the study ofDVTs. Firstly, the tests perform differently in

different populations, hence the results ofindividual studies may be neither reproducible

nor generalizable. Secondly, DVT that is diagnosed in surveillance studies of

asymptomatic high risk patients, although providing us with interesting epidemiological

information on incidence and risk, might not have the same natural history as DVT

diagnosed in symptomatic patients.

As discussed in the Introduction, correctly identifying those who do not have DVT

is as important as diagnosing DVT in those with the disease. In considering the strengths

and weaknesses ofindividual diagnostic tests, the following points are important:

• The primary objective ofdiagnostic testing and subsequent treatment ofDVT is

avoidance ofsymptomatic PE, which cm he fatal. Symptomatic PE results primarily

ftam proximal (rather than calf) DVT (42).
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• In most studies, the prevalence ofDVT in patients with leg symptoms suspicious for

DVT is 33-50%.

• 60-80% ofpatients with leg symptoms in whom the diagnosis ofDVT is confirmed

have proximal DVT (43).

• 90% ofproximal thrombi originate in the ca1f(43),.

• 20-30% ofuntreated calfthrombi propagate proximally (42).

• The likely explanation for the presence or absence ofsymptoms in an individual with

confirmed DVT is that in symptomatic patients, occlusive clot obstructing the vein

lumen is more likely (84% occluding; 16% non-occluding), whereas asymptomatic

patients are more Iikely ta have non-occlusive clot which adheres to the vein wall

without disrupting venous tlow (77% non-occluding; 23% occluding). Both can lead

to PE (44).

There are three general patient categories that are important to distinguish in

evaluating the literature on diagnostic testing for DVT: symptomatic patients presenting

with a tirst episode ofpossible DVT, symptomatic patients with possible recurrent

thrombosis, and asymptomatic patients at high risk for DVT. Thromboprophylaxis studies

which use various surveillance tests for DVT typically enron asymptomatic:J high-risk

patients (e.g. orthopedie surgery patients), whereas studies focusing on performance

charaeteristics ofdiagnostic tests tend to enroU symptomatic patients who are referred for

suspicion ofDVT. Because ofthe difficulty in diagnosing recurrent DVT, patients with

suspected recurrent thrombosis are often excluded:J as in this study, and will not be

addressed further here.

Even within these general categories, the perfonnance ofthe test may differ in

ditrerent patient groups, e.g. symptomatic inpatients vs. outpatients (45:J46). Hence, both

the choice ofan optimal test and the interpretation ofits results depend heavily on the

target population ofinterest.

Contrast venography (CV)

CV is considered by most to be the 'gold standard' or reference test for the

diagnosis ofDVT. This technique involves injection ofiodinated contrast material into a
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small peripheral foot vein ofthe affeeted limb, followed by radiologic visualization ofthe

venous system. Detailed visualization of the entire venous system is possible, and as such

it is the only test that can identifY ail thrombi, whatever the size or location. Acute DVT

can be distinguished from chromc venous disease.

The most reliable criterion for a positive test is the presence ofa constant·

intraluminal filling defeet visualized in at least two diiferent projections (47). It is safe to

withhold anticoagulation in those with negative venograms, as shown in a study by Hull in

1981. Among 160 consecutive patients with negative venograms, only 1.3% were

subsequently proven to have thrombi which were Iikely induced by the procedure itself

(48).

However, CV bas severallimitations: it is invasive, can cause pain and a1lergic

reactions to the contrast dye, and carries a 2-4% risk ofinducing DVT (49). Up to 20% of

patients cannat have venography done for technical or other reasons (45). Also, because

CV yields findings that are technically unsatisfaetory for diagnosis in 10-15% ofstudies

(50), and observer disagreement occurs in approximately 100!'o ofcases (47), even

venography cannot be assumed to have a sensitivity or specificity of 100%. It is not

praetical as a screening test in patients at IÏigh risk for DVT sinee it is not readily

repeatable. For al1 ofthese reasons, it is not an ideal procedure, particularly when the pre­

test probability ofDVT is l~w. Recognition ofthese limitations bas led to the development

ofsevera! non-invasive tests over the last two decades. In studies examining the validity of

non-invasive tests for DVT diagnosis, CV is generally used as the reference test, sinee

although it is an imperfect "gold standard", it remains the best test available for this

purpose.

Impedance plethysmography lIPG)

IPO is a low cast, non-invasive technique which measures the electrical impedance

across the leg while venous f10w is obstrueted and then released using a cuffaround the

thigh. In efTeet, this measures the flow variability between patent and obstrueted veîns.

!PO readily detects major venous occlusions ofthe proximal veins. IPG~ot be

performed in the presence ofa cast or traction (51).
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,.,. False positive IPO can result from pregnancy, congestiv~ heart fallure, or from

problems positioning the leg. Its major limitations are poor sensitivity (22%) for the

deteetion ofcalfthrombi, probably since calfthrombi have little impact on the collective

rate ofvenous outflow, and poor sensitivity in the setting ofasymptomatic, high risk

patients, such as those undergoing hip surgery (52), probably because in these patients,

thrombi, although originating in proximal veins, are non-obstrueting and thus do not

interfere with venous hemodynamics.

In symptomatic patients, for thrombi in or proximal to the popliteal vein, the Mean

estimated specificity and sensitivity ofIPG are 95% and 92% respectively, with positive

predictive values of 83-95% and negative predictive values of90-96% (51). However,

sorne recent reports reevaluating IPG against venography have demonstrated a sensitivity

ofooly 66% (53,54). This could refleet changes in referral praetices, such that patients

with smaller, less occlusive thrombi are being referred for testing, or could be due to

improved venographic identification ofsmaller thrombi that were previously overlooked

(55). Dntil further study, this issue remains unresolved.

Because ofthe poor sensitivity ofJPG for calfDVT, seriai testing on days 2 and 7

is required to detect missed calfDVT that might have propagated proximally. Data bas

shown that 14% ofcases of proximal DVT are deteeted by seriai testing performed after

the initiallPO (46). Patients with repeated1y negative seriallPGs have a 2.5% chance of

developing an episode ofDVT during the subsequent 6 months (46).

Compression ultrasonography (CUS)

CUS is a non..invasive technique which simultaneously evaluates blood flow and

images the veins. The presence ofthrombus in the vein prevents venous collapse when

pressure is applied over the vein with a Doppler probe. This lack ofvenous compressibility

is the most reliable indicator ofacute DVT using CUS (56). Visualization ofthrombus in

the vessel is an additional diagnostic criterion.

Sensitivity and specificity ofCUS for the diagnosis ofproximal DVT are both

estimated to be 97% (56). CUS is insensitive to calfthrombi because oftechnical

difficulties in visualizing the calfveins. Because ofthis, as with )PO, seriai testing is
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recommended in patients with an initial negative test. In a study by Heijboer of491

symptomatic patients who had eus, 6% ofcases were detected oruy during serial testing.

Patients who are obese or who have marked edema may have false negative results. The

incidence ofDVT during a six month foUow-up in those with negative tests was 1.5%

(46).

Because ofits poor sensitivity for calfDVT and non-occluding proximal DVT,

eus, like IPO, is not adequately sensitive for use as a surveillance test in asymptomatic

high risk patients.

125 1Fibrinogen lei scanning (FLS)

FLS requires the injection ofradioactive fibrinogen through a peripheral vein,

which becomes incorporated into thrombi that are actively forming. The radioaetivity is

subsequently detected from the surface ofthe limb using a scanning device. DVT is

diagnosed ifthe scan is persistently abnormal after 24 hours. Its main use bas been for

DVT surveillance ofasymptomatic, high risk patients. False negative results oœur with

old, inactive thrombus, smal1 thrombus, and thrombus in the common femoral or iliac veîn.

False positive results oceur in the presence ofhematoma, inflammation, and urinary

incontinence (51).

In a prospective analysis of 120 asymptomatic patients undergoing FLS for

surveillance ofDVT, the test had an overall sensitivity of72%. Sensitivity for proximal

DVT was 63% compared to 81% for calfDVT (44). FLS is 95% sensitive to symptomatic

calfDVT ofrecent onset (57), however its sensitivity for symptomatic Proximal

thrombosis is ooly 60-80%, which is inadequate for use as a diagnostic test.

Astudy which examined the accuracy ofthe combination oflPG and FLS as an

alternative to venography in symptomatic patients found that the combined sensitivity for

all (proximal and calf) DVT was 94%, the specificity was 91%, the positive predictive

value was 890.4 and the negative predictive value was 95% (57). IfIPG was positive, FLS

did not add any useful information ta the management or outcome. Both tests performed

better in patients whose symptoms were present for less than one week.
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Pitfalls ofFLS include the potential hazards ofexposure to radiatio~ and the 24 hour

delay in availability oftest results. Because ofthe limitations discussed, it bas fallen out offavor

as a test forDVT.

Othertests

Other tests that have been used to diagnose DVT include measurement of

hematological markers ofongoing thrombosis (e.g. d-dimer, fibrin degradation products)

and the technetium RBC scan. They are not recommended because ofpoor test

perfonnance compared to the methods discussed above.

Table 2a (end ofchapter) summarizes the properties and indications for use ofthe

diagnostic tests discussed.

2.3.2. Clinical symptoms and signs ofDVT

Despite the availability ofvarious tests for DVT, strategies for referral ofpatients

for diagnostic testing must ofnecessity be based on clinical suspicion, namely the use of

elinical findings to estimate the likelihood ofDVT.

The typical symptoms ofDVT reported by patients are pain, warmth, redness and

swe1ling ofthe lower extremity. The mechanism for pain is thought to be vein wall

inflammation and venous distention. Warmth and redness are due to vein wall

inflammation and sbunting ofblood from tbe obstrueted deep vein to the superficial veins.

Swelling is due to venous outf1ow obstruction. These symptoms may be present in various

combinations and typically evolve over a few days, but more rapid (over bours) and more

chronic (over weeks) evolution can both oeeur. Symptoms may be·absent, as shown by

autopsy studies and swveillance studies in high-risk surgical patients.

Signs ofDVT as noted by pbysieal examination include tenderness, warmth,

erythema, cyanosis, edema (usually pitting), palpable cord (a palpable thrombosed veîn),

superficial venous dilation (SVD), and a number ofelicitable signs named for the

physicians who first described tbem: Homan's sign, the best-known ofthese, is present if

sudden dorsitlexion orthe ankIe joint with the knee flexed to 3cr produces discomfort in
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the upper calf Louvel's sign denotes worsening ofpain along the course ofa thrombosed

vein by coughing or sneezing. The Lowenberg sign is present if, after inflation ofa

sphygmomanometer cutf around each calf: pain is experienced in the affected calfat a

lower pressure than the unatrected one.

The differential diagnosis ofa swollen, painfullower extremity is extensive, and

includes cellulitis, arthritis, neuropathy, artenal occlusion, lymphedema, varicose veins,

superficial thrombophlebitis, and chronie venous insufficiency. Some ofthese entities can

be easily diagnosed at the time ofinitial presentation, avoiding further testing, whereas

others can be inferred ooly after DVT bas been objectively excluded. In a follow-up study

of87 consecutive patients who were clinically suspeeted to have DVT but who had

negative venograms, the:final etiologies ofthe symptoms were: muscle-related in 40%,

cellulitis in 3%, leg swelling in a paralyzed leg in 9%, venous reflux in 8%, Iymphatic in

8%, Baker's cyst in 5%, and unknown in 26% (48).

A number ofstudies have examined the accuracy ofsymptoms and signs in

diagnosing DVT. Various methodological flaws affect the interpretation ofthese studies,

such as inadequate description ofselection criteria (58), highly selected populations with

poor generalizability (58-60), Jack ofinformation regarding blinding ofthe clinician ta the

patient's ultimate diagnosis (12,58-63), use ofretrospective clinical data gathered from

charts after DVT was diagnosed (61), failure to provide criteria for a positive diagnostic

test (58-63), and inadequate description ofguidelines used to determine the presence or

absence ofclinical signs, whicb in themseJves are often poorly defined and have untested

reliability (58,61,62,64).

Nevertheless, it is possible from the methodological1y more robust studies to

estimate the sensitivities and specificities ofvarious clinica1 symptoms and signs for the

diagnosis ofDVT. The specificities ofmany ofthese are low by design, since the clinica1

susPicion ofDVT is what allows the patient entry ioto the study.

Haeger (12) prospectively studied 72 consecutive patients presenting ta bis

vascular clinic with suspected DVT. AlI patients were examined by one or two

experienced vascular surgeons, who documented the presence or absence ofselected

symptoms and signs before the patient underwent CV. Patients with four or more positive
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signs were classified as "highly suspected". Overal1, 46% ofthe sample had DVT proven

by CV. Among the individual signs, calf pain and tendemess had the highest sensitivities

(0.90 and 0.84 respectively), whereas superficial venous dilation (SVD) and Lowenberg's

sign had the highest specificities (0.82 and 0.85 respectively). No individual sign had both

high sensitivity and specificity, and even in the "highly suspected" group, positive

predictive value (pPV) and negative predictive value (NPV) for DVT were .55 and .66

respectively. Haeger concluded that "clinical signs cannat be trusted" ta diagnose DVT.

A later, weil designed study by Richards et al. (65) prospeetively compared the

diagnostic accuracy offour non-invasive techniques, including physical examination, for

the diagnosis ofDVT. The study population consisted of85 patients referred over a 12

month period for clinically suspected DVT or PE. There were no apparent exclusion

criteria. Clear-cut criteria for a positive CV, the reference test used, were provided. AIl

physicians performing non-invasive examinatians and those performing and interpreting

CV were blinded to each other's findings. The positive end-points ofthe Il different

physical exam maneuvers were explicit. In most patients bilateral CV was perfonned.

After exclusion oftechnically inadequate venograms, 60 DVT were found among

150 extremities, a prevalence of400.4. Ofthese, 37 (62%) were proximal, and 23 (38%)

were calfDVTs. Excluding 3 of Il physical exam maneuvers that are not weil known and

rarely used (Moses', Ramirez' and Peabody's signs), leg tenderness had the highest

sensitivity (0.62). Difference in calfeireumference, Homan's sign, Lowenberg's sign,

warmth, SVD and palpable eord ail bad specifieities of > 0.80, with palpable cord being

both the MOst highly specifie (0.98) and poorly sensitive (0.10) sign. However, due to the

400.4 DVT prevalence, the PPV ofthese signs was poor. Overall, all signs, whether taken

individually or in combination, had poor predictive accuraey.

SandIer et al., in a similar study ofthe diagnostic accuracy ofvarious non-invasive

techniques for DVT, studied 50 patients with suspected DVT referred by various

physieians, mostly general practitioners (66). A standardized cünical examination was

carried out in eaeh patient, focusing on the presence or absence ofcalfpain, pitting edema

3 cm. above the medial malleoli, and a palpable differenee in temperature between the two

legs. The pereentage differences in circumference at the calfand thigh between the
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affected and unaffeeted leg were noted. The reference test was CV, with well-described

criteria for a positive study and independent review by two radiologists. It was not stated

whether those performing the clinical exam were blinded ta the diagnosis. In addition to

sensitivity and specificity, the kappa index for each was reported in arder to correct for

chance agreement.

DVT was diagnosed by CV in 29 (58%) ofpatients; 24 (83%) had proximal DVT,

and 5 (17%) had calfDVT. This prevalence is higher than that noted in most studies of

patients referred for suspeeted DVT, and could indicate that the population examined was

at high risk for DVT or had clinical features which were particularly typical for DVT.

None ofpain, edema, or temperature differ~nce had gaod specificity, but they appeared to

be reasonably sensitive (0.86, 0.97 and 0.72 respectively). However, after taking iota

account chance agreement, ooly the sensitivity for edema remained robust (0.78). There

was a large averlap ofdifferences in leg circumference between those with and those

without thrombosis. Ifclinical signs alone had been used to make the diagnosis ofDVT,

42% ofthe patients would have received anticoagulation unnecessarily, since the

predictive accuracy ofthe clinicat features, apart from anlde ede~ was Iittle greater than

might have occurred by chance.

The above studies are summarized in Table 2b (end ofchapter). In briet: symptoms

and signs in themselves do not appear to be useful in discriminating between patients with

and without DVT. The overaU poor specificities and PPVs ofthe various symptoms and

signs are not surprising, given that patients are referred for testing because ofthese

features and that the prevalence ofdiagnosed DVT in symptomatic patients is typically

ooly 4001'0. The poor sensitivities ofindividual factors could indicate that combinations of

these factors would be more helpful in predicting DVT. In any case, focusing solely on

symptoms and signs is artificial, since clinicians typically have other data at band which

aids clinical judgment when assessing the individual patient, such as demographic factors,

concurrent disease status, past medical history and medication use. 1will now focus on

studies that have combined clinical factors and other relevant data for the development of

prediction indices in an attempt to more accurately prediet DVT.
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2.3.3. Clinical prediction indices

Methodological considerations

Clinicians traditionally make diagnostic predictions informally and

nonquantitatively, using sorne combination ofclinical experience and published evidence

(67). Several cognitive principles, or heuristics, for using personal experience to estimate

probabllity have been described (68): A clinician is using the representativeness heuristic

when he judges the probability that a patient bas a disease by the extent to which the

clinical findings resemble the essential features ofthe disease. This can be misleading ifthe

disease is rare, ifthe findings are poor predictors ofthe disease or ifthe clinician's

experience ofthe disease is based on a small, atypical sample. The availability heuristic is

being used when the probability ofa diagnosis is judged by the ease with which similar

diagnoses are remembered. This is misleading when the clinician bas recently diagnosed a

rare condition. Finally, a clinician is using the adjustment heuristic when initial probability

estimates are adjusted to take into account unusual patient features. Studies have shown

that clinicians do not adjust their initial estimates enough and in general overestimate the

probability ofdisease (68,69).

Clinica1 prediction mies or indices are statistical models based on information

procured ftom numerous patients which quantitatively estimate the probability ofa

diagnostic outcome. Methodological standards have been described for the development

and validation ofclinical prediction rules (67,70). The definition ofthe event to be

predicted should be clear and free ofascertainment bias. The predictive findings should be

precisely defined, easily available to the clinician, and ideally have proven reliability.

Assessment ofoutcome and predictive findings should be blinded, and both should be

clinically relevant. The patient selection process should be described. The population

should include a wide spectmm ofpatients and should be representative ofthe clinical

practice in which the prediction rule is to be used. The margin oferror in the point

estimate ofprobability and the misclassification rate should be provided as a measure of

the accuracy ofthe prediction mie. Cross-validation techniques, or ideally, testing of the

prediction mie prospectively in a new clinical setting should be done. The mathematical
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techniques for developing the prediction rule should be identified. Finally, the ultimate

measure ofa clinical prediction rule is its effect on patient care, such that even when the

above methodological standards have been met, the prediction rule may have Iittle clinical

utility.

Published clinical prediction indices for DVT

These include indices developed for use :iin asymptomatic high risk surgical patients

and indices for symptomatic patients presenting because ofsuspected DVT.

-Gynec%gica/ surgery patients

Crandon, in 1980, developed a predictive index for patients who were undergoing

gynecological surgel}' (71). The index was derived in 124 patie~ts and validated in a

further 62 patients. Data was obtained on height, weight, age, hospitallength ofstay

before surgery, smoking habits, pre-operative hemoglobin level, varicose veins, history of

DVT, nature of surgery, presence ofmalignancy, and a number oflaboratory measures

reflecting coagulation status. AlI data were collected prospectively, and stepwise logistic

discriminant analysis was performed. Pre-operative and seriai post-operative FLS was

performed to assure the absence ofDVT pre-operatively and to capture post-operative

DVTs.

The best single predietor ofpost-operative DVT was euglobulin lysis tinte (ELT),

a laboratory measure offibrinolysis, followed by age, varicose veins, tibrin-related antigen

(FRA), and percentage overweight. The equation for the index was 1= -11.3 +

O.009(ELT) + O.22(AGE) + O.OSS(VARICOSE VEINS) + O.043(FRA) +

2.19(%OVERWEIGHT). The index was applied prospectively to 62 patients undergoing

similar gynecological surgery, 16% ofwhom developed DVT, and was demonstrated to

have a sensitivity of .90, specificity of .S7, PPV of .56 and NPV of .98 when 1=-2 was

taken as the cut-offpoint for the equation.

Problems with this index include the need for blood tests not widely available,

applicability to a restrieted surgical population ooly, and validation on a smalt number of

patients with post-hoc determination ofthe best cut-offpoint for the index's equation.
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,,.: Patients with negative FLS did not undergo CV. This exposes the sample ta

misclassification bias given the known poor sensitivity ofFLS, especially for proximal

DVT. With regard to clinical applicability, this index is not applicable to symptomatic

patients, and would be difticult to use even in its intended population.

Using logistic regression analysis, Clarke-Pearson attempted,to develop a more

clinically useful index to prediet DVT post-operatively in women undergoing major

abdominal or pelvic surgery for gynecological disease (25). The variables in the final

model were anesthesia duration greater than 300 minutes, age, prior DVT, race, edema,

and severity ofvaricose veins. The authors state that the degree ofconcordance (0.82)

demonstrates the effectiveness ofthe model, but it is not clear what this means or how it

was derived. OnJy patients with FLS that were positive in popliteal or more proximal

regions underwent CV, hence serious misclassification in the direction ofunderdiagnosis

was likely. The authors do not state how patients were recruited for this study, or whether

those interpreting the leg scans and CV were blinded to the patients' clinical status. Also,

the model has not been prospectively validated on other populations ofgynecological

surgery patients. To the authors' credit, this study did prospeetively identify risk factors

for the development ofDVT in this patient population, which is ofepidemiological

importance.

-Abdominal surgerypatients

Lowe developed an index for use in patients undergoing elective abdominal

surgery (72). The index was derived in 63 such patients, via prospective collection of

clinical and lab data followed by FLS performed pre-operatively and then serially post­

operatively. One-third developed DVT.

Using linear discriminant analysis, the best model was AGE + 1.3(% MEAN

POPULATION WEIGHT FOR HEIGHT, AGE AND SEX). In the derivation group, a

cut-offof 175 had good sensitivity (.90) but poor specificity (.52). The validation group

consisted of41 similar patients, balfofwhom developed DVT. Using a cut-offpoint of

170, the sensitivity and specificity ofthe index was unchanged. The model includes a

variable for obesity, which is not a proven independent risk factor for DVT. In Lowe's
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study population, obesity could have been spuriously associated with DVT or with

another, unmeasured risk factor for DVT. This could explain the pocr specificity ofthe

index.

A small effeetiveness study ofLowe's index was also performed, in which only

those patients with a score greater than 170 were given anticoagulant prophylaxis pre­

operatively. The incidence ofDVT in this patient subset was reduced from 51% (derived

ftom the derivation and validation studies) to 8%. However, DVT also developed in

12.5% of patients with a score less than 170 ('clow-risk" patients), which could be argued

is unacceptably high.

The problems with this index are the smaII sample size available for the derivation

and validation studies, and poor specmcity, such that the PPVachieved with use ofthe

index is barely an improvement over the pre-test probability, as seen by the likeIihood

ratio-positive (LR+) of 1.8. The index was subsequently applied by another author to 47

similar patients and was completely unable to prediet DVT (73).

Sue-ÜI)g developed a predictive index for DVT in similar patients using similar

methods (74). The incidence ofDVT in bath the derivation (n=85) and validation (0=43)

groups was one-third. Numerous clinical and laboratory measures were gathered at

baseline. DVT was diagnosed prospectively by FLS, with confirmation by CV ifFLS was

positive. Using stepwise logistic discriminant analysis, the most powerful predietors of

DVT in this population were age (like Lowe and Crandon) and ELT (like Crandon). The

model, 1= -11.5 + 0.133(AGE) + 0.006(ELT), had a sensitivity of .93 and a specificity of

.83 in the validation group when a cut-oirof-I.5 was chosen. Wîth a DVT prevalence of

33% in this group, the PPV was .72 and NPV was .96. Hence, this index was more

specifie than that ofLowe, and had better predictive accuracy.

The advantage ofSue-ling's index is its simplicity. However, ELT is not a readily

available test in most hospitals, and the index bas yet to be validated in other populations

ofpre-operative patients. Also, the index seems too simple, probably because due to small

patient numbers, there was inadequate power to detect significant differences in other

important variables between groups. For example, the prevalence ofvaricose veîns,

percent lower (vs. upper) abdominal surgery and the duration ofpre-op stay were ail
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higher in the DVT group, yet none ofthese differences achieved statistical significance.

-Symptomatic patients with suspected DVT

Vine in 1981 (75) retrospectively studied 150 consecutive patients who had

contrast venography, one third ofwhom had DVT. Various elements ofthe clinical

history, exam, and Jaboratory resuJts were colleeted via retrospective chart review, and

likelihood ratios for each variable were calculated. Receiver Operating Characteristic

(ROC) curves were construeted using disjunetive analysis ta assess the additive

contribution to the risk for DVT ofthe baseIine variables with the highest likelihood ratios

(malignancy, recent blood transfusion, recent surgery, congestive heart failure,

immobilization, infection, etythema oflegs, anemia, and leg swelling).

Weaknesses oftlûs study include Jack ofinformation on patient selection,

retrospeetive data collection with no information on amount ofmissing data, applicability

ofthe ROC curves to this patient population ooly (ie. not validated in other populations),

difficulty in deciding which cut-offpoint was most meaningful, and inability ofthe average

c1inician to use ,these curves in daily praetice.

Landefeld used retrospective methods similar to Vine's to identify clinical findings

useful in estimating the probability ofacute proximal deep vein thrombosis (76). The

population studied was 355 consecutive patients who bad contrast venography over a two

year period and for wbom medical records were available. The authors state that MOst

DVT patients in their hospital were captured, yet they also note that among 200Â» of

patients with a discharge diagnosis ofDVT, venography was never perfonned, which

raises questions about the hospital's selection process for venography. Data on 76 clinical

items, including symptoms, signs, comorbid conditions and laboratory tests were gathered

retrospectively trom chut review. In order to avoid ascertainment bias, i.e. the chance that

knowledge ofvenographic results would affect the observation or recording ofdata, an

attempt was made to only gather data recorded before venography was perfonned.

Venograms were normal in 185 patients (52%), showed proximal DVT in 96

patients (27%), and were equivocal in seventy-four patients (21%), i.e. were either non­

diagnostic due to inadequate filling ofthe deep veins (45 patients) or showed only calf
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DVT (29 patients).

A derivation group and a validation group were randomly selected from within the

study population. Linear discriminant analysis was used to identify independent predictors

ofthe venographic diagnosis. The clinical findings associated with proximal DVT in the

univariate analysis were male sex, age 65 years or older, active cancer, fever, recent

immobilization, shorter duration ofleg symptoms, swelling above the knee, and swelling

below the knee. Dnly swelling above and below the knee, recent immobility, cancer and

fever were independent predietors ofproximal DVT. Patients in the validation group were

classified according to the number of independent predietors present. The risk for

proximal DVT was 5% among patients with none ofthe five predietors (LR+ 0.15), 15%

among patients with one predictor (LR+ 0.47), 50% in those with 2 predietors and 30% in

patients with 3 or more predietors (LR+ 2.0 for 2 or more predietors). In patients with at

least one ofthe five predietors, the sensitivity ofthe index was .97 and the specificity was

.26. In patients with more than 3 predietors, sensitivity feU to .20 but specificity rose to

.85.

Although this index would he very easy to apply in clinical practice, there were

methodological flaws in its development and validation. Symptoms and signs were

recorded as "present" or "not known to be present", so that an absent finding was treated

in the same manner as one not recorded. This could have underestimated the diagnostic

value ofcertain findings. Data was collected retrospectively, and despite the authors'

assurances, ascertaimnent bias very likely occurred. Variables were considered for

multivariate arialysis based primarily on a p-value cut-offpoint, without consideration of

clinica1 relevance for those variables not achieving this cut-ofl'point. DVT was more ükely

in those with 2 p~edietors than in those with 3 or more predietors, which is not logical,

and could be due to peculiarities in the data resulting from small patient nombers or to a

generallack ofvalidity ofthis index. Also, in patients with 2 or more predictors, the

probabilityofDVT (pPV) was 42%, indicating that this index adds Iittle to predictions

based simply on the prior probability ofDVT in symptomatic patients, i.e. prevalence of

30-5001'0. Finally, the index bas yet to be validated in other patient populations who may he

at different risk for DVT.
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-Wells 'pre~iction index

The final, and most clinically useful index for DVT prediction was that developed

by Wells and colleagues in 1995 (77). Prior to the study the authors developed a clinical

model, based on literature review and clinical expertise, which stratified patients into three

pre-test probability categories for DVT: high, moderate or low. The study was conducted

at three centers in Canada and Italy. Those eligible for participation were outpatients with

clinically suspected DVT who had symptoms for less than 60 days. Patients were excluded

ifthey had prior VTE, could not tolerate contrast dye, had suspected PE, were pregnant,

or were on anticoagulants. AIso excluded were patients with an obvious alternative cause

for their symptoms who did not go on to have diagnostic testing. DVT was diagnosed by

CV, which was interpreted byreaders blinded to the patient's clinical history. Of887

consecutive patients, 358 were ineligible, mostly because ofprior DVT, alternative

diagnosis for their symptoms, or inability to perfonn or evaluate CV. Table 2.2 shows the

model used:

Table 2.2. WeBs'" priori predictiOD iDdex

'MajorPèiati MiDorPoints .

Active cancer Recent trauma

Paralysis, paresis, or reœnt cast Pitting edema in symptomatic leg

Recent immobilization or surgery Dilated superficial veins in symptomatic leg

Tendemess along deep vein distribution Hospita1ization in last 6 months

Swollen tbigh and calf (measured) Erythema

Family history ofDvr

Wells' index: dinical probability ratïDg

High: ~ 3 major points, or~ 2 major and ~ 2 minor points. and no alternative diagnosis.

Low: 1 major point and at least 2 minor points and an alternative diagnosis, or 1 major point and al least one

minor point and no alternative diagnosis, or at least 3 minor but no major points and an alternative diagnosis,

or at least 2 minor points but no major points and no alternative diagnosis.

Moderate: all other combinations.

Among the 529 study patients, 135 (25.5%) had DVT. The patients were assigned

to a probability group before undergoing CV. The values for sensitivity, specificity, PPV

31



and NPV ofthe three pre-test probability groups are shown in Table 2.3:

Table 2.3. Accuracy of Wells' index for the prediction of DVT

Pretestprobability # Patients DVI'.n(%) Sensitivity Spec:ificity PPV NPV
'.

High 85 72 (85%) .53* .97* .85 .86·

Moderate 143 47 (33%) .7~ .7S' .33 .95'
Low. 301 16 (5%) .05

• compared to low and moderate risk groups combined

# compared to low risk group

The accuracy ofthe clinical model was similar in aU tbree hospital centers despite

differences in DVT prevalence in the centers. The model was found to have excellent

interobserver reliability (kappa=.85). It is relatively easy to apply, uses readily available

data, and could be combined with non-invasive testing in order to improve the efficiency

ofthe diagnostic process in patients with DVT, especially in cases where pretest

probabilities and non-invasive test results are discordant. Limitations ofthis index are that

other clinical risk factors not considered for inclusion in the model could be as or more

useful in predieting DVT, and, since multivariate analysis was not performed, it is not

known whether or not sorne ofthe clinical predietors are collinear, interact with one

another, or are acting as confounders in the association between unmeasured predictors

and DVT. !ts ultimate utility can only be assessed after prospective validation ofthe model

on other populations.

Table 2c (end ofchapter) summarizes the test characteristics ofthe prediction

indices discussed above. Table 2d (end ofchapter) shows the extent to which they adhered

to suggested methodological standards for clinical prediction rules (67,70). No one index

met ail methodological standards.

The Dext two chapters describe the methods and results ofthe study 1performed

to develop a prediction index for DVT in symptomatic patients with suspected DVT.
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Table 2a. Diagnostic tests for DVT: summary of properties and indications for use

f!!tf4

TlST Advantages DlwIv8ntaaes iOdk:atiôDsforase

: . ... : .: .

CV • "goldstandard" for use inpatiens • inva9ve Diagmsis of Dvr (calfarùproximal) insympomatic
withor without symptoms • sideeffeds patiens

• anatomie v;Slwisatron of veoous • poteœaI for serioœ a1IeJ&v Confirmationofan OOmnnal m~invasive test resuIt
anatomy ofwmle Ieg • caninWœDvr

• iŒonverielt for repeat testing inscreeningofbigb risk Screeningstudies ofbigh riskpatiens

pdiera

IPG • ~invasive • iœeœitive 10 calfthroJd>i Diagoosisofproximalovr in sympomaticpdienls

• may miss Jl)D-OQClusive thigb thronti
• simple, eëyused

• serial testingrequiredifinïtial1estœplive

• deCects virtualIy ail occlusive thrombi • ml for use inasymptomalic patiens
inthigb

eus • mn-iJlvBve • simiIar to JPG Diagoosis ofproximal DVf in sympfOmatic patiens

• may ped'onn sligltly better than IPG

FLS Jess invasive t1mlvemgraphy • exposure to radiation Diagmsis ofDvr incombimtionwithotœrtests•
• poor seœitivity to proximalovr,orovr>1 daysold

• pd semitiviW for symptomatic calf poor~ overalI
ScœeningselededhighriskpItieds whenconfinned

OVf • byCV

• test JeSUIt avaihmlealler24 hJurs

• may laIœ 721nusfor test to be positive

CV=contrast venography IPG= impedance plethysmography CUS= compression u1trasonography FLtg~I fibrinogen leg scanning 34
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Table 2b. Studies on the diagnostic accuracy ofclinical symptoms and signs of DVT

"..

Study Patient population Reference test Diapostie DVT Prevalenee Clinical symPtODls Sens Spee PPV NPV
forDVT eriteria for and lite 'ligDJ ltudied

. + test stated? n(%)

Haeger 1969 clinically suspected CV yes 33 (46%) calfpain .90 .03 .44 .25
(12) Dvr tendemess .84 .26 .49 .61

n=12; 50% maIe; site NR cool skin .42 .62 .50 .56
age: range 16-68 ankleedema .16 .24 .46 .56

calfedema .42 .68 .52 .56
SVD .33 .82 .60 .61
Homan .33 .19 .58 .51
Lowenberg .20 .85 .60 .52

higbly suspected (~4 .61 .54 .55 .66
signs)

Johnson n=30; selection process CV no 16(53%) whoJe leg edema .06 .88 .33 .48
1974 and patient calfedema .56 .69 .64 .61
(58) charaeteristics not 10(63%) tendemess .56 .44 .50 .50

defined proximal Homan .13 .81 .40 .48
6(37%) calf

Cranley cJinically suspected phleborhe- no 72 (54%) muscle pain .83 .15 .54 .43
1976 DVI'; highly selected ographyand tendemess .82 .28 .57 .57
(59) n=133 limbs (124 CV siteNR swelling .90 .08 .54 .42

patients) Homan .48 .59 .62 .46

CV=contrast venography NR=not reported SVO= superficial venous diJationHoman=Homants sign Lowenberg=Lowenbergts sign 35
diJf.= diJference inpts= inpaüents outpts= outpatients adeq= adequate Sens= sensitivity Spec= specificity PPV= positive predictive value
NPV= negative predictive value
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Table lb. (eon'd). Studies on the diagnostie aeeuraey of elinieal symptoms and signs ofDVT

,..

Stady Patient population Reference, DiagnOstie DVT Clinical 'ymptOms/ligns sens Spee PPV NPV
mt for DVT criteria for + Prev_eê .•dled

teRltatêd1 .and.'
.' .' 8(0/.) .

Richards 150 limbs in 85 patients CV yes 60 (40%); ankIeedema .40 .52 .36 .57
1976 with suspected DVI' diff. in calfme .35 .89 .68 .67
(65) 37 (62%) tendemess .62 .71 .59 .74

proximal Homan .42 .84 .64 .68
Lowenberg .37 .81 .56 .66

23 (38%) warmth .33 .87 .63 .66
calf SVD .27 .91 .67 .65

œloable cord .10 .98 .75 .62
Lindqvist 47 patients with suspected CV Ra 24 (51%) swelling .79 .30 .54 .58
1977 DVI' pain .75 .13 .47 .33
(63) 15 (63%) stiffness .75 .52 .62 .67

proximal edema .63 .35 .50 .47
tendemess .58 .26 .45 .38

9 (31OA») calf SVD .33 .70 .53 .50
Maman .29 .61 .44 .55
Lowenberg .25 .70 .46 .47
cyanosis .2S .57 .38 .72

Cooperman 98 Iimbs in 67 patients with CV no 23 (23%) tendemess .74 .56 .34 .88
1979 suspected DVf; 4()0~male; swelling .74 .57 .35 .88
(62) age: mean 54; range 18·75 Homan .43 .81 .42 .82

heat .35 .92 .57 .82
redness .26 .91 .46 .80

CV=contrast venography NR=not reported SVD= superficial venous dilationHoman=Homan's sign Lowenberg=Lowenberg's sign 36
dü[= difference iDpts= inpatients outpts= outpatients adeq= adequate Sens= sensitivity Spec= specificity PPV= positive predictive value
NPV= negative predictive value
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Table Zb. (con'd). Studies on the diagnostic accuraey ofclinical symptoms and signs ofDVT

"

Study Patient population Reference test Dlagliostle DVT Prevalence ClInicat .,.mptoms SeDS Spec PPV NPV
rorDVT criteria for+ ad lite lliga.....died

test stated' .. (Of.) ...

Simpson non-surgical patients CV no 14 (33%) pitting edema, calf
1980 with calfpain and (5 had DVT and swelling>2 cm, cyanosis,
(64) suspected DVT 0=43; Baker's cyst) SVO, calfpain, warmth:

40% male; age: mean
50.7, range 17-86 site NR

any 5-6 signs .22 .92 .s0 .77

Singer non-surgical patients CV no 45 (5001c.) by pain, temperature,
1980 n=92: 46 with + CV, design; color change, induration,
(60) 46 with -CV; 58% 31 (6701c.) tendemess,

male; age: 64± 14 proximal dif[ in calfsize:
15 (33%) calf >4signs .72 .65 .67 .69

Sandler 50 patients with CV yes
1984 suspected DVT 54% 29 (58%); pain .86 .19 .60 .s0
(66) male; age: mean S5 24 (83%) edema .97 .33 .67 .88

range 18-85 proximal wannth .72 .48 .65 .53
5 (17%) calf

Vaccaro patients who had IPG CV no 68 (45%) tendemess .60 .40 .45 .54
1987 and CV and swelJing .81 .45 .55 .74
(61) retrospective chatt site NR heat .29 .77 .51 .57

review of physical redness .16 .86 .50 .55
examn=150 Roman .10 .88 .41 .54

CV=contrast venography NR=not reported SVD= superficial venous dilationHoman=Homan's sign Lowenberg=Lowenberg's sign
dif[= difference inpts= inpatients OUtpts= outpatients adeq= adequate Sens= sensitivity Spec= specificity PPV= positive predictive value
NPV= negative predictive value
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Table 2c. Clinicat prediction indices for the diagnosis of DVT

e

Study Patient population DVT referelice teR, M~lJodoJogy VarialJlei in final Predictive accuracy of
:. D~aIeilu·lÛldlite . : .. , ... "'., :.,. fttodel iOodei

Crandon derivation group: 124 FLSwithCV -pre-op collection ofclinical + -ELT Sens .90
1980 patients having major gyne. surgery confirmation labdata -age Spec.87
(71) (16% developed DVf)validation -stepwise logisûc discriminant -varicose veins PPV.S6

group: 62 patients having major gyne 10 (16%) developed anaIysis -fibrin antigen NPV.98
surgery DVfpost-op -% overweight

Vine ISO consecutive patients who had CV; CV -Ietrospective chan review of -malignancy malignancy only:
1981 40% male; al. variables considered -recent transfusion Sens .24
(7S) 57% inpatient 50 (33%) positive relevant -recent surgery Spec.94

-ROC curves with disjunctive -congestive heart
anaIysis for combinations of failure rangingto...
variables -immobilization

-infection ail variables
-erythema in legs Sens 1.0
-anemia Spec .16
-sweUing

Lowe derivatioD group: 63 patients >age FLS -pre-op collection ofclinical + -age Sens.89
1982 40 having elective abdominal surgery labdata -percent mean Spec.S2
(72) (33% developed DVI') 18 (44%) positive -linear discriminant anaIysis weigbt for age, sex PPV.59

validation aroup: 41 patients and height NPV.86
Sue-ling 128 patients >age 40 undergoing FLSwithCV -pre-op collection ofdata -age Sens.93
1986 elective abdominal surgery confirmation -stepwise logisûc discriminant -ELT Spec.83
(74) derivation group: 85 patients (27% 14 (33%) developed anaIysis PPV.72

developed DVT)validation group: Dvrpost~p NPV.96
43 Datients

CV=contrast venography FLS= 125( fibrinogen leg scanning Gyne=gynecological ELT=eugiobulin Iysis lime
ROC=receiver-operaÛDg characteristic curve LR=likelihood ratio PPV=positive predictive value NPV=negative predictive value
Sens=sensitivity Spec=specificity
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Table 2c. (con'd). Clinical prediction indices for the diagnosis ofDVT

..

Stady Patient population DVT refereaeetest, MethodolOgy VariableS in fi... Predictive aCcu..y of
prevaienêe üdsite mode. model

. : .

Clarke- 411 gyne. patients undergoing FLS withCV -pre-op andintra-op -type of surgeJY concordance of0.82
Pearson major abdominal and pelvic confirmation for positive collection ofdata -anesthesia duration
1987 surgery scans -stepwise logistic -age
(25) regression -Iegedema

72 (17.5%) developed -race
DVTpost-op -severity ofvaricose

veins
-prior radiation
-priorDVT

Landefeld 355 patients who had CV for CV -retrospective chart -swelling below knee ovariables:
1990 suspected proximal DVT review to collect data on -swelling above knee LR .15
(76) 27% had proximal DVT 76 cünical items ..recent immobility PPV.05

derivation group: 236 randomly -multiple linear -cancer 1variable:
chosen patients discriminant anaIysis -fever LR .47
validation group: remaining 119 PPV.15
patients 2: 2 variables:

LR 2.0
PPV 0.42

Wells 529 outpatients with tirst episode CV prior development of based on clinical factors.
1995 suspectedDVT reliable clinical pre-test probability of
(77) 2S%hadDVf: stratification model based OVf was estimated to

21% proximal on Iiterature review and he either:
4% calf clinical experience; testin! -high PPV.85

ofmodel on study ..moderate PPV.33
POPUlaûon -Iow PPV.os

CV=contrast venography FLS= 125( fibrinogen leg scanning Gyne=gynecological ELT=euglobulin lysis ûme
ROC=receiver-operating characterisûc curve LR=likelihood ratio PPV=positive predictive value NPV=negative predictive value
Sens=sensitivity Spec=specificity
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Table 2d. Adherence of published clinical prediction indices to methodological standards for clinicat prediction rules

Methodologkalltllidard (67,70) CrandOil Vine LOwe Sue-1inI ctafke..Peanon Landefeld WeU.
1980 1'81 1982 1;s6 1987 1990 J'"(71) (75) ... Hi) (74) (25) .. (76) (77)

CJear definition ofoutcome yes yes yes yes yes yes yes

Blind assessment ofoutcome no NIA no no no NIA yes

Precise definition ofpredictive finding yes no yes yes no yes yes

For retrospedive studies: blind assessment NIA no NIA NIA NIA ' no NIA
ofpredictive finding

Relevance ofpredictive findings no yes no no yes yes yes

Patient age and sex stated yes yes yes yes yes yes no

Mathematical technique described yes yes yes yes yes yes yes

Test of misclassification rate yes no yes yes no yes no

Prospectively validated in new clinical setting no no no no no no no

Effects ofclinical use prospectively measured no no yes no no no no

NIA=not applicable

~
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3. Methods

This study was a secondary analysis of a subset of patients who participated in a

NHRDp..funded study during 1989-90 at the Montreal General Hospital. The latter study,

which compared two methods ofdiagnosis ofdeep vein thrombosis, was titled A

Randomized Trial ofImpedance Plethysmography (IPG) Versus Contras! Venography

(CV) in Patients with a First Episode ofClinically SuspectedDeep Vein Thrombosis. It

will be referred to throughout the text as the "IPG-CV study". 1refer to my study as the

CPOD study (C/inica/ Predictors ofDVTStudy).

J.l.IPG-CVStudy

This section will outline the subjeets and methods used in the IPO-CV study.

These details are required to understand the design, source population, potential for bias,

and generalizability ofthe CPOD study.

The specific objectives ofthe IPG-CV Study were to determine the eifectiveness

ofIPG compared to CV for the diagnosis ofDVT in patients with a first episode of

clinically suspected DVT, and to perform a cost..effectiveness analysis ofthe diagnostic

techniques.

3.1.1. IPG...CV Study population

Patients screened

Begimùng January 19, 1989, all consecutive Montreal General Hospital patients

over age 18 with a first episode ofclinically suspected DVT were screened for inclusion

into the IPO-CV study. Patients could be inpatients or outpatients from any hospital ward,

department or clinic. A total of 1034 patients were screened.

Exclusion criteria

Patients meeting one or more ofthe following exclusion criteria were excluded

from the IPO-CV study:
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1. Clinically suspected recurrent DVT, as defined by prior positive contrast venography

and/or prior administration of anticoagulants for DVT or "phlebitis". These patients

were excluded because ofthe difficulties in reliably diagnosing DVT in a limb with

abnormal venous architecture caused by prior DVT. Also, patients with prior DVT

represent a population at increased risk for DVT, due both to alterations ofthe venous

anatomy as weil as possible persistence ofunderlying risk factors which promoted the

original DVT. They therefore are likely to have different charaeteristics than patients

presenting for the fust time with leg symptoms.

2. Allergy to contrast material. Allergic reaetions to contrast dye can be life-threatening

and thus precluded being randomized.

3. Patients on long-term anticoagulants. These patients were excluded for several

reasons. The likelihood ofdeveloping DVT while taking anticoagulants is very low.

Many ofthe conditions for which anticoagulants are recommended are themselves

associated with leg symptoms (e.g. congestive heart failure, peripheral arteriaI

insufficiency). Therefore, including patients taking anticoagulants would have reduced

.the yield ofpatients with DVT. Also, those patients who develop DVT while taking

anticoagulants undoubtedly are at particularly high risk for DVT, hence includiilg these

patients would have limited the generaIizability ofthe study.

4. Pregnancy. Contrast venography is contraindicated during pregnancy due to the

hazards ofradiation exposure to the fetus. Therefore, pre8llanCY would preclude

randomization.

5. Patient refused or was incapable ofgiving infonned consent. The study protocol

stipulated that patients randomized to the !PO arm who had a negative baseline IPO

required repeat testing on day 1, day 3-5, and day 10-14. AlI study patients required

foUow-up interviews at 3 and 6 months. Therefore, those who refused consent were

probably less able ta return to the hospital for multiple testing, or would oot be

available for the 3 and 6 mooths interviews. These patients were likely a mix ofthe

ftail elderly, people who were ill, and fun-time workers who found it impraetical to

return for ftequent visits.

6. Patient is geograpbically unsuited for re.peated IPO testing. Patients living far ftom the
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C' hospital were excluded since they would be unable to complete the study protocol.

7. Patient with acute or chromc renal failure (defined by serum creatinine >200 mmol/L.

Contrast venography can worsen renal funetion and precipitate renal failure in patients

with abnormal renaI function.

B. Patients with a lei in traction or wearing a plaster cast. IPG, which requires placement

ofan inflatahle cuffon the leg, cannot be performed over a rigid plaster cast. Contrast

venography cannat be performed ifthe foot veins ta be injected are covered by plaster,

and rotating the patient (to ensure adequate dispersion ofcontrast dye throughout the

venous system) is contraindicated ifthe leg is in traction.

Table 3a (end ofchapter) shows the number ofpatients excluded for each

exclusion criterion. Table 3b (end ofchapter) shows the age and sex distribution of

patients included in the IPG-CV study versus those excluded trom the study. Overall, 60%

ofpatients considered for participation in the study were female, and 66% of excluded

patients were female. In eacb orthe eight exclusion criteria, more females than males were

excluded.

3.1.2. Study protocol

Information on a number ofvariables was collected at baseline including
1

demographic data, baseline bealth status, and symptoms and signs. AIl data was collected

by the study nurses before the diagnostic procedure (IPO or CV) was performed.

Study recruits were randomized to IPO or CV. Patients randomized to IPO had a

baseline study, which, ifnegative, was repeated on day 1, day 3-5, and day 10-14. This is

usual practice, because as discussed earlier, IPG is most sensitive for proximal DVT,

hence ifsymptoms are due ta a calfDVT that bas hot yet extended proximally, !PO,

initially negative, may later become positive as the thrombus propagates proximally.

Patients randomized ta CV had a single study ooly.

Patients with positive CV were treated for DVT. Patients with positive !PO had

immediate confirmatory CV and, ifpositive, they were treated for DVT. Patients with

Degative seriallPGs or negative CV were not treated.
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(. Ali test results (IPG and CV) were interpreted blindly by panels ofthree experts,

without knowledge ofany clinical information. Disagreements between two panel

members were adjudicated by the third member. The IPG panel was composed oftwo

hematologists and one senior !PO technician. The CV panel was composed ofthree

vascular radiologists.

CV was read as positive if all deep veins were adequately visualized and a constant

intraluminal filling defect was seen in two or more projections or an abrupt cut-otfwas

seen in a deep vein above the knee. Positive CV was furtber characterized as calfDVT or

proximal DVT, depending on which vein{s) contained clot. CV was read as negative ifall

deep veins were adequately visualized and were free ofintraluminal filling defects. IPGs

were read as normal or abnormal, as previously defined in the literature (78).

AlI randomized patients were followed for six months. During this tinte, they were

instrueted to retum to the clinic ifthey experienced recurrent leg pain or swelling. They

were contacted by telephone for interviews at 3 and 6 months to obtain the following

information: alive or dead, general health status, persistence or resolution ofthe original

symptoms, development ofany new symptoms, and the interim requirement for new

investigations or treatments for DVT or PB. The primary aim ofthis follow-up was to

ascertain whether or not the diagnosis ofDVT had been missed during the initial phase of

the study (false negative test result).

The !PO-CV study flow chart is depieted in Figure 3.1 (end ofchapter).

3.1.3. Final study population ofIPG-CV Study, and adherence to study protocol

324 patients were recruited, all ofwhom gave infonned consent to participate in

the study. 165 patients were randomized to IPO, and 159 were randomized to CV. There

were 22 cross-overs: 8 trom IPO to CV (6 for geographic reasoos, 2 had tremor thus IPG

could not he performed), and 14 from CV to !PO (7 no venous access, 4 vein rupture, 3

miscellaneous reasons). One patient dropped out after randomization when a diagnosis of

cellulitis was made and neither test was performed. 270 (83.3%) completed the 3 month
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interview, 286 (88.3%) the 6 month interview, and 242 (74.7%) completed both

interviews. Ten patients (3.1%) did not complete any interview. Twenty-seven patients, on

follow-up interview, had symptoms suspicious for DVT or PE for which they underwent

diagnostic testing. Orthe 27, tive had confirmed DVT or PB. There were 23 deaths by the

6 month follow-up point.

3.2. CPOD study

3.2.1. Study population

The source population for the CPOD study was the 324 participants in the IPG-CV

study. The aim ofthe CPOD study was to develop a clinical prediction index for the

diagnosis ofDVT in patients presenting with leg symptoms. Therefore, it was critical to

exclude patients in whom the presence or absence ofDVT could Dot be ascertained with

certainty, and to carefully classify CPOD study patients into those with confinned DVT

("cases") and those without confirmed DVT ("controls"). This was achieved using the

criteria described below.

Exclusion criteria

Patients were excluded ifthey dropped out ofthe study before or immediately after

the initial diagnostic test, ifthey did not complete at least 2 out of3 seriallPGs, or iftheir

CV was considered to be technically inadequate by the blinded reviewer panel as defined

by the protocol ofthe IPO-CV study, i.e. inadequate visualization ofany ofthe following

veins: common iliac, extemal iliac, common fernoral, superficial fernoral, popliteal,

peroneal, and posterior tibial veins, or failure to obtain two or more views ofany

intraluminal filling defect(s). AIso excluded were any patients with initial negative CV or

IPO who were diagnosed with DVT or PB during the 6 month follow-up period.

Definition ofconfinned diagnoses ("cases")

Confirmed diagnoses (patients with DVT) were defined as patients from the source

population with a positive CV at one or more anatomical sites or patients with a positive
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IPG where no CV confirmation was possible and treatment for DVT was administered. 1

will refer to these patients as "cases". Cases had proximal DVT if, by CV, a clot was

found in a proximal vein, whether or not clot was also present in a calfvein, or ifIPG was

positive and the patient was treated for DVT even ifno CV confirmation was possible.

Cases had calfDVT if: by CV, a clot was found in a calfvein ooly.

Definition ofnon-confirmed diagnoses ("controls")

Non-confirmed diagnoses (patients without DVT) were defined as patients from

the source population with a negative CV, even ifIPG was positive, or the combination of

a negative baseline !PO and at least 2 out of3 seriai IPOs completed and negative and no

DVT or PB diagnosed by 3 or 6 month foUow-up. 1will refer to these patients as

"controls".

It is important to note that these patients are not controls in the strict sense ofthe

term as used in case-control studies. They are not representative ofcontrols in the target

population (ie. the world ofpatients with leg symptoms who are ftee ofDVT and who are

in the catchment area ofthe Montreal General Hospital) since they were selected iota the

study in a biased way: they had leg symptoms that 1) on initial assessment by their

physicians, were not attributed to a specifie diagnosis, which might have avoided the need

for further testing and 2) furthennore, aroused in their physicians the suspicion ofDVT,

thus leading to referral to the !PO-CV study. Thus, the process by which "contrais" were

seleeted into the study was associated with the probability oftheir having DVT. Never..

theless, this terminology is used because ofthe analytic approach employed in this study.

From the source population of324 patients, there were 53 exclusions, 73 cases

and 198 controls. There were 9 deaths among cases (12.3%) and Il deaths among

controis (5.5%) by the end ofthe six month follow-up period. Figure 3.2 (end ofchapter)

depicts the assembly ofthe CPOD study population. Tables 3c, 3d, and 3e (end of

cbapter) summarize the criteria for selection ofcases and controls, and criteria for

exclusion ofpatients from the study.
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,. Potential for misclassification

Since positive !PGs were followed by confirmatory CV, and the criteria for

classifying CV as positive were strict, a false positive diagnosis ofDVT was unlikely.

Although in 5 cases with positive IPG, CV confirmation ofDVT was not possible, given

the predictive accuracy of!PO for proximal DVT of90-95% in similar populations, it is

unlikely that any ofthese five would be false positive results.

Ofgreater concem was the possibillty offalse negative results (i.e. missed DVTs)

since, by study protocol, patients with negative IPGs were not required to undergo CV.

However~ patients with negative IPGs had repeated seriai testing~ and any patients with

IPGs that tumed positive on seriai testing were referred for confirmatory CV. Patients aIso

had 3 and 6 month telephone interviews to assess for cHnically suspeeted and/or

objectively confirmed DVT or PE that could have represented DVTs that were missed

initially. Therefore, thorough attempts were made to capture aU cases.

Nonetheless, since IPO only reliably detects proximal DVT (specificity 95%,

sensitivity 92%), calfDVT that did not propagate proximally by the last seriai !PO or that

resolved spontaneously without proximal extension could have been missed in patients

randomized to undergo IPO. Dy extrapolation, in this samplè, based on finding 21 DVTs

restricted to the calfout of 154 CV studies (13.6% prevalence), it is conceivable that out

of86 negative IPGs, 12 (13.6%) calfDVTs could have been missed, 3 (25%) ofwlùch

would have extended proximally and been ultimately detected by seriai !PO, and 9 (75%)

ofwhich would likely have remained localized to the calfand spontaneously resolved with

time (42). Thus, based on a theoretical worse-case scenario where !PO had 0% sensitivity

for calfDVT, the maximum number ofmissed calfDVTs that would have been

misclassified as controls in this sample would be 9.

Adequacy offoUow-up ofstudy population

Ofthe 271 patients, 194 (71.6%) completed both the 3 and 6 month foUow-up

interviews~ 25 (9.2%) completed ooly the 3 month and 45 (16.6%) completed only the 6

month interviews, for a total of97.4% of patients with follow-up ofat least 3 months. 7

(2.6%) had neither the 3 month nor 6 month follow-up interview, ail ofwhom were in the
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control group. (4 had negative IPG, and 3 had negative CV).

3.2.2. Outcome variables

The outcome variable for the primary analysis was DVT (any site), thus cases had

DVT (any site) and controls had no DVT. For the secon~ary analysis, the outeome

variable waspro~ DVT, thus cases had proximal DVT and controls had no DVT. For

the secondary analysis, patients with isolated calfDVT were excluded.

3.2.3. Predictor variables

At study entry, prior to diagnostic testing, information on a number ofvariables

was collected on a standard reporting form by the study nurse, who was therefore blinded

to the outcome ofthe diagnostic tests. Three categories ofdata were collected:

Demographie information

-Age

-Sex

-Patient location (inpatient vs. outpatient)

Baseline health status

-Medical illness, including type and whether active (congestive heart failure, chronie

lung disease, diabetes, liver disease, peripheral vascular disease, collagen vascular

disease, other)

-Leg trauma in the last 30 days and number ofdays immobilized

-Cancer, including type and whether active (breast, loog, colon, prostate,

hematological, pancreas, kidney, other)

-Surgery in the last six months, and type (abdominal, gynecological, orthopedie, hip,

knee, prostate, thoracic, cardiac, neurologie, other)

Clinical symptoms

-Pain, swelling, redness, any symptom

. -Ouration ofabove symptoms
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(- Clinical signs

-Tendemess, pitting edema, non-pitting edema, erythema, superficial venous dilation,

warmth, palpable cord, Homan's sign, any sign

Tables 3f-3j (end' ofchapter) display the outcome and predictor variable names,

their description, and how they were coded.

3.2.4. Ethical considerations

,The !PO-CV study was approved by the Montreal General Hospital Research and

Ethics Committee, and al1 participating patients gave informed consent. The CPOD study

was a secondary anaJysis ofIPG-CV data, using aggregate and not case-specific data,

hence confidentiality ofstudy participants was preserved.

3.2.5. Sample size calculation

In regression analyses in general, the larger the number ofindependent variables

included in the model, the better the fit will be ta the data set ftom which the model is

built. In the extreme case, ifthere are as many independent variables as there are subjects

in the data set, a Madel can be round that fits the data exactly, even ifnone ofthe variables

have any predictive ability at ail. In these cases and others less extreme, there can be much

doubt about whether the model win be generalizable ta other data sets. Therefore, in

building regression models, one must balance model parsimony against overfitting ta a:
particular data set, which will occur iftao many independent variables are included.

Finding the right balance increases the likelihood that the results will be generalizable ta

other data sets.

However, there are no specific guidelines as to the number ofobservations

recommended per predietor in logistic regression modeling. In linear regression, an often

quoted rule is to have at least 10 observations per predietor in the maximum model (79).

The CPOD study population of271 would thus alIow consideration ofat MOst 27

predietor variables ifa Iinear model were heing used. However, since each subject in a

logistic regression model provides only a "yes" or "no" outcome, each subject contributes
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#'., less information on average compared to that provided by each subject in a linear

regression on a continuous outcome variable. Therefore, higher ratios of subjects to

number ofpredictor variables might be advisable.

Bayesian methods ofmodel selection were used in tbis thesis. These are

specifically designed to balance parsimony versus fit in logistic regression modeling, and

can be used with samples ofany size. Rather than using backwards or f01Wards model

selection techniques that typically greatly increase type l errors that can lead to overfitting,

Bayesian techniques calculate the support for any given model by the data, and compare

tbis to the support for other models. Furthermore, the procedures specifically account for

the sample size. Therefore, while larger sample sizes can result in better models with more

accurately established parameters, smaller sample sizes are not likely to result in

overfitting, as is possible with other techniques (80).

1had no control over the sample size in tbis study since the data were already

coUected when 1started my project for a completely different purpose than my own. The

original sample size calculation was based on a two..sided a of .05 and a pof .20 (power

of8001è) to detect a 50% reductioD in the anticipated failure rates ofIPG (l00AJ) and CV

(20%). It should be noted that the final sample size of324 patients in the IPG-CV study

fell short ofthe 418 needed based on the sample size calculation.

For the final model, 1 calculated a confidence interval for ea.ch parameter (odds

ratio), the width ofwhich indicated to what degree ofaccuracy the value ofthe coefficient

was known. A sufficiently narrow confidence interval thus implied that the sample size

was sufticient to accurately estimate the effect ofthat parameter.

3.2.6. Statistical analysis

The primary analysis was carried out for cases (DVT any site) vs. controis (no

DVT), and the secondary analysis was carried out for cases (proximal DVT) vs. controls

(noDVT).

Univariate (simple) analysis

Cases and controls were compared on a1l baseline variables. For continuous
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variables, results are presented as mean ±standard deviation, or for variables with heavily

skewed distributions, median with interquartile range. Dichotomous variables are

presented as proportion (percent) affected in each outcome group.

Means were compared using Student's t-test. Difference in means and the

associated 95% confidence interval for the difference1 are presented. Proportions were

compared using chi-square test, or Fisher exact test for cells with expected cell frequency

less than 5. Differences in proportions and the associated 95% confidence interval for the

difference2 are preseoted. Medians were compared using the Mann-Whitney test, a 000­

parametric two sample Median test.

The sensitivity, specificity, PPV, NPV, LR+ and LR- were calcuIated for all

variables that appeared to be good predictors ofcase status, as judged by the confidence

interval for the ditrerence in the variable between cases and controls.

Bivariate {stratifiedl analysis

Speannan's rank correlation was run on aU variables to look for highly correlated

variables which might be collinear or confounders in the association between a given

variable and case status.

Based on substantive evidence, in an attempt to explain sorne ofthe relations

found in the univariate and correlation analyses, cases and controls were further stratified

on the foUowing variables: presence! absence ofactive Medical illness, over! under 65,

inpatientl outpatient, gender, recent trauma, recent surgery, and recent orthopedie

surgery. The relationships betweeo predietor variables and case status were examined, and

when the strength ofthe association between a given predietor variable and case status

was ditrerent in the two strata, effett modification by the stratifed variable on the predietor

variable was tested, ifsubstantively plausible. SAS software (release 6.11, SAS systems,

Inc.) was used for the univariate and bivariate analyses.
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1, .., Multivariate analysis

Logistic regression analysis was perfonned using the bic.logit procedure (S-plus

software), which employs Bayesian methods ofmodel selection (80).

Standard frequentist model selection methods (e.g. f01Ward, stepwise, backward)

rely on P-value based significance tests to include or exclude a predictor variable ftom the

model. One difficulty with these methods is that P values for individual variables change

depending on the number ofvariables considered in the model and the selection method

used, thus use ofa P value eut-offas a basis for variable inclusion or exclusion can be

dramaticaI1y misleading. A second difficulty is that several different models may aIl seem

reasonable yet lead ta different conclusions about the question being studied. Thus,

selecting a single model and basing inference on it becomes somewhat arbitrary and

ignores issues ofmodel uncertainty and the resulting uncertainty ofinferences.

The Bayesian approach to hypothesis testing, model selection and accounting for

model uncertainty overcomes these difficulties to a large extent. Uncertainty about the

unknown parameters ofthe model is expressed in terms ofthe probability ofthe parameter

given the data, using Bayes' theorem:

p(9ID) ex: p(D19)p(9)

where D= data observed, and 9=the vedor ofunknown parameters. Thus, the posterior

distribution is proportional to the likelihood times the prior. The bic.logit procedure

provides estimates ofthe beta coefficients for each predictor variable using the Mean of

individual model estimates, weighted by the posterior probabilities ofeach parameter as

defined above (posterior Mean). For model selection, the Bayesian Infonnation Criterion

(BIC) (also called the Schwarz Criterion (SC» provides an accurate approximation ta

Bayes' factor, which is the ratio ofthe integrated Hkelihoods ofthe models being

compared, say M2 vs. Ml. When tbis ratio is >1, the data favor M2 0ver Ml and the

ID88IlÎtude ofBayes' factor cao be used ta assess the strensth ofthis evidence. BIC is a

funetion ofthe likelihood ratio statistic or model deviance:
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where Lk2 is the deviance for model Mk and dfk is the corresponding number ofdegrees of

freedom. Models can he compared by taking the difference oftheir BIC values, with the

model having the sma1ler (ie. more negative) BIC having better model "fit". As with

Bayes' factors, the magnitude ofthe ditrerence in BICs can'be used to assess the strength

ofevidence for one model against another. Fina;lly, for each model, model uncertainty is

expressed as the posterior probability that each model is tnle, given that one ofthem must

he true. This prohability is derived from the BIC (80). Use ofthese methods and their

interpretation for my data will be discussed in the next chapter.

Variables judged to be important predictors ofDVT by clinical grounds or by the

univariate and bivariate analyses, and interaction terms that were judged to be plausible

based on results ofthe stratified analyses were entered into the bic.logit logistic regression

program (SO). Final model selection was based on the BIC value.

Standard regression diagnostics were not performed, since it was considered that

the BIC criterion ofmodel selection gave the best possible model given the data, and no

model could be expected to precisely prediet case status for each individual, especially

sinee ail predietor variables except age were binary. Hence, some deviation from predieted

outcome is to be expected. The width ofthe 95% confidence interval surrounding the

parameter (calculated ~sing elJ±1.96(S.E., was used as an estimate ofthe degree ofaccuracy

with which the parameter (here, the odds ratio) was known.

Model validation is important especially when the model is to he used to predict

outcome for future subjects, sinee the fitted model a1ways performs better on the data set

it was derived from (81). Cross-validation techniques using split-samples and other

methods (79) were considered for use but were rejected because ofthe small sample size

ofthe study, which would render parameter estimation in the derivation and validation

subsets unstable. Ideally, the mode! should be validated externally and prospectively on a

population ofpatients presenting with leg symptoms suspicious for DVT. To help assess

the model's predictive accuracy within the sample (goodness offit), 1 examined, for each

covariate pattern, the probability ofcase status based on the model vs. the probability
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observed in the data.

The variables in the final model were used to develop the clinical prediction index.

A sensitivity analysis was perfonned for the different cutoff points ofthe index, and the

corresponding Receiver Operating Characteristics (ROC) curve was plotted.
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Chapter 3: Figures and Tables
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Figure 3.1. IPG-CV STUDY: study tlow chart
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l 710 excluded
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Tabl~ 3a. Exclusion criteria for IPG-CV study (total number of patients

excluded=710)

EXCLUSION CRI1ERION NUMBER OF PATIENTS EXCLUDED*

Suspected recurrent DVT 101

A1lergy to contrast dye 34

Long-term anticoagulants 12

Pregnancy 24

Refusedlincapable of consent 510

Renal failure 34

Leg in traetionlplaster cast 10

Note:· Sum is greater than total (n=710) due to fulfilment of>1 exclusion criterion in some patients

Table 3b. Mean age and ses distribution of patients induded and excluded for IPG­
CV study (total screened=1034)

Age(years)*, mean+SD 56.7±17.2

SEX~ % male

PATIENTS INCLUDED
(N=324)

53%

PATIENTS EXCLUDED
(N=710)
6O.3±18.5

34%

DIFFERENCE
[9S%CIl
-3.6 [-5.9,2.3]

.19 (.13,.25]

c··

Note: • ages unavailable for 15 of710 excluded patients
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1 Figure 3.2. F10wchart illustrating assembly of Clinical Predictors ofDVT (CPOD)

study population

1 1034 SCREENED FOR IPG-eV STUDvl

710 PATlENTS EXCLUDED

324 PATIENTS AVAILABLE FOR CPOD STUDY
(SOURCE POPULATION)

53 PATIENTS EXCLUDED

271 STUDY POPULATION CPOD STUDY

1 73CASeS 1 1198 CONTROLS 1
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Table 3c. cpon STUDY POPULATION: detinitioD of CASES, 0=73

CRITERION N

Positive CV 68

Positive IPG~ no CV confirmation possible • S .

Notes:
• 3 patients had no venous access; 2 patients had vein rupture

Table 3d. CPOD STUDY POPULATION: detinitioo ofCONTROLS, 0=198

CRITERION N

Negative CV 86

Negative baseline IPG and 112

at least 213 seriallPGs completed and negative~and

no DVT or PE diagnosed by 3 or 6 month follow-up interview

Notes for Tables 3c and 3d:

cv= contrast venography IPG= impedance plethysmography
DVT= deep vein thrombosisPE= pulmonary embolus
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C' Table 3e. Reasons for exclusion of patients from CPOD study

REASON FOR EXCLUSION NUMBER OF PATIENTS

Inadequate CV 1 37

Incomplete follow-up of negative IPG2 9

Dro~ws3 2

PuIl-outs 4 5

TOTAL EXCLUDED 53

Notes:
1

2

3

4

Among the 37 patients with inadequate CV:

29 never had IPG

8 had IPG: of these~

5 had positive IPG

3 had negative 00: of these~

2 bad inadequate follow-up

1 completed al1 follow-ups with no evidence
ofOvr

5 patients had baseline IPG only (ie. none of the seriallPGs were done)
4 patients had baseline IPG and only 1 of 3 seriaI IPGs

1 patient had neither IPG nor CV and was treated for ceUulitis
1patient had negative baseline IPG and then dropped out ofstudy

1 patient had OYr diagnosed at 3 month follow-up, which could have represented a missed
OVT

4 patients: blinded interpretation ofCV not available
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Table 3f. CPOD study: outcome variables

VARIABLE DESCRIPTION VARIABLE CODING VARIABLE TYPE

Case status for any DVT

Case status for proximal DVT

case=1 conttol=O

case:1 conttol=O

dichotomous

dichotomous

Table 3g. CPOD study: predictor variables- demographic

VARIABLE DESCRIPTION VARIABLE CODING VARIABLE TYPE

Patient age age, in years continuous

Patient age years > 65=1 dichotomous
years ~ 65=0

Gender male=l female=O dichotomous

Patient location inpatient=l outpatient==2 dicholomous
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Table 3b. CPOD study: predictor variables- baseline health status

VARIABLE DESCRIPTION VARIABLE CODING VARIABLE TYPE

Active medical illness (except cancer) yes=l no=O diehotomous

Leg trauma in last 30 days yes=l no=O diehotomous

Number ofdays immobilized in last 30 days nomber ofdays continuous

Immobilized ~ 1 day in last 30 days yes=l no=O diehotomous

Prior history ofcancer yes=l no=O diehotomous

Active cancer yes=l no=O diehotomous

Surgery in last 6 months yes=l no=O diehotomous

Orthopedie surgery yes=l no=O cliehotomous

Hipsurgery yes=l no=O dichotomous

Knee surgery yes=l no=O cliehotomous

Table 3i. CPOD study: predictor variables- clinical symptoms

VARIABLE DESCRIPTION VARIABLE CODING VARIABLE TYPE

Presence ofany symptom yes=l no=O dichotomous

Symptom duration number ofdays continuous

Log symptom duration log number ofdays continuous

Presence ofpain yes=l no=O dichotomous

Pain duration number ofdays continuous

Swelling noted by patient yes=l no=O dichotomous

Swelling duration number of days continuous

Redness noted by patient yes=l no=O dichotomous

Redness duration number ofdays continuous
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Table 3j. CPOD study: predictor variables- clinical sigos

VARIABLE DESCRIPTION VARIABLE CODING VARIABLE TYPE

Any sÎgn noted by examiner present=1 absent=O dichotomous

Tendemess on palpation present=labsent=O dichotomous

Pitting edema present=1 absent=O dichotomous

Non-pitting edema present=1 absent=O dichotomous

Erythema present=1 absent=O dichotomous

Superficial venous dilation present=1absent=O dichotomous

Warmth present=1 absent=O dichotomous

Palpable cord present=1absent=O dichotomous

Homan's sign present=1 absent=O dichotomous
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4. Results

In the CPOD study population (n=271) there were 73 patients with DVT (27%).

The primary anaIysis compared cases with DVT (all sites) vs. controls (patients without

DVT), and the secondary analysis compared cases with proximal DVT vs. contraIs

(patients without DVT). Before presenting these results, 1will briefly present the baseline

charaeteristics ofpatients included in the CPOD study compared to those excluded. This

has relevance as to the generalizability ofthe results and the potential for selection bias.

As seen in Table 4.1, CPOD study subjeets and those excluded from the study

were similar on ail variables, except that a lùgher proportion ofexcluded patients were

male. Since Many patients were excluded iTom CPOD because oftechnically inadequate

contrast venography (CV), patients with adequate and inadequate CV were also compared

on a number ofbaseline variables. There were no important diftèrences between these

groups (Table 4.2).

Table 4.1. ComparisoD of CPOD stady .bjeds vs. patients acluded from stady

VARIABLE SUBJECTS EXCLUDED DIFFERENCE
(N=271) PATIENTS [95% CI)

(N=S3)
Age(years), mean± SD 57.1±17.0 54.3±18.4 2.8 [-2.6, 5.4]

Sex(%maIe) 49.4% 69.8010 - 20.4 % [-34, -7]

Location (% in-patient) 26.2% 35.80../0 - 9.6 % [-24, 4]

Medical disease at baseline (%) 37.2% 41.5% - 4.3% [-19, 10]

History ofcancer (%) 16.2% 13.2% 3% [-7, 13]

Active cancer (%) 8.8% 3.80/0 5% [-1, 11]

Surgery in past 6 months (%) 32.4% 35.8% - 3.4% [-17, 11]

Orthopedie surgery in past 6 months (%) 8.9010 13.2% -4% [-14,5]

Symptom duration(days), median (lQR) 5 (2-14) 4 (1-8)
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,. Table 4.%. IPG-CV subjec::ts with technieally adequate vs. inadequate contrut venograpby (CV)

VARIABLE ADEQUATE CV INADEQUATE CV DIFFERENCE
N=154 N=37 f95%CI]

Age(years) mean± SD 57.6±15.7 53.1±18.3 4.5 [-1.9,6.4]

Sex (%ma1e) 57.9% 67.6% - 9.101'0 [-27, 7]

Patient location (% inpatient) 25.8% 35.1% - 9.3% [-26,8]

Symptom duration(days), Median (IQR) 5 (2-14) 4 (2-8)

Recent leg trauma (%) 23.9% 24.3% - 0.4 % [-16, 15]

Surgery in past 6 months (%) 34.0% 37.8% - 3.8% [-21, 14]

Orthopedie surgery past 6 months (01'0) 9.4% 13.50/0 - 4.1% [-16,8]

Hip surgery past 6 months (%) 2.5% 5.4% - 2.901'0 [-Il, 5]

Knee surgery past 6 months (%) 6.9% 8.1% - 1.2% [-Il, 8]

Active intercurrent disease (%) 31.5% 37.8% - 6.3% [-24, Il]

History ofcancer (%) 17.0% 18.9% - 1.9% [-16, 12]

Active cancer (%) 10.701'0 5.4% 5.3% [-3, 14]

4.1. Primary Analysis

4.1.1. Univariate analysis

Demographie variables (Table 4.3)

The mean ages ofcases and controls were similar (58.9 ± 16.8 vs. 56.4 ± 17.0

respectively). AmODg cases, 65.8% were male compared to 43.4% ofcontrols, and DVT

occurred in 36% ofmen but only 18% ofwomen. Thus, in this population DVT was more

common in men tban women. Among cases, 38.4% were inpatients compared to 21.7% of

controls.

Table 4.3. Demographie data in cases and controls

VARIABLE CASES CONTROLS 95% CI FOR PVALUE
n=73 n=198 DIFFERENCE

Age (years), mean:tSD 58.9±16.8 56.4±17.0 2.5 [-2.0,4.5] .29

Sex, %maJe 65.8 43.4 22% (10,35] .001

Patient location, % inpatient 38.4 21.7 1,.,4 [4, 29] .006
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t·' Baseline health status

i. Active medical disease (Table 4.4)

Active medical disease (excluding cancer) was significantly more common in

controls (41.4%) than cases (26%). When broken down by disease type, diabetes and

"other i1lness" (which was not further characterlzed in the data entered into the database

but likely included illnesses such as hypertension, angina and arthritis) were more common

in controls than cases (8.1% YS. 1.4%, and 32.3% YS. 17.8% respectively).

Table 4.4. Active lDediCai disease in eues and cODtrols

VARIABLE CASES CONTROLS DIFFERENCE PVALUE
0=73 n=198 195% CI)

Active disease % 26 41.4 - 15.4% [-27,-3] .02

Type ofdisease %

Congestive heart failure 0 1.0 -1% [-2~ .3] 1.0

Chronie lung disease 0 0.5 -0.5% [-1, .5] 1.0

Diabetes 1.4 8.1 -6.70/0 [-Il, -2] .048

Liver disease 0 2.5 -2.5% [-5, -.3) .33

Peripheral vascu1ar disease 1.4 0.5 0.9Ot'o [-2,4] .47

ColIagen vascu1ar disease 0 0.5 -0.5% [-l, .5] 1.0

Other 17.8 32.3 -14.5% [-25,-4] .02

Ü. Immobilization and leg trauma (Table 4.5)

Immobilization for more than one day in the last 30 days was more common in

cases than controls (24.7% vs. 9.6% respectively). Simïlar results were seen when the cut­

offwas moved to more than 0, 2, 3, 4, or 5 days ofimmobilization. At more than 6 days

ofimmobilization, the difference between groups was lost. This may have been due ta the

small number ofpatients that had immobi1ization for 6 days or longer. Among patients

immobilized for any length oftime in the last 30 days, the median number ofdays of

immobilization was similar in cases and contrais (S days in bath groups). Hence,

immobilization for a period oftime up ta S days was a predietor ofDVT in the univariate

analysis. 1did not find evidence that the actual duratian ofimmobilization was a predietor,
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perhaps due to the small number ofpatients with immobilization. For the remainder of the

analysis immobilization was dichotomized into more than one day vs. one day or less,

sinee this eut-ofFis easily quantifiable clinieally.

Leg trauma in the last month occurred in 30.1% ofcases and 20.7% ofcontrais,

but the 95% CI for this differenee included zero ([-3%, 21%]).

Table 4.5. Recent leg trauma and immobilizatioD in eases and ~ontrols

VARIABLE CASES CONTROLS DIFFERENCE PVALUE
N=73 N=198 r95%Cn

Immobilized >1 clay in 1ast 30 days (0/0) 24.7 9.6 15.1% [4,26] .002

Among patients immobilized in last 30 5 (2-8) 5 (1-10) .95
days, number ofdays immobilized, median (n=24) (n=27)
(IQR)

Recent leg trauma (%) 30.1 20.7 9.4% r-3, 211 .103

iii. Cancer (Table 4.6)

Active cancer was present in 15.1% ofcases and 6.6% ofcontrols. Because ofthe

small patient numbers in each category, 1could not investigate whether any individual

cancer type was particularly thrombogenie. A past history ofcancer that was currently

inactive was found in similar proportions ofcases and controls.

Table 4.6. Cancer iD cases and controls

VARIABLE (%) CASES CONTROLS DIFFERENCE [95% CI] PVALUE
N=73 N=198

Active cancer 0/0 15.1 6.6 8.5% [-.4, 17] .03

History ofcancer % 21.9 14.1 7.SOlO [-3, 18] .12

Type ofcancer: 1 % [-6,5]
Breast 2 4 4.5 -0,5% 1.0
Lung 4.1 1.0 3.1% [-2,8J .12

Colon 0 1.0 -1% [-2, .3] 1.0

Prostate 3 4.2 1.2 3% [-2,8] .29

Hematological 1.4 1.0 0.4% [-3,3] 1.0

Pancreas 0 0 0 - -
Kidney 0 0.5 -0.5% [-l, .4] 1.0

Other 13.7 7.6 6.1% [-3, 15] 0.12

Notes: 1 Some patients bad >1cancer type 2 denomiDator =women 3 denominator = men
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iv. Surgery and orthopedie surgery (Table 4.7)

More cases than controls had surgery in the last six months (43.8% vs. 28.3%,

95% CI for difference [3,28]). When analyzed by surgery type, almost aU ofthis

differenee was attributable ta orthopedie surgery. Among cases, 19.2% had orthopedie

surgery compared to 5.1% ofcontraIs (95% CI for differenee [5, 24n. With regard to the

site oforthopedie surgery, 11% ofcases had knee surgery, eompared ta 2% ofcontraIs

(95% CI for ditTerence [2, 16]). For hip surgery, the differenee in proportions among

cases (8.2%) and contraIs (3.5%) was not statistieally signifieant.

Table 4.7. ReceDt surgery, and type, in uses and controls

VARIABLE (%) CASES CONTROLS DIFFERENCE PVALUE
N=73 N=198 r95%Cn

Surgery in last 6 months l % 43.8 28.3 15.5% [3,28] .015

Type ofsurgery %
Abdominal 9.6 6.6 3% [-5, Il] .40
Gynecological 2 4 0 4% [-.S, 8] .18

Orthopedie 19.2 5.1 14.1% [5,24] .001
Hip 8.2 3.5 4.70.4» [-2, Il] .12
Knee Il.0 2.0 9% [2, 16] .004

Prostate 3 2.1 0 2.1% [..1,5] .36
Thoracic 1.4 1.5 .. 0.1% [-3,3] 1.0
Cardiac 0 2.0 -2% [-4, -.5] .58
Neurologie 2.7 2.5 0.2% [-4,5] 1.0
Other 11.0 12.6 -1.6% r-lo,71 .71

Notes: 1 some patients bad > 1 surgery type, bence total is less than sum
2 calculated in women 3 calcu1ated in men

clinica1 symptoms (Table 4.8)

Patients were recruited for participation in the IPO-CV study because ofsuspected

DVT. Thus, by design, symptoms were not expected ta be good discriminators between

case and control status. This was confirmed by the presence of"any symptom" in 100% of

cases and 99.5% ofcontrols. Similarly, with regard ta individual symptoms, pain, swelling

and redness were found equally in cases and contrais. Although there was a trend to

longer Median duration ofsymptoms in controls (6 days, interquartile range (IQR) [3-20])
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than cases (4 days, IQR [2-11]), this difference did not achieve statistical significance. One

might expect that the more chromc the symptoms, the less.likely they are due to DVT,

since DVT is an acute illness that progresses ifnot treated.

.Table 4.8. Type and duration of symptoms În cases and controls

VARIABLE CASES CONTROLS DIFFERENCE PVALUE
N=73 N=198 r9S%Cn

Any symptom (%) 100 99.S 0.5% [-.S, 1] 1.0

Global symptom duration (days), 4 (2-11) 6 (3-20) - .25
Median (IQR)
Log Mean symptom duration(days) 1.75±1.3 2.11±1.4 - .37 [-.74,.37] .06
+ SD
Pain(%) 78.8 78.1 0.70.10 [-10, 12] .90
Number of days ofpain (days), 3 (1-7) 4 (1-9) - .07
Median (lQR)
Swelling (%) 83.6 77.2 6:10.10 [-4, 17] .26
Number ofdays of swelling (days), 2 (1...7) 4 (1-11) - .20
median(lQR)

Redness(%) 68.2 61.6 6.6% [-6, 19] .31
Number ofdays ofredness (days), 1 (0-6) 3 (0-7) - .08
median (lQR)

Clinical signs (Table 4.9)

AIl cases and 97.5% ofcontrols had at least one ofeight clinical signs. However,

for individual signs, superficial venous dilation (SVD) and warmth ofthe lower extremity

occurred in significantly higher proportions ofcases than controIs (28.8% vs. 14.7%

respectively for SVD; 71.2% vs. 49.5% respectively for warmth). Of the two, SVD is

likely to be more specifie for DVT, since it is caused by diversion ofblood from

obstrueted deep veins to superficial veins. Warmth, on the other band, can be caused by a

variety ofinflammatory conditions including DVT, and on substantive grounds would not

be expected to be a good predictor ofcase status. Homan's sign was a1so more prevalent

in cases than controls (52.1% vs. 38.4% respectively).
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Table 4.9. Clinicat signs in cases and controls

VARIABLE % CASES CONTROLS DIFFERENCE PVALUE
n=73 n=198 r9S%Cn

Anysign 100 ,97.5 2.5% [.3,5] .33

Tenderness 82.2 78.3 3.9% [-7, 14] .48

Pitting edema 41.1 39.9 1.2% [-12, 14] .86

Non-pitting edema 78.1 69.7 8.4% [..3, 20] .17

Erythema 48.0 35.9 12.1% [-1,25] .07

Superficial venous dilation 28.8 14.7 14.1% [3, 26] .008

Warmth 71.2 49.S 21.701'0 [9,34] .001

Palpable cord 15.1 14.7 0.4% [-9, 10] .93

Homan's sigll 52.1 38.4 13.7% [.4, 27] .04

The presence ofa palpable venous eord, shown by Richards ta be highly specific

for DVT (65), occurred with equal prevalence in cases (15.1%) and controls (14.7%),

leading one to wonder what anatomical structure was being palpated in controls. As

expected by their high prevalence in the general population and their multifaetorial

etiology, the clinical signs edema, erythema and tendemess were poor predictors ofcase

status.

Summary of test charaeteristics ofpotential predictor variables (Table 4.10)

Table 4.10 below displays the sensitivity, specificity, predictive values and

likelihood ratios for each variable that was shown to be associated with case status in the

univariate analysis.

No predietor had both high sensitivity and specifieity. Sensitivity was poor for aU

predietors, with warmth baving the highest estimated sensitivity (.71). High estimated

specifieities were found for SVD (.85), immobilization (.90), active cancer (.93), and

orthopedie and knee surgery (.95 and .98 respective1y). No predictor bad high PPV (the

highest PPV was .67 for knee surgery). Warmth and male sex had the highest NPVs (.83

and .82 respectively).

The likelihood ratio-positive (LR+) is the ratio ofsensitivity ta l ..specificity. It

represents the odds ofa positive 'lest" (here, the presence ofa given predictor) in cases

70



compared to controls. The Iikelihood ratio-negative (LR..) is the ratio of l ..sensitivity to

specificity. It represents the odds ofa negative "test" (here, the absence ofa given

predictor) in cases compared ta controls (82). A test that is highly discriminatory would

have a LR+ »1, and a LR- close to O. The variables with the highest LR+ were knee

surgery (5.5), orthopedie surgery (3.8), and immobilization (2.5). The variables with the

lowest LR.. were warmth (.58) and male sex (.60).

Table 4.10. Accuracy of individual predietor variables for the diagnosïs of DVT

Notes: Sens= sensitivity Spec= specificity PPV== positive predictive value NPV== negative
predictive value LR+ == likelihood ratio for positive test LR- = likelihood ratio for negative test

4.1.2. Bivariate analysis

Spearman's rank correlation (Table 4.11)

Spearman's nonparametric rank correlation was computed for ail variables. An 1ri

of ~ .20 was considered ta be a conservative indicator ofa potentially important

correlation between two variables. Table 4.11 shows the r values for these variable pairs.

Not shown in the table are variable pairs for which high correlation would be expected,

such as presence ofa symptom and its duration, surgery and surgery type, swelling and

ed~etc.

While none ofthe·correlations were very strong, inpatient status was correlated

with surgery, orthopedic surgery, knee surgery, and immobilization, whereas being an
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outpatient was correlated with symptom duration. Trauma was correlated with surgery,

orthopedie surgery, knee surgery, hip surgery, and immobilization. Superficial venous

dilation was correlated with age. Immobilization was correlated with surgery, orthopedie

surgery, hip surgery, and knee surgery. Finally, immobilization was negatively correlated

with symptom duration. Ofnote, sex, active medical ilIness and active cancer were not

correlated with any other predictor variables (not shawn).

Table 4.11. Spearman's rank correlation for variables witb 1r 1 ~ .2

Case status Outpatient location Age Surgery Trauma Immobilization

Surgery -.48 .29 .39

Orthopedie surgery .22 -.29 .41 .36

Knee surgery .20 -.24 .31 .23

Hipsurgery .29 .31

Symptom duration .27 -.22

Immobilization .20 -.40 .39 .39

SVD .23

Stratified analyses

Stratified analyses were performed on selected variables in order to explore

potential confounding effects ofa given variable on the association between a predietor

variable and case status. The choice ofstratifying variables was both hypothesis-driven,

based on previously known confounding effects between variables, and data-driven, to try

to explain associations found in the univariate analysis that were not known in the

üterature to predict case status.

The stratified analyses were also used to explore potential etrect modification,

which would he suspected ifthere was a difference in the strength ofthe association

between case status and one predietor variable for the two levels ofthe stratification

variable. For effect modification, only a priori, substantively plausible effects were
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considered for entry into the multivariate modeI.

For confounding effects, the data presented are only for variables that showed a

significant difference in proportions, as determined by the 95% CI for this difference,

between the two levels ofa given stratification variable. For effect modification, the data

presented are for variables that showed a signjficant association with case status in one

level ofthe stratum and a non-significant association with case status in the other level of

the stratum, as detennined by the 95% CI for the difference in proportions.

i. Stratified by age (Table 4.12)

Knee surgery was more common in those under 65 than those over 65, whereas

hip surgery and SVD were more common in those over 65 than thase under 65.

Table 4.12. Se1ected variables iD those under 65 compared to those over 65

VARIABLE UNDER65 % OVER65 % 9S%CIFOR
n=170 0=101 DIFFERENCE

Knee surgery

Hipsurgery

SVD

6.5 1.0 [-10, -1]

2.4 9 [.6, 13]

12.4 28.7 [6, 26]

u. Stratified by sex (Table 4.13)

Homan's sign and warmth were more common in men than women. There were no

sex differences noted for the following variables (not shown): age, active medical iUness,

active cancer, orthopedie, knee or hip surgery, and immobilization.

Table 4.13. SeIeeted variables iD males compared to females

VARIABLE MALES % FEMALES % 95% CI FOR
0=134 0=137 DIFFERENCE

(}

Homan's sign

Warmth

53 31.4 [-33, -10]

61.9 48.9 [-25, -1]
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üi. Stratified by patient location (Table 4.14)

Table 4.14. Selected variables in iDpatients compared to outpatieDts

VARIABLE INPATIENTS % OUTPATIENTS % 95% CI FOR
n=71 n=200 DIFFERENCE

Over65 50.7 32.5 [5,32]

Surgery 70.4 19 [39,63]

Ortho surgery 22.5 4 [8,29]

Knee surgery 12.7 1.5 [3, 19]

Hipsurgery 11.3 2.5 [l, 16]

Immobilization 36.6 S.S [19,43]

There were significantly higher proportions ofinpatients who were over 65, had

surgery, orthopedie surgery, knee surgery and hip surgery, and who were immohilized

compared to outpatients. Median symptom duration was 3 (IQR 1-6) in inpatients

compared to 7 (IQR 3-21) in outpatients, P value for difference 0.0001 using a Mann..

Whitney test.

iv. Stratified by active medical iIlness (except cancer)

Significantly fewer patients with active illness had surgery, eompared to those

without active illness (24.7% vs. 37.1%,95% CI for difIerence [1, 24]).

v. Stratified by surgery

A bigher proportion ofsurgery patients than patients who did not have surgery had

been immobiJized (33% vs. 4.4%, 95% CI for ditFerence [18, 39]).

vi. Stratified by orthopedie surgery (Table 4.15)

Immobilization and trauma were more common among patients who had

orthopedie surgery. There was no active cancer among orthopedie surgery patients.
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G- Table 4.15. Selected variables in patients with and lVithout orthopedie surgery

VARIABLE ORTHOPEDIe NOORmOPEDIC 95% CI FOR
SURGERY% SURGERY% DIFFERENCE

n=24 n=247
Immobilization 54.2 9.7 [24,65]
Trauma 79.2 18 [44, 78]
Active cancer 0 9.7 [-13. -6]

vii. Stratified by trauma (Table 4.16)

Among trauma patients, there were higher proportions ofmale sex, surgery,

orthopedic, knee and hip surgery and immobilization compared to patients without

trauma. Trauma patients had less baseline disease comparect to patients without trauma.

Table 4.16. Seleeted variables in patients witb and witbout trauma

VARIABLE TRAUMA % NO TRAUMA % 95% CI FOR
n=63 n==208 DIFFERENCE

Malesex 60.3 46.2 [.2,28]
Surgery 57 25 [18,46]
Ortho surgery 30.2 2.4 [16,39]
Knee surgery 15.9 1 [6,24]
Hipsurgery 15.9 1.4 [5,24]
Immobilization 38.1 6.3 [19,44]
Baseline disease 25.4 40.9 (-28, -3]

SUlIlI1laIY ofpotential confounding effects

Recognizing potential confounding effects is important for interpreting the

univariate analysis, for designing and interpreting the multivariate analysis, and for

selecting the most appropriate variables to include in the clinical prediction rule. From the

correlation and stratified analyses, the following conclusions are drawn:

1. There is no a priori reason to believe that inpatient location, per se, is a risk for DVT.

The apparent association between inpatient location and case status was likely

confounded by one or more ofthe following variables, which were present in higher
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proportions ofinpatients compared to outpatients: age over 65, surgery, orthopedie

surgery, knee surgery, hip surgery and immobilization.

2. Male sex is not a known risk for DVT. However, the stratified analysis failed to show

any confounding effects that could explain the association between male sex and case

status found in the univariate analysis.

3. Trauma is a known risk factor for DVT. However, in this sample, the association

between trauma and case status, although weak, might have been confounded by the

higher prevalence ofmale sex, surgery, orthopedie surgery, hip surgery, knee surgery

and immobilization in trauma patients compared to patients without trauma.

4. Increasing age is a recognized risk for DVT. The lack ofassociation in this sample

between age and case status could have been confounded by the higher proportions of

patients with knee surgery in those less than 65 years old.

5. The apparent association between SVD and case status could have been eonfounded

by the higher proportion ofpatients over 6S who had SVD.

6. The inverse ofthe expected association between active illness and case status could

have been confounded'by the lower rates ofsurgery in those with active

illness.

7. The apparent association between surgery and case status eould have been eonfounded

by the higher rates ofimmobilization in patients who had surgery. Altemately, since

surgery is usually followed by a period ofimmobilization, there might be an important

degree ofcollinearity between these variables.

8. The apparent association between orthopedie surgery and case status eould have been

confounded by the higher rates ofimmobilization and trauma in patients who had

orthopedie surgery. Alternately, since trauma may lead to orthopedie surgery, and

since both are foUowed by a period ofimmobilization, these three variables might he

providing the same prediction information.

Ifthis had been an etiological study ofDVT, identification ofand adjustment for

confounders would be critical to the understanding ofdisease causa1ity. However, for the

development ofa elinical prediction rule, identification ofconfounders is important
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primarily to ensure inclusion ofthe most relevant predictors in the prediction rule. In some

cases, it May be more relevant to retain the confounding variable in the prediction mie

instead ofthe true ''risk factor", provided that it helps in the prediction ofDVT. This

would be the case if: for example, the confounder was easier to measure than the true risk

factor.

Effect modification

SVD was a predictor ofDVT in males but not females (Table 4.17). Thus,

SEX·SVD was identified as a potential effect modifier with the hypothesis that, since

SVD is more common in females due to their higher prevalence ofvaricose veins (note the

prevalence ofSVD in 18.8% offemale controls but ooly 9.3% ofmale controls), SVD

might have better predictive accuracy for DVT in males than females.

Table 4.17. SVD iD eues aad eDntrals, stratified by seI

Levelofsttatification Cases Controis Pvalue 95% CI for diOèrence
variable 0=73 n=198
Males 29.20/0 9.30/0 .003 [6,34]

0=134 0=48 0=86

Females 28% 18.8% .30 [-9,28]
n=137 n=25 n=112

Although orthopedic surgery and knee surgery were also better predietors ofDVT

in males than females (data not shown), there were no theoretical reasons to believe that

this represented true effect modification.

There were other variable pairs for which effect modification was plausible

substantively, e.g. higher risk ofDVT in older patients with surgery or immobilization

compared to younger patients with surgery or immobilization; higher risk ofDVT in

orthopedie surgery patients with trauma compared to non-orthopedic surgery patients

with trauma. However, since these theoretica1 effects were not substantiated by the data

(data not shown), they were not pursued further.
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4. 1.3. Multivariate analysis

Logistic regressioD

A matrix oftwenty-seven predictor variables was entered into the bic.1ogit

program (80) ofS-plus, a logistic regression program that uses the Bayesian Information

Criterion (BIC) to select the best model out ofall possible models (here, 227 possible

models). The variables included were those associated with case status in the univariate

analysis, and potential confounding variables as described in the bivariate analysis. The

dependent variable was case status, where cases had DVT (any site) and controls had no

DVT.

For model selection, the option "strict = T" was used, which excludes models that

are 20 or more times less likely tban the Most likely model (this corresponds to a BIC

difference of6 between models) and models that are likely to be nested within better

models.

The most probable model, given the data, contained the variables SEX (male=l

fernale =0), DIS (active iIlness, present=l, absent=O), ORTHO (recent orthopedic surgery,

yes=l, no=O), and SVD (superficial venous dilation on exam, present=l, absent=O). Table

4.18 displays the cbaraeteristics ofthis model and the next 3 most Iikely ones:

Table 4.18: Four most tikely mode!s geaented by bic.logit, 8-p1us

Model order of Variables in model P (Modell data) BIC ABIC
likelihood

lit SEX. DIS, ORlHO, SVD .28 -l1n.779 -
2nd SEX. ORTHO, SVO, WARMnI .26 -1177.681 .1
3nf SEX, ORTHO, SVD .19 -1177.068 .7
4th SEX. ORTHO. WARMlH .OS -1174.460 3.3

The posterior probabilities, or p (model 1data), are interpreted as "out ofall the

models currently being considered, these are the relative probabilities ofeach model

assuming one ofthem must be troe". The posterior probability that the 1st model was the
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true model was .28. For the 2nd and 3rd models, the respective posterior probabilities were

.26 and .19. The 4th most likely model had a probability of .05, ie. was about 6 times less

likely to be 'irue" than the 1st Madel. The BIC for the III model was -1177.779, which was

marginally different from the BICs ofthe 2m\ and 3rd models. The li BIC between the 1st

and 4th model was 3.3, which indicated positive, but not strong evidence that the llIt model

was more likely than the 4th
• Table 4.19, adapted tram Raftery (80), shows general

guidelines for preference ofone model over another.

Table 4.19. Grades of evideDce for ODe model agaiDst uotber

,·BIC:dIft'ereaee, .:... . >;p·,(.octeI:fdlta):..
0-2 50-75
2006 75-95

6-10 95-99
>10 >99

.. ...::EvideDee
weak

positive
strong

very strong

(.

It is evident that the 1st model generated by the data showed only weak-to-positive

evidence ofbeing more likely than the 4th
.MOst Iikely model. Therefore, given the data, the

first three models were probably about equally likely, and these were only slightly more

predictive than the 4th model. This indicated that there was no one subset ofvariables

among those in the variable matrix that had a superior ability to explain the data over other

subsets.

As discussed, the III and 2Dd models had similar BICs and posterior probabilities,

indicating no real preference ofone over the other. 1 selected the 2- model for further

consideration, since, in the first model, the parameter for DIS (active illness) was negative,

indicating a protective effect. This is contrary to the üterature on DVT risk factors, and

my hypothesis as to why it appeared to be protective in this data set will he discussed in

the next chapter.

The selected 2- mode1 (which 1call model A) was IOgÎt(p) = -2.4302 + 1.0133

SEX + .7634 WARMTH + 1.6910 ORmO + 1.0536 SVD. The charaeteristics ofmodel

A are detailed in Table 4.20.
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Table 4.20. Model A

VARIABLE PARAMETER STANDARD ODDSRATIO 9S%CI FOR
ESTIMATE ERROR ODDSRATIO

SEX 1.01 0.33 2.8 l.S~ 5.1

WARMTII .76 0.31 2.1 1.2~ 3'.9

ORTHO 1.69 0.47 5.4 2.2~ 13.6

SVD 1.05 .35 2.9 1.4t 5.7

Intercept -2.43 0.33 - -
Notes:
1. Variable coding: SEX: male=1 female=O WARMTII limb warmth on exam l=yes O=no

ORlHO: reœnt orthopedic surgery 1=yes O=no SVD: superficial venous dilaûon 1=yes 0=00

2. Odds raûo =e parameter

3. 95% CI=e parameter± 1.96(standard error)

In model A, the adjusted odds ratio for male sex as a predietor ofDVT was 2.8,

for warmth on exam was 2.1, for orthopedic surgery was 5.4, and for SVD was 2.9.

Since both SEX and SVD were included in this model, and the bivariate analysis

suggested interaction between these two variables, the next step was to enter the

interaction tenn SEX·SVD term Înto the variable matrix.

The model containing the interaction term (model B) was logit(p) = -2.27 + .72

SEX + .80 WARMTH + 1.72 QRmO + .43 SVD + 1.2 SEX*SVD. The parameter

estimates, standard errors and odds ratios for model B are shown in Table 4.21:

Table 4.21. Mode' B

SEX*SVD 1.2 .73
Intercept -2.28 0.34

VARIABLE l

SEX
WARMTII
ORlHO
SVD

PARAMETER
ESTIMATE

.72

.80
1.72
.43

STANDARD ODDSRATlO:l
ERROR

0.35 2.1
0.32 2.2
0.47 5.6
.53

FEMALES 1.5
MALES 10.5

95%CI FOR
ODDSRATI0 3

1.1,4.1
1.2,4.1
2.2,14

.54,4.3
1.9, 13.5 4

(

Notes:
1 Variable coding: SEX: male=l female=O WARMTII: Iimb warmth present=l absent=O

ORlHO: reœnt orthopedic surgery 1=yes O=no SVD: superficial venous dilaûon 1=yes O=no
SEX*SVD: =1 ifmale and SVD; =0 iffemale; =0 if male and no SVD

2 Odds ratio =e parameter

3 95% cl=e parameter± l.96(standard error)

4 95% CI for odds ratio of interaction tenD. obtained using a Monte Carlo SÎ1D1J1ation (83)
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C' In model B, the adjusted odds ratio for male sex as a predictor ofDVT was 2.1,

for warmth was 2.2, for orthopedie surgery was 5.6, for SVD in a female was 1.5, and for

SVO in a male was 10.5 (e .72 + .43 + 1.2). Note that for SVD in women, the 95% CI for

the odds ratio ineluded zero.

The BIC differenee between model A and model B was 2.4, positive but not strong

evidence in favor ofmodel A. The posterior probability ofmodel A (.0014) was three

times greater than that ofmodel B (.004), and the odds ratios ofthe parameters ofmodel

B were less stable than those from model A. Nevertheless, because ofthe substantive

plausibility ofthe interaction term in model B, bath models were retained for further

analysis.

Goodness offit

To assess the internai validity ofthe models, a goodness offit analysis was

.performed comparing, in each covariate category, the probability ofDVT predicted by

models A and B compared to that observed in the data (Table 4.22). This technique was

a1so used as a regression diagnostic device, in that the fit orthe two competing models

could be directly compared. For reasons discussed in the methods section, standard

regression diagnostics were not performed.

Overall, the predieted and observed probabilities were very close (within ±20% of

each other), indicating good fit between the models and the data. As expected, for

covariate patterns with small or zero cell size, the fit cannot be determined because the

percent observed is very unreliable. Also, since the parameter estimates represent an

averaging across the data, patients with covariate patterns ofsmall cell size would be more

Iikely, by chance aIone, to deviate from this "average".

In generaI, model B was slightly more accurate in predicting case status than

model~ especially for covariate patterns where SVD=1 (e.g. covariate patterns 1001,

1101, 0001, 0101), suggesting that there might be effect modification between sex and

SVD in the data set. This was supported by the observation that for women, the increase

in observed probability ofDVT w~en SVD was present was .02 (covariate patterns 0000

vs. 0001), but for men was .31 (covariate patterns 1000 vs. 1001). It is aIso possiblethat
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model B predicted better simply because it contains an extra variable, and hence will

automatically fit the observed data better.

Table 4.22. Goodness of fit analysis: Predieted probabUity of DVT vs. tbat obsened,
b • tt.y eovanate pa em

Covariate Pattern Cell size Predieted probability* Observed
probability

SEX WARMTH ORTHO SVO N=271 ModelA ModelB
1 0 0 0 42 .19 .17 .19

1 1 0 0 59 .34 .32 .29

1 1 1 0 10 .74 .72 .80

1 1 1 1 0 .89 .93 NIA

1 0 0 1 8 .41 .52 .50

1 0 1 1 0 .79 .86 NIA

1 1 0 1 14 .60 .70 .71

1 0 1 0 1 .57 .54 1.0

0 0 0 0 54 .08 .09 .09

0 1 0 0 45 .16 .19 .20

0 1 1 0 5 .51 .56 .40

0 1 1 1 1 .75 .66 1.0

0 0 0 1 9 .20 .14 .11

0 0 1 1 2 .58 .47 0

0 1 0 1 16 .35 .26 .31

0 0 1 0 5 .32 .36 .40

Notes: NIA =Dot assessable due to œil size ofzero
*Predieted probability caIculated. from:
Model A: p= expC-2.4302 + 1.0133 SEX + .7634 WARMTH + 1.6910 ORTIlO+ 1.0536 SVD)

1 +exp(-2.4302 + 1.0133 SEX + .7634 WARMTH + 1.6910 ORTHO + 1.0536 SVD)
Model B: p =expC-2.27 + .72 SEX + .80 WARMTH + 1.72 ORTHO + .43 SVD+ 1.2 SEX*SVD)

1+ exp(-2.27 + .72 SEX + .80 WARMTH + 1.72 ORTIIO + .43 SVD+ 1.2 SEX*SVD)

Final Model chosen

As presented above, neither ofthe two models was indisputably the "best". Model

A was chosen as the fina1 model for the following reasons: it had more negative BIC and

higher posterior probability than model B, and the odds ratios for its parameters had

slightly narrower 95% confidence intervals, implying more accurate parameter estimation.

In this analysis, 1used non-informative priors (prior probabilities) for ail the variables,
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c- despite the availability ofliterature on risk factors for DVT. The reasons for this were to

avoid making potentially inaccurate assumptions regarding the applicability ofprior risk

data to my study population, and the great difficulty ofsummarizing past literature into a

single prior distribution. Had 1 inputted informative priors in favor ofthe interaction tenn,

the posterior probabilities for it would have been higher.

The issue ofwhich ofthe two models is superior could be more definitively settled

in a second data set with a higher sample size, which was not available here.

Confounding

The suspected confounding influences ofimmobilization, patient location, and

trauma were confirmed by the fallure ofthese variables ta appear in the final mode!, and

by noting that the maximum likelihood estimates (MLE) for these parameters changed

meaningfully when relevant predietor variables were added to the model (e.g. MLE for

patient location was -.93 in a model that did not contain the variable for orthopedic

surgery, and -.57 in a model that included orthopedic surgery). Interestingly~ sex was

confirmed as an independent predietor ofcase status.
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4.2. Secolldary Âllalysù

For the secondary analysis, the sample was restricted ta cases with proximal DVT

(n=52) vs. contraIs, ie. patients without DVT (n=198). These results will be presented in

less detail, with the principle aim ofhighlighting ditrerences between this and the primary

analysis.

Patients with isolated calfDVT (n=21) were removed nom 1his analysis. These

patients had different characteristics than patients with proximal DVT (see Graphs 1,2 and

3 below). Patients with calfDVT had a higher proportion ofmale BeX, inpatient location,

knee surgery, trauma and immobilization than proximal DVT or control patients, and a

lower prevalence of SVD, swelling, and hip surgery than proximal DVT patients.

Graph 1. DeDlognphic variables by DVT site
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Graph 2. Surgery, trauma ad immobilizatiOD by DVT site
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C' Grapb 3. Clinical signs by DVT site
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4.2.1. Secondary anaIysis: Univariate anaIysis

Demographie variables (Table 4.23 )

Mean age was sirnilar in cases and controls. Once again, a higher proportion of

cases (61.5%) than contrais (43.4%) were male. The düference in patient location

between cases and controIs was still present but less apparent than for the primary

anaIysis.

Table 4.23. Secondary analy. Demographie data iD eues and eoDtrols

VARIABLE CASES CONTROLS 9S%ClFOR P
0=52 n=198 DIFFERENCE VALUE

Age (years)~ mean±SD 6O.8±16.3 56.4±17.0 4.4 [....63, 5.0] 0.10
Sex, % male 61.5 43.4 18.1% (3~ 33] 0.02
Patient location, % inpatient 30.8 21.7 9.1% [S, 23] 0.17

Baseline health status

i. Active Medical illness

Active ilIness (excluding cancer) was again significantly more common in controls

than cases (41.4% vs. 25%, 95% CI for düference [-30, -3]).

ü. Immobilization and leg trauma (Table 4.24)

In conttast to the primary analysis, there were no difFerences in immobilization and

leg trauma between cases and controls.
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(. Table 4.24. Secondary analysis. Recent leg trauma and immobllizatioD in cases and controls

VARIABLE . CASES CONTROLS DIFFERENCE P
N=52 N=198 (95% CI} VALUE

Immobilized >1 day in last 30 days (%) 15.4 9.6 5.80/0 [-5, 16] 0.23

Among patients immobilized in last 30 days, 7 (1-11.5) 5 (1-10) 0.43
number ofdays immobilized, median(IQR) (n=12) (n=27)

Recent leg trauma (%) 25 20.7 4.3% [-9, 17] 0.50

ili. Cancer

Sîmilar proportions ofcases and contraIs had active cancer and a history of cancer.

iv. Surgery and orthopedie surgery (Table 4.25)

Neither surgery in general nor orthopedie surgery were significantly more

prevalent in cases than contrais, although for orthopedie surgery, primarily bip surgery, a

trend in tbis direction was noted.

Table 4.25. Secondary analysiL Recent _l'lery, and type, iD eues and controls

VARIABLE (%) CASES CONTROLS DIFFERENCE PVALUE
N=52 N=198 [9S%Cn

Surgery in 1ast 6 monthk% 40.4 28.3 12.1% [-3, 27] .093

Type ofsurgery %
Orthopedie 13.5 5.1 8.4% [-1, 18] .056

Hip 9.6 3.5 6.1% [-2, 15] .14

Knee 3.9 2.0 1.90,4 [-4,8) .61

Clinical §Ymptoms (Table 4.26)

C·

Swelling was noted more often by cases than by controls (90.4% vs. 77.3%

respectively, 95% CI for difference [3, 23]). There were no differences in the prevalence

ofother symptoms or the duration ofany symptoms between cases and contraIs.
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Table 4.26. Secondary analysis. Type and duratioD of symptoms in cases and controls

VARIABLE CASES CONTROLS DIFFERENCE PVALUE
N=S2 N=198 [95% CI]

Any symptom (%) 100 99.5 0.5% [-.St 1] 1.0.
Global symptom duration (days)t 5 (2-14) 6 (3-20) .49
Median (IQR)
Log Mean symptom duration (days) 1.8S±I.23 2.11±1.4 - .26 [-.66, .40] .24
+SD
Pain(%) 76.9 78.1 - l.go~ [-15t 11] .77
Number ofdays since pain onset 2.5 (0-7.5) 4 (1-9) .21
(davs). median aOR)
Swelling (O~) 90.4 77.3 13.1% [3,23] .035
Number ofdays since swelling 3 (1-9.5) 4 (1-11) .64
onset(daYs). medianClOR)
Redness (0/0) 61.5 68.2 - 6.7% [-21,8] .24
Number ofdays since omet redness 2 (0-7.5) 3 (0-7) .55
(days). median aOR)

Clinical signs (Table 4.27)

Table 4.27. Secondary analysïs. Clinical sips iD cases aud controls

VARIABLE % CASES CONmOLS DIFFERENCE PVALUE
n=S2 n=198 r9S%Cn

Anysign 100 97.5 2.5% [.3, 5] 1.0

Tendemess 78.9 78.3 0.60/0 [-12, 13J .93

Pitting edema 44.2 39.9 4.3% [-11,19] .57

Non-pitting edema 82.7 69.7 13% [.9,25] .057

Erythema 48.1 35.9 12.2% [-3, 27] .11

Superficial venous dilation 34.6 14.7 19.9010 [6, 34] .001

Warmth 71.2 49.5 21.7010 [8, 36] .005

Palpable cord 19.2 14.7 4.5% (-7,16] .42

Homan's sign 50 38.4 11.6% [-4, 27] .13

Non-pitting edema was noted in 82.7% ofcases and 69.7% ofcontroIs. Warmth

was noted in 71.2% ofcases and 49.5% ofcontrols. SVD was seenin 34.6% ofcases and

14.7% ofcontrols.

Summary oftest charaeteristics ofunivariate predictor variables (Table 4.28)

When compared to the corresponding table for the primary analysis (Table 4.10),

note that the U+ and LR- for male &eX, active i1Iness and warmtb were unchanged, for
87



'I".~•.

(,

orthopedie surgery were less extreme, and for SVD were more extreme. Swelling and

non-pitting edema are new entries on the table, but had poor LR+ (1.2 each). Inpatient

location, immobilization, active cancer, recent surgery, hip and knee surgery, and Homan's

sign were not si8Dificant predietors ofcase status in the secondary analysis.

Table 4.28. Seeondary analysis. Accuracy of indilidual predietor variables for the diagnosis of DVT
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4.2.2. Secondary analysis: Bivariate analysis

Spearman~s Tank correlation (Table 4.29)

Spearman's nonparametric rank correlation was computed for aU variables.

Displayed below are the r values for variable pairs that were cOlTelated with 1r 1~ .2, as

weil as variable pairs that, in the primary analysis, were correlated with 1r 1~ .2.

Table 4.29. Secondary analysis. Spearman's rank correlation.

Case status Outpatient Age Surgery Trauma Immobilization

Sorgery -.47 .22 .35
Orthopedie surgery .14 -.22 .32 .32
Knee surgery .OS -.09 .17 .11
Hipsurgery -.22 .29 .34
Symptom duration .25 -.18
Immobilization .07 -.35 .35 .35
SVD .21 .21
Warmth .18

Compared to the primary analysis, the correlations between case status and

orthopedie surgery, knee surgery, and immobilization were much weaker.
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C' Secondaty analysis: Stratified analyses

i. Confounding

To a degree similar to that seen in the primary analysis, inpatients had more

surgery, orthopedic (knee and hip) surgery, age over 6S and immobilization than

outpatients. Patients over 6S had more SVD than those under 65. Homan's sign was more

common in males than females. Patients with trauma had more surgery, orthopedie

surgery (hip) and immobilization than patients without trauma. Patients with orthopedie

surgery were more often immobilized than patients without orthopedie surgery (data for

above not shown). For the secondary anaIysis, many ofthese relationships were not

relevant due to the lack ofassoèiation between case status and patient location, surgery,

trauma or immobilization.

ii. Effect modification (Table 4.30)

SEX·SVD was identified as a potential efFect modifier, and was included in the

variable matrix for the multivariate analysis. There was no evidence from the bivariate

analysis for other etrect modification.

Table 4.30. SecoDdary ualysis. SV» iD cases and cODtro11, stratified by SeI

Levels of&tratification Cases Controls Pvalue 95% CI for difl'erence
variable
Males 37.5% 9.3% .001 [6,34]
0=118 0=32 0=86
Females 30% 18.8% .24 [-10,33]
0=132 0=20 0=112

4.2.3. Secondary analysis: Multivariate analysis

Using the bic.logie function ofS-plus (80), as described in the primary analysis, the

best model by BIC criteria contained the same variables as for the primary analysis. This

model (model C) was logit(p) = -2.7308 + .8773 SEX + .8449 WARMTH + 1.409

ORTHO + 1.2242 SVD. Table 4.31 details the parameter estimates, standard errors and

odds ratios for each term in model C.

89



Table 4.31. Model C: best model by BIC criterion, secondary analysis

VARIABLE' PARAMETER STANDARD ODDSRATI0 2 95%CI FOR
ESTIMATE ERROR ODDSRATI0 3

SEX .88 .35 2.4 1.2 t 4.8
WARMTH .85 .35 2.3 1.2t 4.7
ORTHO 1.41 .56 4.1 1.4t 12.3
SVO 1.22 .37 3.4 1.6t 7.0
lntercent -2.73 .38 - -

Notes:
1 Variable coding: SEX: male=1 female=O WARMTH: warmth of limb present on exam yes=1 no=O

ORTHO: recent orthopedie surgery 1=yes O=no SVO: superficial venons dilation 1=yes O=no
2 Odds ratio =e parameter 3 95% CI=e parameter± 1.96(staDlarderror)

In model C, the adjusted odds ratio for male sex. as a predietor ofproximal DVT

was 2.4, for wannth on limb exam was 2.3, for orthopedic surgery was 4.1, and for SVD

was 3.4.

Next, the interaction tenn SEX*SVD was added to the variable matrix. The

following model (model D) was obtained: logjt(p) = -2.5368 + 0.5037 SEX + .8802

WARMTH + 1.4474 ORTHO + .5197 SVD + 1.3609 SEX·SVO. The model parameters,

their standard errors and odds ratios are shown in Table 4.32.

Table 4.32. Model D

VARIABLE 1

SEX
WARMnI
ORTIIO
SVO

PARAMETER
ESTIMATE

.50

.88
1.45
.52

STANDARD ODDSRATI0 2

ERROR
.40 1.7
.36 2.4
.55 4.3
.56

95% CI FOR
OnnSRATI03

.75? 3.6
1.2t 5

1.4t 12.8

FEMALES 1.7
MALES 11.2

SEX*SVD 1.36 .78
InterœDt -2.54 .38

.56t 5
2.3,18.<J

Notes:
l Variable coding: SEX: male=1 female=O WARMTH: limb warmth present=l absent=O

ORTHO: recent orthopedie surgery 1=yes O=no svo: superficial venous dilation l=yes O=no
SEX*SVD: =1 ifmale and SVD; =0 iffemale; =0 ifmale and no svn

2 Odds ratio =e parameter 3 95% CI=e pammeter:t 1.96(standard error)

4 95% CI for odds ratio of interaction term obtained using a Monte Carlo simulation(83)

In model D, the adjusted odds ratio for male sex as a predietor ofDVT was 1.7,

for warmth was 2.4, for orthopedic surgery was 4.3, for SVD in a female was 1.7, and for

90



'".",. SVD in a male was 11.2 (e·50+.52+1.'). Note that for sex, and for SVD in women the 95%

CI ofthe odds ratio included zero.

The difference in BIC between model C and model D was 2.3, indieting positive

but not strong evidence in favor ofmodel C. Model C was 3 times more probable than

model D (posterior probabilities .01 and .003 respeetively).

Goodness offit

The covariate patterns were examined for both models ta see how weil the models

predicted the probability ofcase status compared to that observed in the data.

Table 4.33. SeeoDdary analysis. Goodness or fit: preclieted probability or DVT vs. that obsenred, by
covariate pattem

Covariate Pattern Censize Predieted probability* Observed
probability

SEX WARMTH ORmO svo N=2S0 Modele ModelD
1 0 0 0 40 .14 .12 .15
1 1 0 0 53 .27 .24 .21
1 . 1 1 0 4 .60 .45 .50
1 1 1 1 0 .84 .90 NIA
1 0 0 1 7 .35 .46 .43
1 0 1 1 0 .69 .79 NIA
1 1 0 1 13 .55 .67 .69
1 0 1 0 1 .39 .36 1.0
0 0 0 0 51 .06 .07 .04
0 1 0 0 45 .13 .16 .20
0 1 1 0 4 .38 .45 .25
0 1 1 1 1 .68 .58 1.0
0 0 0 1 9 .18 .12 .11
0 0 1 1 2 .47 .36 0
0 1 0 1 15 .34 .24 .27
0 0 1 0 5 .21 .25 .40

Notes:
NIA = not assessable due to cell size ofzero
*predieted probabiIity caIcuIated from:
Model C: p=exp (-2.7308 + .8773(SEX> + .8449lWARMTH) + 1.409(ORTHO) + 1.2242CSVD)

1 + exp (-2.7308 + .8773(SEX) + .8449(WARMTII) + 1.409(ORTHO) +1.2242(SVD)

Model D: p= exp (-2.5368 + .5037(SEX) + .8802<WARMlID + 1.44740RTIlOl + .5197CSVDl + 1.36<SEX·SVD)
1+exp (-2.5368 + .S037(SEX) + .8802(WARMTH)+ 1.44740RTIlO) + .5197(SVD) + 1.36 (SEX·SVD)

Both models showed good ability to prediet case status. For covariate patterns

with large cell sîze, model D predieted slightly more accurately than model C. The data

again supported effect modification between sex and SVD: in women, the inCfease in
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observed probability ofDVT when SVD was present was .07 (covariate patterns 0000 vs.

0001), but in men was .28 (covariate patterns 1000 vs. 1001).

Final model chosen

The final model chosen for the secondary analysis was model C, for reasons similar

to those discussed in the primary analysis. Although etrect modification between sex and

SVD was substantively plausible and seemed to occur in the data at least on bivariate

analysis, there was not enough evidenee from the multivariate analysis to support the

model that included the interaction term.

Summ8IY ofmultivariate analyses. primmy and secondary analysis

For both the primary and the secondary analysis, the final models contained the

predietor variables male sex, wannth on exam, orthopedie surgery, and SVO on ex:am.

The adjusted odds ratios and the corresponding 95% confidence intervals for these

variables were 2.8 [1.5, 5.1], 5.4 [2.2, 13.6],2.1[1.2, 3.9] and 2.9 [1.4, 5.7], respectively,

for DVT (all sites), and 2.4 [1.2, 4.8], 4.1 [1.4, 12.3],2.3 [1.2,4.7] and 3.4 [1.6, 7.0],

respectively, for proximal DVT.

4.3 Qi"ictllprediction index

For the clinician faced with a symptomatic patient in whom DVT is suspected, a

elinical prediction index for DVT that is easy to apply is likely to be more practical than

the logistic regression equation it is based on, even though some predictive power is

inevitably lost in the transition from model to index. 1created a simple clinical prediction

index for DVT by dividing the studypopulation ioto categories ofpatients with 0, any 1,

any 2, and any 3 or more predictors. The predictors were the variables included in the

regression mode}, ie. male~ warmth on exam, orthopedie surgery, and SVD on exam. 1

did not weight th~ predietors, even though the adjusted odds ratios of some variables

were larger than others. The 95% CI for the odds ratios between variables overlapped,

suggesting that the higher odds ratios for some predietors may have been due to sampling
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variation rather than to true effects. Weighting would have produced a more complicated

index with little gain.

Table 4.34 shows the number ofpatients with and without DVT and proximal

DVT according to the number ofpredictors present.

Table 4.34. DVT and proximal DVT vs. number of predieton present

Dvr ~~be.r.()f~e:tors
0 .:. :::i··· ... ::::2:: .. >3

DVT proximal Dvr proximal Dvr proximal DVT proximal
DVT Dvr DVT DVT

present (D) 5 2 20 18 29 20 19 12

absent (D) 49 49 81 81 62 62 6 6

TOTAL 54 51 101 99 91 82 2S 18

Graph 4 shows that the probability ofDVT and proximal DVT increases as the

number ofpredietors present increases.

Grapb4

Perœat with DVT and proÙID" DVT by Dumber of predietors present

100%

CaIlDVT
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~0
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0%
0 1 2 >3

C'"

NDlDber of predieton

Next, to create the clinical prediction index, 1chose cutoiTpoints that might

separate patients with bigh vs. low probability ofDVT. The first cutoffwas the presence
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•• ofolle or more vs. zero predictors, the second cutoffwas the presence oftwo or more vs.

one or less predictors, and the third cutoffwas the presence of three or more vs. Iwo or

less predietors. Table 4.35 depicts the changes in sensitivity, specificity, LR+, LR.. ,

predictive accuracy and misclassificationrate for each cutoffpoint ofthe predictive index.

The results were similar for the prediction ofproximal DVT (not shown).

As the number ofpredictors required for a positive "test" increased, specificity

increased at the expense ofsensitivity. The PPV, NPV, LR + and misclassification rate

were most favorable for the cutoff three or more vs. two or less, however only 25 patients

feU above tms cutoffpoint, meaning that 54 patients with DVT would have been classified

as having low probability ofDVT. Using the cutoffone or more vs. zero, only 5 DVT

patients would have heen classified as low probability ofDVT, but 81 patients wiiliout

DVT would have been classified as high probability ofDVT. Using the cutofftwo or more

vs. one or /ess, 25 DVT patients would have been classified as low probability ofDVT

and 68 patients without DVT would have been classified as high probability ofDVT.

Table 4.35. Clûûcal prediction index: test characteristics of dift'erent eutoff points

Cutotf point: nomber ofpredietors

Test cbaracteristic .···lOrnlOïeJ'·· :2:.ôi:ïltOre2 .3:Ormorê' .
8ensitivity .93 .66 .26
Specificity .25 .66 .97

Positive predictive value (pPV) .31 .53 .76
Negative predictive value (NPV) .91 .84 .78

Lilœlihood ratio-positive (LR +) 1.2 1.9 8.7
Lilœlihood ratio-negative (LR -) .28 .52 .72

Misclassification rate· 5701c. 34% 22%

Notes:

• calculatedby (# false positives + # faIse negatives) 1N

1 Reference eategory: patients with 0 predictors

2 Reference eategory: patients with 0 or 1 prediClOrs

3 Reference eategory: patients with 2 or less predietors

"Oold standard" used was number ofpatients with and without nVf in the study population
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Graph 5 depicts the Receiver Operating Characteristics (ROC) curve for the

clinical prediction index. The ROC curve for the diagnosis ofproximal DVT was similar

(not shown).

Gr.ph S

ROC curve for DVT prediction
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s. Discussion

In medicine, there are certain symptoms and signs for which the diagnosis is

virtually unmistakable: for example, the protruding eyes and stare ofGrave's disease, and

the characteristic vesicles ofchicken pox. In these examples, the likelihood ofthe

diagnosis is so high that ancillary information obtained by clinical history, clinical exam

and diagnostic testing adds little to the diagnostic process. In contrast, for clinical

presentations that carry a broad differential diagnosis with a wide spectrum of

probabilities, tbis ancillary information is key to arriving at the correct diagnosis.

The clinical presentation ofDVT falls into this latter category. As presented in the

literature review, the clinical symptoms and signs ofDVT are widely prevalent and non­

specific, and both DVT and the conditions that mimic DVT are common enough in the

general population that the two may occur together. For the clinician faced with a patient

in whom DVT is suspected, any factor or combination offaetors that improve estimation

ofthe prior (ie. pre-test) probability ofDVT beyond simply what might be known about

the usual prevalence ofDVT in similar populations should result in more appropriate

selection ofpatients f«;lf diagnostic testing and more informed choice ofthe particular test

used to diagnose DVT.

In this thesis, using logistic regression techniques and Bayesian model selection

methods, 1anaIyzed which variables and combinatioDS ofvariables were associated with

an increased probability ofa confirmed diagnosis ofDVT and proximal DVT in the study

population. 1then developed a clinica1 prediction index, and studied how accurately it

estimated the pre-test probability ofDVT in patients referred for suspected DVT.

5.1. Overview ofimporttIntfindinp

5.1.1. Simple analyses

ln the univariate analysis, many previously known risk factors for DVT were

associated with case status. Compared to controls, cases were 2.5 times more likely to
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have been immobilized for more than one day in the last 30 days, 1.5 times more likely to

have had recent trauma or active cancer, 4 times more likely to have had orthopedic

surgery and 5 times more Iikely to have had knee surgery in the last six months.

Patients recovering from abdominal (20) and gynecological (25) surgery have a

20-30% incidence ofDVT, as diagnosed by 1251fibrinogen leg scan (a screening tool for

DVT). Although in tms sample more cases than controis had abdominal and

gynecological surgery, these differences did not achieve statistical significance, perhaps

due to the small number ofpatients in each group, or perhaps because these surgeries

confer an increased risk ofaSYmptomatic, but not symptomatic DVT.

Hip surgery was not shown to be associated with case status, but knee surgery

was. Although both are known to be major risk factors for DVT, the probable expJanation

for the observed difference in tbis sample is that at the tinte the IPG-CV study population

was assembled, pre-operative thromboprophylaxis was routinely used ooly in hip surgery

patients, hence many ofthe DVTs that might have developed in this group were averted.

Altemately, since the question posed to patients was for surgery any time in the last six

months, the exact timing ofDVT in relation to surgery could not be ascertained-perhaps

surgery was performed more recently in those with knee surgery than those with hip

surgery. Although the highest risk period for DVT is immediately following surgery, it has

been reported that tms risk persists for two ta three months post-operatively (20). In any

case, although in this sample patients presenting with knee surgery and symptoms ofDVT

were more likely to have confirmed DVTs than those presenting with hip surgery and

symptoms ofDVT, 1chose not to consider the site oforthopedic surgery to be relevant

for the clinical prediction index.

Although many epidemiological studies have suggested a Iink between trauma and

DVT, ooly one prospective study showed trauma to be an independent risk factor for

DVT(21). In tbis study, however, trauma was only wealdy associated with confirmed

DVT in the univariate analysis, MOst ofwhich was due to confounding by orthopedie

surgery and immobilization.

Patients with medical illness sucb as stroke and myocardial infarction are at

increased risk: for DVT (20). In this sample, however, active medical dîsease, particularly
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diabetes and "othern disease, was present twice as often in contrais than cases, and was

confirmed as an independent predietor ofcontrol status in the initial most likely model

generated by the multivariate analysis (adjusted OR .45, 95% CI [.24, .86] ie.

"protective"; complete model not shawn in Results). There are a number ofpossible

explanations for this finding. "Other" illness was not well-defined on the original data

collection sheet, sa it is not certain which diseases were in this category. It is unlikely,

however, that any disease, except for rare bleeding disorders, would be truly protective

against DVT. Since fewer patients with active disease tban those without active disease

had surgery (since they are generally at higher risk for surgical complications), perhaps

active disease was more prevalent in contrais simply because patients with active disease

were not exposed to surgery, a strong risk factor for DVT. However, the stratified

analysis showed that even among patients who did not have surgery, active disease was

more common in contrais than cases (data not shown).

The MOst likely explanation for the higher prevalence ofactive medical disease in

contrais than cases is that among patients with active disease, leg symptoms and signs are

common and are more often caused by factors related ta the underlying disease than by

DVT. For example, in diabetics, leg pain is more likely ta he caused by neuropathy or

impaired arterial circulation than by DVT, and similarly, les pain and swelling in patients

with arthritis are more Iikely to be caused by joint inflammation than by DVT. When such

patients present with leg symptoms, they are less likely than the average individual ta have

DVT as the cause oftheir symptoms. However, because active Medical disease was not

protective in an epidemiological sense, and because 1could not be certain which diseases

were included in the "other" category, the model containing the variable for active disease

was not retained for further consideration, despite the faet that active disease was a good

predictor ofnot having confirmed DVT.

Despite good evidence from incidence studies that the risk for DVT increases with

age (15,16), in this patient sample there was no association between age and DVT.

Neither mean age nor proportion ofpatients aged over 6S differed between cases and

controls in the univariate and multivariate analyses. Altbough it is possible that age did not

appear to he an independent predictor ofDVT in this sample because it was strongly
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correlated with other, more powerful risk factors (ie. collinearity), this was not borne out

by either the correlation analysis or the stratified analysis. However, in the stratified

analysis age was associated with active disease. Among patients with active disease, 74%

ofcases vs. 38% ofcontraIs were over 65. Perhaps the C;'protective" effect ofactive

disease confounded the weaker risk for DVT conferred by age, wlùch, due to the

relatively sma1l sample size, was not powerful enough to come out as an independent risk

for DVT in the multivariate analysis.

It is unlikely that the increased risk ofDVT with increasing age, as reported in

DVT incidence studies, simply reflects the higher prevalence in the aged ofother known

risks for DVT (e.g. cancer, surgery, immobilization). Numerous multivariate analyses in

ditferent hospital populations have confirmed the independent effect ofage on DVT risk

(25,71,72,74). The lack ofassociation between age and confirmed DVT in this sample will

be addressed further in the section on the internai validity ofthis study.

Male sex was a predictor ofDVT in both the univariate and multivariate analyses

(adjusted OR 2.8 [1.5, 5.1]). A1though a bigher proportion ofmales than females had

active cancer (11.9O./ca vs. 8%), knee surgery (6% vs. 2.90.4), and immobilization (17.2% vs.

10.2%), all ofwbich were associated with DVT in the univariate analysis, these differences

are unlikely to entirely explain the difference in DVT prevalence between males and

females. There is no cogent reason why males should be at higher risk for DVT than

females, and while some DVT incidence studies have also noted this risk difference

(13,15), others have not (16,17).

Part ofthe explanation for the apparent sex düference in 'nsk" ofDVT MaY be

due to the foUowing: studies have shawn that in general, women are more likely than men

to seek medical attention and, more often than men, visit physicians for chronic, non-fatal

disease (84,85). In fact, ofthe 1034 patients with leg symptoms who were screened for

the original study (IPG-CV study), 600.4 were female (because one ofthe exclusion criteria

was pregnancy, the final CPOD study population had equal numbers ofmales and

females), but only 18% ofstudy wornen had DVT compared to 36% of study men.

Perbaps it is not that male sex is a risk for DVT, but that female sex is "protective" much

the same way that active disease was found to he ''protective'': ifwomen tend ta present
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for DVT testing with leg symptoms that are more chronic and less severe than in men, it

fol1ows that DVT will be diagnosed less often in women than in men, and that male sex

will thus be a predictor ofDVT. There were no measures ofsymptom severity in this

study, but the data on symptom duration show that women had longer Mean symptom

duration than men, which suggests that their symptoms were more chromc than in men

(mean ±SE symptom duration (days) 23.8 ±4.6 for women vs. 15.1 + 5.2 for men, 95%

CI for difference [-4.8, 22.2]).

Alternately, the apparent difference in risk between the sexes may have resulted

ftom selection bias, which will beaddressed in the section on the internai validity ofthis

study. The extemal validity oftbis finding, ie. whether male sex is a predietor ofDVT in

other patient populations, needs to be studied.

Immobilization was associated with case status in the univariate analysis, but it was

also correlated with surgery, orthopedic surgery, active cancer and trauma, and was not

shown to be an independent predietor ofDVT. This contrasts with autopsy and DVT

screening studies that found an association between immobilization and DVT (30,31).

Among the clinical prediction indices for DVT that used multivariate adjustment

techniques, ooly one (76) found immobilization to be an independent predietor ofDVT.

Whether immobilization in itself is truly an etiologic risk factor for DVT bas not been

definitively established, however immobilization could still he a good predietor ofDVT

because ofits association with other risk factors for DVT.

With regard to symptoms and signs, MOst had poor sensitivity and specificity,

which is similar to the findings ofprevious studies reviewed in Chapter 2. No symptoms

predieted case status, but several signs did: warmth, superficial venous dllation (SVD) and

Homan's sign were deteeted significantly more often in cases tban controIs. For ail three

signs the negative predictive values were high (.83, .76~ and .78 respectively) such that if

these signs were absent, the patient was unlikely to have DVT. However, the

corresponding positive predictive values were poor (.35, .42, .33 respectively): most

patients who had these signs did not have DVT. The sign with the highest specificity was

SVD (.85), which is similar to that seen in previous studies (l2,63,6S).1n the multivariate

analysis, only SVD and warmth were independently associated with case status.
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For proximal DVT vs. controls, the results ofthe univariate analysis were similar,

except that due to the exclusion of patients with calfDVT in whom immobilization and

knee surgery were highly prevalent, these variables were no longer associated with case

status.

5.1.2. Logistic regression analysis

In the logistic regression analysis, four variables were independently associated

with DVT: male sex (adjusted OR 2.8), orthopedie surgery (adjusted OR 5.4), limb

wannth (adjusted OR 2.1) and SVD (adjusted OR 2.9). Not surprisingly, because calf

DVT patients were more likely than proximal DVT patients to be male and to have had

orthopedie surgery, and were Jess likely to have wannth and SVD, the corresponding

adjusted odds ratios for the secondary analysis, which excluded calfDVT patients, were

slightly lower for male sex (2.4) and orthopedic surgery (4.1), and slightly higher for

wannth (2.3) and SVD (3.4).

For both analyses, the 95% confidence intervals for the odds ratios were Dot

unduly wide, suggesting that the estimated parameters were known with a reasonable

degree ofaccuracy, and that the sample size must have been adequate for the analysis of

these variables. However, this does not preclude that there may have been inadequate

power to detect real differences between cases and controls for other measured predietor

variables that did not appear in the final models.

Although the size ofthe effects were similar for bath analyses, the 95% confidence

intervals around the odds ratios were narrower for the proximal DVT anaIysis despite a

smaller sample size, hence are likely to be known with a greater degree ofaccuracy. This

suggests that for the variables in the final model, proximal DVT patients ditfer more from

controls than·DVT patients as a whole do. Although not shown in this study due to the

smaIl number ofpatients with calfDVT, one might infer that this is because calfDVT

patients are more similar to control patients than are proximal DVT patients.

Etfect modifi~tion between male sex and SVD was noted in the bivariate analysis

and was substantively plausible. However, using non...informative priors, the posterior

probability ofthe model that contained the interaction term SEX·SVD was three times
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less likelyt~ the model without the interaction terro, and the BIC was less favorable.

Since the BIC criterion was used for model selection because it is the criterion Most likely

to produce the best "out ofsample" (ie. generalizable) model (80), this suggests that there

was insufficient evidence in the data set a10ne to include the interaction term. This issue

could be more definitively resolved in a second data set with a higher sample size.

As shown in the Results chapter, many ofthe models generated had approximately

equal probability according to the BIC model selection criterion, and no one model

showed strong or very strong evidence ofbeing more likely than another (80). This can be

a sign that no model prediets aU that weB, and may be due either to inadequate power to

deteet differences between groups for the variables measured, a true lack ofdifferences

between groups for these variables, or similar predictive power ofseveral variables which,

because ofthe 1imited sample size, couId not all be included in the model. Due to the

relatively small sample size ofthis study, it is certain that inadequate power was a factor,

especially since there were a large number ofcompeting variables in the initial variable

matrix (1 variable per 10 subjects). With regard to whether or not there were true

diftèrences between cases and controls for the variables measured, the goodness offit

analyses showed that for covariate patterns with reasonably large cell size, the models

predicted weil for both DVT and proximal DVT.

The !PO-CV study was not originally designed to address the research questions

ofthis thesis. As a consequence, many known risk factors or predictors ofDVT were .

simply Dot measured, and were thus unavailable for consideration in the model selection

process. Examples ofthese include measured difference in leg circumference, history of

prior DVT, oral contraceptive use, pregnancy and postpartum, and inherited disorders of

blood coagulation. It is possible that ifthese variables had been available for analysis, with

a correspondingly larger sample size, the choice ofthe most Hkely model would have been

more evident.
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5.1.3. Clinical prediction index

Using the four predictors that were in the finallogistic regression model, 1

developed a clinical prediction index to estimate the probability ofDVT at any site in

patients presenting with suspected DVT.

1did not develop an index for prediction ofproximal DVT. One ofmy study goals

was to identify unique predictors ofproximal DVT, since proximal DVT carries a higher

risk ofPE and long-tenn disability than calfDVT (42). However, the final model ofthe

secondary analysis (proximal DVT vs. controls) containOO the same variables as that ofthe

primary analysis (aIl DVT vs. controls). This indicates either that in this sample there were

no differences in predictor variables between proximal DVT and DVT at any site, or that

the study had inadequate power to detect these differences. In any case, patients do not

arrive at the emergency room declaring the site oftheir DVT. Instead ofcomparing

proximal DVT to controls, a more clinically relevant question that could have 100 to a

discriminating index for site ofDVT is: do predictors ofcalfDVT differ trom predietors

ofproximal DVT, and do both differ from controls? As shown in the Results chapter,

there were differences in many variables between calfDVT and proximal DVT patients.

Unfortunately, 1could not address this more relevant question using multivariate

techniques becausethere were ooly 21 patients with calfDVT. 1thus developed a clinical

prediction index for predicting DVT at any site, sinee even the most discriminating index

that differentiates proximal DVT patients from controls overlooks the fact that to get at

patients with proximal DVT, patients with calfDVT must have already been identified and

excluded.

Development ofthe logistic regression model to predict DVT was a necessary step

to creating the clinical prediction index. However, the index is simply made up of

combinations ofthe variables in the regression model without considering their weight or

the degree ofaccuracy to which the parameters are known. As a result, information was

lost in the transition tram model to. index. This is somewhat compensated for by the &ct

that an index is easier to use in the clinica1 setting than a logistic regression equation.
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As shown in Table 4.34, there was sensitivity to change in the probability ofDVT

as the number ofpredictors variables increased: among patients with zero predietors, 90;0

had DVT, among patients with any one predictor, 20% had DVT, among patients with

any two predietors, 32% had DVT, and in the group with any 3 or aU predictors, 76% had

DVT.

The predictors were then grouped in various combinations to create different

cutoffpoints for the clinical prediction index, such that patients below the cutoffwere at

low risk for DVT, and patients above the cutoffwere at high risk for DVT. A sensitivity

analysis was done for these cutotfpoints.

Before discussing the test characteristics ofthe clinica1 prediction index, it is

important to acknowledge that for rnost diagnostic tests:. prediction indices included, the

perfect cut-offpoint (ie. one that achieves 10()o~ sensitivity and specificity) is unattainable,

or, even ifattainable onder study conditions, not achievable in the ''real world". This is

because the disease under study can manifest differently in different people (i.e. human

variability in expression ofdisease due to genetic, environmen~ social or cultural

factors) and tests may not always perform as anticipated (i.e. lab error or human error in

applying or interpreting a test or index). Hence, there will almost always he sorne tradeoff

between sensitivity and specificity, and it is up to the clinician to evaluate how much of

one cao be sacrificed for the other. For some diseases, the choice is obvious: e.g., for a

clinical index designed ta predict the probability ofbreast cancer and the subsequent need

for biopsy in a woman presenting with a breast lump, the most important requirement

would be high sensitivity, in order to avoid a false negative diagnosis in a woman who

truly bas breast cancer. The anxiety associated with false positive labeling ofa woman

without breast cancer, altbough undesirable, becomes secondary.

For the cliagnosis ofDVT, the choice is less clear. A false negative diagnosis is

likely to be more adverse than a false positive diagnosis, because untreated DVT can lead

to fatal pulmonary embolism and the post-phlebitic syndrome. The risks associated with

anticoagulating a patient wbo does not have a DVT are smaller, but, rarely, can he

catastrophic. As Wheeler points out, there are few studies on the natural history of

untreated DVT (50). In many ofthe studies which documented post-operative DVT using
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125-1 fibrinogen leg scan, patients with positive test results were not treated and did not

suifer adverse outcomes, probably because these small thrombi lysed in situ or failed to

propagate. In the few patients in whom PE was documented, it usually was not life­

threatening (22). Although!PO can fail to detect calfthrombi, non-occlusive proximal

thrombi, and older occlusive thrombi with well-developed collateral circulation,

prospective studies have shown a very low rate ofcomplications and no fatal PE in

patients with suspected DVT in whom treatment was withheld because ofnegative IPG

(3,86,87) or CUS (46).

It is unlikely that more epidemiological information will become available on the

natural history ofuntreated DVT. Therefore, the most conservative approach is to

acknowledge that DVT has a wide spectrum ofseverity and outcomes, but that as yet it

cannot be predicted where an individual patient lies on this spectrum. It is safe to say that

low sensitivity is aImost certainly more dangerous than low specificÎty, since the potential

problems associated with 10w specificity relate more to the costs associated with

unnecessary treatment and to the adverse impact offalse labeling on quality of life than to

an important risk ofadverse patient outcome.

In the clinical prediction index, for one or more vs. zero predictors, the estimated

sensitivity was .93. For two or more vs. one or less predietors, the estimated sensitivity

was .66. For three or more vs. two or less predietors, the estimated sensitivity was .26.

The corresponding specificities were .25, .66, and .97. In simple terms, as the cutofffor a

positive "test" moved from 3 or more variables to one or more variables (ie. as one

required that fewer variables be positive to consider the result ofthe index positive), the

chance offalsely classifying a case as a control decreased, but the chance offalsely

classifying a control as a case increased.

The ROC curve depiets the relationship between sensitivity and l-specificity for

the different cutoffpoints ofthe predictive index. The magnitude ofthe area between the

diagonal and the ROC curve shows that the clinical index, overall, predicts considerably

better than pure chance. A perfect cutoffpoint, ie. one that is able to differentiate all cases

from all controls, would -have its data point located in the top left corner ofthe graph.
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None ofthe three cutoffpoints provides the ideal balance between high sensitivity

and reasonably preserved specificity. Although for the reasons discussed above it is

tempting ta choose the cutoffpoint with the mghest sensitivity (one or more vs. zero

predictors), the PPV for tms cutoffis only 31%, which is prediction that is no better than

chance, since the pre-test probability ofDVT based simply on the known prevalence of

DVT in symptomatic patients in general is 25-300A., and was 27% in this sarnple. OveralI,

the cutoffpoint ofmore than three vs. two or less predietors had the best balance ofgood

PPV and NPV (76% and 78% respectively) and the best LR+ (8.7). However, ooly 19

cases were in this risk category, leaving 54 cases who feU below the cutoffpoint and who

would have been classified as low risk for DVT. The misclassification rate was 57% for

the cutoffpoint more than one vs. zero predictors, 34% for more than two vs. one or less

predictor, and 22% for more than 3 vs. two or less predictors.

ln clinical praetice it is the predictive value ofa diagnostic test that is most

important in treatment decisioDS, and the predictive value is gready influenced by the

probability ofdisease. This can influence test selection and management in the following

way: in patients with a low probability ofDVT, a negative non-invasive test is adequate to

mie out DVT, based on published estimated sensitivities and specificities ofsuch tests.

Similarly in patients with a high probability ofDVT, a positive non-invasive test is

adequate to mie in DVT. When the test result is discordant with the estimate ofpre-test

probability, a different non-invasive test or contrast venography (CV) should be

performed, due to the high false positive rate in patients with low probability ofDVT and

the high false negative rate in patients with bigh probability ofDVT. In patients with a

moderate pre-test probability ofDVT, since the PPV is poor, a positive test should be

confirmed with a different non-invasive test or venography, but a negative non-invasive

test, ifknown to have high local sensitivity, is probably enough ta cule out DVT,

especially ifserial testing is performed (50).

Applying this strategy ta my sample, 1classified 0 predietors as representing '1ow

probability" for DVT (n=S4; 2001'0 ofstudy population; 5 had DVT), 1 or 2 predictors as

"moderate probability" for DVT (0=192; 71% ofstudy population; 49 had DVT) and 3 or

more predietors as "high probability" for DVT (n=25; goAl ofstudy population; 19 had
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DVT). Non-invasive tests would likely have sufficed and CV avoided in 49 low probability

patients, 143 moderate probability patients and 19 high probability patients ie. a total ot
211 (78%) orthe 271 study patients. CV would still have been be required in the Slow

probability patients who had a positive non-invasive test, the 49 moderate probability

patients with a positive non-invasive test, and the 6 high probability patients with a

negative non-invasive test ie. a total of60 (22%) ofthe 271 study patients.

Hence, although the clinical prediction index did not perfonn weU enough to be

used as a diagnostic "test" for DVT, it could prove to be useful for the selection ofthe

IDOst appropriate diagnostic test and its interpretation in a similar study population with

comparable distributions ofpredictors. Ultimately, the performance ofthis index should be

tested prospectively in a Jarger data set.

Two other c1inical prediction indices have been developed for use in patients with

suspected DVT, as discussed in the Literature Review chapter. In the first, using a sample

size similar to my study, swelling below the knee, swelling above the knee, recent

irnmobility, cancer and fever were independent predietors ofproximal DVT (76). Data

collection was via retrospective chart review. This index performed poody compared to

mine: although the area under the ROC curve was similar, the likelihood ratios and PPVs

ofthe various cutoffpoints were more modest, and patients with two predietors had a

higher proportion ofDVT than patients with 3-5 predietors, which suggests an overall

lack ofinternai validity ofthe study.

The second index, developed a priori by Wells based on a Iiterature review of

DVT risk factors and clinical expertise, was applied to 529 outpatients with first episode

ofsuspected DVT (77). The PPVs for the high, moderate and low risk groups were .85,

.33, and .05 respectively, which mirror almost exaetly the findings in my study for patients

with 3 predictors, 1 or 2 predietors, and 0 predictors (pPV .76, .34, and .07 respectively).

However, a greater proportion ofWells' study patients than mine were in the low or high

pretest probability categories.
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5.2. Study Limitations

This study had severallimitations which will be discussed onder the headings of

internaI validity and external validity.

5.2.1. Internai validity

Internai validity refers to the validity ofthe analytic inferences as they pertain to

the actual subjeets in the study (88). Selection bias, misclassification bias, and confounding

may have impaeted on the internai validity ofthis study.

Selection bias

This study was not population-based. During the recruitment ofthe study

population, there were undoubtedly selection pressures in effect, sorne ofwhich can he

surmised but MOst ofwhich remain unknown. Although ail patients who were referred for

suspected DVT during the study period were eligible for the study, the aetual process of

referral, i.e. how patients came to be referred in the first place, is not known. For example,

it is not known by whom and ftom where patients were referred, and whether physicians

referring patients generally had ahigh or low threshold for referral.

Because the Montreal General Hospital (MGH) is a tertiary care hospital, patients

seleeted into the study had a high rate ofrecent surgery. Having had recent surgery can

have an impact both on the way DVT manifests and on a physician's tbreshold for

deciding that a clinical finding ~ght be due to DVT (detection bias). During the time the

!PG-CV study was recruiting patients, the principal investigator was considered to he a

city-wide expert in venous thromboembolic disease. It is possible that unusual, complex

cases were preferentially selected ioto the study simply because more ofthese patients

were referred to the MGH.

Patients excluded from the study were older tban those included (mean age 60.3

years vs. 56.7 years). Overall, the majority ofexclusions were for refusai or failure to give

informed consent, wbich cm he a marker ofsevere illness or dementia. Thus, it is likely
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that mostly ''healthy'' eiderly were seleeted into the study, which mightexplain why the

expected association between age and DVT was not found.

In this study, male sex was found to be an independent predictor ofDVT. In

women, the postpartum period carries a high risk for DVT (estimated risk 2/1000 (38».

The MGH has no obstetrics department, so postpartum patients were extremely unlikely

to be referred for the IPG..CV study. By extrapolation from comparably-sized Montreal

hospitals that hand1e about 4000 deliveries per a year, over the 2 year IPG-CV study

period, up to 16 additional women with DVTs might have entered the study, which could

have attenuated or eliminated the estimated risk difference between men and wornen. The

risk difference between men and women could also have resulted from selecting ioto the

study men who were at higher than average risk for DVT; for example, hypothetically, if

ail men with sports injuries who required knee surgery were self-referred to one sports

surgeon who had a high post-operative DVT rate, it would appear that male sex was a

predietor ofDVT.

Misclassification bias

Great care was taken to correctly classify cases and controIs, hence

misclassification ofoutcome, although possible, was unlikely. However, sinee the study

was not originally designed to anaIyze predietors ofDVT, misclassification of"exposure"

(ie. presence or absence ofpredietor variables) could bave occurred ifthe nurses

coUecting baseline information were not adequately diligent in extraeting and recording

information. This misclassification, ifit occurred, is likely to have been non-differential,

since the diagnostic test for DVT was performed ooly after the baseline data was

coUeeted.

In general, the predictor variable measures were CRIde, MOst requiring simple

yeslno answers, hence errors ofdocumentation could have occurred. For the symptOIDS

and physical exam data, information could only be recorded as 'present' or 'absent', i.e.

tbere were no severity ratings. Also, the reliability ofthe examination technique was not

measured. FinaIly, information on other potential predictor variables was simply never

coUeeted (for example, measured leg circumference was listed on the original data
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collection sheet but was missing for Most patients, the question on surgery in the last six

months did not allow for documentation oftime since surgery, etc.).

Confounding bias

Although the stratified analysis did reveal confounding that was adjusted for in the

multivariate model, both residual confounding and undetected confounding by unmeasured

variables might have occurred.

5.2.2. External validity

External validity refers to the validity ofthe anaiYtic inferences as they pertain to

people outside the study population (88).

The generalizability ofthis study is influenced by the following points:

• The study was conducted at a single tertiary care hospital that bas no obstetric

department.

• Qnly symptomatic patients with a tirst episode ofsuspected DVT were eligible.

• Pregnant women were excluded.

• Compared to other studies ofDVT risk factors in patients with leg symptoms (76,77),

this study population bad a high rate ofrecent surgery (33% overall) and leg trauma

(23% overall).

• The prevalence ofDVT in this sample (270A.) was similar to that seen in other studies

ofsymptomatic patients, however the ratio ofproximal DVT to calfDVT (2.5 to 1)

was lower than in other studies (76,77).

Sïnce the prevalence ofa disease bas a major impact on the predictive accuracy of

a test used to diagnose the disease, the results ofthe this study could only be generalized

to simüar populations with similar disease prevalence.

In summary, assuming adequate internai validity, the results oftbis study could

likely he genera1ized to symptomatic patients with a first episode ofsuspected DVT
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">.­~" coming ITom a population with a similar DVT prevalence. However, the external validity

ofthis study could best be assessed by prospectively applying the regression model and the

clinical prediction index to a large population ofpatients with a wide clinical speetrum of

DVT.

5.3. Conclusions

In this study 1demonstrated that male sex, orthopedie surgery, warmth and

superficial venous dilation on exam were independent predîCtors ofsymptomatic DVT and

symptomatic proximal DVT. Using various groupings ofthese predietors, 1developed a

clinical prediction index for symptomatic DVT.

My clinical prediction index meets MOst ofthe suggested methodological standards

for clinical prediction rules (67,70). First, it uses predictors that are clinically relevant and

whose presence or absence are easy to determine. The outcome to be predieted, DVT,

was clearly defined, using an accepted reference test. Assessment ofoutcome was

prospective and was blinded to the information coUected at baseline. The demographic

charaeteristics ofthe study population and the study site were described, as were the

mathematical techniques used to develop the index:. FinaI1y, a measure ofthe

misclassification rate was provided.

While the index's ROC curve showed moderate overaU prediction, there was no

single cut-offpoint that gave the best balance ofdesired sensitivity and specificity. The

index showed adequate predictive accuracy and high LR+ for patients with 3 or more

predietors (ie. high-risk patients), however these patients made up ooly a smaU proportion

ofthe study population. Nevertbeless, by grouping patients into low, moderate and high

probability for DVT, the index was useful in a strategy aimed to limit the need for CV to

diagnose DVT, in favor ofless invasive tests.

The extemal validity ofthis index bas no~ been assessed. Ultimately, the most

important criterion ofusefulness ofa clinical prediction index is evidence that applying the
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index to its target population results in a positive impact on measures ofhealth.

This was not an etiological study. It did not seek to identify causative factors ("risk

factors") for DVT~ but rather sougbt to identify predietors ofDVT that might be useful to

the clinician faced with a patient in whom DVT is suspected. In the end, the combination

ofvariables that best predicted DVT in this study was a mix: ofpossible causative factors

(male sex, orthopedie surgery) and effects or "markers" ofDVT (wannth, superficial

venous dilation).

As discussed in the Methods chapter, because ofthe limitations imposed by the

design ofthe original !PO-CV study, the selection oCcases and controls in this study

would have been inadequate for a true case-control study seeking to explore DVT

causality.

With regard to DVT causality, at present there is limited understanding ofthis

disease. To borrow trom cancer causality terminology, deep vein thrombosis is a disease

with Many promoters but no clear initiators: numerous risk factors have been identified

and can be measured, but probably many more, and perhaps the most salient ones, have

not been measured, because they are as yet unknown to us, and even ifthey become

known to us, may not be readily measurable. Deep vein thrombosis may be more than one

disease, given the wide range ofpatients it affects and venous sites it inhabits. Until more

is understood about the pathophysiology ofDVT and why its clinical spectrum is so

different in different patients, identifying true etiologic risk factors for DVT might not be

readily achievable.

Nonetheless, on a daily basis, clinicians are put into the position ofhaving to make

di88l10stic and therapeutic decisions for patients presenting with complex groupings of

symptoms, SÎ8IlS and baseline characteristics. As such, clinical prediction rules that have

proven predictive accuracy are important tools for the clinician, regardless ofwhether the

predictors are truly etiologic, are confounders ofthe risk factors they represent, or are

markers ofthe disease itself
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