
INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films

the text diredly from the original or copy submitted. Thus, sorne thesis and

dissertation copies are in typewriter face, while others may be from any type of

computer printer.

The quality of this reproduction is dependent upon the quallty of the

copy submitted. Broken or indistinct print, colored or poor quality illustrations

and photographs, print bleedthrough 1 substandard margins, and improper

alignment can adversely affect reproduction.

ln the unlikely event that the author did not send UMI a complete manuscript

and there are missing pages, these will be noted. Also, if unauthorized

copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by

sectioning the original, beginning at the upper Jeft-hand corner and continuing

from left ta right in equal sections with small overlaps.

ProCuest Information and Leaming
300 North Zeeb Road, Ann Arbor, MI 48106-1346 USA

800-521-0600





•

•

MONOCULAR CAMERA CALmRATION ASSESSMENT

FOR MID-RANGE PHOTOGRAMMETRY

Jean-Sébastien Valois

Department of Electrical Engineering

McGill University

April 2000

A Thesis submitted to the Faculty of Graduate Studies and Research

in partial fulfilnlent of the requirements for the degree of

Master of Engineering

© JEAN-SÉBASTIEN VALOIS, MM



1+1 National Lib
of Canada rary

Acquisitions and
Bibliographie Services

38S weIiItgIDn Strwt
ara- ON K1A 0N4
c.n.da

BIIIioIhèque nationale
du Canada

Acquisitions et
services bibrlOgraphiques

385. rue WelinglOn
c::...ON K1A0N4
c..da

The author bas granted a non­
exclusive licence aIlowing the
National Libnuy ofCanada ta
reprodoce, loan, distnbute or sell
copies ofthis thesis in microfolDl,
paper or electronic formats.

The author retains ownersbip ofthe
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may he printed or othe1WÎse
reproduced without the author's
penmSSlon.

L'auteur a accordé une licence non
exclusive pennettant à la
Bibliothèque nationale du Canada de
reproduire, prêter, distnbuer ou
vendre des copies de cette thèse sous
la forme de microfiche/film, de
reproduction sur papier ou sur fonnat
électronique.

L'auteur conserve la propriété du
droit d'auteur qui protège cette thèse.
Ni la thèse ni des extraits substantiels
de celle-ci ne doivent être imprimés
ou autrement reproduits sans son
autorisation.

0-612-70657-5

Canadl



•

•

ABSTRACT

Abstract

The CCD (Charge Coupled. Device) image formation theory is at the foundation of 3D

vision systems. Ideally, a five-element block diagram cau mode! this process. The first

block represents the nonlinear distortions caused by camera lenses. The second and third

elements gather the low-pass filter effects due to lens aberrations and CCD phenomenon. A

fourth block illustrates the quantization effects indllCed by a series ofdiscrete photosensitive

e1ements on the CCD and by the AID conversion for analog cameras. The last block

represents the addition of random noise on the discrete signal. Because step-like luminance

transitions undergoing lens distortion remain step-like, it is possible to precisely correct

for the distortions after the edge localization. The efficient distortion correction process is

exactly where the camera lens calibration challenge resides. The calibration exercise also

sooks the intrinsic and extrinsic canlera parameters, Le. the information that relates to the

camera optics and the information that describes the location and orientation of the camera

in 3D space.

This thesis presents a review and evaluation of severaI methods designed for optimal

accuracyon the parameters evaluation. We aIso disCllSS the aspects affecting the accurate

recovery of the call1era perspective geometry parameters which are affected by numerous

error sources.

The techniques studied can be classified into two distinct calibration categories: the

generic and the parametric methods. The parametric calibrations consist of determining

and solving a set of nonlinear mathematical equations dependent on the knowledge of the

physical interaction between a camera, a lens and features in the 3D world. The main

advantage is that no approximation is involved and the model can be quite elaborate. The

problem results in the complexity to perform the nonlinear optimization and the need for
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a good initial guess. With the generie calibration methods the explicit expression of the

distortions is not assumed. A1so, they do not necessarilyaim at computing aIl the camera

parameters simultaneously sinee once the distortions are handIeù, linear approaches can

perform this task very weIl.

The performance of the different calibrations was evaluated at two levels. The first

level verifies the validity and accuracy of the distortion corrections using the calibration

equipment itself. The second one follows a field test approach where a volumetrie array

of size similar ta the real operation environment is used to verify the accuracy of bath the

intrinsic and extrinsic camera parameters.

The thesis also includes a thorough discussion on the equipment used for calibrating

cameras. The quality of the calibration equipment has a critical impact on the camera

calibration accuracy.

ii
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RÉsuMÉ

Résumé

La théorie de formation d'images sur CCD (Charge Coupled Deviee) est à la base des

systèmes de vision tridimensionnelle. Idéalement, un diagramme composé de cinq éléments

peut représenter le phénomène complètement. Le premier bloc représente les distorsions

de type non linéaire causées par les lentilles. Le second et troisième blocs regroupent les

effets de filtre à haute fréquence qui sont due à la fois aux lentilles et au capteur CCD. Un

quatrième bloc illustre l'effet d'approximation introduit par l'échantillonnage de la lumière

par les éléments photo sensitifs du CCD et par la conversion A/O. Le dernier bloc représente

l'addition de bruit sur le signal discret. Le fait que les transitions vives d'intensité dans

l'image ne soient pas affectées par la distorsion des lentilles permet, après avoir localisé ces

transitions, de corriger ces distorsions. Le défi réside donc dans la correction efficace des

distorsions causées par les lentilles de caméras. Par le fait même, l'exercice de calibrage de

cameras consiste aussi à chercher les paramètres intrinsèques et extrinsèques de la camera,

c'est-à-dire, l'information sur l'aspect optique interne de la camera et l'infornlation décrivant

sa location et son orientation dans un environnent tridimensionnel.

Cette thèse présente une revue et une évaluation de plusieurs méthodes qui furent

introduites pour maximiser la précision des paramètres lors du calibrage. Nous abor­

dons également les phénomènes qui affectent la reconstitution des paraulètres décrivant

la géométrie perspective de la caméra.

Les techniques étudiées peuvent être regroupées en deux catégories: les méthodes

génériques et les méthodes paramétriques. Les méthodes paramétriques consistent à déterminer

et résoudre un ensemble d'équations non linéaires qui dépendent de connaissances sur les as­

pects physiques d'interaction entre les lentilles, la caméra et l'environment tridimensionnel.

Le principal avantage de ces méthodes est qu'aucune approximation est nécessaire et que le

ili
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modèle peut être très élaboré. Par contre, certains problèmes proviennent de la complexité

nécessaire pour résoudre les équations et le besoin d'avoir un point de départ proche de

la solution finale. Pour ce qui est des méthodes dites génériques, l'expression explicite des

distorsions n'est pas nécessaire. De plus, ces méthodes ne cherchent pas nécessairement à

retrouver tous les paramètres extrinsèques et intrinsèques d'un seul coup. Plutôt, les dis­

torsions optiques sont d'abord corrigées et par la suite le reste des paramètres de la caméra

peut être facilement obtenu.

La performance des diverses méthodes peut être évaluée à deux niveaux. Premièrement,

le niveau de précision de correction des distorsions est vérifié en utilisant l'équipement

de calibrage lui-même. En second lieu, une approche s'apparentant aux conditions réelles

d'opération est utilisée. Ainsi, un arrangement de cibles de tailles et à une distance similaire

aux opérations sert à mesurer l'ensemble des paramètres extrinsèques et intrinsèques de la

caméra.

Cette thèse contient également une discussion complète sur l'équipement et les condi­

tions nécessaires pour réaliser de bons calibrages.

iv
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1.1 BACKGROUND

CHAPTER 1

Introduction

The main intent of this thesis is to provide, for practitioners in any scientific field, a refer­

ence document containing guidelines for accurately calibrating monocular CCD! cameras.

Accordingly, the value of this document resides in the fact that it contains practica! guide­

lines for the implementation of the wost common camera calibration methods to date, a

thorough evaluation of the relative accuracy of those techniques, practical guidelines for

the design and fabrication of accurate and dependable canlera calibration rigs, a thorough

review of the selection criteria for choosing cameras and lenses for vision systems, and fi­

nally, a thorough review of external factors ta consider in arder to generate accurate camera

calibrations.

1. Background

Advances in the field of Computer Vision have 100 ta the development of severa! impor­

tant technologies primarily in the fields of quality control (quality assurance) and production

automation. Other areas include 2D and 3D measurements, robot vision, identification,

printing control and code reading [33). A great example is a vision system conceived by

the National Research Council of Canada (NRCC) in 1971 for highway-barrier studies. The

experiment was comprised of a planar array of target dots installed and surveyed in the

background of the vehicle-barrier crashing site. The target array was used to geometrically

calibrate a high-speed 16 mm camera filnung severe automobile crashes. The films were

l Note that 8ClOnymB are defined in the Glossary section.

1
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then used by engineers to assess and improve the energy absorption capacity of different

highway-barrier designs.

The capahilities of this system were expanded in 1975 to include the creation of the

Space Vision System (SVS). The SVS is a real-time camera-based photogrammetrie sys­

tem which tracks strategically positioned targets on flight payloads, to provide eues for

space rohotic operations. The system is currently being used by the US Space Shuttle crew

members for the assembly and berthing of payloads. The transition from a ground-based

application to a space certified system was spread over many years during which the per­

formance, the features and robustness to various lighting conditions were enhanced. The

system specializes in "mid-range" photogrammetry where the objects of interest are located

in the range of 5 to 25 meters away from the camera.

Since 1989 the technical development of a new version, the Canadian Space Vision

System (CSVS), falls under the responsibility of Neptec Design Group Inc.2 , an engineering

firm located in Kanata, Ontario, Canada. The current version of the product is a fully

integrated system which processes the NTSC balanced video signal coming from the Space

Shuttle Closed-Circuit Television (CCTV) system and presents, for the astronauts operating

the robotic arm, an intuitive digital graphies display containing the relative six degree-of­

freedom transformation between two payloads. For a comprehensive description of the

CSVS, consult (36, 39]. Also note that more pertinent details about the system are given

throughout this thesis.

The last mission on which the CSVS played an important role was the ST8-88 fiight

in December 1998. This mission was the first International Space Station (ISS) assembly

mission. During this flight, as one of the many activities, the Russian FGB (Zarya) module

was installed at one extremity of the US Node-l (Unity) module. UnitY constitutes the

core module since mast of the principal components of the ISS will attach to it. Zarya is

a functional module, equipped with attitude and altitude control thrusters, mainly used

before the arrivai of the Russian Service Module scheduled for later in the year 2000. The

two modules, launched separately, were put together with the Canadian built robotie arm

(Canadarm) by astronauts on board the Space shuttle. Figure 1.1 presents a view from one

of the Space Shuttle cargo bay cameras taken after the assembly task. During the mission,

2 url: http://www.neptec.com
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FIGURE 1.1. Scene from the first ISS assembly mission (STS-88). The Zarya
module (Russia) had just been joined to the Unity module (USA).

for the last meter of the berthing operation, CSVS was used ta track targets (black dots)

on the two modules to generate a relative six degree-of-freedom vector between Zarya (top

module) and UnitY (bottom module), ta guide the Canadarm operator.

Ali cameras used for CSVS operations are calibrated to minimize the non-desirable

camera/lens distortions and to specify other critical camera parameters necessary to gen­

erate accurate photogrammetrie solutions. Prior to a mission, specified Hight cameras are

characterized in a controUed laboratory environment to measure important parameters that

are introduced in the CSVS operation database used during a mission. The choice of carn­

eras, together with their precise adjustments, are determined on a mission-by-mission basis

based on the camera locations and on the various target arrays iostalled on the different

modules.

Sînce mast cameras used with CSVS are equipped with automated zoom lenses and

are mounted on pan-tilt units (PTU), a special target array has been iDStalled at the far

end of the Space Shuttle cargo bay to adjust the camera zoom before every operation. The

location of every target of this reference array is precisely known wîth respect to the center
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FIGURE 1.2. Focal length calibration target array for the CSVS on board
the US Space Shuttle.

of rotation of the PTU. Figure 1.2 was taken during STS-88 while the precise adjustment

of the camera zoom was taking place.

A need for the CSVS to have more precise camera characterlzation data and a better

camera calibration apparatus was identified prior to STS-88 during the system certification

activities conducted at the David Florida Laboratories,CSA3 in November of 1998. Exper­

imental results obtained at that time 100 to the conclusion that the CSVS requires very

precise calibration information from the Hight cameras in order to compute a stable and

accurate solution that satisfies tight capture envelopes specified for the STS-88 berthing

operation. As a result t Neptec propose<! to NASA a thorough investigation to determine

how camera calibration could be improved to maxiruize the CSVS accuracy in its current

context of application.

The proposaI to NASA was to study new and improved camera calibration techniques,

and to establish the requirements for a new camera calibration fixture. A conceptual design

to best implement these requirements was also part of the proposal. The results of this

investigation are the heart of this thesis.

3Canadian Space Agency
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The approach taken for this task was to first assess the current deficiencies in the present

calibration fixture and 8SSOciated calibration method, and secondly to eva1uate dilferent

camera characterization techniques as published in technicalliterature. The techniques had

to be customizable for the CSVS architecture and had to provide the necessary parameters

to generate photogrammetrie solutions. This approach was advantageous sinee a comparison

between the various techniques could be obtained using a common vision system.

2. Problem definition

The camera calibration problem revolves around one question: How do you rationalize

and establish a genernl method ta determine the taryet viewing geometry /rom tlle scenes

measured by the camera? Typically, for this kind of problem the solution process goes as

follows:

1. Pick a legitimate physical standard (a calibration abject).

2. Measure the systems response to the standard (the raw data map).

3. Derive a conversion or correction method to relate the "as measured" values ta the

"standard" values. This data treatment mayor may not have a basis in the physical

principles related to the instrument (mathematically manipulated and represented

calibration data).

4. Verify that you have generated the proper correction model by applying the correc­

tion to the original measurement conditions to check for self-consistency.

5. Validate the correction on an independent standard and confirm that the results are

as expected.

These five points define the main research areas related ta the problem of camera

calibration and aIso outline the general structure of this thesis.

2.1. The camera calibration challenges. In most computer vision algOrithnlS

the formation of images in cameras is described by the pinhole model which results from the

theories of Projective Geometry [20]. The advantage of the pinhole model is its simplicity

and the fact that it can be fully specified by the camera's focal length, principal point, and

aspect ratio. However, this model is only correct if the perspective projection constraint

is preserved, i.e., straight lines must be projected as straight Hnes on the image plane.
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Unfortunately, a multitude of sources (lighting conditions, temperature, camera noise, and

lens distortions) will disturb this model and therefore appropriate corrections have to be

applied to recover the original pinhole mode!. The distortions of an imaging system are

called systematic imaging efTOrs. These errors do not include the stochastic imaging efTOrs

caused by noises during the imaging process. The calibration exercise is ta accurately

recover the parameters describing the geometry inside a camera despite the error sources,

in arder ta use it for computer vision applications.

Although frequently confounded, the scientific terms precision and accumcy have two

different meanings. Precision describes the statistical variability of the measurements or pa­

rameters estimated in the least-squares adjustment, whereas accuracy determines how close

the estimated measurements or parameters match the true values. A general characteristic

of vision problems is that their solution accuracy and precision can only be obtained at the

cost of manipulating accurate input data. In fact, the task of recovering the pinhole model

parameters (Le. the final solution), including distortion correction parameters, is extremely

difficult due to the ill-posedness (in the sense proposed by Hadamard [28]) of the problem.

A problem becomes ill-posed when there is insuIficient information available ta obtain a

valid solution, i.e., a solution that is physically correct and robust against noise given the

choice of metric spaces. For ill-posed problems, the non-uniqueness and numerical instabil­

ity can have detrimental eifects on the final solution if appropriate dispositions are ignored.

More specifical1y, a camera calibration method has to overcome the following problems in

order to obtain stable and accurate results:

1. Existence - For every sensed element in the visual scene the calibration data has

to produce a valid and stable solution that recreates the ideal pinhole model, even

though the calibration data was not recorded for every element of the sensor.

2. Uniqueness - A central paradigm of projective vision is that given a 2D projection of

a 3D object, the inverse problem has a multitude of solutions. A priori information,

sucb as the dimensions of a 3D object, has to be used to constrain the solution. Aiso,

the pinhole model is virtual, in the sense that most of the camera parameters are not

measurable with a physical instrument, and therefore different combinations of the

same (or additional) parameters can produce identical compounded results without
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the user realizing it. For example, the focallength and the image scales cannot he

uniquely determined at the same time.

3. Continuity - The requirement ofcontinuity specifies that when the error on the input

data tends to zero, the induced error on the solution tends to zero. Continuity is

also related to stability and robustness. Renee, the effect of bounded noise in the

data, which is always present in the measurements, must lead to bounded errors in

the final solution.

An additional challenge of the camera calibration problem arrises from the fact that the

measured parameters could change with environnlental conditions and lens settings. Thus,

in a real life application, a set of calibration parameters will have a small range of action if

the calibration conditions are not closely maintained.

To facilitate convergence to a solution, the problem at hand can be conditioned using

multiple static cameras/sensoIS Ce.g. stereo vision) [22, 51] or by applying active vision

principles [45, 8, 21]. More detailed background on active vision can be found in the

general papers by Aloimonos and Bandyopadhyay in [1], and by Bajcsy in [41. In short,

the advantage of active vision is that complicated nonlinear visual processes cao sometimes

be converted into linear problems, therebyeliminating the multiple solution problem and

improving stability.

For this thesis we have chosen to focus our attention on assessing the performance of

various static ulonocular camera calibration scheules. This choice emerges from the fact

that the optimization of the fundamental problem could, in tuen, support the improvement

of more practical and advanced extensions such as dealing with zoom lenses, active vision

systems, and the combination of multiple sensors.

3. The state of the art

Photogrammetrists were the first to be concerned about the accueate calibration of

cameras. Since the publication of the first edition in 1944, the Manual of Photogrammetry

[2] has instructed many scientists on numerous subjects related to the recovery of camera

parameters, including the correction of undesirable lens distortions. Although the methods

were first addressed for photographie film cameras, some of the concepts are still relevant

today for performing accurate camera calibrations. Nevertheless, this research area is still
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very active today due to the evolution of CCD camera and lens technologies which bas trig­

gered the need to adapt and refine old processes. J udging by the number and the diversity

of recent articles on camera calibration, no single solution, or group of solutions is being

considered "state.of-the-art". Rather, techniques are chosen, implemented, and perfected

based on the user's needs and budget. For instance, factors like simplicity, calibration rig

cast, desired accuracy, speed, and autonomy will dictate the most favorable calibration

method for a given application.

The varions monocular camera calibration techniques studied in this thesis are grouped

into two main categories; generic methods and pammetric methods. A brief review of their

principal characteristics is presented in the following subsectioDS. Different approaches have

also been proposed to compare different techniques and a brief discussion of those concepts

is also included.

3.1. The parametric calibration techniques. A parametric calibration method

consists of detennining and solving a set of nonlinear equatioDS dependent on the knowledge

of the physical interaction between a camera, a lens and features in the 3D world. The main

advantage is that there is no approximation involved and the model cao be quite elaborate.

The problem arises with the complexity of performing the nonlinear optimization and the

need for a good initial guess.

Early, scientists like Brown [11] and Faig [19], introduced parametric models of lens

distortions for the calibration of film cameras. Their methodology was base<! on geometrical

considerations, to which a mathematical model had been added. The task was to solve the

"calibration problem" by relating abstract model parameters to the physical observations.

This process was calle<! bundle adjustment with self-calibmtion. 1ts mathematical formula­

tion is based on the photogrammetrie colinearity equations, in sorne cases augmented with

functions to model the geometrical deviations of the physical reality from an ideal imaging

system. The colinearity equations are presente<! later in Chapter 3, however we can say

that they express the perspective projection concept of the pinhole camera mode!.

Later, scientists in the fields of Roboties and Computer Vision, redefined the models and

the calibration methodology for vidicon and ccn cameras. A well-known example is Tsai

in [55]. In subsequent years, new methodologies for calculating internal camera parameters

were proposed by Tsai and others. Sucb new methods included the precise measurement of
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the horizontal scale factor and the optical center [35, 68, 67J to be used with a radial lens

distortion mode!. The main advantage of this work was to limit the nwnber of parameters

to he calculated in the global rnioimization, or to provide a good initial guess. The mode!

was aIso refined by adding terms for tangential and thin prism distortions [65, 53J present

in lenses on sorne occasions. The thin prism has the particularity of adding radial and

tangential distortions, a phenomena which was ignored by the radial parametrization. More

recently, researchers have focused on the problem of over-parametrization which can lead

to a degradation of the final results.

The following paragraphs present, in chronological order, more details of some impor­

tant contributions from various authors to improve the accuracy obtained with parametric

monoctùar camera calibration methods.

3.1.1. Tsai, 1986-87. As presented earlier, the papers by Tsai [55, 56J introduced

a simple, close-form approach for performing parametric CCD camera calibrations. This

concept has since been adopted by many scientists in this field. The method is based on

recovering all the camera parameters subject to the radial distortion effects through two

sequential stages:

• Stage 1 - involves computing the 3D orientation and the position (distance frOID

the camera to the target excluded) of the camera with respect to the object-world

coordinate system.

• Stage 2 - methods are introduced to calculate the effective focallength, the range

distance and the coefficient of a first order radial distortion mode!.

Stage 1 ignores the lens distortions and treats the coefficient of the perspective trans­

formation matrix as unknowns to be solved by linear optimization methods. The sets of

equations are formed given the 3D locations of a series of points in a plane and their corre­

sponding 2D image coordinates. Using the resulting five degree-of-freedom camera location,

the rest of the camera parameters are computed in Stage 2.

3.1.2. Faugeras and Toscani, 1987. Presented in {22) is a closed-form calibration

technique which computes the camera parameters directIy from analytical formulas. The

method first estimates, from mathematical constraints and camera physical considerations,

the linearized global camera parameters. In the second step, the residual lens distortions
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are locally corrected throughout the image plane using patches formed with the calibration

points. This method takes advantage of the Kalman filtering properties which can provide

a measure of uncertainty for the camera parametel'S given the estimated noise of the input

data. This method requires multiple plane calibrations, making it necessary to move the

calibration target, or the camera, to different locations using accurate translation stages.

3.1.3. Puget and Skordas, 1990. Puget and Skordas in [45] discovered that the

method from Faugeras and Toscani returned different homologous intrinsic camera parame­

ters depending on the camera position used during the calibrations. However, the method

was very accurate in the computation of the persPeCtive matrix for a given camera location.

The approach proposed by Puget and Skordas to solve the parameter uniqueness problem

was to repeat Faugeras and Toscani's calibration technique at N different locations and

then, using the perspective transformation matrices from each set, apply a minimization

criterion leading to the computation of an optimal set of intrinsic parameters. Using the

formerly computed intrinsic parameters for each calibration position, the camera rotation

and translation were computed by minimizing a mean square error function.

3.1.4. Lenz and Tsai, 1988. The paper from Lens and Tsai [35] makes two contribu-

tions. First, it provides a new approach for calibrating the horizontal scale factor of CCD

sensOIS using a one-dimensional Fast-Fourier Transform (FFT). Second, it introduces new

methods for measuring the image center, i.e., the intersection of the optical axis with the

camera sensor.

The conventional approach for obtaining the scale factor is to refer to the size specified

by the CCD manufacturer. However, tWs usually yields inaccurate results since the timing

for the scanning and the digitization is not sYQchronized. In systems with Phase-Lock Loops

(PPL), imprecision due to the computation of pixel size frOUl the sensor element spacing

and the sensor clock, as weil as inaccuracies in sanlpling clock frequencies, introduces an

apparent change of CCD horizontal size. Tsai and Lenz's concept for accurately measuring

the CCD sensor size is founded on the knowledge that the analog output from conventional

cameras is formed by superimposing the ideal output value representing the iUlage intensity,

sorne noise, and smal1 signal spikes of the sarne frequency as the pel shift clock. The spatial

frequency of these stripes can he measured and the result corresponds to the frequency

difference between the pel clock frequency of the camera and the sampling frequency of the
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AID converter. In most cases, more aceurate results were obtained by Lenz and Tsai using

this method rather than just using the specifications provided by the manufacturer.

In his earlier papers, Tsai [55, 56) had assumed that the image center was known a

priori and was considered to be at the center pixel of the eCD array. From simple analysis,

it was clear that this selection was not suitable for the radial distortion model since the

origin of distortions is not generally eo-loeated with the center pixel of the eCD array.

Three groups of methods for measuring a more aceurate image center are outlined in [35)

and are presented below.

• The Dinct Optical Method is done independently of al! other camera calibration

parameters and requires a laser mounted on a four degree-of-freedom adjustment

bench. The laser is directly aimed towards the center of the lens making sure all

reHections out of the lens coïncide with the primary beam, which then indicates that

the lens optical axis has been found. This method is similar to auto-collimation

techniques, as it uses the refiection of optical surfaces as an alignment eue.

• The Method of Varying Focallength is reserved for zoom lenses. When the zoom

is varied on a lens, ooly one point in the image, the center of zoom, will appear ta

he stationary. The center of zoom is then assumed ta be at the intersection of the

optieal axis with the image plane, which in tum is the image center.

• The Radial Alignment Method and the Model Fit Technique uses a physical setup

where the camera is painting towards a photographie glass plate with a coplanar set

of calibration points whose coordinates are known. The test pattern is used ta fit a

sÎnlple function base<! on the Radial Alignment Constraint introduced in [55].

3.1.5. Beyer, 1992. In [7], Beyer revisits the fundamental concepts of bundle ad·

justment wïth self-calibration to include a new coefficient characterizing the shoor effects

that are included when composite video signaIs and Phase-Lock-Loops (PPL's) are used

together. It helps correct for repeatable instabilities in the line-synchronization.

According ta Beyer, not all parameters can (or should) be determined during a calibra­

tion since over-parametrization cao lead ta a degradation of the final results. The selection

of a particular parameter set, for lens or een distortions, depends on the application and

the accuracy required. To be completely consistent, Beyer suggests that methods should
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be used to evaluate the accuracy and the determinability of additional parameters prior to

acquiring the imagery. However, no specific method is offered nor suggested by the author.

3.1.6. Nomum, Sagara, Narnse and Ide, 1992. An interesting camera calibration

concept was introduced by Nomura et al. in [40]. The parametric camera calibration is

simplified by decomposing the problem into sequential vertical and horizontal directional

calibrations. With this approach, the number of parameters to be calibrated at one time

is drastically decreased from 12 to 5 and 4 respectively. The decoupling of vertical and

horizontal parameters is possible by using the point symmetry characteristic of image dis­

tortions. The 2D model fitting is then decomposed ioto two ID fittings using the column

and row across an image distortion center. In addition, some parameters are eliminated by

the precise knowledge of the location of the calibration chart.

3.1.7. Tarel and Gagalowicz, 1994. In [52], Tarel adapts the calibration model intro­

duced by Tsai, to take advantage of the geometric properties obtained by the perspective

transformation of ellipse targets on the image plane. The idea combines target centroids

and first and second moments of elliptical shapes, which are then fed into the camera para­

meters estimation algorithme By using this additional data from the sensed target elements,

Tarel reports an increase in the final calibration accuracy.

3.1.8. Willson, 1994. In [61} the calibration of the camera parameters, including

a first order radial distortion coefficient, is done following a two-step approach similar to

Tsai's method. However, the parameters of the first step are used during the second step

as initial conditions for an iterative non-linear optimization which refines the complete set

of camera parameters. A modified Levenberg-Marquardt algorithm and a finite-difference

Jacobian are employed to minimize an error function for all points in the calibration array.

Included in Willson's research is a comprehensive taxonomy that includes fifteen dif­

rerent definitions of the image center and procedures for measuring it. These concepts have

also been presented by Willson in [68].

3.1.9. Tsatsakis, Kayafas, Loumos and Camboumkis, 1995. In [51], the radial and

decentering distortion models are extended to include applications where the lens focus is

set to finite distances. These models are based on the theories by Fryer [23] which express

the change of distortion coefficients with the defocusing of lenses.
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3.1.10. Shih, Hung and Lin, 1996. In [48), it was stated that nonlinear methods

which estimate all the camera parameters in the same minimization usually produce superior

calibration results than Tsai's standard method. However, the calibration of the orientation

parameters is more sensitive to noise. For that reason, Shih et al. worked on an error

sensitivity analysis for the different parameters (intrinsic and extrinsic) involved in the

global minimization, to detennine which parameters require good initial guesses, and which

should he computed separately. The ultimate goal was to establish the best methodology

to solve for the unknown camera parameters. They concluded that it was crucial, in terms

of robustness, to have a very good a priori estimate of the image center before attempting

the general non-linear mjnimization. Otherwise, initial errors in the image center location

are easily redistributed among other calibration parameters during the minimization. The

covariance and sensitivity equations for the rest of the camera parameters are aIso provided.

These equations are expressed analytically as functions of the effective focallength, CCD

sensor area, size of one photo sensor cell, average abject distance and the relative object

depth.

3.1.11. Zhou, Tang and Yuang, 1996. With the same idea of optimizing the method­

ology to obtain better camera calibrations, Zhou et al. [69] proposed a method to help in

selecting the distortion models together with their level of complexity. The selection crite­

ria, based on a Student's t-test, is dependent on both the signal-t~noise ratio of the input

data and the magnitude of the distortion correction parameters. The authors come to the

conclusion that strategic choices have ta be made about the parameters ta he calibrated in

arder ta maximize the accuracy of the global camera calibration.

3.1.12. Similarities between the parometric methods. The parametric calibration

methods just described have the common task of uncovering a minimum of eleven coef­

ficients (six extrinsic and five intrinsic) that fully parameterize the pinhole camera model,

including the correction of distortions. The difficulty of the task arrises when trying to find

these parameters through computing the inverse function due to the ill-posed nature of this

problem.

The contributions of the authors cited above was to implement methods ta improve

the stability and the final accuracy when solving the bundle adjustment with self-calibration

problem. Such solutions include starting with good initial guesses, breaking down the
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problem into simpler ones, and better selection of the number of parameters that are solved

simultaneously.

3.2. The generic calibration techniques. The generic methods are based on

another approach, much less known and less used than the parametric methods, dedicated

to solving the camera calibration problem. With the generic calibration methods the explicit

expression of the distortions is not assumed. Also, they do not necessarily aim at computing

ail the extrinsic and intrinsic camera parameters, since once the distortions are handled,

linear approaches can perform the task very weil. Despite this apParent simplicity relative

to the parametric methods, some generic methods daim superior performance. We will now

briefly coyer, in chronological order, the most notable ones.

3.2.1. Martins, Birk and Kelley, 1981. The two-plane camera calibration method

was first proposed by Martins et al. in (38]. The approach is base<! on measuring the

line-of-sight, theoretically for each pixel in the image plane, using two planar calibration

arrays. Thus, the calibration process consists of estimating the transformation between

image centroids and 3D point coordinates in the two real calibration planes. Hence, for

a given pixel element (u,v), two points Pl(Xlt Yl, Zd and P2(X2, 1'2, Z2) on two different

planes are defined such that the functions Xl = /Xl (u, v), ..., Z2 = /Z2(U, v) produce a

straight line-of-sight. The calibration consists of finding the six functions / Xl' ..., /Z2 for

each pixel.

Three solutions have been proposed to approximate these functions: (1) a linear trans­

formation, (2) a quadratic transformation, and (3) a linear spline method where triangular

patches are built on each calibration plane with vertices located at the calibration points.

From their experiments, Martins et al. demonstrated that the two-plane spline method pro­

vide<! the best accuracy. As the line-of-sight can hardly he generated for aIl pixel elements,

the model must employ interpolation between the reference points. Since the interpolation

generally becomes less accurate as the distance between the reference points is increased,

the accuracy of the method is further improved as the grid density is increased.

The main limitation of this method is that it only solves the back-projection problem,

Le, given a pixel in the image, compute the line-of-sight vector through the pixel (or from

the pixel to the world). The direct projection problem would be, given the location of a

point in space, predict its location in the image (or project the object point into the image) .
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3.2.2. IsaguiJTe, Pu and Summers, 1985. The tw~plane method was refined in [32}

to be used for robot/sensors calibrations. The original method was expanded to include

the position and orientation of the camera focal point with respect to the target arrays.

An iterative robust approach, based on Kalman filtering, is used to estimate the final

parameters, together with their uncertainty.

3.2.3. Gremban, Thorpe and Kanade, 1988. In [2"1} , while applying the two-plane

method, a new procedure was developed to solve both the projection and the back-projection

problems. Retuming to the pinhole camera model and using an interpolation scheme from

the tw~plane method, the neœssary parameters for photogrammetrie applications were

retrieved. The effective focal point present in the pinhole camera model is obtained by

finding the point in space that rnjnimizes the distance to all the rays. The rest of the camera

parameters are easily obtained from subsequent steps once the distortions are corrected for.

3.2.4. Champleboux, 199!. In [15}, a distortion correction mode! called N-Plane-

Bicubic-Spline (NPBS) was implemented based on the tw~plane method. The original

theory was extended ta include any number of planes. This new method uses the well

known Spline theory to approximate the six functions /Xl' ..., /Z2 associated with each

sampled pixel. The results from this paper indicated that the NPBS method produces

more accurate results than other tw~planemethods to compensate for lens distortions.

3.2.5. Butler and Pierson, 1991. Other generic calibration methods, not based on

the tw~plane formulation, were also proposed. The generic calibration concept proposed

by Butler and Pierson in [12} was to use a mosaic oflocally affine functions defined between

neighboring points in the image plane ta correct for lens distortions. The process creates

simplex meshing (3 vertices form a simplex) and calculates the correction necessary to

recreate the perfect grid. The method uses a Hat calibration board with regularly spaced

targets or lines, positioned so that it is parallel to the image plane. A similar concept

proposed earlier in [26}, used an iterative reconstruction approach base<! on BC'~ier patches

ta best-fit the transformation that rearranges the distorted image points to form the ideal

image points.

3.2.6. Peuchot and Saint-André, 1992. In [44}, Peuchot and Saint-André proposed

a straightforward generic calibration method that avoids the need for complex empirical

formulas to corroborate experimental data. The argument is that 50 many different error
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sources exist in CCD-produced images that one can adopt a general, non biased approach to

remove them. This approach considers the camera as a data recorder which is analyzed by

comparing the recorded signal and the reference signal. In this case, the only reference is the

image of a grid. Qnly two hypotheses are necessary, tirst, the undistorted camera projection

system follows the pinhole model, and second, the sensed data is considered reliable in the

sense that it is stable and repeatable under similar conditions. A reference grid with 45°

oblique lines is used as a reference object for the calibration. The corrected reference grid

geometry is reconstructed point-by-point from the distorted sensed data simply following

the pinhole projection constraint. New points are corrected using a linear interpolation

technique in a relatively dense network of points. Note that this method was also adopted

by Brand et al. in (10], for their research.

3.2.7. Qiu and Ma, 1995. A non-parametric approach for camera calibration called

Constmined Topological Mapping has been introduced in [48]. The prominent concept is

an iterative process used to reduce the Euclidean distance between a topological weighted

map of points and the input image points. From N input points, a (N - 1) dimensional

self-organizing topological map in N-dimensional input space is formed. At the end of the

process, a set of correction factors (6u , 6v ) can be generated for any point (u, v) in the

image plane. The concept of self-organization was borrowed from Kohonen in [34].

3.2.8. Similarities between the generic methods. The most accurate and conceptually

simple method for camera calibrations would be to measure the calibration parameters at

each pixel in the image, Le., at each pixel measure the line-of-sight vector. This would

produce a gigantic lookup table. Then, simple indexing would allow one to search and find

the line-of-sight vector that passes closest to the point in question. The obvious compromise

is ta sample the image and interpolate between a smaller but sufficient number of data

points. If the error in interpolation is less than the measurement error, no accuracy is lost.

The main concept that is shared by the generic camera calibration methods is ta put

aside the bundle adjustment with self-calibmtion approach during the calibration sinee the

parametric lens distortion models are not always verified in practice. This can be done since

no a priori knowledge about the distortion type is necessary to comply with the perspective

constraints. The idea behind mast generic techniques is, once the various distortions are

corrected, replacing the data in the pinhole model is an unproblematic task.
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3.3. Different calibration methods, same goal. The parametric and the generic

calibration methods ultimately have the same goal, that is to accurately retrieve the funda­

mental, undistorted parameters that describe the internai and extemal geometry of a CCD

camera. Accurate information is crucial for applications in Computer Vision and Robotics

to solve problems such as what a machine may see and where an object is from the image

taken by the eco camera and ultimately from the hand of the robot. Qnly when the cam­

era is properly calibrated can the 2D image information be transformed accurately back

into real-world locations.

3.4. Calibration accuracy evaiuation techniques. One of the first questions

asked about any camera calibration is: how accumtely does it capture the image behavior'l

This information is necessary for estimating the performance or accuracy of the camera in

the context of its use. From the different calibration methods reviewed in §3.1 and §3.2,

two categories were retained for monocular camera calibrations: the image-spaœ and the

object-spaœ evaluation techniques.

3.4.1. lmage-space evaluation techniques. One of the easiest methods to implement

for verifying the accuracy of the camera calibration is to measure the radius of ambiguity

zone. Given the location of a point in space, the image coordinate obtained from its direct

projection onto the image plane is compared to the new corrected image point obtained

after applying the camera calibration method. The magnitude of this correction residual

is obtained by calculating the root-mean-square from both image axes. Such a method is

frequently used in the literature [55, 21, 12, 65, 67, 46].

3.4.2. Object-space evaluation techniques. A second category of error metrics for

monocular systems is the direct 3D measurement accuracy of a calibrated vision system used

in a known 3D environment. The first approach in this category uses a photogrammetrie

solution to derive the 3D location of known reference points and then compares those results

with the 3D survey data. The second approach does not require solving for unknown

parameters. For that technique, the centroid of an object feature is projected back through

the camera model and then one has to calculate the c10sest distance of approach between

the image point's line-of-sight and the point in 3D space that was supposed to have cast

the image.

Implementation examples of such methods can he found in [38, 21, 15, 67] .
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3.S. The most common calibration objects. The accuracy of the calibration

object is crucial for camera calibrations. It serves as "ground truth" for establishing the

projective scaling obtained with a given camera. AIso, the optical nature of the landmarks

on the object must be selected to ensure high signal-to-noise ratio for optimal feature de­

tection. Figure 1.3 presents some common calibration objects encountered in the literature

and Sllmmarized in [14J.

• • • • • • ••••• • • • • • ••••• • • • • •• • • • • • ••••• • • • • • •••• • •• • •
(a) frOUl (61J (b) frOID [55J

(d) from [14J (e) frOID [9J (f) from [52}

•

FIGURE 1.3. Calibration objects used by various authors.

In Figure 1.3, calibration objects (a) through (c) are made of planar surfaces with

patterns painted, printed or glued on. Sometimes, higWy accurate translation and/or ro­

tation stages are used to move the calibration array to diHerent locations. Target objects

(d) through (f) are made to instantaneously create an accurate 3D environment. With

such objects, the camera is positioned in front of the target and only a single static image

sequence is necessary to conduct the calibration.

4. Main contributions

This research makes contributions to computer vision in the selection, refinement, eval­

uation, and implementation of accurate camera calibration methods, specifically:

• Practical guidelines for the implementation of the must common camera œlibration

methods ta date. We have implemented fourteen calibration methods which were
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inspired by advanœd techniques in the field of geometric camera calibration. In

this thesis, we present the various steps and strategies that lead us to the successful

implementation of these different methods.

• A thorough evaluation of the relative accuracy of the most common camern calibrn­

tion methods to date. The number of tests that can he used to evaluate the accuracy

of the monocular camera calibration is fairly limited. However, we expand this list

with a new methodology that looks at the consistency of the calibration parameters

by comparing the data obtained from various regions on the image plane. Using

these tests, a statistically sound approach is then used to compare the relative per­

formance of the calibration methods tested.

• Practical guidelines for the design and fabrication of accurnte and dependable cam­

era calibrntion "gs. While preparing this thesis we gained a significant amount of

knowledge about the design, construction and operation of accurate calibration rigs.

This experience was first acquired by using a calibration rig developed by the NRCC

for calibrating flight cameras for NASA. Second, we had to entirely design and fa~

ricate a new calibration rig for this study. Lastly, our involvement at Neptec Design

Group Inc. with the construction of a state-of-the-art camera calibration rig gave

us insights to all the aspects necessary ta obtain a high quality and functional rig.

From that experience, we present a list of factors that need ta be considered when

building sucb high-accuracy calibration equipment.

• A thorough review of the selection criteria for choosing cameras and lenses for vision

systems. Various factors influence, with more or less significance, the precision and

accuracy of CCD cameras. For that reason, it is our opinion that cameras used for

computer vision applications should not be exclusively considered as "black boxes"

employed to capture images. Rather, a minimum of information about the charac­

teristics of the cameras is necessary in order to derive the expected performance of

a vision system.

• A thorough review of external factors to consider in order ta genernte accurote cam­

ern calibrntions. A list of the mast important external agents contributing to suc­

cessful camera calibration is presented. The list includes: lighting control, system

hardware/software configuration, calibration laboratory, etc.
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5. Thesis outline

The remainder of the thesis is structured as follows:

Chapter 2 introduces the general image formation concept adopted for this thesis. The

concept incorporates, in a simplified fashion, the transformation of the input signal (incom­

ing light), from its photon stage when it enters the camera lens to the final digital image

format. Understanding the various steps and error sources allows a better understanding of

the camera calibration in terms of separating the phenomenon that are systematic imaging

errnrs that can and should be corrected and the stochastic imaging efTOrs that cannot be

corrected, but should he controlled.

In Chapter 3 we review the mathematical formulas that are employed to completely

define the pinhole camera model. Those formulas set the basic theory for ail camera cali­

bration methods implemented for this thesis.

Chapter 4 discusses the importance of selecting and setting up a proper calibration

rig. The equipment must he suitable for aIl calibration methods and must provide optimal

test conditions to justly segregate the different calibration methods based on their true

performance. This chapter also presents sorne common verification tests for eCD cameras,

and describes the software/hardware used to perform the data collection.

Chapter 5 contains a description and a methodology for lllplementing and perform­

ing the various calibration methods tested as part of this thesis. The generic calibration

techniques chosen are presented first, followed by the parnmetric methods.

Chapter 6 describes the common means of measuring the performance of the different

calibration methods using the calibration rig itse1f and a new target array, called the volu­

metrie array. The volumetrie array is the primary camera calibration evaluation setup used

for this study. It is effectively an independent test bench recreating the size and distance

from the camera of a typical flight payload. The main advantage of such a target array is

the introduction of a new performance measurement metric that verifies the consistency of

the camera calibration using different areas of the image plane.
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Chapter 7 summarizes the large amount of data gathered during the preparation of this

thesis and unveils the methods, or categories of methods, that produced the most accurate

results.

Chapter 8 concludes this thesis by presenting a review of some important topies and

by summarizing the test results obtained. The very last section summarizes new research

areas that we would like to pursue.

In Appendix A we detail the characteristics of the cameras and lenses used for this

thesis.

Appendix B contains the details of the Least-Squares minimization techniques used to

solve the non-linear parametric calibration equations.

In Appendix C we present numerous tables which contain the compiled test results

from the performance analyses of ail the cameras and calibration methods.
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CHAPTER 2

General image formation concept

It is important to understand the nature and extent of a problem before trying to solve it.

Therefore, it is essential, before considering the camera calibration problem, to review the

concepts behind standard CCO image formation techniques to identify the physical aspects

that are subject to adjustment. The following principles will also help the reader understand

the notions discussed later, about controlling the camera calibration environment.

A perfect sensor/lens system is designed to produce a "perfect" image, i.e., light from

all points on an object are correctIy focused on a corresponding conjugate point on an

image. Under most conditions the sensor/lens system rails at this task mainly because of

some errors in the precision of the Charged Coupled Device (CCD) camera to convert light

into an electrical signal and from various aberrations in the opticai system. As presented

in Figure 2.1, the acquisition system can be IIlodeled by two group effects wmch are related

ta the lens system or the CCD camera and which are successively applied ta the original

unaffected light source.

For the lens system, the aberrations are divided into two effects: the non-linear distor­

tions and the low-pass filtering. As for the CCD sensor aberrations, they can be split into

FIGURE 2.1. Overall image formation block diagram.

Lens system abernlions
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three effects: the low-pass filtering, the signal sampling, and finally some noise added to

the resulting data.

The various aberrations from Figure 2.1 have the effoct of moving the mean position

of the image features, and blurring the image. Distortion is a unique aberration in that it

does not affect the quality of the image in terms of sharpness or focus. Rather, distortion

affects the shape of the image, causing it to depart from a true-scale duplicate of the object.

Thus, it is possible to compensate for the distortion after the target image is localized. The

term fllter (or low-pass fllter ) is an aberration commonly used to describe a device that

discriminates, according to sorne attribute of the objects applied at its input, what passes

through it. The natura! effect of filtering in sensing devices is the loss of high-frequency

information due to intrinsic system limitations. For example, a high frequency step-like

edge in a scene will appear like a gradual, blurred llnear region on a photographie film or

video signal. Signal sampling is the conversion of a continuous-time signal (analog video for

this matter) into a discrete-time signal obtained by taking "samples" of the continuous-time

signal at discrete-time instants. Signal sampling is not an aberration by itself but can cause

aliasing (loss of high frequency information) and quantization (stail-case approximation of

the original signal), which are forms of aberrations. By definition, noise is a corrupting signal

added onto the original, pure signal. The noise power is assumed to be much smaller than

the original signal power. Furthermore, the original signal is assumed to have Low frequency

components, whereas the noise source is white (zero mean, Gaussian distributed).

The main sources of aberrations from the lens and fronl the eeo sensor are further

described in the following Sections 1 and 2.

1. Lens system aberrations

An ideal optical system is one where every point P in the 3D object-space is imaged as

a point p in the image plane, and the image scale is constant. A real pinhole camera exhibits

this property very weil. However, the level of scene illumination must he relatively high

for the sensing medium to receive enough energy. Since they make up for this limitation,

camera lenses are most frequently used.

The Thin Lens model is commonly use to reduce, by approxiulations, any complex lens

system to a simple pinhole model representation, as shown in Figure 2.2.
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FIGURE 2.2. The Thin lens model.

The distance from the object plane ta the lens is called the object conjugate. Like­

wise, the distance frOID the lens to the camera plane is called the image conjugate. These

conjugates are related by the lens maker's formula given by:

The focal length is by definition, the distance between the lens and the camera plane

when the abject is at infinity. Note that if li is equal to infinity then l2 is equal to le. The

situation where LI is equal to infinity occurs when the lens Cocus is set ta infinity, in which

case the lens focal length is correct. AlI other cases imply that a magnification factor is

involved and therefore l2 varies a few millimeters from the focal length.

As we have said, lenses have their own limitations. Aside from the distortion effect, real

lenses always produce a low-pass filter effect on the original image, even when the subject

is perfectly in Cocus. In Cact, there is always a bandwidth limitation on the optical leus due

to its finite aperture, and therefore it transmits a filtered version of the idea1 image on the

CCD. Studies show (see [25]) that the low-pass effect is intimately related to the shape of

the lens aperture. The mathematical representation of this phenomenon can be obtained

through the lens impulse intensity response, known as modulation transfer function (MTF).
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........

FIGURE 2.3. Lens configuration showing aperture and field stops.

Aperture stop limits the size, and thus the total power, of an incident beam on a

collecting lens. The total flux cao be varied using an aperture or an iris diaphragm. A

field stop contrais the size and shape of the image. Figure 2.3 shows a lens system with an

aperture stop and a field stop.

There is no interdependency between the aperture stop and the field stop. As the

aperture stop is enlarged or reduced, the image size remains constant. If the field stop is

enlarged or reduced the image size changes, but the power density in the image remains the

same.

The following subsections present the seven most important aberration effects caused

by lenses. The effects presented are either chromatic or monochromatic wlùch refers ta the

spectral content of the light source. Chromatic light sources include a wide range (band­

width) of wavelengths and monochromatic light sources are limited to a single wavelength.

The mathematical representatioDS of the wast significant effects for camera calibrations are

presented in Chapter 5, although a more complete list cao be derived frOID [63].

1.1. Geometrica1 distortioDB (moDochromatic effect). Geometrical distor-

tions from lenses are, by definition, the image point shift frOID the position predicted through
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paraxial approximation (Le. simple perspective projection onto the image plane modeled

by the pinhole camera model). Geometrical distortions will generally preserve the original

light content but will shift rays in proportion to the distance from the optical axis and

independently of the lens aperture.

1.2. Spherical aberrations {moDochromatic efl'ect}. Spherical aberration is

the imaging error found when a leus is focusing an axial bundle of monochromatic light.

Each zone (annulus) of the lens aperture has a slightly different focallength. The further

away from the optical axis the rayenters the leus, the nearer to the leus it focuses (crosses

the optical axis). This lack of a common focal distance creates blurred circles centered on

the optical axis.

The Longitudinal Spherical Aberration (LSA) is measured by the distance on the optical

axis between the crossing of the rays which are doser ta the optical axis (paraxial rays)

and the rays which emerge from the outer section of the leus (marginal rays). The height

at which the marginal rays intercept the paraxial image plane is called Traverse Spherical

Aberration (TSA). It is possible to analyze the intensity spread function of the light on

the camera array and improve the image quality. In almost all applications the quality is

optimal when the lens is focused close to the point of minimum spot size; Le. when the

image plane is located somewhere in the middle of the LSA vector (see Figure 2.4).

Spherical aberration is constant over the field of the system and is directly proportional

ta the lens aperture.

1.3. Coma (moDochromatic efl'ect). Coma is an aberration that affects off-axis

light bundles in a way similar to which spherical aberration blemishes axial bundles. When

an off-axis circular bundle of light is incident on a lens afflicted with coma, each annulus

focuses onto the image plane at a slightly different height and with a different spot size. The

result is an overall spot that appears as a characteristic comet-like Bare, having a bright

central core with a triangular shaped tiare extending toward the optical axis of the leus.

Figure 2.5 illustrates the concept.

Consequently, coma is absent on the axis and it increases linearly with the field angle

or aperture.
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A =Paraxial Cocus

B = Focus for minimum spotllize

FIGURE 2.4. Spherical aberrations in a simple lens.

1.4. Field curvature (monochromatic efFect). Most machine vision systems

assume that the image is formed on a planar surface. However, in wost optical systems

there is a tendency ta image better on a curved surface. The nominal curvature plane

(l/radius) is referred ta as the Petzva1 or field curvature of a lens (see Figure 2.6 ). For

simple lenses this curvature is approximately equal to the lens power. When the lens is

free of other off-axis aberrations, the image is formed on the Petzval surface. The field

curvature effect brings the inlage out of focus the further away from the optical axis the

light is projected and the wider the aperture is.

1.5. Astigmatism (monochromatic effeet). When astigmatism is present in a

lens system, fans of rays of differing orientations at the lens aperture tend to focus on two

different curved surfaces.

The curves of Figure 2.7 represent a cross section of the top part of the image surface

(paraxial focal plane) from the optical axis out ta the edge of the field-of-view. The plane

containing bath the optical axis and the object point is called the tangential fan. Light

rays traveling inside the tangential plane are called tangential rays. The plane that is

perpendicular ta the tangential fan is called the sagittal fan or radial plane. The principal
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Imaae
plane

FIGURE 2.5. Off-axis aberratioos, coma.

ray goes frOID the abject point through the center of the leos aperture. As illustrated, the

tangential rays frOID the abject foeus doser ta the lens than do the rays in the sagittal fan,

which in turn are foeused in from the image plane. ClearIy, when the image is analyzed at

the tangential foeus location, a line in the sagittal direction is observed. ConverseIy, a tine in

the tangential direction is observed when the image is fonned at the sagittal foeus location.

In between these eonjugates, the image is either an elliptieal or eircular biur. Astigmatism

is, by definition, the differenee between the tangential and sagittal field eurves. If the

tangential and sagittal surfaces are coincident, then the leus is free of astigmatism and the

image is formed on the Petzva1 surface.

When astigmatism is present, the tangential field departure frOID the Petzval surface is

three times the departure frOID the sagittal field, as illustrated in Figure 2.8.

AstigmatisID aberrations produce effects similar ta the field eurvature, and are therefore

a function of the field angle and the leos aperture.
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FIGURE 2.6. Curvature of the field.

FIGURE 2.7. Tangential and sagittal field curvature.
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FIGURE 2.8. Field curvature and astigmatism in a simple lens.

1.6. Longitudinal/Axial Color (chromatic efl'ect). For all types of glass, the

index of refraction varies as a function of wavelength with a greater index for shorter

wavelengths (blue). Also, the rate at which the index changes is greatest at the shorter

wavelengths. In a simple lens, this causes each wavelength ta focus at a different point

along the optical axis. This chromatic spreading of light is known as dispersion and is

directly inHuenced by the lens aperture. Figure 2.9a illustrates a simple lens focusing a

bundle of white light covering the spectral band from 450 to 650 nanometers. If the focus

is set for the middle of the band, as shown, the blur circle consists of a green central core

with a halo of purple (red and blue) surrounding it. Correction for chromatic dispersion

cao be accomplished by converting the simple lens into an achromatic doublet as shown in

Figure 2.9b. The two glass types selected correct the primary axial color by bringing the

two extreme wavelengths to a common focus.

1.7. Lateral Color (chromatic effect). For off-axis bundles, the corresponding

central ray is called the chief ray, or principal ray. The height of the chief ray at the

image plane defines the image size. If lateral color exists in the lens system, the chief ray

is dispersed, causing the different wavelengths ta be imaged at different heights on the

image plane. Because of the change in the refraction index with the wavelength, blue is
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FIGURE 2.9. Axial color in a simple lens (a) and in an achromat Lens(b) of
identical focal Length and speed.

refracted more strongLy than rOO, causing the rays ta focus at different heights. The result

is chromatic, radial bLur for off-axis image points. The lateral color effect is dependent on

the Lens fieLd-of-view. Figure 2.10 shows the effect of lateral color for a simple lens and for a

more complex lens where substantial non symmetrical refraction of the chief ray is present,

creating the aberration.

1.8. Generallens aberration contributions. Table 2.1 presents the relative sen­

sitivity to lens aperture (Y) and image height (H) for the aberrations previously mentioned.

The sensitivity increases proportionally with the order of Y and H.

As described in [49] and [18], many recent technological findings are contributing ta the

design of Law-aberration lenses by including more elements with particular optical properties

and shapes. Renee, three methods are particularly proficient at reàucing lens aberrations:

• Aspherical lenses : aspheric surfaces located strategically in the Lens systenl can

significantly reduce spherical and coma aberrations.

31



• 2.1 LENS SYSTEM ABERRATIONS

a)

Image plane

Chlerray
01'

Prlndpal ra)'

Grem

Blue

Image plane

b)

1 _/!~
;''..~

- i --7,.,4";"'---~-~-t---........f-...;.....,;.""'"

:. -,-- T. _... ....
1. ..'"t-/,- Chlefray

01'

Prlndpal ray

FIGURE 2.10. a) Simple lens with minimal principal ray refraction has min­
imallateral color. b) Eyepiece with substantial non-symmetrical refraction
of the principal ray is afflicted with lateral color.
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• Symmetrical elements : a system that is symmetrical about the point where

the chief ray crosses the optical axis (aperture stop) has little or no lateral color (or

coma) due to the tendency of the aberration to cancel itself as the chief ray traverses

the synunetrical halves of the system.

• Multiple element lenses : complex lens configurations can minimize the effects of

various aberrations such as lateral color (Section 1.7), astigmatism (Section 1.5) or

field curvature (Section 1.4). Anti-reflective coatings make this solution possible by
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Spherical Y3 -
Coma Y4: H
Petzva1 Y H4:
Astigmatism Y H"I.
Distortion - H4:
Axial color Y -
Lateral color - H

1Aberrations 1A~ure Ilmage:eight 1•

TABLE 2.1. Level of aberrations as a function of aperture and image height.
Source [60]

minimizing internal light dispersion and therefore practically allowing an unlimited

number of elements in the optical system.

Therefore in theory, when choosing high quality lenses for computer vision applications,

the main systematic aberration worth correcting for is the geometrical distortions.

2. CCD sensor aberrations

The basic operation of the CCD sensor is to convert light into electrons. The light com­

ing from the lens focuses on the image plane (Le. the CCD sensor surface) and eventually

forms an encoded analog signal, wwch will he sampled over time and space. In practice,

a CCD is subject to a variety of physical and performance limitations due to the genera­

tion, amplification and formatting of the visual infonnation. Of particular importance ta

automated imaging systems are those limitations related to the fidelity or quality of the

electronic image.

A basic introduction to the Frame 'Iransfer (FT) CCO technology is presented in the

following subsections together with the main CCO aberrations. As presented in Figure 2.1,

these aberrations can be classified as low-pass filtering, signal sampling and/or additive

noise, depending on their nature and CCO operation conditions.

•
2.1. CCD operation. Following is a somewhat idealized description of the opera­

tion of a frame transfer CCD. The basic functional blocks of a typical frame transfer CCD

and dock circuitry are shown in Figure 2.11.
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FIGURE 2.11. Idealized CCD and Clock Layout.

The active imaging area of a CCD is usually a rectangular array of photosensitive

elements (or pixels). Each of the elements can temporarily store any charge that is liberated

by photons interacting within the pixel boundaries. H an image is projected onto the array,

the light distribution within the scene produces a corresponding charge distribution within

the pixels. By measuring the charge stored. in each pixel, an electronic analog version of

the image may be generated.

In Frame Transfer CCD's, the accumulated charge in each active pixel is transferred to

an intermediate storage cell. Charge transfer is accomplished by shifting the accumulated

charge bundles along the corresponding CCD columns in a "bucket brigade" fashion. Frame

transfer is done relatively quick1y, to purge the last image and aHow the photosensitive area

to begin acquiring a new image. A multi-output cIock generator circuit controIs the timing

and coordination of this transfer process.

While the next image is being acquired, the intermediate storage cells are read out. This

readout progresses akin to a raster scan. Each storage area row is sequentiaIly transferred

to the parallel input of a shift register. Between row transfers, the shift register is cycled to
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present each pixel's charge ta a "charge-to-voltage" conversion stage. This process continues

until all of the stored charge has been read.

2.2. Video Crame grabbing. For computer vision systems that rely on digital

image processing techniques, an additional video digitization step is introduced. The dig­

itization process, during which the analog video signal is converted to discrete intensity

measurementst introduces the following effects:

First, the digitizer must define the number of sampled points along each line, and

hence the resolution of the image. Because of the variation in docks between cameras and

digitizers, it is common to find distortions of a few percent in pixel shape resulting frOID

the conversion.

Second, the digitizer must control the precision of each intensity measurement. The

analog voltage signal is usually digitized with an 8-bit A/D (analog-to-digital )converter; a

chip using successive approximation techniques to rapidly sample and measure the voltage

in less than 100 nanoseconds, and producing a number value from 0 to 255 that represents

the pixel brightness. The quality of most cameras and other associated electronics rarely

produces voltages that are free enough frOID electronic noise to justify more than 8-bit

digitization capability. For examplet if the number of quantization levels is 256, in a worst

case scenario of bilinear interpolation and quantizatioo errors of the same sign, the edge

transition is vertically shifted by 11/2, 11 being the quantization step. Such a vertical

transition has to be compared with a total edge transition of approximately 60 ~ to 80 ~.

2.3. Spatial resolution. One fundameotal performance characteristic of an imager

is the effective spatial resolution liunt of the CCD. The image projected onto the CCD

is effectively sampled at the spacing of adjacent pixels. If the original image contains

significant details at frequencies higher than this, aliasing can occur. Normally, the optical

projection system is provided with (or may naturally have) a low-pass spatial filter to

minimize this problem. The overall effect is that the resultiog system does oot reproduce

high frequency details. There must be at least two samples within the transition time of an

edge to avoid aliasing.

Video engineers express resolution io terms of modulation transfer function (MTF).

This measure is similar to what is usai to assess camera lens resolving power.
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2.4. Dynamic resolution. Oynamic resolution is the resolving power of a station­

ary seDSOr to fine moving details. A sensor with poor dynamic resolution will show lag in

the image. Lag is the inability of the sensor to respond to sudden changes in light intensity.

The more lag, the worse the dynamic resolution is, and the larger the limit on object motion

is.

2.5. Sensitivity. Sensitivityor responsivity, is a term that describes the efficiency

of the eeo ta convert light into an electrical signal. The spectral response and the dynamic

range are the two components used to describe the sensitivity of a sensar.

The physical process responsible for charge production within a pixel produces a spectral

response truncated at both short and long wavelengths. At very long wavelengths, the

incident photons lack sufficient energy to liberate charge. As the wavelength decreases

(the energy increases) and the probability that a free charge will be generated increases.

Quantum efficiencies, or the ratio of incident photons that generate charges, typica1ly reach

30% to 70% in the visible range for eeD cameras. As the photon energy continues ta

increase, the low transmittance of most optical materials at short wavelengths sharply

limits the number of photons that actually reach the active region of the eco. A typical

eeD spectral response is shawn in Figure 2.12. This characteristic is plotted bath in terms

of responsivity and quantum efficiency. (Note: the responsivity is defined in terms of the

cUITent output produced by a certain optical input power confined to a narrow wavelength

band.)

Dynamic range is the measure of usable signal output for a range of lighting conditions,

from low light levels to high light levels before saturation. Blooming is a problem that occurs

when illumination is so intense that it causes saturation of certain pixels which start ta spill

charges to adjacent pixels. The result on the video image is bright areas with blurred

definition. Smearing is also a phenomenon that happens under extreme lighting conditions.

For a frame transfer eeD, the leakage occurs during the frame transfer period. At low-light

levels the signal-to-noise ratio becomes very low and makes the video signal unusable. Some

of the most Crequent eeD noises are described in the following subsections.

2.6. Photon noise. The emission of photons from any source is a random process.

The number of photoelectrons collected in a potential weIl in one integration period is
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CCD SPECTRAL REIPONIMTY

FIGURE 2.12. CCD spectral responsivity.

therefore a random variable. The standard deviation of this process is the photon noise and

needs to he considered when the scenes are relatively dim and few photons strike a pixel.

This noise tends to follow Poisson statistics, but is often masked by other noise sources.

2.7. Dark current and dark current noise. There is normally leakage current

present in each CCD cell that alters the charge acquired during a cycle. Dark current is

dependent on the CCD make up, defects, temperature and operating voltages. Dark current

noise is the statistical variation in dark current. The total charge introduced by dark CUITent

increases with charge integration time while the relative noise tends to decrease.

2.8. CCD derects. There are a variety of possible CCD defects. These are normally

graded as point or cluster defects, column or row defects, charge traps or hot pixels. Such

defects can occur at various locations within the photosensitive, storage or shift register

regions of the CCD and may result in varying degrees of signal degradation.

2.9. Clocking noise. A small amount of charge is injected into each CCD cell when

it is cycled, dependent somewhat on the clocking sequence, frequency and waveform. Nor­

wally, the sharper the dock waveform, the larger the signal disturbance. Special attention

during design is required to minimize this noise factor.
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2.10. Reset noise. CCD readout typically involves the charging of a capacitance

through a switch (reset) device. From thermodynamic theory, the voltage on the Hoating

diffusion capacitor is not the same after every reset, even if there is no charge collected

from the previous detection. The noise in this reset process due to thermal noise is directIy

reHected in the output signal. The reset level is a random value whose standard deviation

is the reset noise.

2.11. Charge transfer efBciency. Charge transfer efficiency is a measure of how

weIl the charge in a particular pixel is advanced to the next cell during a cycle. This efficiency

is dependent on the design and quality of the CCD as well 88 the operating voltages and

frequencies.

Smearing effects can arise when the stored charge packets are shifted through the

imaging region of the CCD towards the output node. During this readout time, the photo­

generation ofelectrons continues. This can cantaminate charge packets that have originated

from one part of the image with additional electrons from another. To minimize the smear

effect, it is crucial to ensure that the shift register is read out in a shorter time interval than

that used during the collection of signal electrons (the integration time). Hence, far a given

integration time, low smear requîres a high readout rate.

Another source of smear arises when electrons generated in the silicon are "captured"

by a nearby storage gate rather than the storage gate upon which the light was incident.

This is a statistical effect due to the random pracess of diffusion by the electrons towards

the storage region. As longer wavelengths are absorbed more deeply in the sensor the smear

tends ta worsen.

2.12. CCD readout and charge conversion limitations. There are a number of

effects that limit the quality of the charge measurement process. As the charge is collected,

transferred along the chain of CCD cells and shifted out through the charge-to-voltage

converter, various distortions are introduced.

2.13. Charge-to-voltage conversion limitations. The charge packets in the

CCD register are too small to he transferred directIy to a standard video signal without

significantly degrading the signal-to-noise ratio. Instead, a small sensing capacitor is used

to convert the signal charge to a voltage that can be amplified before transmission. The
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performance of this stage is judged in terms of its charge conversion efficiency. The con­

version of the charge packets into a voltage signal requites several stages of analog signal

processing. These stages are subject to a range of performance limitations including noise,

bias shifts, non-linear amplitude and frequency responses, timing artifacts, power supply

efl"ects and temperature drift. Even with careful design, these issues cannot be completely

eliminated.

2.14. Video encoding. The output produced by the "charge-to-voltage" conver­

sion is then encoded into an analog video signal. The encoding process adds vertical and

horizontal timing components according to a standard video format. Downstream system

components utilize this timing information to interpret which portions of the signal corre­

spond to which regions in the original image.

The video encoding process produces another level of image distortions. These distor­

tions cause variations in the signal timing, amplitude, frequency response and noise. Some

of these may be spatially invariant such that they are included in the camera lellS calibra­

tion, or they way fluctuate with the operating conditions and time. The net re~mlt is that

there is degradation in the ability to determine the position and relative intensity of image

features.

2.15. General CCD aberration cootributioDS. Under most operating condi­

tions, unless proven otherwise, CCD aberrations can be ignored for the camera calibration

exercise since both intemally generated noise and quantization error are below the tolerance

of standard TV resolution. An exception might be the uncertainty in the horizontal scale

factor discussed by Lenz and Tsai in (35) for video frame grabbing.

3. CCD and lens contributions

Figure 2.13 illustrates the theory underlined in Figure 2.1, reinforcing the idea that un­

der normal conditions the CCD together with the lens aberrations, only produce a localized

systematic filtered copy of the original signal after the distortion.

The luminance profile of Figure 2.13a is a section of what an edge image intensity

profile would look like if an ideal lens were used instead of the real one. Due ta the limited

aperture of the lens, the actual luminance profile is a filtered version of the ideal one, as
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FIGURE 2.13. Subpixel edge detection based on linear interpolation. (From [43])

shown in Figure 2.13b. When the light reaches the array of the photosensors of the CCD

camera the image is spatially sampled. The luminance samples actually collected by the

CCD array depend on the light that falls on the whole photosensitive area, as shown in the

bottom curve in 2.13c. At this stage, different image processing techniques can he used ta

estimate the subpixellocation of the ideal edge.

The camera calibration operation, placed in the context of the image formation sys­

tem just described, consists of using extracted image feature locations subject to shifting,

blurring and additive noise to unveil fundamental information about the camera. From the

sections above, it is implied that only the nonlinear shifting represented by the first block

in Figure 2.1, should he compensated for. Therefore, aU other effects described should only

be taken into account during the image processing stages where the feature locations are

extracted.

4. Conclusion

This chapter discussed the fundamentals of the CCD image forulation theory. The

concepts presented are helpful ta understand and assess the different strategies used to

calibrate CCD cameras.

The following chapter sets the basis for the mathematica! equations describing the

common camera parameters that will be used for the remainder of this thesis.
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CHAPTER 3

Mathematical concepts for camera calibration

This section describes the general pinhole camera model, including the intrinsic and extrinsic

calibration parameters.

1. The camera model and coordinate systems for the calibration

Figure 3.1 illustrates the basic geometry of the pinhole camera model adopted for this

study.

XT, YT, and Zr are the axes of the right-handed 3D Target Coordinate System (TeS)

fixed with respect to the payload or the calibration array. Units used are inches. Target

locations are defined in the TeS. The origin of the TCS is the geometric center of the

set of target locations. The axes are chosen to be approximately parallel to the Camera

Coordinate System (defined in the next paragraph) in arder to ensure convergence of the

photogrammetric minimization algorithm used for this study. Specifie TCSs used for this

study are defined as needed in later chapters.

The axes Xc, Yc, and Zc define the right-handed 3D Camera Coordinate System

(CCS), which is centered at the camera projection center (defined later), with the Xc axis

being the same as the camera optical axis. The Yc axis is parallel ta the horizontal axis of

the image (y), from left ta right, and the Xc axis is parallel ta the vertical axis (z), from

top to bottom. Measurements in the CCS are expressed in inches.

The creation of another 3D coordinate system attached on a fixed element of the camera

housing is necessary to define the location and orientation of the camera optical center.

This additional vector (XHI YH, ZH) is the right-handed 3D Housing Coordinate System
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FIGURE 3.1. Pinhole camera geometry.

(BCS) and is also expressed in inches. The origin of the BCS is at a fixed and physically

measurable point on the camera lens assembly. For this thesis, the origin is taken as the

center of the circle formed by the front surface of the lens assembly (not the glass of the

lens). The axes of the BCS are typically set to be parallel to fixed and measurable edges on

the camera housing. Ta use the RCS in an operational context, the relationships with other

coordinate systems related to the physical camera (e.g. camera pan/tilt axis) are obtained

from engineering drawings.

The distance le, the camera effective focallength, is the distance between the frontal

image plane and the origin of the camera coordinate system. The term "effective focal

length" is used because the distance from the projection center to the image plane is defined

in the pinhole camera model and does not necessarily have the same value as the focallength

measured optically (see Chapter 2). Dimensions for the effective focallength and the target

image locations are reported in millimeters.
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The Frame Coordinate System (FCS), illustrated later in Figure 3.3, and expressed

by YF and ZF, is the scan-ordered measurement coordinate system for the sampled video

image. The origin of the FCS is a point above the upper left corner of the image, at a

location dependent on the hardware design. The YFaxis is in the direction of the video

raster scan, and the zFaxis is perpendicular to YF and positive down.

The axes y and z represent the 2D coordinate system within the image plane and define

the Image plane Coordinate System (ICS). The ICS origin is located at the intersection of

the Xc axis and the image plane. For CCD cameras the y and z axes are parallel to the YF

and zFaxes of the FCS defined above. Units in the ICS are millimeters. Since the units

for the FCS are expressed in pixels and lines for the discrete image in the frame memory,

additional parameters need to be specified (or calibrated) which relate the image coordinate

in the FCS to the ICS. The vector (YU, zu) is the image coordinate p in the rcs of an object

point P if a penect pinhole camera model is used.

In Figure 3.1, the position and orientation of the CCS with respect to the BCS is called

the 8HC vector. Similarly, the position and orientation of the TCS with respect to the

BCS is called the SHT vector. The SHC vector also represents the transformation from

the BCS to the CCS and the SHT vector represents the transformation from the BCS to

the TCS.

The next four subsections detail the mathematical terms underlying the whole perspec­

tive projection model.

1.1. Rigid body transformation from the TeS to the ces. The unique

transformation expressing the transition of an object point Pi from the target coordinate

system to the camera coordinate system is given by:

[

Xc(i) ] [ XT(i) ]
Yc(i) = R· YT(i) + T.

Zc(i) Zr(i)

where R is a 3 by 3 rotation matrix and T is the translation vector expressed by:
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R = [:: :: ::] and T = [ ~CTCTCT J.
031 032 033 ~I

In the above equation, the translation vector formed with XCT, YCT and ZCT expresses

the location of the target coardinate system with respect ta the reference of axes centered at

the projection center. The terms Clij form the direction cosines defining the angles between

the target coordinate system and the camera coordinate system. The six degree-of-freedom

transformation obtained with Rand T is called the SeT vector.

1.1.1. Rotation matrix and Euler angles. As wejust noted, the positional parameters

are XCT, yCT and ZCT. For orientation, a choice of three independent direction cosines

has to be made. The independent triplet is chosen ta be 012, 013, and (}23. The remaining

direction cosine parameters are given by the following relations given in [64] and calculated

in the sequence shawn:

Ou = Vl- a~2 - Cl!~3'

033 = Vl- a~3 - a~3'

Q21 = -(Cl!23Cl!23 + Cl!U(}23013)

l-a~3

033Q 11 - Cl!13Q 12Q 23
Q22 =

l-Cl!?3

Q31 = Q12Q23 - Cl!22Cl!13,

Q32 = Q13Q21 - Cl!23Cl!U·

More intuitive orientation measureUlents can be extracted frOID the previous matrix,

which define the rotations (in degrees) about the three axes fonning the coordinate system.

Following the example from [16, page 42}, the Pitch-Yaw-Roll (8, 1/;, cP)l Euler rotation

angles would produce the following rotation matrix R:

l Rotation sequence used by NASA Cor RMS operations.
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[

COS 8 cos 'f/J - cos t/J cos 8 sin 'r/J + sin 8cos t/J - sin t/J cos 8 sin 1/J + cos t/J sin8]

R = sin 1/J cos t/J cos 'f/J sin t/J cos t/J .

sin 8cos 'f/J cos t/J sin8 sin t/J - sin t/J cos 8 sin t/J sin8 sin 'f/J + cos rP cos 8

The solution for extracting the Pitch-Yaw-Roll Euler angles using the Atan2 function2

follows:

1/J = Atan2(a2bv'0:~ - 0:~2)'

8 = Atan2(~~, C:~),

rP = Atan2(~~, :'33",).

If 1/J = 90°, then

Also, if 1/J = -90°, then

'f/J = -90°,

8 = Atan2(-0:32, 0:12),

q;, = 0.0°.

Note that the rotation parameters (pitch (8), yaw (1/J), and roll (l/J)) can be solved

directly without using the direction cosines. This approach is currently used in the Space

Vision System (SVS), although a yaw-pitch-roll unpacking sequence is employed.

2Tbe definition of the Atan2 function W8B borrowed Crom [16, page 41] .
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1.2. Transformation from the ces ta ideal undistorted les. When pr~

jected on the image plane, the point ~ becomes Pi and is represented by:

Pi = (Je, Yu(i), zU(i») T = (le, f~1H), '~1M»)T .

As a result, the previous vector and the vector from Section 1.1 are related by a scalar

quantity k(i), representing the localized image scaIe and defined by:

~=
X&r(i) + Yb(i) + Zl,:(i)

f;(i) + y&(i) + zfr(i)

The set of previous equations is now given by:

Solving for ~ using the system of Equations 3.1 and substituting back into the second

and third, produces the colinearity relations of photogrammetry for the pinhole camera

model:

Yu(i)

le
zu(i)

le

YCT(i) + YT(i)a21 +YT(i)a22 + Zr(i)U23
= XCT(i) + YT(i)all + YT(i)U12 + Zr(i)U13'

XCT(i) + YT(i)a31 + YT(i)a22 + Zr(i)U23
= Xcr(i) + YT(i)all + YT(i)U12 + Zr(i)U13 .

•

The colinear conditions contain a total of six unknowns - three defining the position,

as given by Ker, YCT, ZCT, and three selected independent direction cosine terms (012,

013, and (23) to define the orientation.

1.3. Lens distortion correction. Figure 3.2 is a representation of the distortions

introduced by a lens. The camera is first aimed at the calibration board designed with

evenly spaced circular target elements. An image of the board, acquired with the camera

and a video digitizer, shows sorne discrepancy between the measured dot locations and the
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FIGURE 3.2. Centroid biases cause<! by lens distortions.

locations predicted from the perspective projection model (pinhole camera). The distortion

correction map defines the displacement from the distorted to the ideal dot locations.

The vector (YD, ZD) is the actual measured image coordinate, which differs from (YU,

zu), the undistorted centroid, due to lens distortions. Bence, the distortion-free centroids

are recovered by adding an extra correction value (pixels or tines) to the measured distorted

ones. Dy and Dz are generic correction terms derived from a modeling of the lens distortions.

D1J and Dz are functions of the measured centroids (YD, ZD). Different methods to obtain

these terms can be round later in this document. The transformation formulas are:

Yu(i) = YD(i) + Dy,

zu(i) = zD(i) + Dz •

1.4. Transformation from the FCS to the ICS. The target centroid, as returned

by the scanning and digitization hardware, is expressed in pixels and lines having its natura!
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FIGURE 3.3. Centroid location hased on two coordinate systems in the cam­
era image plane.

origin at the top left corner of the image plane. This centroid representation differs from

what is desired in the photogrammetry colinear equations where the target image locations

have to he expressed in millimeters (same units as le.) from the camera optical center.

Figure 3.3 illustrates this concept.

The transformation from the FCS to the lCS is given by:

YD(i) = (YF(i) - Gy) . Gy,

zD(i) = (zF(i) - G:;) . G::.

In the previous equations (Gy, G::) fix the origin of the lCS in pixels and lines in

the FCS. As defined in [68, 6T], as wany as fifteen different types of image centers cao

be considered: center of digitizer, center of sensor, center of the radial distortion, center

of perspective projection, center of field of view, center of focus, etc. In the context of

this thesis, for the methods implemented, the optical center (also called principal point)

is defined as the intersection of the projection axis of the camera with the image plane.

In the pinhole camera model, the optical center is the intersection of the line through the

projection center and perpendicular to the image plane defined by (YU, zu). Therefore, the

location of the optical center, in object space with respect to the ces is:
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It is important to note that the physical image plane (CCn array) is not necessarily

perpendicular to the projection axis defined by the pinhole camera.

The terms Gy and G~ are called image gain ratios (expressed in mm/pixel and mm/Une

respectively) and establish the conversion factor between measurements in pixels (or Unes)

and the unit of the effective focal length (expresse<! in mm). Typical1y, substitute values

for the calibration of the gain ratios of any CCO imager cao he derived from the technical

specification shoot under the terms cell size, or sampling cell size. However, as descrihed

in (55], it is necessary to include a non-dimensional term Sy for the uncertainty inherent

to the design of the hardware used for scanning and digitizing the lines in the composite

video signal. This is due to a variety of factors, such as slight hardware timing mismatch

between image acquisition hardware and camera scanning hardware, or the imprecision of

the timing of the TV scanning itself. Even a one-percent difference cao cause three to live

pixel errors for a full resolution frame. Using the uncertainty term, the previous equations

from the dot locations become:

YD(i) = (YF(i) - Gy) . Gy . Sy,

zD(i) = (zF(i) - G~) . Gz .

2. Extrinsic and intrinsic camera parameters

The task behind the camera calibration is ta compute the camera's intrinsic and ex­

trinsic parameters based on a number of points whose locations in the TCS are known,

and whose image coordinates are measured. Although a calibration object may need ta he

repositioned several times during the calibration to recreate a 3-D reference system, on1y

one location is chosen as the "reference" calibration position, and is designated hy TR'

Considerations for choosing TR are presented in a subsequent section. A description of the

parameters constituting the two classes is provided in the following two subsections:
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2.1. The extrÏDSic camera parameters. The six parameters frOID Section 1.1

used to define the SCTR vector constitute the extrinsic parameters. SCTR is determined

at the reference location TR. The six parameters XCTR, YCTR, ZCTR and associated «l12R,

«l13R and «l23R of the SCTR vector form the extrinsic parameters for this study.

For operational use, the snc is an important vector that one needs to know to measure

the physical camera body aiming. It sets the constant transformation between the orien­

tation of the camera pan-tilt unit and the ces. During the last phase of the calibration,

by physically measuring the SHTR vector and by using the calibrated SCTR vector, the

location and orientation parameters can be retrieved ta estimate the SHC vector relating

the ces ta a physical static point on the camera. The transformation cycle is given by:

SHC = SHTR· (SCTR)-l.

For this study, due to limited laboratory resources, oo1y two of the SHTR six degrees.of­

freedom was measured. Specifical1y, using a tape measure and an inclinometer, X - SHTR

and Roll- SHTR were obtained. The other degrees-of-freedom were assumed to be zero.

A more efficient and precise method ta calculate SH C vectors is presented in [59].

The approach was designed to work with camera Pan-Tilt Units (PTU) equipped with

attitude indicators. Starting with the knawledge of a short distance between a fixed point

on the camera and the rotation center of the PTU, the camera undergoes a series of small

rotations keeping a static target array in its field-of-view. After each transformations, the

SCT vectors between the camera and the target array are recorded. Using the gathered

data from at least three measurement points, all the necessary information is available to

retrieve the SHC vector using a non-lînear minimization approach. Equation 3.2 contains

the mathematical expression used to uncover SHC1,2, which represents the transformation

of the ces (SC1C2) produced by a known rotation (R) of the PTU. The equation is:

(3.2)

•
2.2. The intrinsic camera parameters. The parameters used in Sections 1.2,1.3,

and 1.4 for the transformation from the 3D object coordinates in the FCS to the ces are
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called intrinsic parameters. At a minimum, the group includes: the effective focallength,

the lens distortion factors, the image plaI'.e gain ratios and the image optical center.

As seen above for the colinear photogrammetry equations, the units for the centroids

and the effective focal length are chosen to he millimeters. Two different approaches can

he envisioned to determine the parameters descrihing the size of the image plane and the

effective focal length. The first approach is to assume that the focal length is known

(constant value) and to determine the image gain ratios during the calibration. The second

route is to assume the gain ratios to be constant and to solve for the unknown effective

focallength and TV scanning uncertainty factor SrI" These two approaches were tested for

this thesis.

3. Conclusion

This chapter defined the different parameters necessary ta define the complete camera

characterlstics regardless of the calibration method employed. The next chapter describes

the calibration equipment and sorne procedural requirements necessary to maximize the

chances of performing meaningful camera calibrations.
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CHAPTER 4

Camera calibration requirements

In this chapter it is argued that the accuracy obtained during the camera calibration process

not only depends on the calibration technique, but is aIso influenced by environmental

factors. These factors can he grouped into three categories: camera calibration equipment,

camera setup, and laboratory conditions.

Please note that the impact analysis of various error sources on camera calibration

accuracy is not addressed. The recommendations presented are solely based on experience

and theoretical analyses.

A list of parameters ta be monitored during the calibrations is included. The verification

of those indices adds confidence and legitimacy to the calibration results.

The last section of this chapter contains an overview of the test equipment and video

processing software/hardware used for this study.

1. Camera calibration equipment

The calibration rig is the fundamental component of the calibration task. The level

of tolerance and functionality specified to build the apparatus has a direct effect on the

accuracy of the camera calibration task. It serves as "ground truth" for establishing the

projective scaling obtained with a given camera.

Three main constituents form the calibration rig. First, the Camera Mounting Appa­

ratus (CMA) is used to securely support and control the position and orientation of the

camera. Second, the Calibrntion Dbject (CO) defines the physical standard against which

the ideal target locations are measured. It is shaped such that a maximum of calibration
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features can occupY the field-of-view of a standard 4:3 aspect ratio camera. Lastly, artificial

lighting systems are used to evenly illuminate all features of the CO.

A multitude of design variants exist between calibration rigs but fundamentally the

functionality of the different components remains the same for all setups. The selection and

design generally depends on the camera calibration method chosen, but is also inHuenced

by other factors such as simplicity, cast, desired accuracy, speed, and autonomy.

1.1. Construction tolerances. Ideally, the size of the calibration object should

be similar to one used during the operation. However, this is not always practical, nor

feasible, and therefore small scale calibration objects have to he used instead. In such cases,

construction inaccuracies above a level detectable by the seosor, are directly amplified and

can sometimes cause accuracy problems for the true scale operation. The simplest solution

to this problem is to design a calibration object with sufficient tolerances, made out of

stable and rlgid materlals.

The allowable magnitude in feature location error, such that it cannot be detected, is

proportional to the camera resolution and to the tangent of the angle between the feature

line-of-sight and the camera optical axis. Hence, inaccuracy has a greater influence on the

outer regions of the field-of-view and for shorter focallength lenses. Figure 4.1, together

with Equations 4.1 and 4.2, illustrate a practical and straightforward methodology to define

the required accuracy for any calibration abject.

The box surrounding the calibration feature in Figure 4.1 defines the allowable area

representing the manufacturing tolerances. The calculation is performed using the width of

the narrowest side of the camera pixel. Referring to the nomenclature of Figure 4.1, four

unknowns, a, b, c, and d, need to be determined. The final tolerance on any one object

feature location can be specified using: X!:, Yi; and Z~. A single tolerance applicable for

all elements is established from the one element which is the closest in X and the furthest in

y and Z. Tolerance specifications are given by: X!:, y~b and Z~. Equations 4.1 and 4.2

present, step by step, the process for recovering those parameters. The coordinate system

follows the one adopted for Chapter 3. The equations are:
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FIGURE 4. L Graphical representation of the calibration object construction tolerances.

(4.1) LI = tan al . Xc, ~ = tan 02 . XC,

tanfJ3 = t - 03·

L3 = tana3· Xc

After simplifications, the values for 0, b, c, and d in the order extracted, are given by:

b
(L2 - Ld . tan {JI

= (t3Oa2 + tan{Jl) ,

(4.2) a = tan 02 . b,

d =
(L3 - L2) . tanfJ3
(tan 02 + tan{J3) ,

c = tana2· d.
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The tolerance values just mentioned are "absolute", and therefore one should consider

possible mechanical play or other error sources which could he introduced by moving parts.

1.2. Calibration array pattern. As shawn, the construction accuracy of the

calibration abject is crucial for camera calibrations. Also important is the optical nature

of the landmarks on the object, which must be selected to create a high signal-t~noise

ratio in the video signal for non-ambiguous feature detection. The calibration objects are

generally made with one, or a combination of, planar surfaces with high contrast patterns

which are painted, printed or glued on. The choice of calibration pattern depends on the

type of image processing used to measure image feature centroids.

Popular centroid measurement methods for camera calibrations include blob detection

and edge detection. These are now presented.

1.2.1. Blob detection. This technique refers ta the detection, in greyscale images,

of fully confined regions of similar video intensities. Using a particular video thresholding

algorithm, a binary video is generated which circumscribes the target foreground from the

image background. Blob detection algorithms need a sufficient target background width to

accurately discretize a blob. As shown in Figure 4.2, a minimum of three background pixels

between each target is generally sufficient, given standard video noise levels.

Video Inten8ity

Video Thn:shold

Pixel

FIGURE 4.2. Video thresholding for blob detection.

The centroid of the target is measured with respect to the general image coordinate

system using a "center of mass" calculation technique applied on the binarized video lines
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forming a blob. The equations in 4.3 contain a simple methodology to measure a blob

centroid (fi, z) frOID binarized, raster scanned, video lines. The necessary information

to carry out the calculation is the number of horizontal line segments forming the blob

(N.eg) and each segment's video line number (Lidi), together with the beginning and ending

columns (CBti,Cen.di). The equations are:

(4.3)

N.e ,

Area = E (Csti - Cerulï) ,
i=l

1 N.eg

fi = r-E (Lidi . (Csti - C~» ,
rea i=l

Z = _l_~ ((Csti-Cen~)2).
Area ~ 2

&=1

•

Naturally, the target shape which provides the mest centroid robustness against CCD

aliasing and noise is the circle. As explained in [31], the edge curvature of a cirele tends to

average out the quantization effects of the eCD in proportion to its diameter. The formula

for estimating the centroid location accuracy is presented later in this section.

In spite of this, increasing the target size introduces complications. Bence, a large tar­

get reduces the calibration range on the image plane since the target more readily intersects

the border of the field-of-view, and also the computation of the centroid is sensitive to the

viewing angle. In addition, since discrete calibration points are used, the calibration tech­

nique must employ an interpolation scheme between those reference elements to characterize

the entire camera field-of-view. Since the interpolation generally becomes less accurate as

the distance between the reference points is increase<1, the accuracy of the method is further

improved as the grid density is increased, which is at the expense of reducing the target

sizes. A compromise has to be established between an optimal target size for the system

to measure accurate centroids and a maximum number of the calibration cireles in the

calibration array to minimize interpolation errors.

Figure 4.3 illustrates three cases of first order radiallens distortion where a standard

bi-linear interpolation over a square grid is used. The centroid shift is measured for a

target located equi-distant between four reference points. The magnitude is given as a
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function of the distance between those four reference points on a Bat calibration anay.

Naturally, for radial distortions, the interpolation error increases when the distance from

the distortion center ïncreases. For this simulation, we measured the interpolation errar for

a target element located at the bottom right corner of the array (zone of maximum image

distortion), preciselyat coordinate (Yc = 11.375 inches, Zc = 1.875 inches) at a distance

from the camera (Xc) which depends on the camera focal leogth and would allow all five

dots to remain in the field-of-view. Further details about this test setup can be found in

Table 6.1. The data presented here are derived from three test cases studied for this thesis.

COrner targlt horlzo..... centrold shltt (plulst

0.250

0.200.. 0.150"1•
~

• 0.100

1
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0.000

0.0 0.2 0.4 0.8 0.8 1.0 1.2 1.4 1.8 1.8 2.0

Dfsc.nc. between c.....ian... (1.....

COrner targ.t vertical centrolc:l shUt (lines)

0.0 0.2 0.4 0.11 o.. 1.0 1.2 1.4 1.8 1.1 2.0
Di.unca .......c"'brmandal.«~

1 ...- k=519E-04
.. :9 5 ,"", - k= 2 53E·03

Pt: 8mm
_ k=5IlOE·03 1

Pp:& lftlll

•
FIGURE 4.3. Centroid shift due to bi-linear interpolation.
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Figure 4.4 illustrates three cases of first order radial lens distortion where errors are

caused by local distortion affecting the shape of the projected circular object. As in the

previous case, the target element is located at the bottom right corner of the calibration

array, and now has the coordinate (Yc = 12.25 inches t Zc = 10.50 inches) at a distance

from the camera (Xc) which depends on the camera focal length and would allow the dot

to remain at the very edge of the field-of-view. As before, details cao he found in Table 6.1.

Corner targll horlzontlll c:anlroid shlft (plx"st
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. Ie= us""" 111 = Il mm fII=!Imm
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•

FIGURE 4.4. Centroid shift versus target radius.

1t is worth mentioning that the centroid shift erraIS presented in Figure 4.4 will ap­

proach zero if the operational dot sizes are the same as the calibration dot sizes.
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Last, but not least, is the fonnula given in [31] for estimating the centroid location

accuracy given the target diameters dy and d: in pixels and lines:

(4.4)

0.222
511 = 0/;'

0.222
va; .

"\.
\.
"-

""-
~

---...:.:

\.
\.
\.

""'-.
~

~
--.

•

A visual representation ofequations 4.4 is given in 4.3 and 4.4. In order to be compatible

with previons figures, the target size was transformed from pixels and lines to inches.

StIlndard centrold Error (plxelsl
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FIGURE 4.5. Standard centroid measurement error from [31] .
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Finally, an acceptable compromise to select the size and distance between each target,

is to assume a distance, center-to-center, equal to three times the dot radius and, for a given

focallength and distortion, look for the intersection point that rninÎrnizes the errors using

Figures 4.3 and 4.5. For example, with the 6 mm lens used for this study, the ideal target

diameter would be approxîmately 0.7 inches.

1.2.2. Edge detection. Edge detection is the art of accurately positioning a step-like

intensity transition in a video signal resulting frOID sharp transitions in the scene being

imaged. For camera calibration, edge detection and morphological operators are powerful

tools used to distinguish the intersection of tine segments, line mid-points, or sample points

on the perimeter of a weil defined primitive. Such landmarks reveal purposely defined

features of the calibration object which are used as reference points during the calibration.

Normally, the accuracy of typical edge detection algorithms are affected by the CCD

and the lens modulation transfer function (MTF), and therefore the transition cannot be

detected beyond pixel resolution (13]. However, methods have been proposed which use

subpixel feature localization algorithms in order to reach super-resolution performance with

low-cost CCD cameras. Examples of such techniques, together with ulethods for estimating

edge localization errors, are presented in [66, 43, 50].

1.2.3. Popular calibration patterns. Figure 4.6 presents sorne COUilllon calibration

patterns encountered in the literature.

• • • • • • :"..':-.: CI-I-I-I-I:Iè'\.-"';:

• • • • • • ,...... 1-1-1-1-1-1 1
• • • • • • 1-1-1-1-1-1.

~L"': n-I-I-I-I'• • • • • •
• • • • • • 1-1-1-1-1-1.
• • • • • • ~

~ 1-1-1-1-1-1-1------
Circular motifs Rectangular motifs Other types

FIGURE 4.6. Example of camera calibration patterns.

Circular motifs are generally used with blob detection algorithms, but can aIso be used

with methods combining edge detection and ellipse fitting. Rectangular motifs and other

calibration markings are almost exclusively used with edge detection and/or morphological

approaches. During the design phase of a calibration array, efforts have to be made ta
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ensure that optimal results will he a.chieved in terms of feature location accuracy and the

resolution of the calibration points.

1.3. 2D versus 3D calibration objects. At some point during a typical calibra­

tion, accurate 3D information of the visual scene will he necessary ta fix the parameters

recreating the perspective projection mode!. This information is readily available for 3D

objects through a good survey of the different markings present on the abject. For 20

abjects, translation and rotation stages are used to recreate the 3D information by reposi­

tioning the calibration plane after each data take. It is debatable as to which is preferable,

both having advantages and disadvantages.

3D calibration objects have a shorter calibration time since ooly a single scene of the

calibration object is required. However, accurate 3D objects are difficult to produce and

maintain. AIso, calibrating cameras with a large field-of-view and ohtaining uniform lighting

conditions is far more difficult with a 3D calibration object than a planar array.

Planar calibration tiles with appropriate surface markings cao be both, more easily

fabricated, and more accurately measured, compared to a 3D object. Since good quality

translation and rotation stages are available at affordable priees, accurate positioning of

the calibration plane in 3D space is easily attainable. Accuracy considerations for select­

ing rotation and translation stages should comply with the toleraoce model presented in

Section 1.1.

Moving a calibration tHe is obviously more time consuming than taking a single image

sequence of a static 3D object. However, the calibration tHe approach can support all types

of camera calibration methods studied for this thesis. The methods studied either require

the calibration board and the image plane to be paralle~ or simply to use the calibration

board to build a 3D object-spaœ. As explained in the following subsections, a calibration

board mounted perpendicular to a translation stage (called the X-motion rail) serves both

purposes very well.

1.3.1. Calibration board and image plane are parullel. For the generic calibration

methods studied and presented later in Chapter 5, the first step of the calibration procedure

is to position the calibration board perpendicular to the camera optical axis. If the optical

center is determined a priori and the calibration board is set perpendicular to the X-motion

rail, this can easily be achieved. Bence, the configuration guarantees that aligning the
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center feature of the calibration board at different locations on the X-motion rail with the

camera optical axis, also places the calibration board parallel to the image plane (which is

perpendicular to the optical axis). For this method ta work, tight tolerances on the physical

alignment of the board on the X-motion rail have to he specified. Otherwise, any alignment

error of the board will translate into a "pitch" or "yaw" error in the distortion correction

data.

Since the alignment of the calibration board with the X-motion rail requires a great

deal of mechanical precision and because the alignment is prone to drift with time, other

alignment methods, using direct visual cues, were proposed. One such method, called

MifTVr alignment, is described in [47}. This method uses the camera to be calibrated and a

mirror placed at the center of a pivoting calibration board (yaw and pitch). The calibration

board is assumed to be perpendicular to the optical axis when the reflected image of the

lens' front ring is centered on the optical center, assuming that the optical axis passes

through the center of the physical lens. Figure 4.7 depicts a typical camera scene where

the calibration board is considered perpendicular to the optical axis. The mirror, attached

ta the calibration board, is reflecting the image from the camera body and the lens' front

ring. The alignment is deemed acceptable when the optical axis (shown with the crosshair

overlay) is centered on the circular image of the lens.

As we will show, this alignment method is inaccurate for low-cost CCD cameras due to

imperfections in the construction ofcamera housings and deficient ccn alignment methods.

Figure 4.8 illustrates the first case where sorne error is inserted by choosing a camera

optical axis that differs from the lens optical axis. This case represents the decentering

of the aperture of the lellS with respect to the CCD, and the impact on the alignment of

the calibration board with the Xc axis. The figure contains the light path, in a pinhole

camera model, originating at the edges of the lens physical perimeter (R), refiecting in a

micror on the calibration board (h), and retuming back onto the image plane (dl and d2).

Variables Xc and Xé represent the lens optical axis and the incorrectly defined optical

axis, respectively. The distance between the two axes is expressed by the variable d3. As

always, the effective focallength and the distance between the calibration board and the

optical center are expressed by Je and XCT, respectively. In the perfect scenario, where

the calibration board is perpendicular to the optical axis and the image of the lens body is
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FIGURE 4.7. Simulated view from the mirror alignment technique.

R

•

FIGURE 4.8. Calibration board alignment error (case 1).

centered on the defined optical center, the value for dl should he equal to d2. Any deviations

from this rule would automatically mean that one of the alignment criteria has not been

met.

In Figure 4.8, the tangent of the reflection angle (8d on the mirror is given by:
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R

b

~=-~"",,"'---""'--~~~~-------+l'" Xc
b

FIGURE 4.9. Calibration board alignment error (case 2).

R h dl +d2
tanfh = XCT + le = XCT = 2/e .

The values for dl and d2 can be retrieved using the following substitution,

(4.6)

The only condition where dl and d2 are equal is when d3 is equal to zero.

Figure 4.9 illustrates the second case where some error is inserted by a faulty CCD

alignment inside the camera by an angle (82). This case represents an angular misalign­

ment of the CCD chip inside the camera housing, and the impact on the alignment of the

calibration board with the Xc axis. The description of the parameters for the first case

holds.

Similarly to the first case, the tangent of the refiection angle (fh) on the mirror is given

by:

(4.7)

•
R h dl cos 82 dl cos 82

tan8l = =-- = = .
XCT + le XCT le +dl sin 82 le - d2 sin 82

The values for dl and d2 are given by the following formulas:
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RIe
(Xer + le) cos 92 - Rsin (J2 '

RIe

(4.8)

(4.9)
(Xer + le) cos 92 +Rsin (J2'

The only condition where dl and d2 are equal is when (J2 is equal to zero.

1.3.2. Calibration board is used to build a 3D object-space. Other methods studied as

part of this thesis require the exact locations of calibration points in 3D space. Naturally,

the perpendicularity condition of the calibration on the X-motion rail allows one to directly

obtain the Y and Z target coordinates from their design locations on the calibration board.

The X locations are obtained from moving the board in very precise increments along the

X-motion rail, starting at the reference position TR'

2. Camera configuration

As the first step, a complete camera calibration should include the characterization of

the camera functions. During this early stage, malfunctions or defects which could affect

the performance of the camera in the context of an operation are identified and corrected.

A characterization normally includes a series of tests which will determine the quality of

various functions inside the camera. The camera characteristics tested are closely related

to the theories introduced in Chapter 2.

The following list gives an overview of SOllle common tests used to asses the quality of

a typical CCD camera.

•

1. NTSG video standard - NTSC is an acronym for National Television Standards Com­

mittee. NTSC is aIso commonly used to refer to composite video, RS-170A, and

baseband video, which are all variations of the same thing. The NTSC standard,

defined in [3], is the analog video format used throughout North America which

specifies all frequencies and signal amplitudes needed to produce video on a TV

monitor. AIl regular TV monitors or video digitizers are designed to interpret and

lock on to these signaIs. When the video output signal from a camera does not fully

comply with the standard, image feature locations and color are affected due to the

inability of the digitizer to fully reconstruct the original information. The quality
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of the camera output can hardly he assessed by just looking at a conventional TV

monitor. More sophisticated equipment exïsts, such as video oscilloscopes and vec­

torscopes, which can verify and quantify the compliance of a signal to the standard.

The most common tests to evaluate NTSC signais are described in [54).

2. Dynamic range - this parameter defines the range of lighting intensities at which

a sensor can produce a discernable image. At high light intensities, even before

smearing and blooming OCCUI, typical CCD sensors have a tendency to bias abject

centroids. The phenomenon is due to an uneven CCO response to sudden luminous

transitions between dark and bright regions in the scene, also called "ris&time" and

"fall-time". If uncharacterized, these centroid shifts can have detrimental effects on

the accuracy of a vision system.

3. Dynamic resolution - there is no conventional measurement method for this parame.

ter. However, lag effects can be measured with the freeze frame function of a video

oscilloscope simulating instant transitions between dim and bright. This limitation

should be considered for vision systems tracking moving objects since the lag effect

shifts the target centroids in their opposite direction of travel.

4. CCD defects - small physical imperfections on CCO sensors are frequent in low­

cast cameras. Signs of defects include dead pixels and scratches on the surface of

the CCD. A popular method to identify the defects is to remove the camera lens

and shine a white light directIy at the CCO without saturating it. Stationary dark

regions on the TV monitor generally indicate CCD defects. Significant CCO defects

cao interfere with the feature detection process of a vision system.

5. Noise levels - the mast relevant sources of noise in CCD cameras are "dark CUITent"

noise, "reset" noise, and "amplifier" noise. If a CCO is operated under normal

temperature conditions, the noise effects on centroids accuracy cao be neglected.

However, characterizing noise levels under normal operating conditions cao be useful

to measure stochastic imaging errors which are used by minimization methods to

provide an accuracy estimation on the computed parameters. Methods for estimating

CCO noise levels are provided in [29) and [8].

6. Other camera functions - many eameras sold these days are equipped with various

electronic image control functions which extend the apparent dynamic resolution
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of CCDs. Such functions include electronic shutters, automatic gain contrais and

gamma corrections. Their impact on centroid measurements is not always obvious

and can even be detrimental. Simple tests can be conducted to assess the usefulness

of these features.

Inconveniently, the applicability of a given set of camera parameters is more or less

limited to the camera configuration and the lighting conditions that were selected at the

time of the calibration. In an operational context, if the camera has to he used in a broad

range of conditions, a wide series of calibrations bas to be performed and complicated

interpolation schemes between the discrete calibration points have to he considered. For

guidance on this subject, see [61, 29J and their respective references.

As explained in [31), to obtain the best resolution frOID a lens, the iris should be set

two or three stops down from the largest aperture. Non detrimental camera adjustments

should then be made to obtain an optimal signal-to-noise ratio for the calibration image

features. Lighting conditions are set to nominal operation levels.

For adjustable zoom and focus lenses, the repeatability of the calibration configuration

is highly desirable, as each rotationallens component has to return ta its calibration position

ta obtain the correct field-of-view and optimal distortion correction during the operation.

The lack of repeatability wight force the lens to be used at a hard-stop location or ta be

fixed mechanically.

Brand et al. in [10J, report that the change of lens aperture has an impact on the

distortion which is proportional ta the lens T-number. The authors explain the phenomena

by assuming that for wide lens aperture, the light rays enter frOID aIl over the lens, including

the outer region which is more susceptible to radial distortion. When the iris is kept at a low

aperture stop, the light rays are forced through the center of the lens, producing a minimum

of distortion. This theory somewhat contradicts the material presented in Chapter 2, since

geometric lens distortions are by theory independent of the lens aperture (see [60] and [42]).

The aberrations reported may have been from other sources, which is typically observed

with lower quality lenses. Ta decide if changing the iris has an impact on distortions, a

simple laboratory test should be conducted where the vision system is used to track the

change in centroids as the iris is stepped down. H the centroid shift is important, a solution
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would be ta fix the lens iris and rely on the camera's electronic shutter ta maintain the

average scene intensity constant.

As temperature plays such a critical raIe in the CCD photo-response, it is recommended

that the camera run for a sufficient period of time before testing, allowing the temperature

to reach a nominal operation level. Although technical studies have shawn that thermal

transition aIso affects lens optical properties, such as focus and asymmetric aberrations

(see [24]), one can only trust that those conditions are minimized during an operation.

Obviously, the best solution is to avoid subjecting the front of the camera to direct heat

sources and hence minimizing the therntal stress.

3. Laboratory conditions

As previously mentioned, it is preferable ta maintain lighting conditions for the cali­

bration similar to conditions during the operation. In such an instance, the carnera settings

are optinûzed for a given scene contrast, better calibration data is used, and no undesired

CCD artifacts are introduced. For cameras intended to be used on orbit, matching lighting

conditions is a problem. On orbit lighting conditions are known for their rapid intensity

change, going froIn full sun illumination at 10,000 foot-candIes to full clark in just a few

minutes. The nature of the ligot constantly varies as the light is coming directly frOUl the

sun or refiected frOUl the surface of the Earth (albedo). Nevertheless, a judicious cOIubina­

tion of a narrow-band filter and a synthetic light source can help overcome these variation

problenlS by limiting the spectrum content of the light source.

When broadband filters are used in the camera and a sun simulator is not available,

acceptable calibration results can still be obtained by using light measurement instruulents

and information about the camera, the scene and the light source. Some basic radiouletric

concepts can be applied to get the approximate alllOunt of total light irradiance (W/ CT",
2 )

on the CCD. The formula is given by:

CCDlrradianœ = E S(À)p(A)F(A).
À
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In the previous equation, S(À) (W/cm2 ) is the light source spectral irradiance, p(À)

(%) is the spectral refiectivity of the scene and F(A) (%) is the filter spectral transmittance

value.

The concept behind the task is ta adjust the altemate light source to match the experte<!

total irradiance calculated with the intended light source. In order ta maintain the color

temperature of the light source, it is recommended ta reduce the amount of light reaching

the target by using neutral density filters or by changing the distance between the light

source and the calibration board. Simple neutral density filters can be made out of glass

diffusers or by layering metallic screens. We also recommend using DC powered light sources

or an AC line stabilization systeul for conventional lamps.

Adjusting the light uniformity on the calibration board should also he performed as

part of the calibration. This task can be done by measuring the image intensities from the

franle grab of a video sequence or ideally by using a light uleasureulent device located next

ta the canlera.

The last aspect worth mentioning is ta Ulonitor the vibration level in the laboratory

during the calibration. SmaIl acceleronleters cau be purchased to do this task. Another

option is to rest a laser painting device on the camera and ailll it on a distant wall. Mon­

itoring the movement of the laser Ulark on the wall can give an indication of the level of

vibration endured during the calibration or detect any carnera sag.

4. Data recording

The software used for the calibrations should be flexible enough to allow the following

options and information to be recorded for later analyses of calibration perfomlance:

1. Automatically scanning different types of arrays.

2. Allow a variable number of frames to he recorded.

3. Record aIl Uleasured centroids for all the target iUlages.

4. Record all measured areas, background means, foreground Ineans for all the target

images.

5. Record any additional information such as distance fronl the canlera, focal length,

SHC vector, hardware configuration SIN, etc.

6. Stop scarming if errors are encountered.
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Note that the centroid accuracy of the calibration points is normally improved if a

relatively large number of consecutive frames are taken and averaged. Averaging wany

frames better approximates the true centroids by reducing stochastic noise and also takes

advantage of the camera jitter effect that randomly shifts sampling points on the analog

video signal.

5. Calibration setup used for this thesis

The last section of this chapter presents the test equipulent used for our analyses.

5.1. Camera description. Three different types of call1eras were chosen for this

study. The first two are flight cameras, according to the NASA temûnology, as they are

used during Space Shuttle Hights. The two fiight call1eras tested are the closed circuit

solid state Intensified Television Canlera (ITVC) and the closed circuit solid state Color

Television Camera (CTVC). A Cohu ulOllOchrome canlera, mode11910, with two different

fixed focallength lenses was aIso used in this study.

The CTVCs and rTVCs are very versatile cameras due to their adjustable zoom lenses,

their automatic signal gain adjustments and aIso because they can interface with pan/tilt

units on board the Space Shuttle. Because of these advantages, they have been used the

most throughout the history of SVS and will still be needed for years to COUle.

Sorne specifie ISS assembly operation configurations 111ay require NASA to install COUl­

mercial off-the-shelf canleras with fixed focallength lenses at strategie locations. Most of

these cameras, because of their photo-optical properties, will exhibit differellt characteristics

than the CTVCs and ITVCs. As a result, a Cohu monochrollle camera was included.

Table 4.1 contains the fundamental infonnation about the cameras used, although

Appendix A covers more detailed specifications obtained on the cameras and lenses.

le 1Calculated HFOVl 1CCO size 1

CTVC 13.5 mIn 41.15° 2/3"
ITVC 12.4 mm 40.34° 2/3"
Cohu (6 mm) 6.0 mm 55.75° 1/2"
Cohu (8 llilll) 8.0 nun 43.2"[0 1/2"

•
TABLE 4.1. Fundameutal camera characteristics.
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·,..IIM_U...-_ _ ......,..,..............._ ----.

FIGURE 4.10. Canlera calibration rig use<! for tlùs study.

5.2. Calibration rig. Figure 4.10 contains a representation of the calibration rig

used for this study. As discussed before, the Caulera Mounting Apparatus CCMA) is used to

securely support and control the position and orientation of the camera. 1t has the capability

of panning, tilting and translating along the Y and Z directions. The CMA is equipped

with the Ring Light Source (RLS), providing aIl adjustable and even OC illunlÎnation on the

calibration object. The Calibration abject (CO) is renanled Calibration Board Assembly

(CBA) due to our decision to use a planar calibration array IIlounted on a six-foot translation

rail. The calibration board was precisely fixed perpendicular ta the X-rnotion stage using

precision instruments.

Figure 4.11 contains an illustration of the calibration board use<! for this study. It

consists of a fiat, black paînted surface (28.5 iuches by 21.5 iuches) with 165 wlùte circular

0.62-inch dots, 1.75 inches apart and arranged in an 11 by 15 array.
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21.50

Il x 15 ARRAY OF
CALffiRATIaN TARGETS

•

FlOURE 4.11. Calibration board used for this study.

The TCS is located on the calibration board at the geouletric center of the target array,

i.e., having its origin coincident with the center target. The XT axis is perpendicular to

the calibration board surface and is pointing away frOUl the camera. The YT axis is aligned

with the center row of targets and points right. The Zr axis is aligned with the center

coluum of targets and points downward.

5.3. Data collection and processing. The data use<! for this study was collected

in the Vision System Certification Laboratory (VSCL) at Neptec Design Group Inc. The

VSCL is an immense test facility priularily used for demonstrating the CSVS perfOrIIlanCe

with replicas of flight hardware in siumlated flight conditions. A small area of the facility

is strictly dedicated to performing and studying camera calibration.

CSVS hardware version 3 and CSVS software version 5c were used during the testing.

A special CSVS database file [58] specifically designed for carllera calibration was used

for gathering the data during the tests. A utility calle<! Ca1nem Lens Calibrntion Utilityor
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CLCUTIL exists ta perform the data gathering described in Section 4 for all target elements

on the calibration board. It produces an ASen file which can easily be used by other

Microsoft Windows utilities. A different data logging approach had to be used for recording

the target locations for the volumetrie array. The volumetrie array is further explained in

Chapter 6. Due to flight requirements, CSVS is constantly recording numerous parameters,

including target centroids, even though the system may or may not be producing a photo­

solution. The data logging utility is called Integrated Data Logging or IDL. Byaltematively

selecting aIl the targets of the volumetrie array, a data file with all the centroids was created.

AIl data files from CLCUTIL or IDL were subsequently transferred from CSVS to a

PC for further processing via the RS-422 interface. A copy of the complete set of test

procedures, test records and data is kept in the Neptec Quality Control Database (Jeeves).

Using the same data files frOID CSVS, offiine calibration progranlS were written using

Matlab and Microsoft Excel. The data files from CSVS were transformed to comply with

the required input fonnat of the different applications. Since the same data was used by aIl

calibration methods, an unbiased relative performance analysis was obtained.

6. Conclusion

General considerations on designing camera calibration rigs and on controlling the

calibration conditions were presented in this chapter. The fol1owing chapter contains a

description of all the methods iUlpleUlented and teste<! as part of this evaluation exercise.
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CHAPTER 5

Camera calibration methods tested

This chapter unveils the different calibration methods implemented and tested for tms study.

Ail methods can he classified as either a generic or a pammetric calibration technique. The

term generic was chosen to refiect a brute force approach where the camera paranleters are

derived solely based on a precise alignment of the calibration board and on a one-to--one

correspondence between the distorted centroids and the ideai projection of the calibration

targets. The current CSVS calibration method and a series of new ideas attempting to

inlprove the accuracy of the original method are part of this category. At the opposite end

of the spectrum, the pammetric calibration approach is based upon the physical princi­

pIes of the projection optics, canlera, and data acquisition process. Standard minimization

techniques are used to recover the intrinsic and extrinsic Call1era paranleters from overde­

termined sets of nonlinear equations. A description, together with ÏInplementation details

of five different generic and nine paraIlletric calibration approaches are presented in this

chapter.

1. Generic calibration methods

The generic methods get their naIne frOUl the approach used ta rectify the distorted

centroids, Le. no distortion modei is assUUled therefore only a correction Inap, evenly spaced

on the entire image plane, is produced. The correction for measured centroids falling be­

tween the corrected reference points is handled by applying a double interpolation technique

using four corrected neighbors around the point to be corrected. The generic calibration

methods rely on linear approximations and curve fittings to compute the distortion map.
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Simple sets of linear equations based on the camera geometry are used to derive the rest of

the extrinsic and intrinsic camera parameters.

Several generic calibration methods are present in the literature, but we had ta select

the ones that included distortion correction methods and a closed-form process to derive

all the camera intrinsic parameters. Methods fulfilling these conditions were: [26], [27],

[12], [15], [44], [46], and the current CSVS camera calibration method presented in [47].

However, similarities between the techniques to correct for the lens distortions were such

that comparable results were expected frOUI all of them. For all the calibration methods

mentioned above, comparable criteria are used to r~establish the calibration board target

geouletry, using the distorted raw centroids. We verified this hypothesis by comparing the

current CSVS method, which is similar to [44], against [46J and [12]. The final parameters

were different, but the global calibration self-consistency yielded al11108t identical results.

Calibration self-consisteney for generic methods weans that a perfect coupling exists b~

tween the distortion correction wap and the camera intrinsic parauleters. When one data

set changes, the other will autoulatically adjust to produce the sanie global accuracy. This

phenomenon is further expiaine<! in Section 1.3.

Our approach was then to Înlplement an offline version of the current CSVS method,

sinee we had to include it in our testing, and look for ways to Înlprove it. The different

approaches are described in the fol1owing subsections.

1.1. Original Methode Presented in this section are the matheulatical details frOIII

the current camera calibration method, as developed by the National Research Council of

Canada (NRCC), and currently used to calibrate all cameras use<! with CSVS.

The calibration process treats the Call1era like a black box and forces the measured

target centroids to coulply with the photogranlIIletry colinear equations. It also asSUI11es

that the information gathered during the calibration will be self-consistent when the canlera

is place<! in a different environment.

As seen in the Figure 4.10, the CMA provides the necessary adjustments so that the

"center dot" target board array remains "centered" on the Call1era Xc axis during the

displacement of the calibration board along the X-motion rail.
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Since the calibration array has already been made parallel to the X-motion rail, once

the camera optical axis is in alignment with the center dot, the calibration board is auto­

matically perpendicular to the Xc axis.

With the calibration board perpendicular to the Xc axis, the "corrected" centroids

corresponding rows and coluums of dots which lie along straight lines in object-space will

also lie along straight lines in the corrected image-space. Similarly, since the dots in the

object-space have unifonn spacing, the correcte<! centroids will have uniform spacing in the

corrected image-space. These two conditions (consistent with the colinear equations) are

iUlplicit in the equations for deriving the true dot image positions.

To sununarize the concept described above, and fol1owing the terminology in [47], the

main steps performed as part of the original canlera calibration method are:

1. By successive displacement of the calibration board on the X-motion rail, the CMA

is positioned and oriented until the pre-defined camera optical axis is weIl aligned

with the "center dot" of the calibration board at any location on the X-motion rail.

For CSVS, the optical center is defined in image-space by the nominal center of the

NTSC picture area. The value norulally used is pixel 373 and line 240.

2. When the calibration board is brought to the near end of the X-motion rail (Le.

the calibration board fills the camera field of view), the CSVS is used to record the

centroid (YD, ZD) of the 165 (11 by 15) uniformly spaced target elements of the cal­

ibration board. This location becomes the reference calibration location designated

byTR.

The data collected during step 2 is now used to derive the correction map and

prelinùnary gain ratios. Later, this data (refereuce position of calibration array)

is combined with a second set of data taken at another position of the calibration

array to compute the remaining calibration paranleters (SHC, refined gain ratios,

and final correction map). The Call1era parameters are obtaine<! startillg with the

next step.

3. As nlentioned before, the nonlinal value of the optical center is 373 pixels and 240

Hnes. However, the limited accuracy of the alignnlent process means that the mea­

sure<! position of the center dot is not exactly equal to the nonùnal value of the
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optical center. The position of the "true" array is derived from the measured cen­

troid of the center dot after alignment. Row i and column j of the center dot are

given by:

i
Nruw + 1

= 2

j
Neol + 1

= 2

where Nrow and Ncoi. are respectively the number of rows and columns on the cali­

bration board.

The center dot centroid, being used as the new optical center, is given by:

Gy = YD[i,j],

C:: = zD[i,j].

lt is assumed that the calibration array bas an odd nurnber of rows and an odd

number of colUInns.

4. Using the fol1owing fornlulae, it is possible to measure the average dot spacing of

the true array by averaging the distance between selected points on the calibration

array.

Nrow-l

rawa = E ((YD[i, Ncol - 1] - YD[i, 2])f(Nrow - 2)(Ncol - 3» ,
i=2

Ncol-l

cola = E ((zD[Nruw - 1,j] - zo[2,jJ)f(Nrow - 3)(Ncol - 2)).
j=2

The previous row and colunln selection is arbitrary. A subset of the points is used to

obtain a better value of rowa, cola over the central region (70%) of the image wbere

non-lïnear contributions are typically small. Accordingly, Nruw and Ncol should be

greater than or equal to five ta satisfy tbe basic requîrements for calibration.
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5. The rotation of the calibration board with respect to the image plane is also used

for deriving the true dot position. The information is gathered according ta the

following steps:

(a) CSVS measures the slope of the nominally vertical columns (my) and nomi­

nally horizontal rows (T",:) using:

Tny =
6 N row

~~-~~~..........-~~. E (2i - Nrow - 1)
(Nraw - I)Nrow(Nrow + l)col6 .

1=1

l Nrow -1

N. E zD[i,iJ·
raw - 2 i=2

•

(b) The new slope coefficients (TLy, TL:) are calculated to relate the target spacing on

the calibration board ta the centraid slopes llieasured using the next equations:

K (Browa) (cola)=
BcolA . rUWa '

ay = -K· rrLy,

1
a: = --. TrL.K .. ,

where Browa and Bcolfl. are the distance between target rows and colunms

respectively on the calibration board.

The final estimate of the rotation (a) coefficient is the average of the two slope

angles av and a: and is given by:

ay +a:
a= 2 .
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The final slope coefficients are given by:

a
ny - K'

n:; - aK.

6. The true dot image positions (TlI [i,j], T:;[i,j]) can be calculated using:

T:;[i,j] =

TlI [i,j] ( . (Ncol + 1)) (. (Nf'm» + 1))= Gy + J - 2 . colJ1 + t - 2 . rOWJ1 .ny,

(. (Nrow + 1)) (. (Ncol +1))G:; + t - 2 . rowJ1 + J - 2 . colJ1 . TL:;_

7. The final correction matrices (Carry and CurT:;) components are obtained using:

Garry[i,jJ = Ty[i,jJ - YD[i,j],

Garr:;[i,j] = T:;[i,j] - ZD[i,j].

The details in regard to calculating the final correction factors Dy and D: are pre.

sented in Section 1.1.1, but note that the correction matrices are used in conjunction

with specifie locations in the image plane. For convenience, the correction factors are

attributed to the true dot image positions (Ty[i,j], T:;[i,j]) rather than the measured

dot iUlage position (YD ri, jJ, ZD ri, jD. Following this approach, the entire location

matrix can be derived from four parauleters: Ty[l, Il, T.:dI, 1], rOUla, and cola.

8. Using the distorted centroids from the calibration board targets obtained at different

locations on the X-motion rail, and the estiulated effective focallength (le), it is now

possible to obtain the gain ratios (Gy, Gd defining the sizeofthe eCD photosensitive

eleUlents.

G: =

•

Bcola le
Gy = Dist' cola'

Browa le
Dist . rowa'
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where Dist is the final calibrated distance in inches between the calibration board

at location TR and the camera optical center.

Note that the value for Dist is obtained by comparing the two photosolutions and

the physical displacement obtained by moving the calibration board on the X-motion

rail by about 45 inches.

1.1.1. Run-time use of the correction map. As wentioued in the previous subsection,

the original calibration method retums the final correction components (Carry and Carr:;)

in a Nruw by Ncol matrix form. The location matrix concept is introduced to express the

true location of the various correction Ulap elements in the image plane. Four calibrated

terms (Ty[l, 1], T=[l, Il, row~, and coll1), as weIl as the index of the row and coluuill of a

specifie element, are necessary to detennine the reconstructed centroids. The true locations

are given by:

Ty[i,j] = TlI [l, 1] + Ci - 1) . cola,

T=[i,j] = T=[I, 1] + (i - 1) . rowl1.

The corrections in the correction map are associated with the true dot locations.

Suppose (YF, ZF) is a measured point to be corrected. The first step is to use the

location matrix to find the pair of rows i, i + 1 and the pair of colwnns j, j + 1 which

define the rectangle within the correction matrix which is c10sest to the point (YF, ZF)' The

second step is ta determine the interpolation coefficients a and b, use<! for interpolation in

y and Z respectively. The correction to apply ta (YF, ZF) is defined by interpolation or

extrapolation using the four corrections at the corners of the rectangle.

Strictly speaking, the measured point (YF, ZF) should be corrected by relating it to the

original measured points used to define the correction matrix, Ilot to the true positions. The

shortcut used is an approxiInation that has been considered acceptable since the uleasured

and the true points are usually not too far apart.

To determine the eoluuln index j and horizontal interpolation coefficient a, an inter­

mediate quantity F J, the fractional distance, is calculated. The fractional distance is a rea1
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number. The integral part of F J is i -1 and the fractional part is the interpolation coeffi­

cient. The fractional distance may be interpreted as the distance in pixels of the measured

point from the left-hand edge of the correction matrix (Tu[l, 1)). The sequence of operations

is the following:

FJ - (yp-Tv{I.IJ)
- ëôl

â
.

If F J is Icss than or equal to l, then set i = 1.

If FJ is greater than or equal to NCIJl - 2, then set j =Ncol - l.

Else, set i = 1NT(F J) + 1 (where 1NT is the integer part of "function").

The interpolation coefficient a is finally defined by: a = FJ - Ci - 1).

Similarly, the row index i and the vertical interpolation coefficient b are defined in tenus

of the vertical fractional distance FI, as follows:

FI = (ze-Tz(l.l))
rOWâ •

If FI is less than or equal to l, then set i = l.

If FI is greater than or equal to Nraw - 2, then set i = Nraw - 1.

Else, set i = INT(FI) + 1.

The interpolation coefficient b is finally defined by: b = FI - (i - 1).

The final correction terrIlS (Dy and Dz ) to be applied are obtained by interpolation

(extrapolation) of the Carry and CorT;: matrices between the points (i,j), (i+l,j), (i,j+l),

and (i + 1,j + 1). The formula for the corrections to he applied is also valid when (YF, ZF)

lies outside the defined calibration map.

The value for Dy is given by:

KYI = Corrll[i,j] + a(Carry[i,j + 1] - Carry[i,j]),

K y2 = Corrll [i + l,il + a(CcnTy[i + 1,j + 1] - Corry[i + 1,jD,

Dy = KYI + b(Ky2 - Kyd·

The value for D;: is given by:
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K:1 = C01T:[i,j] + a(Corr=[i,j + 1] - Corr:[i,j]),

K:2 = Corr:[i + l,il + a(Corr=[i + 1,i + 1] - Corr:[i + l,iD,

D: = K:l + b(K:2 - K=d.

The following equations are used to convert the distorted measurements in the FCS

(YF, ZF) to corrected centroids in the rcs (YU, zu):

YU = «YF + Dy) - Cy)Gy,

Zu = «ZF + D:) - C:)G:.

1.2. Lookup compensation method. As explained in the previous section, a

shortcut has been taken during the calculation of the indices of the distortion correction

map. Hence, a correction factor measured from a distorted image point should not readily

be applied to a nearby reference point used to derive the correction. The effect is benign near

the center of the field-of-view where lower lens distortion exists, but Ulay be sigIlificant near

the edges of the field-of-view. Lookup compensation is a generic terni describing techniques

which detennine the true corrections that should be applied to the calibration reference

grid.

The method chosen for this task was first to fit a surface to the nonuniforul1y-spacoo

distorte<! points and then interpolate (or extrapolate) this surface at the points specifie<! hy

the reference correction grid.

Various interpolation approaches were considere<! and tested, but the triangle-base<!

linear interpolation method frOUI [61] was found to be the most robust.

The main steps and equations involved in the Lookup compensation method are now

given.

1. The problem is separated into two interpolation tasks. One for uleasuring the com­

pensated correction terulS CDy in the y image axis and another for the cornpensated

correction terms CD: in the z iUlage axis.
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FIGURE 5.1. Barycentric local coordinates.

The measured calibration points and associated correction ternIS are grouped into

two sets of vectors (YF, Zp, Dy) and (YF, ZF, D:;), where (YF, zp) are the distorted

centroids in the FCS and (Dy and Dz ) are the final correction ternIS returned by the

generic calibration ulethod described in Section 1.1.

The true grid location ternlS (Ty , T::) are the interpolation reference points used to

derive C Dy and CD::.

2. For each point i on the uniform grid (Ty, T:;), the three closest points amongst (YF,

zp) are found. The distance between a reference point (Tyi , Tzi ) and a measurement

point (YFj, ZFj) is given by:

3. The next step is to compute the barycentric coordinates using the formula given

in [61, page 78J. Barycentric coordinates relate a given location C to three data

points l, J and K, as in Figure 5.1. The areas of the subtriangles, CIJ, CJK, and

CKI, each calculated as fractions of the area of the triangle IJK, are the barycentric

coordinates of the interpolation point C for each opposite vertex, respectively.

The fol1owing equation is used to measure the barycentric coordinates from three

measured points (YFlt ZFI), (YFJ, ZFJ) and (YFK' ZPK) for the interpolation point

(Ty , Tz ):
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Wr = «YFJ - TlI )· (ZFK - T=) - (YFK - TlI )· (ZFJ - T=)) /DetrJK,

wJ = «YFK - TlI ) 0 (ZFr - T=) - (YFr - TlI)· (ZFK - T=)) / DetrJK,

WK = «YFr - TlI ) • (ZFJ - T:) - (YFJ - TlI ) • (ZFr - T:}) / DetIJK,

where DetrJK is given by:

4. The final compensated correction term CDy and CD: are calculated using:

CDlI = DyI • Wr + DyJ • WJ + DYK 0 WK,

CD= = D:rowr+D:JowJ+D:K·WK.

1.3. Averaging or multiple compensated maps. Data averaging between con­

sistent calibration sets reduces the inHuence of stochastic measurenlent noise and further

improves the level ofcertainty for points being interpolated in the reference grid. mtimately,

the distortion correction information frOln non-colocated maps can be used to increase the

resolution and accuracy of the final correction map.

Special precautions have to be taken when averaging data obtained with generic meth­

ods since two calibration sets, obtained from two board positions, will very likely produce

incompatible resultso This is due to the disparity between the gain ratios uleasured us­

ing distorted target centroids taken at various locations on the iIIlage plane. The generic

methods are based on the self-consistency of all the perspective projection tenus which do

not necessarily correspond with the "real" fixed camera parameters, which in turn could be

used as a reference.

To demonstrate this point, we calibrated the Colm camera with the 8 mUl lens, selecting

different colunms and rows in step 3 of the original calibration method. Naturally, the values

for the rawA and COlA parameters were changing as a functioll of the local distortions in the

camera field-of-view. The parameters rOWA and COlA are uleasured in the early stage of the
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calibration and form the basic information which is used to derive the rest of the pinhole

camera parameters, including the final distortion map. Figure 5.2 presents the variation

of the Cohu camera gain ratios (Gy, G:) with different combinations of lines and columns.

Since the gain ratios for the generic methods are calculated using a subset of distorted

centroids, a true representation of the actual CCD size can never be obtained. Hencet

the gain ratios vary to accoIIWlodate the correction map and therefore should always he

used together. Not surprisingly, the trend of change in gain ratios generally has a quadratic

shape which agrees with the radial distortion model considered in the parametric calibration

methods.
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FIGURE 5.2. Variation of the gain ratios from the selection of different dis­
torted target elements for the Cohu camera with an 8 UUIl lens.

A map averaging method wmch deals with the gain ratio variation probleul, is now pre­

sented. The approach SiUlply fixed certain Call1era parauleters between different calibration

sets to ensure consistency, therefore allowing the calibration maps to he coulbined. The

main steps and equations involved in the map averaging ulethod are as follows:

1. Perform the original calibration ulethod following each step described in Section 1.1.

Values for Gy, G: and Dist are saved for later steps.

2. For each additional data set, the relative distance of the calibration board to the

first calibration location TR has to he measured. The new variable is labeled Disttl.

New values for the distance between rows and colunms are then calculated using:
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le· BrOWA
(DistA + Dist) . G:'

le· BcolA

NrUWA =

(DistA + Dist) . Gy'

The new calibration maps are derived following steps 5 through 7 presented in Sec­

tion 1.1, using Nrowâ and NcolA as Uleasured above.

3. The lookup coulpensation method presented Section 1.2 is applied to aIl measured

data sets, includiog the first calibration, to obtain the correction factors for a corn­

mon evenly-spaced reference grid.

4. The last step is to derive the final correction Ulaps byaveraging, for each point of

the reference grid, the correction terms obtained frOUl all data sets.

1.4. Polynomial smoothing method. The Polynofnial sfnoothing method at-

tempts to improve the correction map obtained with the original calibration method using

a polynomial data fitting approach.

The intent is to mitigate the stochastic uleasurement errors at the reference points by

readjusting the correction ternlS using a smoothness transition constraint between correction

tenus in the vicinity of each other.

This method generates a smoothed correction map frOUl an unsmoothed one. Correction

map smoothing affects orùy the correction map, and is done independently of the remaining

camera parameters.

Smoothing is done by a I-dimensional polynolnial fit for the corrections in the correction

map. Curve fitting is done in each column for y corrections and in each row for z corrections.

For this thesis, a degree four was used for all polynouuals.

Smoothed y corrections are given by:

•
where ao, al, ..., Un are the coefficients chosen to give the least-squares residuals.

Smoothing is done independently for each coluuw. The variable i represents the row number

and i = 6 corresponds to the rniddle row.
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Smoothed z corrections are given by:

where ao, al, ..., an are the coefficients chosen to give the least-squares residuals.

Smoothing is done independently for each row. The variable j represents the column nUInber

and j = 8 corresponds to the middle column.

1.S. Polynomial smoothing with lookup compensation method. The Poly­

nomial smoothing 'fJJith lookup cof",pensation is an extension of the Polynomial smoothing

method presented in Section 1.4.

Lookup compensation is obtained by using the polynomial fitting curves to determine

the appropriate corrections on the reference grid. The point at which corrections are looked

up normally lies between two fitting curves. The two fitting curves are used to estimate

two corrections. Linear interpolation between the two corrections is done to find the final

correction. For y corrections, vertical interpolation is done with the fitting curves, and

horizontal interpolation is linear. For z corrections, horizontal interpolation is done with

the fitting curves, and vertical interpolation is linear.

2. Parametric calibration methods

Given a set of observations (distorted centroids), the parametric methods attempt to

condense and sununarize the data by fitting it to a "model" that depends on adjustable

Call1era paranleters. The models come from the underlying pinhole CaInera theory presented

in Chapter 3, and CrOUl physical principles modeling specifie aberrations. The saule intrinsic

and extrinsic Call1era parameters pursued by the generic methods are obtained with the

parauletrïc methods, but instead of a calibration map, the centroid distortions are corrccted

using mathematical equations with calibrated coefficients.

The various steps performed during a parametric calibration are very simple to follow.

A summary of what they are is now presented:

1. The calibration board has to be precisely adjusted perpendicular to the X-motion

rail. This step is crucial sinee the 3D object-space is recollstructed assurnïng that the
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calibration targets are in a plane perpendicu1ar to the axis defined by the X-motion

rail direction of displacement.

2. The camera is roughly aligned with the calibration board at the initial position for

aIl the dots to be inside the desired field-of-view.

3. The target array centroid information is collected at each step while the calibration

board is gradually translated by uniform increments on the X-motion rail. The

initial calibration board location becowes the reference position TH. A total of ten

diIferent positions were used for this study.

4. The camera parauleters are extracted by fitting the centroid information to a

"model" underlying the observation data.

This section is mainly dedicated to explaining the different distortion ulOdels tested and

the solution variants for sinular ulOdels. The general approach considered for this thesis

was to simuitaneously solve for ail camera paralIleters while insuring that a good initial

guess was used. The following subsection includes brief details about solving the nOlÙinear

equations modeling a distorted pinhole camera.

2.1. The solution process for the parametric methods. As for all data fit­

ting problems, one needs to choose a figure-of-merit fUIlction that uleasures the agreement

between the data and the Inodel with a particular choice of paranleters. The figure-of­

ment function chosen here ta solve the nonlinear parametric calibration problem is the

Least-Squares (tS) fitting eriterion. The solution first proceeds by linearizing the colinear

relations and then solving, by using an iterative proeess, until a convergence threshold is

met. The theory found in [51 and sOlne practical details found in [55] were used in the

implementation of aU the parametric methods.

The colinear relations of photogranunetry from Section 2 are used ta derive the math­

ematical expressions ta miniuuze X by the LS fitting eriterioll for a total nwnber of N

targets:

•
(5.1)

where

x = argmln [t (~(i) + ~~(i»)] ,
Z i=l
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t1y(i) = yu(i) (Ker + KTOn + YT0 12 + Zr(13)

- le (Yer + XT021 + YT022 + ZT( 23) ,

t1:(i) = zu(i) (Ker + XTOn + YT0 12 + Zr(13)

- le (ZCT + XT0 31 + YT0 32 + ZT( 33) •

•

From the distorted centroids (YF, ZF) in the FeS, the corrected centroids (YU, zu) in

the res are obtained using the following equatioI1s:

YU = (YF - Gy) . Gy + Dy,

zu = (ZF - G=) . G: + D:.

The distortion correction elements (Dy, D:) are obtained using various distortion mod­

els which will be described in the following subsection. The nUlllber of unknowns in the

colinear equations vary depending on the distortion models used.

A complete example of the ulethod is given in Appendix B for a pinhole caInera model

afHicted with first order radiallens distortions.

Note that the method used to minimize Equation 5.1 does not provide an estimate

of accuracy on the COUlputed parameters. However, it has the advantage of being simple

to implement and to converge extreulely fast. Other methods, such as the Bard-Deming

algorithm or the Extended Kalman Filter (presented in [17]), which take iuto account the

measurement uncertainty to return the estimated pararneter accuracy, should be used to

obtain robust solutions when measurement outliers and large noise levels are present. For

this study, it is understood that the centroid data was scrutinized for outliers and an average

of several video frames was used to reduce the effects of noise.

2.2. Parametric distortion models. The distortion IIlodels now presented were

mainly found in (53].

2.2.1. Radial distortion model. Radial distortion cornes from the fact that normal

lenses do not follow the pinhole lens model, and sa curvature iUlperfections are detected.

The image points are displaced along a vector having its origin located at the center of the
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FIGURE 5.3. Radial distortion effects.

image and oriented where the ideal point would be. The norUl of the vector is proportional

to the distance between the point and the origin. The radial effects are shown in Figure

5.3. The Hnes that are continuous represent the image without distortions. Dashed lines

represent the radial distortions. Positive distortions (a) will cause the off-axis points to

he imaged at distances greater than nominal, creating the pincushion effect. Negative

distortions (h) will produce a barrel shape with off-axis points iUlaged at distances smaller

than nominal. The type of lens will directiy influence the sign and amplitude of the radial

distortions.

The radial distortion model is expressed as follows:

DTady = YD (k1Tb + 1c2T'h + ) ,

Drad= = ZD (k1Tb + k2T'h + ) ,

where: rD = VYb + zb
2.2.2. Tangential distortion model. Tangential distortions are the result of a poor

assembly between the lellS and the camera image plane. The distortions may result from
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tangeolial dislonion

u

•

v

FIGURE 5.4. Tangential distortion effects.

a had lateral alignnlent (decentering distortion) and/or because the lens optical axis is not

parallel to the image plane's normal vector (thin prism distortion). The ulain effect is to

displace the inlage points tangentially to the circle centered on the image principal point as

shown in Figure 5.4. The lines that are continuous represent the image without distortions.

Dotted lines represent the tangential distortions.

The tangential distortion cau he modeled as follows:

Dta1Ly = (k1 (Tb + 2YD) + 2k2YD ZO] + k3Tb+ k-tTb + ,

Dtan:; = (k2 (Tb + 2ZD) + 2k1yozo] + k3Tb + k4Tb + .

Taken separately, the decentering and the thin prism distortions (first order only) are

expresse<! by:
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Ddeey = k1 (3Yb + ZD) + 2k2YDZD,

Ddec: = k2 (Yb + 3zb) + 2klYDZD,

DtPy = Dtp: = k3 (Yb + zb) .

2.2.3. Other distortion modela. Other distortion models can he used to duplicate

moreexotic distortion types (see (53J). Additional, less frequeutly use<! models are presented

in this section.

A speciallens having different distortion coefficients along the two axes cau be modeloo

by:

Dsrady = k1yorb,

Dsrad: = k2zDrb.

Second order distortion effects are typically represeuted by:

D2ardy = klYb + k2Zbl

D2ard: = k3Yb + k4Zb.

2.3. Parametric distortion models tested. In this study, ten different para-

•

metric approaches were tested. The SaIne distortion models are repeated between different

implementatioIls, but either the list of intrinsic camera paranleters to he solved is altered

or a two-step calibration is used.

The next subsections present the specific details about the different parametric Ulodels

implemente<!.

2.3.1. Radial - fixed focal length. The Radial - fixed focal length iUlplementation

is directIy inspire<! by the radial distortion model round in Section 2.2.1. A single order

coefficient k1 is used.

The effective focal Iength is assumed known so the gain ratios remain to he determinoo.
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• Equations to solve: 5.1 (formed with 5.3 and 5.3), where

Dy(i) = YD(i)klTb,

Dy(i) = zD(i)klTb·

2.3.2. Radial - fixed gain ratios. The Radial - fixed gain ratios implementation is

directIy inspired by the radial distortion model found in Section 2.3.1 since a single order

coefficient k l is used.

The size and resolution of the camera image plane (Gy, Gz ) is assumed known so that

the effective focallength and the uncertainty scale factor Sy for Gy remain to be established.

• Unknowns: Je, Sll' Gy, C=, Kit XCTR, YCTR, ZCTR' Q12R , Ql3R, and Q23R·

• Equations to solve: 5.1 (formed with 5.3 and 5.3), where

Dy(i) = YD(i)klTb,

DyCî) = zD(i)klTb·

2.3.3. Radial - different data sets. The Radial - different data sets llnplementation

verifies the parameters' consistency of the method found in Section 2.3.1. The approach is

to compare the calibration coefficients when diH'erent input data sets are used.

2.3.4. Radial and deœntering. The Radial and decentering method combines the

distortion models for radial distortion and decentering fowld in Sections 2.2.1 and 2.2.2,

respectively.

The effective focallength is asswned known so the gain ratios remain to be determined.

• Unknowns: Gy, G=, Gy, G=, kl, k2, k3, XCTR, YCTR, ZCTR, Q12R , Q13R, and U23R'

• Equations to solve: 5.1 (formed with 5.3 and 5.3), where

Dy(i) = klYD(i) (Yb(i) + zb(i)) + k2 (3Yb(i) + zb(i» + 2k3YD(i)ZD(i),

D;:(i) = k1zD(i) (Yb(i) + zb(i») +k3 (3zb(i) + Yb(i» + 2k2YD(i)ZD(i) .
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2.3.5. Radial and decentering - 2 steps. The Radial and decentering - 2 steps im-

plementation is achieved by sequentially combining the distortion models found in Sec­

tions 2.2.1 and 2.2.2. During the first minimization the single order radial coefficient kl is

set. The radial coefficient is then re-injected in a second minimization routine using the

combined. radial and decentering mode!.

The effective focallength is assumed known sa the gain ratios remain to he determined.

• Unknowns: Gy, G=, Gy, G=, kl , k2, k3 , XCTR' YCTR, ZCTR, Ul2R , U13R, and (t23R•

• Equations to solve: 5.1 (formed with 5.3 and 5.3).

During the first minimization step, the distortion model used is:

Dy(i) = yo(i)k1Tb,

D=(i) = zo(i)k1Tb.

During the second mininuzation step, the radial distortion paraIIleter (k l ) is kept

constant. The new distortion model use<! is:

Dy(i) = klYD(i) (Yb(i) + zbCi)) + k2 (3Yb(i) + zb(i») + 2k3YD(i)ZD(i),

D=(i) = kIZo(i) (Yb(i) + zh(i») + k3 (3zb(i) + Yb(i») + 2k2YD(i)zo(i).

2.3.6. Radial and tangential. The Radial and tangential ulethod combines the distor­

tion models for radial distortions and tangential distortions found in Sections 2.2.1 and 2.2.2,

respectively.

The effective focallength is asSUllled known so the gain ratios reulain ta be determined.

• Unknowns: Gy, G=, Gy, C=, kl , k2, k3, XCTR, YCTR, ZCTR' Q12R , U13R, and (t23R·

• Equations to solve: 5.1 (formed with 5.3 and 5.3), where

Dy(i) - [ki (Tb + 2yo) + 2k2YDzo] + k3T b + k r'b,

D=(i) - [k2 (Tb + 2ZD) + 2k1YDZO] + k3rb + k r'b .
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2.3.7. Radial and thin prism. The Radial and thin priam calibration implementation

is similar in principle ta the Radial and decentering corling. The thin prism distortion model

presented in Section 2.2.2 now replaces the decentering model.

The effective focallength is assumed known so the gain ratios remain ta be determined.

• Unknowns: Gy, G:, Gy, G:, kit k2, XCTR, YCTR, ZCTR, Ql2R , a13R, and a23R·

• Equations ta solve: 5.1 (fomled with 5.3 and 5.3), where

Dy(i) = klYDCi) (YbCi) + zbCi» + k2 (Yb(i) + zb(i») ,

D:(i) = klZD(i) (Yb(i) + zb(i)) + k2 (YbCi) + zb(i») .

2.3.8. Radial and second arder. The Radial and second orner calibration model can

be obtained by cOlllbining the concepts introduced in Section 2.2.3. For this method, the

effective focallength is now assumed to be a known pararneter. Therefore, the values for

Gy and G::: are determined during the calibratioIl.

• Unknowns: Gy, G:, Cy, G:, kl , k2, k3, kil, ks, XCTR, YCTR, ZCTR, Ol2R , U13R,

and Cl:23R.

• Equations ta solve: 5.1 Cformed with 5.3 and 5.3), where

Dy(i) = k1YDCi) (YbCi) + zbCi» + k2YbCi) + k3 ZbCi),

D:Ci) = klZDCi) (Yb(i) + zb(i» + k4Yb(i} + kszbCi}.

2.3.9. Special radial. The "Special radial l " model assumes that the radial curvature

coefficients are different for bath image plane coordinate axes. The matheulatical equations,

as implemented, can be found in Section 2.2.3. Single order distortion coefficients are used.

The size and resolution of the camera irnage plane (Gy, G:) is assUIned known sa that the

effective focallength and the uncertainty scale factor Sy for Gy remain to he established.

• Unknowns: Je, Sy, Gy, G:, kit k2, XerR, YCTR' ZerR, Q12R , 013R, and Q23R·

• Equations to solve: 5.1 (formed with 5.3 and 5.3), where
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Dy(i) = k1YD(i) (Yb(i) + zb(i») ,

D=(i) = k2ZD(i) (Yb(i) + zb(i» .

3. Conclusion

This section presented the calibration methods implemented and tested for this report.

The next section contains sorne information about the techniques used to evaluate and rank

al! the different methods.
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CHAPTER 6

Calibration performance evaluation

One of the first questions about any camera calibration is how accurately does it capture

the image behavior? This information is used to estiulate the performance or accuracy of

the camera in the context of its use. Given the intrinsic calibration data, the measured

coordinates of targets in the TCS (Xc, Yc, Zc) and the measured position of the point's

image in the FCS (YF, ZF), it is possible ta define an error metric for the calibration

technique in the Camera-space or in the Object-space.

This section contains the mathematical details of three different methods used to eval­

uate the performance of camera calibratioIlS. The evaluation methods include the Camera­

Space Error (GSE), the Object-Space Error (OSE) and the Relative Photosolution Error

(RPSE). The section also introduces newequations, adapted for CSVS, to estimate the

centroid error. OSE or OSE values significantly larger than the estimated centroid error

indicate a lack of correlation between the calibration method and the uleasured data.

Two independent target arrays are used along with those evaluation ulethods. The

first verification array COllsists of all the targets on the calibration board that have been

relocated from the reference calibration position. The second array is an independent target

configuration recreating the size and distance frOUl the call1era of a typical Hight payload.

This calibration verification setup is called the volurnetric anuy.

1. Estimated centroid error

The methodology presented in [31] allows one to derive the estimated centroid error for

a binary thresholded video signal as a function of the dot diameter. This information will
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be used throughout this section to establish an errar upper bound against which the varions

calibration evaluation methods will be compared. The purpose of the estimated centroid

error is to put in perspective the magnitude of the calibration residuals when compared to

the expected inherent error obtained during the sensing process.

Using similar triangles, the dot dianleter in the image plane from the projection of a

target located in the object-space is given by:

dy =
D·/e
R·Gy

t

d:: =
D·/e
R ·G::

,

where:

D: Real target diameter.

R: Distance between the camera optical center and a target in the Object-space.

dy: Horizontal dot diameter.

d::: Vertical dot diameter.

The estimated centroid error formulas, expressed as functions of the target image di­

ameter in bath the vertical and horizontal directions, are given by:

0.027
5y = Vi4 t

0.157
Vë[; .

The previous equations are more conservative than what is presented in [31}. The

updated functions are the result of a special video dithering function within CSVS that

improves its centroid measurement accuracy. Experimental and rnathematical details about

this subject are presented in [41].

2. Calibration evaluation on the calibration board

The calibration board used to perform the calibration verification tests is the same as

the one presented in Figure 4.11. It consists of a fiat, black painted surface (28.5 iuches by
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Camera Optical Center

FIGURE 6.1. Dot locations for residuals calculation.

21.5 inches) with 165 white circular O.62-inch dots, 1.75 incllE~ apart and arranged in an Il

by 15 array.

In order to perform the calibration verification tests, the calibration board is first

positioned perpendicular to the camera optical axis following the alignuient procedures

found in Section 1.1 of Chapter 5.

In order to obtain the UlOst significant calibration verification results, it is iUiportant

to ensure that the Ilew centroids used to perfonn the tests are as far away as possible frOUl

the original calibration point. A practical methodology is illustrated in Figure 6.1. The

dots labeled with 1 represent the original array position for the calibration board after the

alignment routine is performed. Dots labeled with 2, 3, and 4 represent the new projected

calibration targets after the cauiera (or the calibration board) has been translated parallel

to the image plane by half the distance between two adjacent dots in the horizontal (Ty )

and vertical (T;,:) directions. At every location, the dot centroids can be recorded as part of

the calibration verification process. It is expected however, that the most significant set of

data comes frOID location number 3, where the dots are the farthest away frOUl the original

calibration dots.
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• Corrected positions
• Reprojected positions

Image plane

~ Center ofprojection

FIGURE 6.2. Camera-space error (CSE).

For this study, the target centroids were recorded only at location 3 and therefore the

centroids used for the evaluations were separate and independent from the centroids used

to generate the canlera calibrations.

2.1. Camera-Space Error (CSE) on the calibration board. Oneobvious error

metric is the difference between the position of a measured and corrected centroid and the

estimated true centroid from the camera photogranlllletric solution. The estiulated true

centroid is deternlined by reprojecting the target array into the image plane. Figure 6.2

contains a graphical representatioll of the concept. The separation between the corrected

target positions and the intersection of the photosolution reprojection lines with the ilnage

plane represents the CaIIlera-Space Ereor (CSE).

The calculation of the CSE on the calibration board involves proceeding through the

following steps:

1. The first step of the process is the positioning of the calibration board in the field­

of-view of the canlera as described in Section 2. This position is called TEl for the

evaluation position. There is one evaluation position per camera/lens, therefore ail

techniques are evaluated with identical weasured centroids.
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The target centroids in the FCS (YF(i), zF(i» are then recorded in the SVS. This

gives 165 measured centroids. Each measured centroid consists of an average of 100

raw SVS centroids (1 per video frame) for each target. The SVS program records

the centroids one target at a time following a raster scan pattern on the calibration

board.

The camera calibration data can then be used to transpose the distorted centroids

to their new corrected locations in the rcs (Yu(i), zu(i)). Equations found in Cha~

ters 3 and 4 for the varions calibration techniques are applied at this stage.

2. Using the target locations in the TCS, the corrected target image locations in the

rcs and the canlera intrinsic parameters, a photogrammetrie solution is derived.

The final vector defining the transformation from the ces to the TCS using all the

calibration board targets is called SeTE.

The colinear relations of photogrammetry from Section l, given in Equation 5.1

(fonned with 5.3 and 5.3)are used to derive the mathematical expressions to be

minimized by the LS fitting criterion.

The colinear conditions contain a total of six unknowns - three defining the position,

as given by XCTE, YCTE' ZCTE, and three selected independent direction cosine

terms (a I2E, a 13E, and a23E) to define the orientation. The LS ulinimization alg~

rithm developed for this study was impleulented in Matlab and follows the principles

mentioned in {5l.

3. The reconstructed target location (yp(i), zp(i» is derived by projecting the point's

3D coordinates (XT(i), YT(i), ZT(i» through the calibrated pinhole camera modeL

The formulas are siuillar to the ones given in Chapter 3.

= (YerE + XT(i)a21E + YT{i)a22E + h(i)a23E ) . t
Yp(i) XCTE + XT(i)allE + YT(i)a12E + Zr(i)aI3E e,

(
ZcrE + XT(i)a31E + YT(i)a32E + Zr(i)a33E ) . /. .

Zp(i) = XcrE + XT(i)allE +YT(i)al2E + h(i)aI3E e

4. Using the data calculated in the previous stages, the forulUla for the Camera-Space

Error (CSE) for aIl 165 points on the calibration board is given by:
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(6.1)
N

CSE = ~E V(YU(i) - yp(i»2 + (zu(i) - Zp(i»2.
i=l

This last formula represents the quantity for the CSE used for the rest of the

document.

Another solution to the consistency problem in the units is to nonnalize the CSE

measurenlents, in millimeters, by the effective focallength. This idea was rejected

since the video line unit is considered more intuitive than measuring error in terms

of the ratio of the effective focallength.

5. The subsequent step is to derive the CSE upper error bound based on the estimated

centroid error given in Section 1. Using the original calibration method data obtained

with the different cameras, Table 6.1 presents the ideal calibration dot dianleters for

the calibration board.

1 CTVC ] lTVC 1 COHU (6 mm) 1 COHU (8 mm) 1

D (in.) 0.62 0.62 0.62 0.62
le (mm) 13.5 12.4 6.0 8.0
R (in.) 35.7353 36.7091 25.2029 33.6468
GlI (mnl/pixel) 0.013478 0.012115 0.008441 0.008439
G:; (mm/line) 0.015864 0.014221 0.009748 0.009791
du (pixels) 17.38 17.29 17.49 17.47
d:; (lines) 14.76 14.73 15.14 15.06

TABLE 6.1. Ideal calibration dot diallleters.

811 (lines) 5.78E-02 5.78E-02 5.71E-02 5.72&02
8:; (pixels) 5.33E-02 5.34&02 5.31&02 5.31&02
8:: (lines) 4.52E-02 4.55E-02 4.60&02 4.58&02

Fronl the inlage plane dot diameters just calculated, Table 6.2 presents the standard

estinlated centroid error.

1 CTVC 1 ITVC 1 COHU (6 Uilll) 1 COHU (8 mm) 1

1 RMS8 (lines) ]7.34&021 7.36E-021 7.33&02 7.33E-02

TABLE 6.2. Estimated centroid error in the calibration board.

•
The theory presented in this section will be used in Chapter 7 to evaluate the calibration

performance of the different cameras on the calibration board.

102



•

•

6.3 CALIBRATION EVALUATION ON THE VOLUMETRIe ARRAY

FIGURE 6.3. Example of a volunletrie target array.

3. Calibration evaluation on the volumetrie array

An effective way of measuring the proficieney of a given calibration is to use an ÎD­

dependent test bench reereating the size and distance from the camera of a typical flight

payload. This target array configuration is ealled the volumetrie array and is the prinlary

canlera calibration evaluation setup used for this study. Figure 6.3 presents an example of a

volumetrie array, similar to the one used to generate the data for this thesis. Also displayed

on the leCt-hand sicle, is the ground survey instruulent used to measure the target locations

relative to the TeS.

The volumetrie array actually used for this study was designed with the saIlle equipment

shown in Figure 6.3 but with a different target configuration. Figure 6.4 provides a graphie

representation of the relative target locations when viewed along the camera optical axis.

The volumetrie array consists of a maximum of 18 targets subdivided ioto three different

ranges (W, X, Y) in the volumetrie array. The overall dimensions of the volunletrie array

are 10.64 foot doop by 14 foot wide by 9.4 foot high. These dimensiolls were ehosen ta match

a standard camera 4:3 aspect ratio.
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FIGURE 6.4. Volumetrie target array configuration.

3.1. Camera-Spaee Error (CSE) on the volumetrie array. The ealculation

of the CSE on the volunletric array uses the same mathematical principles previously

developed for the CSE on the calibration board. The only difference eomes from the

approach used to position the targets in the camera field of view. The different steps

involved in calculating the CSE on the volumetrie array are now deseribed:

1. The first step of the process is the positioning of the eanlera sa that ail the X-range

targets from the volumetrie array are projected at the boundaries of the field of

view. Although the location of the volumetrie array remains unehanged during the

alignllient proeess, its position is called TE, for the evaluation position. There is

one evaluatioll position per eamera/lens therefore aU teclmiques are evaluated with

identical measured data. The position of the Call1era with respect to the volunletric

array is different depending on the call1era field of view, although the volumetrie

array appears almost the same in the camera illiage plane.

The target centroids in the FCS (YF(i), zF(i» are then recorded with the SVS. The

number of target eentroids might he less than 18 (maxiulum nUlllber of targets in

the volumetrie array) if the eanlera distance from the array causes SOUle targets to

be occIuded by the array structure. Each measured centroid eonsists of an average

of 1000 raw SVS eentroids (1 per video frame). The data is eollected eight targets at

a time, until ail the centroids of the visible targets in the field of view are recorded.
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6.3 CALmRATION EVALUATION ON THE VOLUMETRIe ARRAY

D (in.) 7.0 7.0 7.0 7.0
le (mm) 13.5 12.4 6.0 8.0
R (in.) 291.686 292.966 242.375 287.294
GJI (mm/pixel) 0.013478 0.012115 0.008441 0.008439
G; (nun/line) 0.015864 0.014221 0.009748 0.009791

dy (pixels) 24.04 24.46 20.53 23.10
d; (lines) 20.42 20.83 17.78 19.91

The camera calibration data can then be used to transpose the distorted centroids to

their new corrected locations in the ICS (Yu(i), zu(i». Equations found in Sections 3

and 4 for the various calibration techniques are applied at this stage.

2. Using the target locations in the TCS, the corrected target image locations in the

ICS and the camera intrinsic parameters, a photogrammetrie solution is derived.

The final vector defining the transformation from the ces to the TCS using ail the

calibration board targets is called SeTE.

Steps similar ta the ones presented in Section 2.1 are used ta derive the CSE for ail

N targets forming the volumetrie array.

3. The next step is to derive the CSE upper error bound based on the estimated

centroid error given in Section l.

Using an average target diameter of 7 inches, and using the range fronl the camera to

the geometrical center of the volumetrie array as measured by the diHerent cameras,

Table 6.3 presents the idea1 calibration dot diameters.

1 CTVC 1 ITVC 1COHU (6 mm) 1 CORU (8 llilll) 1

•

TABLE 6.3. Ideal dot dianleters in the volumetrie array.

51/ (lines) 4.91E-02 4.86E-02 5.27E-02 4.98E-02
5; (pixels) 4.53&02 4.49E-02 4.90&02 4.62E-02
5; (lines) 3.85&02 3.82E-02 4.24&02 3.98E-02

fraIn the image plane dot dialIleters just calculated, Table 6.4 presents the standard

estimated centroid error.

1 CTVc 1 ITVC 1 CORU (6 I1illl) 1 COHU (8 [mIl) 1

TABLE 6.4. Estiulated centroid errors in the voluuletric array.

•
The theory presente<! in this section is used in Chapter 7 ta evaluate the CSE in

the volumetrie array.
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6.3 CALIBRATION EVALUATION ON THE VOLUMETRIe ARRAY

3.2. Object-Spaee Error (OSE) on the volumetrie array. The inverse per-

spective projection problem can be used to measure the camera calibration accuracy in

object-space. By projecting a corrected image point (yu(i), zu(i» back through the cam­

era model, it is possible to calculate the closest distance of approach between the image

point's line-of-sight and the point in 3D object-space (Xc(i), Yc(i), Zc(i» that was sup­

posed to have cast the image. The 3-D error measurement is called the Object-Space Error

(OSE). This new calibration performance metric is best suited for arrays with sufficient

depth such as the volwIletric array and was therefore omitted for the data on the calibration

board. The different steps involved in calculating the OSE on the volumetrie array are now

described:

1. The data collected during steps 1 and 2 from the previous section is used to derive

the OSE.

2. Using the data calculated in the previous stages, the formula for the OSE for ail

targets in the voluuletric array is given by:

(6.2)
1 N ,-------------------------

OSE = N L V(Xc(i) - le· t(i»2 + (Yc(i) - yu(i) . t(i»2 + (Zc(i) - zu(i) . t(i»2,
i=l

where

C) Xc(i) . le + Yc(i) . yu(i) + Zc(i) . zu(i)
t t = fi + YU(i)2 + zUCi)2 .

In the previous equatioos, N represents the nuulber of targets in the volUuletric

array, le represents the camera effective focallength, and the vector (yu(i), zu(i»

fomlS the corrected target coordinates. The tenn t(i) is the scale factor used to

convert the camera-space measurements ioto the object-space Ineasurements.

In the ideal situation the OSE value would be zero, indicating a perfect fit between

the image point's line-of-sight and the point in 3D object-space.

3. Theoretically, it is possible to determine the range of theoretical values for the OSE

considering the estimated centroid errors for the targets located in the center and

at the corners (furthest distance from the center) of the volumetrie array. Once
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• 6.3 CAUBRATION EVALUATION ON THE VOLUMETRIe ARRAY

again, the standard deviations for the dot locations are calculated using the theory

in Section 1.

The formula used to calculate OSE on the volumetrie array, taking into consideration

the estimated centroid errors, is given by:

(6.3)
N

OSE = ~L V(Xc(i) - le' t(i»2 + (Yc(i) - (yu(i) + 5,,) . t(i»2 + (Zc(i) - (zu{i) + 5:) . t(i»2,
i=l

where

t(i) = Xc(i) . le + Yc(i) . (yu(i) + 5,,) + Zc(i) . (zu{i) + 5:) .

ri + (yu(i) + 5,,)2 + (zu(i) + 5:)2

ln the previous equations, the ternIS (yu(i) +dy) and (zu(i) +dz) are the unification

of the ideal dot location and the estimated centroid error.

Table 6.5 presents a compilation of the theoretical OSE for the different cameras

for targets at the center of the field of view.

1 CTVC 1 ITVC 1 COHU (6 UUIl) 1 COHU (8 ulIn) 1

Range (in.) 291.686 292.966 242.375 287.294
5u (mm) 6.62&04 5.89E-04 4.44&04 4.20E-04
5: (mm) 7.18&04 6.38E-04 4.78&04 4.52E-04
t(i) (in./lIWl) 21.606 23.626 40.396 35.912

, OSE (m.) 12.11E-021 2.05E-021 2.64&02 2.22E-02

TABLE 6.5. OSE in the volumetrie array at the center of the field of view.

Table 6.6 presents a compilation of the theoretical OSE for the different call1eras

for a target which is located at the bottOUl right corner of the field of view.

The theory presented in this section is used in Chapter 7 ta evaluate the OSE in the

volurnetric array.

•
3.3. Relative photosolution error (RPSE) on the volumetrie array. The last

performance evaluation test conducted on the volumetrie array is called Relative photosolu­

tion. The calibration errors are measured from two independent full six degree-of-freedom

107
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eTVC 1 ITVC 1COHU (6 mm) 1COHU (8 mm) 1
Range. (in.) 291.686 292.966 242.375 287.294
YT (in.) 84.025 84.025 84.025 84.025
Zr (in.) 48.113 48.113 48.113 48.113
YU (mm) 3.889 3.556 2.080 2.340
zu (mm) 2.227 2.036 1.191 1.340
5y (mm) 6.62E-04 5.89E-04 4.44E-04 4.20E-04
5: (mm) 7.18E-04 6.38E-04 4.78E-04 4.52E-04
t(i) (in./mm) 21.606 23.626 40.394 35.911

•

1OSE (m.) 12.o1E-02I1.96E-021 2.46E-02 2.11E-02

TABLE 6.6. OSE for target at the extrenùty of the field-of-view.

photosolutions (SCTl and SCT2) on various sulrarrays defined to compare different regions

of the image plane. Assuming that the target locations in the TeS (XT(i), YT(i), Zr(i»
from both arrays are defined with respect to the same location in object-space, the values

for bath photosolutions (SeTl and SCT2) should be the sanie.

For the purpose of improving the photosolution convergence speed, an intermediate vec­

tor (SPT) was used to define the transformation between the geometric center of individual

arrays and the common survey point for the entire volwnetric array. Stated differently, two

TeS are defined and are located at the geometric center of each target array, i.e. at the

center of mass for al! the targets. The two TeS are related to a conunon point P through

the SPlTl and SP2T2 vectors. The total chain of transformation used to measure the level

of relative errors in SCTI and SCT2 is given as follows:

(6.4)

•

The vector SPI P2 represents the relative photosolution error (RPSE) as nleasured by

the gap frOln the two arrays fronl the Call1era to the COllunon point in the volumetrie array.

Therefore, it is expected that in the ideal case SPIP2 should be zero for all array pairs, Le.

Pl = P2·

The LS minimization and the matrix transfonnation algorithms developed to evaluate

the RPSE were implemented in Matlab. The different steps involved in calculating the

RPSE on the volumetrie array are now described:
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6.4 CONCLUSION

1. As mentioned before, the volumetrie array is composed of a maximum of 18 circular

surveyed targets, whose projected image centroids are recorded using the SVS. The

measured corrected centroids obtained from steps 1 and 2 in Section 2.1 are used

again for this test.

2. The second step involves grouping different targets to rorm the different arrays. The

intent of the grouping is to form anays located in different regions of the camera

field of view. It is typically observed that the center 25% of the image plane has the

least distortions and therefore a central array is used as a reference array (Pr).

Figure 6.5 presents the differeut array configurations used duriug the eva1uation of

the different Call1era calibration techniques.

3. Using the target locations in the TeS from both arrays, the corrected target image

locations in the rcs and the camera intrinsic parameters, two photogrammetrie solu­

tions are derived (SCTEI and SCTE2)' The final vector defining the transformation

from the ees to the TeS using aIl the calibration board targets is calle<! SCTE.

The colinear relations of photogrammetry from Chapter 3 are used to obtain SCTEl

and SCTE2'

4. From the two photosolutions (SCTEl and SCTE2) and the SPTI and SPT2 vectors,

the relative photosolution error (RPSE) is derived.

The theory presente<! in this section is used in Chapter 7 to evaluate the RPSE in the

volumetric array.

4. Conclusion

AIl the calibration verification methods mentioned above are used in this thesis to

measure the perfOrmaIICe of the different canlera calibration methods. The next section

contains the test results, procedures and analysis .
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CHAPTER 1. TEST RESULTS

CHAPTER 7

Test results

This Chapter contains the rE:!Sults of the comparative performance analysis of the camera

calibration methods described in Chapter 5. As a reminder, three types of measurements

were used to assess the performance of the calibration techniques:

1. Camera-Space Error (CSE): describes the centroid measurement residuals on the

camera image plane.

2. Object-Space Error (OSE): represents the target location weasurement residuals in

3D space.

3. Relative Photosolution Error (RP8E): weasures the error in the relative transfor­

mation between two arrays in 3D space.

The CSE was measured on both the calibration board and the voluuletric array, how­

ever the OSE and RPSE were only measured for the volumetrie array. Details about the

different evaluation techniques, together with testing procedures, can be found in Chapter 6.

The various calibration methods are judged through their respective averaged residual

errors which, assunlÏng normal distributions, are grouped and ranked using a Student's t-test

criteria. Groups are fonned among candidates which have mean error values statistically

similar to each other. Normal1y, at-test significance value below 95% is the statistically

accepted liulit for grouping. A compilation of the test data appears in five tables which

ranks the methods initially using an average of the group ranking, fol1owed by the average

residual errors. In our opinion, the consistency of a ulethod should have precedence over

the overall measured residual errors.
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1.1 RESULTS OF THE CSE TESTS ON THE CALIBRATION BOARD

For details about the Student's t-test used, or to review the complete test results of

each individual camera, please refer to Appendix C.

1. Results of the CSE tests on the calibration board

Table 7.1 contains a compilation of the CSE test results.

Order Methoda Average Average
ranking error (lines)

1 Lookup compensation method 1.00 0.055
2 Polynomial smoothing method with Lookup 1.50 0.064

compensation method
3 Averaging of multiple maps 2.00 0.072

Standard centroid error 0.073
4 Original method 2.25 0.080
5 Polynomial smoothing method 2.75 0.088
6 Radial - fixed gain ratios 3.25 0.199
7 Radial - fixed focal length 3.25 0.207
8 Radial and decentering - 2 steps 3.50 0.105
9 Radial and second order 3.50 0.223
10 Radial and decentering 3.50 0.225
Il Special radial 3.50 0.229
12 Radial and thin priSUl 3.50 0.230
13 Radial- different data sets 3.75 0.230
14 Radial and tangential 4.00 0.114

TABLE 7.1. Calibration perforIuance from the CSE on the calibration board.

The CSE obtained using the calibration board targets gives an indication of the level of

distortion correction. The great nuulber of salllple points allows an unambiguous grouping

of the methods based on their measured iwage plane residuals.

An overall review of Table 7.1 shows that a1l generic calibration methods, more specif­

ically methods using lookup coulpensation, outperformed the parametric ulethods. Poly­

nomial smoothing, use<! alone, did Dot inlprove nor really degrade the perfornlance of the

original method.

Parametric methods using simpler lens distortion models better captured the overall

system's aberrations. The "radial and tangentiaI" and "radial and decentering - 2 steps"

come out with relatively decent performances since calibration parameters could not be

obtained for the ITVC due to the non convergence of our calibration method.
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7.2 RESULTS OF THE CSE TESTS ON THE VOLUMETRIe ARRAY

The data also indicates that three generic methods obtained average results that were

better than the value for the estimated centroid error.

2. Results of the CSE tests on the volumetrie array

Table 7.2 presents the results of the OSE tests performed on the volumetrie array.

Order Methods Average Average
ranking error (lines)

Standard centroid error 0.064
1 Lookup compensation method 1.25 0.334
2 Original method 1.25 0.335
3 Radial and decentering 1.25 0.378
4 Radial and tangential 1.50 0.303
5 Polynomial smoothing Illethod with Lookup 1.50 0.338

compensation method
6 Polynomial smoothing Inethod 1.50 0.340
7 Averaging of multiple maps 1.50 0.347
8 Radial and second order 1.50 0.408
9 Special radial 1.50 0.410
10 Radial - different data sets 1.50 0.416
Il Radial and thin prism 1.50 0.418
12 Radial- fixed gain ratios 1.50 0.423
13 Radial and decentering - 2 steps 1.75 0.328
14 Radial - fixed focal length 1.75 0.441

TABLE 7.2. Calibration performance Crom the CSE on the volumetrie array.

The CSE obtained from fitting the photogranunetric equations on ail the visible vol­

UIIletric targets may provide insight with the quality of the different calibration methods.

Since fewer sampie points were taken, the task of separating the methods becanle more

delicate.

Table 7.2 indicates that, on average, the generic calibration methods, specifically the

"lookup compensation" and the "original~' nlethods, outperforal the parametric methods.

The "radial and tangential" and "radial and decentering" methods obtain the best results

for the parametric methods.

The rt~ults also show that all methods perforal approximately the SaIlle when compared

ta the magnitude of the standard centroid error.
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7.4 RESULTS OF THE RPSE TESTS ON THE VOLUMETRIe ARRAY

3. Results of the OSE tests on the volumetrie array

Table 7.3 presents the rE~ults of the OSE tests performed on the volumetrie array.

Order Methods Average Average
ranking error (incbes)

Standard centroid error 0.021
1 Lookup compensation method 1.00 0.095
2 Original method LOO 0.096
3 Polynomial smoothing method with Lookup 1.00 0.096

compensation method
4 Polynomial smoothing method 1.00 0.097
5 Averaging of multiple maps LOO 0.100
6 Radial and second order 1.25 0.116
7 Special radial 1.25 0.117
8 Radial - different data sets 1.25 0.119
9 Radial and thin priSUI 1.25 0.119
10 Radial and decentering 1.25 0.119
Il Radial - fixed gain ratios 1.25 0.120
12 Radial and tangential 1.50 0.089
13 Radial and decentering - 2 steps 1.50 0.096
14 Radial - fixed focal length 1.50 0.126

TABLE 7.3. Calibration perfonnance from the OSE on the volunletric array.

The data frOID Table 7.3 agrees with the CSE data fron1 Section 1. That is, all generic

calibration methods outperfornl the parametric ulethods. Once again, the results aIso show

that aIl methods perfonIl approximately the same whell compared with the magnitude and

the standard centroid error.

4. Results of the RPS E tests on the volumetrie array

Tables 7.4 and 7.5 sumularize the results of the RPSE tests perfonned on the volu­

metrie array.

The six degree-of-freedom relative solution derived fronl the volumetrie array is a

method by which the global aceuracy of the camera calibration can be measured.

Tables 7.4 and 7.5 reveal that sinûlar results were obtained froui both categories, the

parametric and the generic methods producing slightly better results on the translation and

the rotation errors, respectively.
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7.S PERFORMANCE OF THE DIFFERENT CALIBRATION METHODS

Order Methods Average Average
ranking error (inches)

1 Radial - fixed focal length 1.00 0.494
2 Special radial 1.00 0.571
3 Radial - diH'erent data sets 1.25 0.584
4 Polynomial smoothing method 1.25 0.601
5 Radial and second arder 1.25 0.605
6 Radial and thin prism 1.25 0.606
7 Radial and decentering 1.25 0.608
8 Radial - fixed gain ratios 1.25 0.610
9 Polynomial smoothing method with Lookup 1.25 0.613

compensation ulethod
10 Original method 1.25 0.655
Il Averaging of multiple maps 1.25 0.657
12 Lookup compensation method 1.25 0.670
13 Radial and tangential 1.50 0.516
14 Radial and decentering - 2 steps 1.50 0.526

TABLE 7.4. Calibration performance fronl the RPSE (translation) on the
volumetrie array.

Order Methods Average Average
ranking error (degrees)

1 Polynomial sUlOothing ulethod with Lookup 1.00 0.116
compensation ulethod

2 Polynomial smoothing method 1.00 0.118
3 Lookup compensation method 1.00 0.118
4 Original method 1.00 0.120
5 Radial - fixed focal length 1.00 0.122
6 Averaging of multiple maps 1.00 0.130
7 Radial and second order 1.25 0.157
8 Radial - different data sets 1.25 0.161
9 Radial and decentering 1.25 0.162
10 Special radial 1.25 0.163
Il Radial and thin priSUI 1.25 0.165
12 Radial - fixed gain ratios 1.25 0.166
13 Radial and tangential 1.50 0.124
14 Radial and deeentering - 2 steps 1.50 0.132

TABLE 7.5. Calibration performance from the RPSE (rotation) on the vol­
umetrie array.

5. Performance of the different calibration methods

The four camera configurations tested provided a good sample of foreseen possible cases

for CSVSj fixed and variable focus lenses, CCD and rccn technologies, with and without
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e1ectronic signal enhancement, etc. The results obtained did not reveal that one particular

camera calibration technique stood out from the rest as being better by a considerable

margin. The generic method performed as well as, and often better than, the paranletric

methods for all cameras. This conclusion is drawn from the data presented in Sections 1 to

3. It was observed that the OSE did not supply additional insight into the performance of

the camera calibration that the GSE had not already provided.

The Tables 7.6 and 7.7 contain a summary of the CSE collected on the calibration

board and on the volunletric array. The last two columns are the CSE normalized with

respect to the estimated eentroid error (5).

Generic Parametrie Centroid err. Generic Paranletric
(Unes) (lines) (Hnes) (normalized) (normalized)

CTVC 0.054 0.060 0.073 0.737 0.822
ITVC 0.090 0.548 0.074 1.219 7.447
Cohu (6 mm) 0.089 0.187 0.073 1.212 2.549
Cohu (8 mm) 0.054 0.086 0.073 0.735 1.168

1Average 1 0.072 1 0.220 0.073 0.976 2.996

TABLE 7.6. Swnmary of CSE results on the calibration board.

Generic Parametric Centroid err. Generic Paranletric
(Unes) (Iines) (Hnes) (normalized) (Ilormalized)

CTVC 0.444 0.424 0.062 7.112 6.791
ITVC 0.399 0.682 0.062 6.458 11.032
Cohu (6 mm) 0.260 0.274 0.042 6.137 6.459
Cohu (8 mm) 0.252 0.269 0.064 3.953 4.216

1Average 1 0.339 1 0.412 0.058 5.915 7.125

TABLE 7.7. Summary of CSE results on the volumetrie array.

The Tables 7.6 and 7.7 indicate that the perfonnance of all calibration methods worsen

when going from the calibration board to the volumetrie array and that the error is more

important on the rTVC.

The next subsection presents a review of the different methods studied froln the per­

spective of the results obtained in this chapter.

5.1. Generic methods review. Despite their apparent simplicity, the generie

methods proved ta be very robust i.e. would always generate calibration data even with the
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severe distortions seen for the Cohu with a 6 mm lens and the ITVC. Also, the accuracy

measured was always comparable to, or clearly better than, the more eomplex parametric

methods. One particularly interesting aspect of the generic methods is the ability to deal

with special non-uniform distortions that are very hard to model mathematically.

On the other hand, as mentioned earlier, the generie calibration methods accuracy is

strongly dependent on the quality of the alignment between the calibration board and the

optical axis.

The result of misalignment error on the generic methods calibration data is twofold.

First, a correction map is generated assuming an artificial pitch or yaw attitude (also induc­

ing X, Y and Z errors from degree-of-freedom coupling) that will he apparent during the

real operation or during the volumetrie testing. Second, the intrinsic camera parameters,

especially the gain ratios, will be biased in the direction of the slant. As presented in the

next equation, it is good practice to calculate the calibrated image size to confirm that the

4:3 standard NTSC aspect ratio is preserved.

(7.1)

g

Gu (mm/pixel) 0.013478 0.012115 0.008441 0.008439
G= (mm/line) 0.015864 0.014221 0.009748 0.009791
Np (pixels) 752 752 752 752
N, (tines) 480 480 480 480
Vert. size (Ulm) 10.135 9.110 6.348 6.346
Horiz. size (Iom) 7.615 6.826 4.679 4.700

Ratio 1.331 1.335 1.357 1.350
Error (%) 0.172 -0.099 -1.746 -1.275

TABLE 7.8. Generic methods aiu ratio test results.

In Equation 7.1, Np and N, represent the number of pixels in a Hne and the number of

lines in a frame defined by the frame grabber A/D converter. Table 7.8 contains the results

fronl the gain ratio tests frOID the cameras teste<!.

1 CTVC 1 ITVC 1 COHU (6 mul) 1 COHU (8 mm) 1

•
As explained in [55] errors of up to ±1.5% are considered typical, but in cases where

lenses with a high degree of curvature (short focallengths) are used, higher numbers are

expected (Cohu with a 6 mm lens). The additional error is conceivably caused by the fact
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that the gain ratios are calculated using a small subset of the calibration points at only two

locations on the X-motion rail (ref. Chapter 5, Section 1.1).

The data presented in this chapter indicates that lookup compensation methods en­

hance the performance of the original method. Other calibration improvements, such as

averaging multiple maps or polynomial smoothing do not necessarily have a big impact on

the final results. It was observed that the map averaging technique tends to worsen the

correction map when long extrapolations are used.

5.2. Parametric methods review. The modeling of distortion patterns is intu­

itively a powerful approach ta the canlera calibration problem. Simple and wide-spread

theories about camera optics are correlated with the sensor data to produce a succinct list

of calibrated parameters. In addition, a rigorous and lengthy alignment process is avoided

when recreating a three-dimensional target array by moving the calibration board by known

increments. The calibration board is aligned perpendicu1ar to the X-motion rail and is not

necessarily aligned with the Call1era. The only requirement is to position the canlera so that

the calibration board fills most of the field of view. The ulajority of the work is therefore

spent waiting for the vision system to record the multitude of target dots aIld moving the

calibration board to various positions.

Contrary to the generic methods, all the intrinsic and extrinsic parameters are calcu­

lated at the SaIne tune, making all the parameters "OptiUlal" in a least-squares sense. Table

7.9 contains the results from the gain ratio tests from the cameras teste<!.

1 CTVC 1 ITVC 1 COHU (6 mm) 1COHU (8 mm) 1

Gu (mm/pixel) 0.01364 0.01219 0.00817 0.00829
Gz (mm/Une) 0.01600 0.01428 0.00953 0.00967
Np (pixels) 752 752 752 752
N, (tines) 480 480 480 480
Vert. size (mm) 10.257 9.167 6.144 6.234
Horiz. size (mm) 7.680 6.854 4.574 4.642
Ratio 1.336 1.337 1.343 1.343
Error (%) ·0.169 -0.303 -0.732 -0.732

TABLE 7.9. Parametnc methods galn ratIo test results.

•
Full accuracy is aIso obtained when correcting for lens distortions by directly calculat­

ing the corrections from mathematical equatioIls, hence avoiding the bi-linear interpolation
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technique used with the correction map method. As presented before, the bi-linear inter­

polation violates the fact that the distortions are typically growing from the optical axis

following a high order polYnomial pattern and also that the reference correction points are

not the ones measured during the calibration.

In spite of those advantages, the parametric methods have some substantial limita­

tions for a product like the CSVS. First, the system is operated with cameras and lenses

engineered in sucb a way that their characteristics depart from the models preseoted in

ehapter 2. The best example is the ITVC eCD and Light Intensifier, which exhibits un­

common scene distortions difficult to mode!. Furthermore, complex lenses like the Fujinon

15X or Angénieux 8X (see Appendix A) are designed with an impressive number of glass

elements such that the non-radial distortions from element to element are self-correcting

leaving a small probability that a simple parametric model could effectively correct for the

leftover aberrations. Hence, the global accuracy of the parallletrîc ulOdels is limited by the

correlation between the distortion model and the true nature of the camera distortion.

When the distortion model fits the data with difficu1ty, the rest of the parameters are

force<! to depart CrOUl their true value to obtain the best-fit solution in a least-squares fash­

ion. As a result, when substantial calibration accuracy is required, many different Ulodels

have to be tested and careful analysis has ta be performed ta select the best calibration.

However, fewer sets of 1Il0dels have to be tested if the lens characterization performed by

the manufacturer is available. This data is typically provided for high-quality products.

At the defense of the parametrîc techniques, better parametric calibrations might have

been achieved by using calibration board positions that fille<! the field of view at all times.

1t was discovered after plotting the calibration centroids, that moving the calibration board

away from the canlera left only a few calibration points outside the 70% field of view area.

Lastly, in the cases studied we fOWld that better calibration perforulance was achieved

when fewer distortion coefficients were use<!. Adding tlùn prisUl and decentering effects was

occasiooally a benefit, but more often degraded the global accuracy. As a final recouilllen­

dation, tests should he done to verify whether certain variables take on a preswned value

under a selected significance level (1 - a), based on the estimated variance of the variable.

Such tests are presented in [62] .
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6. General use of the calibration evaluation methods

The approach adopted to evaluate the various calibration methods was first to measure

the error level or calibration residuals on the calibration board, and second to repeat the

tests with an independent system such as the volumetrie array.

The CSE on the calibration board is mainly used to verify the ability of the calibration

method ta correct for distortions. The performance threshold can be established using the

estimated centroid error presented in Chapter 6.

The CSE, OSE, and RP8E tests performed on the independent volumetrie array

present a global assessment of the quality of the calibration. AU intrinsic camera parameters

contribute to the error estimation process. For the CSE, OSE, a performance criteria can

be derived using an extension of the estimated centroid error. In the ideal case, the RP8E

should be equal to zero.

Comparing the rE~ults feonl the tests on both the calibration board and the volumetrie

array indieates that the calibration board testing is not enough to validate the calibration.

Analyzing only the calibration board error data would have made the task of predieting the

large relative array solution errors almost inlpossible.

1t is believed that the tolerances used ta design and assemble our calibration rig ulÎght

explain the difference in aceuracy obtained between the calibration board and the volumetrie

array tests.

7. Conclusion

This ehapter presented the carnera calibration performance results obtained from the

different methods. The next chapter completes this thesis by presenting an overview of the

topies discussed and the results obtained. The very last section deals with some unanswered

camera calibration questions and summarizes new researeh areas that we would like ta

pursue.
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CHAPTER 8. CONCLUSION

CHAPTER 8

Conclusion

This thesis presents a review of various techniques and concepts used in the field of camera

calibration. Camera calibration is the art of mathematically seeking the "intrinsic" and

"extrinsic" parameters, Le. the inforrnation that relates ta the Call1era optics (including

the lens distortions) and the infornlation that describes the location and orientation of the

camera in 3D space.

The calibration techniques studied can be classified iuta two distinct categories: the

"generic" and the "paraInetric" calibration techniques. Contrary ta the parametric ap­

proach, the generic calibration methods do Ilot as8UlIle any distortion equatioll ta fit the

distorted data. Rather, a correction Ulap for the entire iUlage plane is generated.

The performance of the different calibrations was evaluated at two levels. The first level

verifies the validity and accuracy of the distortion correctioIl. The task is perfonned using

the calibration apparatus, recording additional data different frOIn the original calibration

information. A second level of testing uses a volunletric array of size sinùlar to the real

operation environnlent to verify the accuracy of the general call1era paraIlleters.

The analysis results gathered for this report were compared with benchmark values

obtained fronl the estimated centroid error (5) presented in Section 1 of Chapter 6.

The following subsections present a sunwlary of salient tapies and test results intended

to point towards new directions to improve the accuracy and repeatability of the CaInera

calibration for the CSVS.
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1. Preferred calibration method

Tables 8.1 and 8.2 show a summary of the Camera-Space Errors collected on the cali­

bration board and on the volumetrie array. The last two colwnns are the CSEs normalized

with respect to the estimated centroid error (6).

Generic Parametric Centroid err. Generic Parametric
(lines) (lines) (lines) (normalized) (normalized)

CTVC 0.054 0.060 0.073 0.737 0.822
ITVC 0.090 0.548 0.074 1.219 7.447
Cohu (6 mm) 0.089 0.187 0.073 1.212 2.549
Cohu (8 mm) 0.054 0.086 0.073 0.735 1.168
Average 0.072 0.220 0.073 0.976 2.996

TABLE 8.1. Sumulary of CSE results on the calibration board.

Generie Paranletric Centroid err. Generic Parametric
(lines) (lines) (lines) (norulalized) (nornlalized)

CTVC 0.444 0.424 0.062 7.112 6.791
ITVC 0.399 0.682 0.062 6.458 11.032
Cohu (6 mm) 0.260 0.274 0.042 6.137 6.459
Cohu (8 mm) 0.252 0.269 0.064 3.953 4.216

1Average 1 0.339 1 0.412 1 0.058 1 5.915 1 7.125
TABLE 8.2. Summary of CSE results on the volumetrie array.

The calibration verification data indicates that the generie methods produced com­

parable or clearly better results than the parametrïc methods. Furtherulore, a definite

improvement is observed when lookup compensation techniques are used.

2. Camera configuration

The applicability of a given set of camera parameters is nlore or less limited to the

camera configuration and the lighting conditions that were selected at the time of the

calibration. Investigating the camera response to changing conditions should be given a

fairly high priority since the effects could be quite pronounced on the photosolution accuracy.

3. Calibration rig

The calibration rig is the fundanlental component of the calibration task. The level

of tolerance and functionality specified to build the apparatus has a direct effect on the
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accuracy of the camera calibration task. It serves as "ground truth" for establishing the

projective scaling obtained with a given camera. Special attention ta construction tolerances

is necessary to ensure that physical errors are below a level that can be detected by the CCD

camera. Also, the markings on the calibration board should be planned to simultaneously

maximize the target size and minimize the interpolation distance between the reference

targets.

4. Camera calibration evaluation

The use of a volumetrie array proved to be useful ta uncover the weaknesses of the

calibration rig created specifically for this study. However, as the calibration rig becomes

more and more dependable, the goal is to develop means of fully verifying the calibrations

using only the calibration board. Once equivalent evaluation results are obtained on the

volumetrie array as on the calibration board, the voluuletric array will be dispensed.

Ultimately, to decide if the level of calibration is sufficient, it is desirable to determine

the effect of the calibration errors in the context of an operation. The calibration procedure

should determine error estimates for the intrinsic and extrinsic parameters. The error

estimates would serve two purposes. First, the error estimates would fonn part of the

criteria for deciding if the calibration is successful. Second, these error estimates would

be required by error IIlodeling tools such as the SVS Accuracy Madel (SAM) in order ta

predict the final six degree-of-freedoul errors at the payload mating interface.

For the focal length, gain ratios, optical center, and the position and orientation of

the camera coordinate systern, the standard deviatioll of error should be provided. The

camera/lens residual error is modeled by SAM as a constant error, plus an error that is

proportional to the square of the distance of the target image from the optical center. SAM

requires a constant and a quadratic error coefficient for horizontal and vertical errors in the

image plane, for a total of four coefficients.

5. Areas of future research

More testing will he necessary to determine the exact cause of the apparent change

in camera calibration performance between the calibration board and the volumetrie array.

Therefore, mast generic methods will be revisited, the existing calibration fig will be verified
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and improved, and the volumetrie array will be re-surveyed. Following this, a new attempt

will be made to obtain rE~ults of similar accuracy between the two arrays.

Work to come will include the development of a series of tests intended to measure

the range of applicability of a given set of calibration parameters. This effort will focus on

measuring, and then expressing mathematical1y, the centroid bias from nominal operation

conditions, as lighting conditions vary.

Future areas of research will inc1ude the developUlent of new methods for camera self­

calibrations with a minimum of a priori information. We believe that this field of research

will become increasingly popular as vision systems for remote sensing operations rely more

heavily on CCD canleras equipped with zoom lenses.
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GLOSSARY

A/C, ADC

CBA

CLCUTIL

eSLC

CCD

CCE

CCS

CMA

CSA

CSE

DOF

FCS

HCS

HFOV

HPS
rCCD

rcs
LS

LSA

MTF

NASA

NRCC

OSE

PC

Analog to Digital Conversion

Calibration Board Assembly

Camera Lens Calibration Utility

Cubie Spline Smoothing with Lookup Compensation

Charged Coupled Deviee

Charge Conversion Effieiency

Camera Coordinate System

Camera Mounting Apparatus

Canadian Spaee Agency

Camera-Space Error

Degrees of freedom

Frame Coordinate System

Housing Coordinate System

Horizontal Field of View

High-order Polynomial Smoothing

Intensified Charged Coupled Deviee

Imag~plane Coordinate System

Least-Squares

Longitudinal Spherical Aberration

Modulation Transfer Function

National Aeronautics and Space Administration

National Researcb Couneil of Canada

Object-Space Error

Persona! Computer

GLOSSARY
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PS

PSLC

PTU

RLS

RMS

RPSE

SAM

SVS

SVU

STS

TCS

TSA

VSCL

Polynomial Smoothing

Polynomial Smoothing with Lookup Compensation

Pan-Tilt Unit

Ring Light Source

Remote ManipuIator System

Relative Photosolution Error

SVS Accuracy Model

Space Vision System

Space Vision Unit

Space Transportation System

Target Coordinate System

Transversal Spherical Aberration

Vision System Certification Laboratory

GLOSSARY
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A.t CTVC

APPENDIX A

Camera configurations

The manufacturers specifications for the three cameras and four lenses used for this thesis

are presented in this Appendix.

1. CTVC

The Space Shuttle CTVCs are used during the fiights to support the crew in performing

a nwnber of operations. These include RMS berthing, payload deployment and berthing

with and without SVS, EVA support, Cargo bay inspection, Earth observation, and other

operations.

Because of their intended use, the CaInera components are contained in protective,

thermally controlled housing. Figure A.1 shows the exposed camera and lens aIld the flight

configuration of a typical CTVC.

FIGURE A.l. CTVC canlera'

Some brief technical specifications on the main components of a CTVC are presented

in Tables A.l, and A.2 .
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Make AlI solid-state camera (3 chips), Sanyo Frame Transfer CCD, LC9915G.
Format 2/3", 764H by 487V, Ilmm diagonal, Pixel 11.5mm by 13.5mm
Outputs NTSC composite and component (RGB).
Resolution 100% MTF at TVL/PH

TABLE A.1. eTVe imager properties.

Make Fujinon F/1.7 5.5-47mnl lens, 4:3 aspect ratio.
Zoom 8.5:1, 13.3° to 90°, 840 steps, (90° rotation, 0.11°Istep).
Focus Infinity to 0.3 meter (11.8 in.), (1200 steps, 144° rotation, 0.12°/step).
Iris F/1.7 to F/16 to Iris fully closed, (360 steps, 76° rotation, O.21°/step).

f1llelŒ VUllL.L\\_
pee ... .. ....

Lens diagram
TABLE A.2. CTVC lens propertles.

The horizontal field of view (HFOV) used for the calibrations was 36.4°, which is a

typical zoom setting for a SVS configuration. The details on other camera/lens adjustments

used for the tests are presented in Table A.3.

Make Martin Marietta, closed circuit solid state
Color Television Camera (CTVC).

sin 217
Gain 12 dB
Balance CABIN
Focus 333 foot
Gamma 1 (linear)
Iris 1T (fully open)
Zoom 36.4°
Focal length 13.5 (VITS DATA)

TABLE A.3. CTVC carnera configuration.

2. ITVC

The Space Shuttle ITVCs were introduced by the Space Shuttle program to perfoml

operations in clark lighting conditions. The ITVCs are equipped with the so-called rCCDs

(Intensified Charged Coupled Deviees) that amplify the amount of light perceived.
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The term "image intensifier refers to a series of special imaging tubes that have been

designed to amplify, by several order of magnitudes, the emissions of photons falling upon a

photocathode. The technology allows the imaging device to obtain more information about

the scene being viewed than would be possible under the same lighting conditions without

the amplification. Valuable information on the ICCD technology can be found in [301.

In its final configuration the ITVC looks similar to the CTVC. Figure A.2 shows the

Angénieux lens used with the ITVCs as weil as an ITVC in its flight configuration.

FIGURE A.2. ITVC camera.

Sorne brief technical specifications on the main components of a ITVC are presented

in Tables A.4 and A.S.

g p p

Make Sanyo frame transfer CCD, LC991SG-NS04
Format 2/3" 1 768H by 490V, 11mm diagonal, Pixel 11.Smm by 13.Smnl
Output EIA RS-170 Conlposite 75 n balanced differential.
Resolution 14% MTF at 345 TVL/PH w/aperture comp., lens T/4.7
Intensifier ITT Proximity-focused diode intensifier (PFD), 18mm input diagonal, P20

phosphor.
TABLE A.4. ITVC ima er ro erties.
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Make Angénieux, 15 x 8.3 AIF.BR, 4:3 aspect ratio.
Zoom 15:1, S.3 - 125 mm, 56° - 4°.
Focus Infinity ta O.S m (31").
Iris F/1.7 to fully closed.

TABLE A.S. ITVC lens ro erties.

A.3 COHU 4910•
The horizontal field of view (HFOV) used for the calibrations was 39.1°, which is a

typical zoom setting for a SVS configuration. The details on other camera/lens adjustments

used for the tests are presented in Table A.6.

gur

Make Martin Marietta, closed circuit solid state In-
tensified Television Camera (ITVC).

s/n S14
Gain 12 dB
Balance CABIN
Focus 227.5 feet
Gamma 1 (linear)
Iris 12T (fully open)
Zoom 39.1°
Focal length 12.4 (VITS DATA)

TABLE A.6. ITVC camera COntil ation.

3. Cohu 4910

Cohu is a company that offers a wide variety of high-quality color and monochroule

cameras for various types of applications. For the purpose of our tests the model 4910

(shown in Figure A.3) was selected together with two different Pentax/Coslnicar C-ulOunt

lenses. A generic representation of the lenses is also present in Figure A.3.

Tables A.7, A.S, and A.9 contain technical infonnation on the Cohu camera and the

two lenses used for the tests.

Make Cohu 4910, High Perfomlance Monochrome Interline Transfer CCD Canlera.
Format 1/2", 6.4 by 4.S nun, 768 (H) by 494 (V)
Output NTSC composite, unbalallced.
Resolution 580 horizontal, 350 vertical

TABLE A.7. Cohu call1era lmager propertles.

•
The details on the setting of the Cohu canlera during the tests are presented in Table

A.10.
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• A.3 COHU 4910

FIGURE A.3. Cohu camera and CoslIùcar Lens.

Make Cosuùcar/Pentax C60606.
Type Fixed focal Length.
Focus Infinity to 0.3 Ineters.
Iris 8T to fully open.

TABLE A.B. Cosnucar 6 Uilll Lens propertIes.

TABLE A.9. Cosnucar S amI Lens propertles.

Make CosmicarIPentax C3080S.
Type Fixed focal Length.
Focus Infinity to 0.3 meters.
Iris ST to fully open. .

Make Cohu 4910
sin 235038
Gain OdB
Balance Full CCW (hard stop)
Shutter Off
Peak AVG. DefauLt
AGe Off
Gamma 1 (linear)
Sharpness DefauLt

TABLE A.10. Colm camera configuration.
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• B.1 RADiAL· FIRST ORDER EXAMPLE

APPENDIX B

Least-squares minimization method

This appendix contains the details of the Least-Squares minimization techniques used ta

solve the non-linear parametric calibration equations. The method is explained through the

Radial - first order uIlpleUlentation found in Chapter 5, Section 2.3.1.

1. Radial - first order example

The colinear relations of photogranunetry from Section 2 are used to derive the math­

ematical expressions ta UlÏnimized X by the LS fitting criterion for a total number of N

target :

X = argmjn [t (~(j) + .o.~(j))] ,
)=1

where:

(B.l)

~y(j) = yu(j) (Xcr + XTUU + YTu12 + ZrU l3)

- le (YCT +XTU 21 + YTU22 + ZrU23) ,

~z(j) = zu(j) (Xcr +XTUll + YTU12 + ZrU 13)

•
The previous equation cao be simplified to:
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•

B.1 RADIAL - FIRST ORDER EXAMPLE

XT = XTQU + YTQ 12 +ZTOI3,

y';' = XTQ 21 + YTQ 22 +ZT0 23,

ZT = XTQ 31 + YT0 32 + ZT0 33.

The correcte<! centroids (YU, zu) in the ICS are obtained from the distorted centroids

(YFI ZF) in the FCS, using the following transfonnations:

YU = Yd· (kl . (Y~ + z~) + 1) ,

ZU = Zd· (kl . (Y~ + z~) + 1) ,

where

Yd = (YF - Gy) . Gy,

Zd = (ZF -C:;) ·G:.

The unknown paranleters in the previous equations are: Gy, G:;, Cy, C:, KI, Xer,

Yer, ZCT, a12 , a13, and a23.

A first order Taylor's series expansion is use<! to linearize<i Equation B.2. The coeffi­

cients are obtaine<! by applying the following equatiolls:

Bu : 8~~) = (Ker + XT) . [Yd+3kl~:klllci:~],

B 12 : 8~~) = (Xer + XT) . [2kg'::3] ,

Ô~JlU)B H : -r;- = (Xer + Xr) . [-2G:k lYdzd],

BI5 : ôity) = (Xer + XT) . [Y~ + YdZJ] t
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B.l RADIAL - FIRST ORDER EXAMPLE

8Li,,(j) •
B16 : 7JXëT = Yu(j),

~
Li .

B17: = -le,
CT

~
Li .

B18: = 0,
CT

B : éJLiv(j) = Ci) . [033Yf(j) _ 023Zî:Ü}] _ r . [013ZT(j) _ 033XTÜ)]
19 ~ Yu Ou 011 Je 011 011'

~Li - [ZI (j)]B . 1 =_ . ~
111· 023 le 033'

B21 : a~) = (Xer + XT) . [2kb:,:] ,

B22 : ô'iG~j) = (Xer + XT) . [:d+3kl~:kl~Zd],

B24. : 8'ié~) = (Xer + XT) . [-Gy - 3Gyk 1zj - G:klY~] ,

B25 : ô~k~j) = (Xer + X~)· [Y~Zd + zj],

~
Li .

B28 : : = -le,
CT

B : ôff=U) = ( .) . [033YfU) _ 023Zî:U)] _ r • [023XTU) _ 013YfU)]
29 (t12 Zu J (tu 011 Je 011 (tU'

~Li . [XI (j)]B . = -- • ~211· 023 - le (t33·

Rewriting the linearized version of Equation B.2, yields:
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• B.1 RADIAL - FIRST DRDER EXAMPLE

B12 B13 BH. B I5 BI6 BI7 BI8 BI8 Buo BUl].

B22 B23 B24 B25 826 827 B28 828 8 210 B211

raGyaG.:âCyaC:aKlaXCTaYcraZCTaOI2aOI3au23IT = O.

•

The value for the a vector is obtained by the pseudo..inverse method, as follows:

( T )-1 T.:1 = B . B . B . (-u).

Figure B.l contains a flow chart describing the iterative process followed by this mini­

mization method.
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• B.1 RADIAL - FIRST ORDER EXAMPLE

1 START 1

!
TARGETS: j =1 to JP

-Target coordinate positions - XID, YID,lID
·Photocoordinates - YID. z(jJ

Convergence Parameters - TOl
Iteration Counter - rrs

J.
Initialize the Normalized Camera Parameters:

[pARia = [G,. Gr, C;. Cc' k,. XCT' Ver.Zer. a.2' a.3. ~I

Generate Orientation Matrix - [MTRX)

1START ITERATIONS
~

(Clear the arrays cantaining the elements for the solution process - Band U 1

!
rrransform target coordinate data using the Onentation Matri. 'IMTRX):

IX' Y' Z']' =[MTRXJ •lX y Z)

~
Calculale the coefficients in Taylor series first arder approlllmation for y and z:

(811)j, (B12)j. (813}j, (B14)j. (B15)j. (816)j. (817)j, (B1B)j. (819)j. (BttO)j, (8111)j and (Ut)j
(B2t)j. (822)j. (823)j, (824)j, (B25)j. (B26)j. (827)j, (82B]j, (829)j. (B2tO}j, (8211)j and (U2)j

Store Results in Band U.

IUNTIL -ail targ...re ProCft88d:

Solve simultaneous equations for parameters increments:

[Delta] =(Ef - 8)·1 • sr- (-U)

!
Update parameters:

[PARI = [PAR] +[ Delta 1

~
Check convergence:

-NO- f-YES-

1[ Delta Il <= TOl

DATA OUTPUT:

•
FIGURE B.1. Least-Squares mininuzatioll flow chart .
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• C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

APPENDIX C

Student's t-test results

The complete results of the Student's t-tests from Chapter 7 are presente<! in this appendix.

The data is compile<! for every test and carnera in various tables wmch include aIl methods,

group numbers, and average errors.

1. Student's t-test in a nutshell

For two normally distributed data sets of 11.1 and 11.2 elements and given the Ulean5 (Xl

and X2) and variance (u~ and u~) of both sets, the t-value is obtained by applying FornlUla

C.l.

(C.l)
X I -X2

t - value = .
V 2 2
~+~
RI-I R2-l

•

The level of significance is determined by the t-value and the number of elements in

both sets. Significance levels of 95% and above indicate that the mean difference between

the two distributions are iInportant enough to consider the two sets different.

2. Complete calibration performance results

This section presents the calibration performance results obtained for the different

cameras and tests.
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C.2 COMPLETE CALmRATlON PERFORMANCE RESULTS•
1

Groups 1 Average 1
error (lines)

Methods

1 0.0437 o Lookup compensation method
0.0448 o Polynomial smoothing method with Lookup

compensation method
2 0.0499 o Radial - fixed gain ratios

0.0534 o Radial and decentering - 2 steps
0.0543 o Radial - fixed focal length

3 0.0578 o Radial and decentering
0.0589 o Averaging of multiple maps
0.0604 o Original method
0.0626 o Polynomial smoothing method
0.0627 o Special radial
0.0633 o Radial and second order
0.0648 o Radial and thin prism

4 0.0681 o Radial - different data sets
0.0685 o Radial and tangential
0.0734 Standard Centroid Error

TABLE C.l. Calibration performance from the CSE on the calibration
board for the CTVC.

1
Groups 1 Average 1

error (lines)
Methods

•

1 0.0720 o Lookup coulpensation method
0.0736 Standard Centroid Error
0.0754 o Original method

2 0.0889 o Averaging of multiple maps
3 0.1043 o Polynomial smoothing method with Lookup

COUlpensation Illethod
0.1077 o Polynomial sUloothïng IIlethod

4 0.4668 o Radial - fixed gain ratios
0.4939 o Radial - fixed focal length

5 0.5668 o Radial - different data sets
0.5714 o Radial and second order
0.5775 o Radial and decentering
0.5779 o Special radial
0.5804 o Radial and thin prism

6 DNC o Radial and decentering - 2 steps
DNC o Radial and tangential

TABLE C.2. Calibration perfonnance frOID the CSE on the calibration
board for the ITVC. (DNe: calibration did not converge)
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C.2 COMPLETE CALIBRATION PERFORMANCE RESULTS

Methods

1 0.0537 o Lookup compensation method
0.0583 o Polynomial smoothing method with Lookup

compensation method
0.0733 Standard Centroid Error

2 0.0906 o Averaging of multiple maps
3 0.1196 o Polynomial smoothing method

0.1220 o Original method
4 0.1783 o Radial and second order

0.1787 o Radial and decentering
0.1789 o Radial and decentering - 2 steps
0.1837 o Radial and tangential
0.1889 o Radial and thin prism
0.1901 o Special radial
0.1914 o Radial - fixed gain ratios
0.1918 o Radial - fixed focal length
0.2003 o Radial - different data sets

1Groups 1 Average 1
error (lines)•

TABLE C.3. Calibration performance from the CSE on the calibration
board for the Cohu with a 6 mm lens.

Methods

1 0.0478 o Polynomial smoothing method with Lookup
compensation method

0.0482 o Averaging of ulultiple maps
0.0489 o Lookup coulpensation method

2 0.0619 o Polynomial snIoothîng method
0.0624 . o Original method
0.0733 Standard Centroid Error

3 0.0795 o Radial and second order
0.0842 o Radial and decentering - 2 steps
0.0843 o Radial and decentering
0.0849 o Radial and thin prism
0.0868 o Radial - different data sets
0.0869 o Radial - fixed focal length
0.0870 o Radial - fixed gain ratios
0.0870 o Special radial
0.0894 o Radial and tangential

1Groups 1 Average 1
error (Unes)

TABLE CA. Calibration performance fronl the CSE on the calibration
board for the Colm with an 8 mm lens.
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C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Methods

0.0624 Standard Centroid Error
1 0.2859 o Radial and decentering

0.3970 o Radial and tangential
2 0.4082 o Radial - different data sets

0.4308 o Polynomial smoothing method with Lookup
compensation method

0.4314 o Lookup compensation method
0.4456 o Original method
0.4465 o Polynomial smoothing method
0.4476 o Radial and decentering - 2 steps
0.4542 o Radial and thin prism
0.4545 o Radial - fixed focal length
0.4546 o Special radial
0.4553 o Radial and second order
0.4562 o Radial - fixed gain ratios
0.4645 o Averaging of multiple maps

1
Groups 1 Average 1

error (lines)•

TABLE C.5. Calibration performance from the CSE on the volumetrie array
for the CTVC.

Methods

0.0618 Standard Centroid Error
1 0.3879 o Original method

0.3908 o Lookup compensation method
2 0.4007 o Averaging of multiple maps

0.4078 o Polynomial smoothing method
0.4089 o Polynomial smoothing ulethod with Lookup

compensation method
0.6386 o Radial and second order
0.6552 o Special radial
0.6803 o Radial and thin priSUl
0.6848 o Radial and decentering
0.6983 o Radial - fixed focal length
0.7026 o Radial - fixed gain ratios
0.7138 o Radial - different data sets

3 DNC o Radial and decentering - 2 steps
DNC o Radial and tangential

1Groups 1 Average 1
error (lines)

TABLE C.6. Calibration performance frOUI the CSE on the voluuletric array
for the ITVC. (DNC: calibration did not converge)
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C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Methods

0.0676 Standard Centroid Error
1 0.252 o Radial and tangential

0.2544 o Polynomial smoothing method with Lookup
compensation method

0.2573 o Special radial
0.2589 o Polynomial smoothing method
0.2594 o Radial - fixed gain ratios
0.2611 o Original method
0.2630 o Lookup compensation method
0.2636 o Averaging of multiple maps
0.2707 o Radial - different data sets
0.2710 o Radial and second order
0.2717 o Radial and decentering
0.2718 o Radial and decentering - 2 steps
0.2722 o Radial and thin prism

2 0.3385 o Radial - fixed focal length

1
Groups 1 Average 1

errar (lines)•

TABLE C.7. Calibration performance from the CSE on the volumetrie array
for the Cohu with a 6 mm lens.

Methods

0.0638 Standard Centroid Error
l 0.2435 o Original method

0.2471 o Polynomial SIIloothing method
0.2521 o Lookup compensation method
0.2572 o Polynomial sUloothing method with Lookup

compensation method
0.2589 o Radial and tangential
0.2600 o Averaging of multiple Ulaps
0.2660 o Radial and decentering - 2 steps
0.2667 o Radial and thin prism
0.2681 o Radial and second order
0.2697 o Radial and decentering
0.2699 o Radial - different data sets
0.2720 o Radial - fixe<! focal length
0.2735 o Special radial
0.2742 o Radial - fixe<! gain ratios

1
Groups 1 Average 1

error (lines)

TABLE C.8. Calibration performance froui the CSE on the volumetrie array
for the Cohu with an 8 mm lens.
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C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Methods

0.0191 Standard Centroid Error
1 0.1105 <> Radial and taogential

0.1130 <> Radial - different data sets
0.1170 <> Lookup compensation method
0.1172 <> Polynomial smoothing method with Lookup

compensation method
0.1215 <> Original method
0.1220 <> Polynomial smoothing method
0.1236 <> Radial and decentering - 2 steps
0.1240 <> Radial and decentering
0.1252 <> Radial and thin prism
0.1252 <> Special radial
0.1255 <> Radial and second order
0.1256 <> Radial - fixed focal length
0.1257 <> Radial - fixed gain ratios
0.1308 <> Averaging of multiple maps

1
Groups 1 Average 1

error (lines)•

TABLE C.9. Calibration performance from the OSE on the volumetrie array
for the CTVC.

Methods

0.0192 Standard Centroid Error
1 0.1035 <> Original method

0.1040 <> Lookup cOIllpensation rnethod
0.1071 <> Averaging of I1lUltiple maps
0.1083 <> Polynonual smoothing method
0.1085 <> PolynoII1Ïal snloothing method with Lookup

compensation nlethod
2 0.1751 <> Radial and second order

0.1805 <> Special radial
0.1877 <> Radial and thin prism
0.1882 <> Radial - fixed focal length
0.1886 <> Radial and decentering
0.1926 <> Radial - fixed gain ratios
0.1957 <> Radial - different data sets

3 ONC <> Radial and decenterillg - 2 steps
ONC <> Radial and tangential

1Groups 1 Average 1
error (Unes)

TABLE C.10. Calibration perfomlance from the OSE on the volumetrie
array for the ITVC. (ONC: calibration did not converge)
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C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Methods

0.0247 Standard Ceotroid Error
1 0.0806 <> Radial and tangential

0.0818 <> Special radial
0.0828 <> Radial- fixed gain ratios
0.0843 <> Polynomial smoothing method with Lookup

compensation method
0.0857 <> Polynomial smoothing method
0.0863 <> Original method
0.0868 <> Radial and thin prism
0.0868 <> Radial and second order
0.0869 <> Averaging of multiple maps
0.0870 <> Radial and decentering
0.0870 <> Radial and decentering - 2 steps
0.0871 <> Lookup compensation method
0.0878 <> Radial - different data sets

2 0.1119 <> Radial - fixed focal length

1Grou~ 1 Average 1
error (lines)•

TABLE C.11. Calibration performance fronl the OSE on the volumetrie
array for the Cohu with a 6 mm lens.

Methods

0.0207 Standard Ceotroid Error
1 0.0711 <> Original method

0.0719 <> Polynomial sUloothing method
0.0734 <> Lookup coulpensation method
0.0745 <> Polynonlial sUloothing method with Lookup

coulpensation ulethod
0.0753 <> Averaging of multiple maps
0.0756 <> Radial and tangential
0.0771 <> Radial and decentering - 2 steps
0.0772 <> Radial and thin prism
0.0776 <> Radial and second order
0.0778 <> Radial - different data sets
0.0780 <> Radial and decentering
0.0789 <> Radial - fixed focal length
0.0793 <> Special radial
0.0795 <> Radial - fixed gain ratios

1Grou~ 1 Average 1
error (lines)

TABLE C.12. Calibration performance frOUl the OSE OD the volumetrie
array for the Cohu with an 8 mm lens.
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Methods

C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Translation error (inches)
1 0.7977 o Averaging of multiple maps

0.8051 o Radial - different data sets
0.8078 o Radial and tangential
0.8080 o Radial - fixed focaIlength
0.8087 o Radial and decentering - 2 steps
0.8133 o Radial - fixed gain ratios
0.8159 o Radial and decentering
0.8194 o Original method
0.8279 o Polynouùal smoothing method
0.8296 o Lookup compensation method
0.8342 o Radial and thin priSUl
0.8356 o Polynomial smoothing method with Lookup

compensation method
0.8369 o Radial and second order
0.8401 o Special radial

Rotation error (degrees)
0.1329 o Radial and tangential
0.1367 o Radial - different data sets
0.1391 o Lookup compensation method
0.1402 o Polynouùal smoothing method with Lookup

compensation method
0.1500 o Original method
0.1517 o Polynomial smoothing method
0.1553 o Radial and decentering - 2 steps
0.1561 o Radial and decentering
0.1569 o Radial and second order
0.1576 o Special radial
0.1589 o Radial and thin prisrn
0.1589 o Radial - fixed focal lellgth
0.1597 o Radial - fixed gain ratios
0.1755 o Averaging of multiple maps

1Groups 1Average 1
error•

TABLE C.13. Calibration perforulance from the RPSE on the volumetric
array for the CTVC.
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Methods

0.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Translation error (inches)
1 0.4074 <> Radial - fixed focallength

0.6770 <> Special radial
2 0.7941 <> Radial - different data sets

0.7963 <> Polynomial smoothing method
0.8046 <> Radial and second order
0.8101 <> Polynomial smoothing method with Lookup

compensation method
0.8197 <> Radial and thin prism
0.8442 <> Radial and decentering
0.8701 <> Radial - fixed gain ratios
0.9742 <> Averaging of multiple maps
1.0290 <> Original method
1.0501 <> Lookup compensation method

3 DNC 1 <> Radial and decentering - 2 steps
ONC <> Radial and tangential

Rotation error (degrees)
1 0.0902 <> Radial - fixed focal length

0.0920 <> Polynomial smoothing method with Lookup
compensation method

0.0951 <> Polynomial sUloothing method
0.0991 <> Lookup coulpensation method
0.1039 <> Original method
0.1070 <> Averaging of multiple maps

2 0.2382 <> Radial and second order
0.2490 <> Radial and decentering
0.2591 <> Special radial
0.2617 <> Radial and thin prism
0.2652 <> Radial - different data sets
0.2652 <> Radial - fixed gain ratios

3 ONC <> Radial and decentering - 2 steps
ONC <> Radial and tangential

1GroUps 1Average 1
error•

TABLE C.14. Calibration perforulance from the RPSE on the volumetrie
array for the ITVC. (DNC: calibration did Ilot converge)
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Methods

C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

1

Groups 1Average 1
error

Translation error (inches)
0.3543 <> Radial and tangential
0.3601 <> Radial - different data sets
0.3689 <> Radial - fixed gain ratios
0.3758 o Radial - fixed focal length
0.3776 <> Special radial
0.3874 o Radial and decentering
0.3901 o Radial and second order
0.3901 <> Radial and decentering - 2 steps
0.3914 o Radial and thin prislll
0.4444 o Polynomial smoothing method with Lookup

compensation method
0.4461 <> Original method
0.4486 o Lookup compensation method
0.4500 <> Polynomial smoothing method
0.4677 o Averaging of multiple maps

Rotation error (degrees)
0.1119 <> Special radial
0.1139 o Radial - fixe<! gain ratios
0.1154 <> Radial - fixe<! focal length
0.1178 <> Radial and tangential
0.1186 <> Radial and second order
0.1201 o Radial and decentering - 2 steps
0.1204 o Radial and decentering
0.1208 <> Radial and thin prisUl
0.1217 <> Radial - different data sets
0.1258 <> Polynomial smoothing method
0.1261 <> PolynOlIlial smoothing method with Lookup

coulpensation method
0.1291 <> Averaging of multiple maps
0.1323 o Lookup coulpensation method
0.1332 <> Original Inethod

•

TABLE C.15. Calibratioll perfornlance from the RP8E on the volumetrie
array for the Cohu with a 6 fiun lens.
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Methods

C.2 COMPLETE CALmRATION PERFORMANCE RESULTS

Translation error (inches)
0.3242 o Original method
0.3306 o Polynomial smoothing method
0.3533 o Lookup compensation method
0.3607 o Polynomial smoothing method with Lookup

compensation method
0.3771 o Radial - different data sets
0.3780 o Radial and decentering - 2 steps
0.3790 o Radial and thin prism
0.3841 o Radial and decentering
0.3853 o Radial - fixed foca1length
0.3866 o Radial and tangential
0.3866 o Averaging of ulultiple maps
0.3886 o Special radial
0.3887 o Radial - fixed gain ratios
0.3909 o Radial and second order

Rotation error (degrees)
0.0938 o Original method
0.0978 o Polynomial smoothing method
0.1000 o Lookup compensation method
0.1046 o Polynomial smoothing method with Lookup

compensation method
0.1069 o Averaging of multiple maps
0.1162 o Radial and second order
0.1185 o Radial - different data sets
0.1197 o Radial and decentering - 2 steps
0.1203 o Radial and thin prism
0.1205 o Radial and tangential
0.1210 o Radial and decenterïllg
0.1238 o Radial - fixed focal length
0.1243 o Radial - fixed gain ratios
0.1244 o Special radial

1
Groups 1Average 1

error•

TABLE C.16. Calibration performance frOUI the RPSE 011 the voluuletric
array for the Cohu with an 8 mm lens.
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