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Abstract 

Using the Generalized Likelihood (GL) principle, a receiver structure of relatively 

low complexi ty is developcd for indoor wireless communication channels. The receiver. 

which is robust against channel models, plOvides a performance close ta optimal in 

the CL sense. rl'he GL receiver combines naturally both channel estimation and data 

dctection and therefore it is ideal for transmission ~ystems which operate over unknown 

channels. The efiects of multirath induced intersymbol intl;!rference (ISI) on the channel 

estimation process are mitigated by er.:1ploying the technique of commutation signalmg. 

In addition, hy union b()Unding technique, it is shown that with !;ufficient band\,,'idth 

expansion, th€' probability of having significant ISI on the data detection process can be 

made arbitrarily smalI. Furthermore, a simplified GL receiver is proposed to combine 

binary commutation signaling with DPSK modulation scheme. The errar performante of 

such a receiver under perfect channel estimation over multipath Rayleigh and Lognormal 

fading channels is presented and the performance degradation due to incorrect channel 

estimation is investigated via computer simulations . 
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RésUlllé 

Basée sur le principe de vraisemblance généralisée (VG), une stl'uct.me dt' l't'n'pl ('111' 

de complexité relativement faible est developpée pour la radiocommunicatIOn dan!"> dt,,, 

canaux intérieurs. Ce récepteur, robuste par rapport aux modèles de Cétllil li:'::, élllW' »('1-

formance presque idéale en terme de VG. Le l'éceptPUf à base de VC: cOIll)mJ(' d(' rtl(~()1l 

naturelle estimatior. de canal ainsi que détectioll des données, et pal' (On"(~<JII('IIt., Il ('''' 

idéal pour des systèmes de transmission qui opèrent dans des canaux iIlCOllIlt\~. Le,> efrel.~ 

de l'interférence entre symboles (lES) induites par multi-routes au procédé d'('slilllat,oll 

du canal sont atténuées par l'emploi de techniques de signaux commuté~ À l'éude dl' 

technique de borne à union, il est démontré également qu'en utilisant unc exp,ulsioll dl' 

largeur de bande suffisante, la probabilité d'avoir de l'lES lors du rrocéd(~ de dl'l,ectlOlI 

des données peut-être réduite de fa~'on arbitraire. De plus, un réccptf'ul' à. ba:,C' dp V<; 

simplifié est proposé et combine les signaux commutés binaires et la technique de llJod

ulation DPSK. La performance d'erreur de ce récepteur dans des conditiom parfait!':, 

d'estimation de canal est présentée lorsque le canal exhibe des caractéristique', Rayl("lgh 

multi-routes ainsi que Lognormal. De même, la dégradation de performance dlH' Ct. 'JlIf' 

estimation incorrecte de canal est étudiée à l'aide de simulation par ordina.teur . 
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Chapter 1 

Introduction 

Owing to the increasing demand for personal communication services in l eCf'lIt Yt'cll"", 

the use of radio for wireless access in many indoor environments, such as withill ail ofllt t' 

building, a factory, a superrnarket, etc, has been widely investigated. Wil'c1ess éI«'(· ... ..., 

not only provides the users with true mobility by not having the wires attaclwd to Pill

ticular locations, but also avoids aIl the expensive rewiring when changillg or ill~t.;dllllp, 

other communications services in existing indoor environments. Howcvcl', éI, Wtt c1t .... ..., 

indoor radio system has to cope with harsh communication channels. The Itlltlt'Iplt' 

paths propagations phenomenon in indoor environments can be a major impilirIllf'llt 

to radio communications. This impairment is due to multipath fadmg and rnultipilth 

induced intersymbol interference (181). As a result, a complete knowledgc of the cltéLllIH'1 

characteristics likely to be encountered is required to design a reliable indoor wi,e\p ... c. 

communications system. 

ln order to gain sorne insights into the wideband propagation charadel i<;\.IC .., 

of different indoor environrnents, rnany researches pertaining to the mdoor or UrlhLll 

multipath propagation rneasurements [1]-[5], [26]-[29] and rnodeling of the indoor chanrlf'1 

[6]-[8J using radio signaIs at different carrier frequencie<; have been done. Based on tlw 

1 
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Chapter 1. Introduction 2 

measurements results on the channel parameters such as the signal power variations and 

multipath delays, statisticaI models of the indoor radio channel were developed. As a 

result, the statistical behaviour of the channel parameters becomes the main con cern 

when designing optimal indoor communications schemes and it is often that an a-prlO7'I 

probability model for the unknown parameters which determine the channel impulse 

response is needed. 

The Bayesian approach has been considered as one of the decision strategies for 

signal detectIOn when the prior probability distributions of the parameters are available 

[10J. The extend tu whlch a Bayesian approach may yield good results depends on the 

availability of good a-prlOrl models. In this work, we propose the use of the Generalized 

Likelihood (CL) principle to obtain receiver structures which are robust against channel 

models for indoor communications. Therefore, an a-priori probability model for the 

channel parameters is not required. In addition, these receivers possess a relative lo\\'

complexity structure which employs the square-Iaw equal weight combining. Unlike the 

maximum gain combining which requires the estimations of the signal amplitude, phase 

and multipath propagatIOn delays, the squal'e-Iaw equal weight combining l'eq,tires onl) 

the multipath delays estimates. This advantage further advocates the use of GL recei\'er 

for indoor applications since pha"e tracking is difficult to perform in multipatl1 fading 

channels. 

As the GL principle combines naturally both channel estimation and data detec

tion, one of the difficulties that the receiver encounters is the estimation of the multl

path delays from the received signal. The existence of multipath induced 151 especially in 

high-rate transmissions may complicate the channel multipath estimation process. Ho\v

ever, by employing the technique of commutation signaling [11], the effects of multipath 

induced ISI on the channel estimation process can be reduced. 

Adaptive equalization techniques have been used for combating 151 effects on 

data. detection for communication over multipath fading channels such as those found 
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in HF and troposcatter systems [12] where bandwidth expansion is not possible. M 'i\I'~ 

signaling which enlarges the transmission alphabet can also be used to avoid ISI. lin\\'

ever, it usually leads to complicated receiver structures When bandwiùth expansioll i::. 

possible, the inherent capability of the RAKE re<..eiver tü supprcss multipath illducl'd 

ISI has been pointed out in [14]. In this work, we investigate this issue, and collsid('1' t I}(' 

tradeoff between the ISI suppression capability of general RAKE reCCl\'l'rs and IMlld· 

width expansion. In addition, we also consider the ISI efTects on the CL ('('ccive\' \\'111'11 

commutation signaling is employed. 

Carrier phase tracking is a difficult task in many commulllcation syst ('III" (':-' 

pecially over multipath fading channcls. Furthelmore, at extremcly high fre<j11/'IIC 1('''. 

oscillators may suffer from significant phase noise, making phase coht'1'('1l1. Will 11111 Il IC Il 

tions very difficult. Therefore, we propose to combine binary COl1llllllLiltiulI ~igll,\hll)..', 

with differential phase shift keyed (DPSK) modulation as the signaling sclH'llw fOI tilt, 

GL receiver. The structure of a simplified GL receiver for this signallI1g <;r!IC'IlH' i:-. dl' 

rived and shown to employ differentially coherent detection. In ordcl to cv,tluat.(' tl1t' 

performance of the simplified GL receiver for differentially encoùed billary (,()1l1111111 II

tion signaling under perfect channel estimation, we mocle! the indoor radio !,1',tIl<;II1I:-''''I(JII 

medium as a Rayleigh-dlstributed and a Lognormally-clis~ributed fading Chüllll('1:-, Il 1'-. 

obvious that incorrect channel estimation may cause clegrada tion in the pel fOrmélll<'(' ul 

the receiver, therefore, in this work, we also investigate the effects of mult.ipél.tlt tilJ1I' 

delay estimation errors. 

The orga.nization of this thesis is as follows. Chapter 2 presents differcflt 1IIdO(JJ 

channel models obtained from the results of many indoor multipath propagation 1Ij(';1 

surements. The disparity of these mode!s shows the neecl for the CL approach 'l'h(!11. 

the structure of the GL receiver for indoor radio channeb is derivcd. In Chapt.er :3, tl)(' 

technique of commutation signaling for mitigating the effect::. of multipath induced I~I 

on channel estimation process is described, and the tradeoff between the ISI SUP1~1f!,y.,ioll 
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capability of general RAKE receivers and GL receivers with commutation signaling and 

bandwidth expansion is presented. Chapter 4 shows how the commutation signalmg 

scheme for GL receiver can be integrated with differential phase keyed (DPSK) modu

lation, reveals the advantages of such an implementation, and derives a simplified GL 

receiver structure. In Chapter 5, the performance of the simplified CL receiver with 

differentially encoded binary commutation "iignaling over Rayleigh or Lognormal fadll1g 

channels is presented and the performance degradation due to incorrect channel esti

mation is explored. Finally, Chapter 6 presents the conclusions. A bibliography and 

two appendices are then followed. Appendix A presents an overview of the simulatioll 

program with perfect channel estimation. Appendix B presents an overview of the sim

ulation program under practical channel estimation, that is, when estimation eITOIS ale 

taken into account . 
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Chapter 2 

Generalized Likelihood 

Demodulation over Indoor 

Channels 

This chapter considers the concept of the Generalized Likelihood test fUI J(,lIlodul.d Hill 

over indoor radio channels. Section 2.1 gives a survey of diffcl'cnt indoor ChctllIW) IlIud(').., 

developed from the results of indoor multipath propagation measurcmcnb 1I~lllg 1 <1<111/ 

signal at different carrier frequencies such as 900 MHz, 1..5 GHz and 20-60 Ullt~ Bd~(·d 

on the channel model described in section 2 1, the structure of the Gencralrze<l Li"(')1 

hood receiver for indoor radio channel is derived in section 2.2. It i~ ~howll Ulal, tllI' 

Genel'alized Likelihood concept advocates the use of square-Iaw equal weight COmbllJill)..', 

for the exploitation of multipath diversity . 

5 
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2.1 Indoor Channel Models 

Wireless communication systems have to operate in very harsh radio environments, 

characterized by fading multipath channels. As a result of multipath propagation, the 

rcceived signal consists of many echoes having different and randomly varying dela} s. 

amplitudes and carrier phases. One characteristic of a multipath radio environment i" 

the hme delay spread introduced in the signal which is transmitted through the channel. 

The channel tlme de/ay spread is the time delay between the first and last significantly 

large echoes. One effect of multipath on the indoor radio communication systems i~ 

signal fading. Signal fading is a result of the time variations in the phases of the Fourier 

components delivered to the receiving antenna via various paths Since the total receivecl 

signal is a vector sum of each of the delayed components, wh en they add destructi\·el}. 

the resulting received signal is small or practically zero. On the other hand, the recelved 

signal is becoming large when the delayed Fourier components add constructive!y. Con

sequently, this amplitude attenuations or variations in the received Fourier componenb 

cause the fading phenomenon. 

Another effect of multipath is time dispersion or frequency selectivity. Frequenc} 

selective distortion occurs when the bandwidth of the transmitted signal is greater than 

the coherence bandwidth, the reciprocal of the multipath t2me delay spread, of the 

channel. In this case, two Fourier components with frequency separation larger than 

the coherence bandwidth will be attenuated differently and the channel is then calIee! 

fl'eqtLency-selectwe. Wideband tranSllllssion is appropriate for thlS type of channel be

cause diversity advantage can be obtained. In wideband transmlssion, the transmittecl 

signal is normally having a bandwidth mu ch greater than the coherence bandwidth of 

the channel. This wideband signal is then able to resolve the multipath signal compo

nents which provide the receiver with several independently fading signal replicas WhlCh 

can be combined. Therefore, the use of wideband signaling can also be considered as 

another way to obtain frequency diversity. On the other hand, if the transmitted sig-
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nal bandwidth is smaller than the coherence bandwidth of the channt:'l, the tr,\,l\Sllllt kt! 

signal will not be severely distorted by the channel; it will only bc attclI\lclkd. III t III" 

case, the channel 15 called frequency-nonseleclzve Thus, with a lI1l11tipath ch.lIllIe!, Il 

the transmitted signal bandwidth is less than the coherence balldwidth, tltt'Il it t <Ill lit, 

modelled as frequency-nonseleclwe fading. Both the signal fading and fwq 1 \t'Ill y :-.t'!t-t 

tivity are considered as two different types of distortion due 1,0 th(· l1Iult ip,d.1I ('Ifl'( 1" 

on the indoor wireless communication systems. The signal fading IS mailll)' (',III,('t! hl 

the time variations of the channel while the frequcncy seh,cti vi t.y is l'el,lI.cd 1,0 tltt' b" IId 

width of the transmitted signal relative to the coherence baIlclwidth of t.lw ch,\1\11«'1 III 

equivalently, the multipath time delay spread of the channel. 

The fading multipath nature of the indool' racho challlH'1 IIIlPO"(':-' fllllddlllt'llf.ti 

limitations on the performance of the communication system...,. III 01 d('1 tu pIUp('lly c',,11 

mate the performance limits, a parametric channel mode! is uscflli. A ("01111110\1 1.('( ltllH IIIC' 

of estimating multipath channel parameters is chaunel bOlllldillg [15]-[ 17] 'l'Ill' ( 11<llIlIc·1 

sounding technique is used in both narrowband and wldeballd rh.LlHII'1 c1wl rI! 1,t'IIZcll,)lJ11 

For narrowband transmissions where the reciprocal of the tlammittcd :-'Iglldl )'<llId\\ If 1111 

is much greater than the multipath time dclay spread, t,jlf' cha I!lel ch<ll clc!.I'1 1;'<lIIClII .') 

usually done by exciting the channel with an unmodulated smg!e t011<' l<ldlO /1I'qlll'(J( \' 

carrier. From the measurement results of the variatIOns in the amplttllde illld plt,\!->(·., 01 

the received signal, an appropriate model is then derived to descril,c LIli' l,('ltaviolll 01 

the channel. In the case of wideband transmissions, th~lC aie s('vcral wHIf!band c1lilll(1I'1 

sounding techniques. One of them is the periodic pulse- sounding metb()rJ Hl whH,1t ;. 

short duration, periodic pulse is used ta excite the channel. The pel (oc! (Jf tlw ~{Jl\lIdlllg 

pulse is chosen such that the time-varying response of the propaga.tion P,tU", (,lI1 1)1' 

observed and aIl echoes due to multipath have faded out between .,ucœ~blve trl1!)\\!"(''> 

The received signal is simply the convolution of the channel impul.,e re.,pon,>(' with tllI' 

sounding pulse. This technique resuIts in a series of snapshots, lTl real time, of t.}Il' (h"ll' 

nel impulse response. Since pulse transmitters are gencrally peak powel IJlIlItf:d. 01l1' IJI 
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the major limitations of the periodic pulse sounding teclmique is the high peak-to-mean 

power requirement as needed for detecting weak echoes. Other sounding methods which 

provide pulse compression can overcome this limitation. With pulse compression sound

ing, the channel is excited with a maximal-length pseudorandom binary sequence which 

possesses the characteristics of white noise. After pulse compression of the recei\'ez. 

the channel impulse response convolved with the sounding pulse, autocorrelation is ob

tained. Because of the excellent periodic autocorrelation properties of the pseudorandom 

sequences [18], pulse compression is commonly employed for channel sounding purposes 

and it is implemented via two techniques. One technique kno\vn as the matched-filtering 

uses a filter which is matched to the sounding waveform to produce pulse compression. 

The matched filter is usually realized by a surface acoustic wave (SA \\') device Since 

the matched filtez is matched to a particular pseudorandom sequence used in the tram," 

mitter, the local generation of the sequence at the receiver is unnecessary. Thus. this 

asynchronous soundin~ technique reduces the complexity of the receiver. In addition. 

this method opérates in real tlme because the matched filter outyU t 3i\es a series of 

snapshots of the channel response and a one-to-one mapping of time delays in the time 

domaill. However, because of the inherent deficiencles in the devices such as multiple 

reflections and scattering of the surface acoustic waves, the performance of practical 

SAW devices is then limited. Another pulse compression sounding technique emplo) s 

swept time-delay crosscorrelation. This method uses correlation instead of convolution 

to obtain pulse compression, The correlation processing is practically do ne with a single 

correlator, using a swept time-delay correlation technique in such a way that the incom

ing signal is correlated with a specifie pseudorandom sequence identical to the one being 

transmitted, but docked at a slightly slower frequency. The difference of the dock rates 

at the transmitter and receiver produces time-scaling of the crosscorrelation where the 

scaling factor is the ratio of the highest dock rate to the frequency difference. 

The indoor channel can be characterized by a multipath fading channel. As stated 

earlier, when the transmitted signal bandwidth is smaller than the coherence bandwidth 
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of the multipath channel, the received signal is not distorted severely by the ch.llme! .\IIt! 

it appears at the receiver via a single fading path. As a result, the multipat h COlllp01H'1lb. 

in the received signal are not resolvable. However, if the transmitted signal b.Uldwidth 

is expanded such that it becomes larger than the coherence bandwidth of the 1IIl1ltip,\th 

channel, it has been shown in [19] that the multipath components in t.ht' rec('i\'I,t1 slglI,d 

are then resolvable with a resolution in time delay of the reciprocal of the tl'i1nslllittl'd 

signal bandwidth. Therefore, two paths are resolvable whcn the time difTerence bet\vl'('11 

them is greater than the reciprocal of the transmitted signal bandwidt.h, \Vlt.h tilt' Il sa,!!,,· 

of widehand signaling, more paths can he resolvable than the case wlwll Iléll'l'Owh.wd 

signaling is ernployed. The indoor channel is oftcn modelled as a linear filu'l wit.h tlll' 

complex, lowpass impulse response expressed as [19]: 

00 

h(t) = LO'lc,8'8(t - TI) (~.I ) 
,=0 

where a, is the amplitude of the zth resolvable path, T, is the propag,tlioll tillH' dt·la}. 

fh is the associated phase shifts, z is the path index and in principle, is extellding l'JUill 

o to 00 ,E{·) is simply the Dirac delta function and J = yCT. The mode! of t.lw IIIdoOI 

channel is depicted in Fig. 2.1. It can be employed for obtaining the dlalln(·II("'I)()lIo.,,· 

to the transmission of any signal s(t) by the convolution of s(t) and it(l). i\~ iL 1""';\111. 01 

the movement of people and equipment around the indoor cllvironmcnt, ÜI(' éllllpht.lld,· 

attenuations {a,}, propagation delays {Td and phases {O,} arc randolllly tllne-Vc11 j III~ 

functions and these parameters must be described in terms of sorne randoIn pIOCf:~"'('''' 

However, since these parameters are changing slowly as compared to any signaling ra!'p.., 

to be considered, they will he therefore considered as virtually tlme·invariant randonl 

variables. 

In order to design optimum transceivers for indoor radio communication c;y~t(·ICI"'. 

we need an a-pnori prohahility model for the parameters whlch detcrmine the chanrwl 

impulse response. The statistical behaviour of the set of random variables {QI}' {T,} and 

{(J,} has become the primary motivating factor behind many researches in teceJl t, YCii'" 
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Figure 2.1: The model of the indoor channel. 
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A reasonahle assumption which has long been universally accepted is that the phases {e,} 

of the vanous paths are assumed a prIOn to he a set of statistically independent random 

variables which are uniformly distributed over the range (0,27r) [20]·[22J. Thelefore. 

the measurement of {el} was not carried out in most of the multipath propagation 

experiments. 

Various measurements for the signal attenuation of radio waves propagating into 

buildings [1] or within buildings [2]-[3] at 900 MHz reported that the spatial distribution 

of signal strength adhered closely to Rayleigh fading characteristics. Time delay spreacl 

measurements of 850 MHz wideband radio signaIs due to multipath propagation in and 

around building environments were carried out and reported by Devasirvatham [4J-[.5j. 

These measurements sbowed that the root me an square (RMS) time delay spread was 

in the order of magnitude of few hundred nanoseconds and was smaller in case of the 

presence of a LOS path between the transmitter and receiver . 
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In the work of Turkmani et al. [23], which measured the complex ba.ndpas~ im

pulse response of urban mobile radio channels at 900 MHz, all the coefficients It'<iulrl'd 

to describe a simple and realistic tapped-delay line model for wldcband lIIobiIP ladio 

channel can be obtained from the wideband channel measurcments. Theil \Vorh uSt'd .1 

two-stage model proposed in [20]. With this two-stagc model, the ampli! udt' fluet Uiï

tions of different paths are basically characterized in terms of small-scale and larp,l'-sc,t!(· 

signal variations. A small-scale characterization is obtained over a short pel iod of t.ill\(, 

during which the characteristic of the radio channel is assumed Ilot to changt.· ~igl\iti

cantly. Thus, the mean signallevel of the delayed paths remains const.ant. A larg('-sc"lc' 

characterization is thel1 obtained by averaging ail the small-scale channd statistil'~ 

Employing the two-stage analysis on the wideband }Jropagation dat'i, t.he t,dPPC'C 1-

delay line model for wideband mobile radio channel as descl'lbed by Turklllani l't III. I!-

shown in Fig. 2.2. Each time-delay cell along the tapped-delay line int.\'od\lc(,~ lixed 

time delays into the input signal. This is different from the model givclI ill Fig. :2 1 

which assumes that the propagation time delays are random. The small-scale sign.l! 

fluctuations in each time-delay cell were weIl modelled by uncorrelated Raylpigh filclJlIg 

distribution {R,} while the large-scale signal fluctuations were well modellcd by a Zf'1 c,

mean, Lognormal distribution {L,}. Unlike small-scale signal fluctuations whi<ll WClC' 

found to be almost completely uncorrelated, the large-scale amplitud(~ variations ill adJ" 

cent time-delay ceUs possessed a significant degree of correlatIOn. The tap w('jght.~ {IV,} 

were simply the me an signal strength of the delayed paths The existencr (Jf a.n ('cho 1 Il 

a particular time-delay eell was determined by the effects of the small-<;calc and l,tJ'g('

scale signal fluctuations in that time-delay cell. As the small-scale sigllal variatio/l" hile! 

zero-means, the means and standard deviations of the large-scale amplitude flucl.lI;t!.ioll.., 

were then used for identifying al! significant propagation time delays. Tbe IIlf'a!->IJI('IlWnt 

results showed that the large-scale me an signal was decreasing monotonically Wlth Ill

creasing ex cess time delay. The signal vr..riation was large when the exce% ti Ill" delétY 

was smaH, and the signal strength approached asymptotlc.ally to a constant WIH~11 dl(' 
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Figure 2.2: The tapped-delay model for wideband mobile radio channel. 
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excess time delay was becoming large. In general, whep using this model \Vith limited 

numbers of time-delay cells, more tirne-delay cells were assigned to the period during 

which the large-scale signal variation was the greatest or the standard deviation was 

large. Therefore, in this model, the distribution of time delays was described in terms 

of the large-scale mean signal strength because the selection of time delays was basecl 

on the sic:;nal amplitude characteristics, but not on the actual statistical distribution of 

the propagation time delays. 

Another statistical multipath model of the indoor radio channel was prescnted by 

Saleh and Valenzuela [6]. Their indoor multipath propagation mi~asurements within a 

medium-size office building were do ne using 1.5 GHz radarlike pulses. Several researchers 

[7],[22] have conjectured that the statistical distributions of the propagation time delays 

{Td formed a Poisson arrival-time sequence with sorne mean arrivaI rate. However, from 
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the measurement results, these researchers observed that the stat.istical distribution:-. 

of the propagation time delays were not consistent with a simple Poisson ani\'al-t.lllIt' 

model with fixed rate. A refined model which is similar to a l\larkov-t.ype mode! \ ... a~ 

then developed [21]-[22]. Although the refined model was able ta match th(' feature ... or 
the experimental data, it is quite complicated to use because of its Markovi,Ul !lat lllt·, 

Saleh and Valenzuela were able ta come up with a multipath model of indool' radIO 

channel whîch fitted their measurement results reasonably well while kecping the h.\::,ir 

features of a simple Poisson arrival-time process with constant rate. 

With this model, the rays of the received signal are presumed to arrive in c111~tI'l!o.. 

The arrivaI times of the 1\rst rays of clusters, that is, the clustel arl'lval tilJl(,s, ;\lt' 

modelled as a simple Poisson arrivaI-lIme process with some const,llll. Iéll.e, MOIt'lH t·l. 

the arrivaI times ofthe subsequent rays within each cluste! are a!so l110dclled él!o. il Poi ........ oll 

process with another fixed rate. There are normally many rays within e,H:h c111~tl'l Il 

the arrivaI time of the Zth cluster is denoted by T" and that of the l th ra)' fl!o. 11Ieil~ III ('e! 

from the begînning of the Zth cluster is denoted by '11, where l, 1 = 0,1,2, '" t1WII tlrl' 

first cluster and the first ray within the [th c1uster are To = 0 and TOI = 0 n'~pcI 1.1 v(·ly, 

In this model, the complex, low-pass impulse response of the indoor channel difrel'~ fi 0111 

(2.1) and is given as: 
00 00 

h(t) = LL>~ile3B"h(t - T, - "d 
1=0,=0 

where ail is the positive gain of the ~th ray of the Zth cluster, 0,1 IS it.s cone:,pondlIIg 

phase shjft which is assurned ta be uniformly distributed over the range (0,21T'), alld bot It 

1i and 'd are distributed according to the interarrival exponentia.l probability ùen"ity 

functions. This model is shawn in Fig, 2.3. The physical jnterpretation of the fOl'matiol1 

of clusters is that they result from reflections from the building superhtructurec; sllch ét" 

large metalized walls and doors, On the other hand, the main cause of j'ldivldutil rays 

within a cluster is due to the multiple reflections from all the objects in the neighbor

hood of the transmitter and the receiver such as room walls and fllrniture". From t}W!J' 

measurement results on the path gain {a,d, Saleh and Valenzuela observed tltat tlll' 
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Figure 2.3: The model of the indoor channel as described by Saleh and Valenzuela. 

amplitudes of the received rays were weIl fitted by Rayleigh distribution with variances 

that decayed exponentially with the cluster delays and the ray delays within the clusters. 

They also claimed that, to certain extent, their model was close to the physical reality. 

Furthermore, it could be extended to ether types of buildings. 

The use of radio in manufacturing environment has also been considered recently. 

Based on the propagation measurements results from five factory buildings, Rappaport 

et al. [8] characterized the statistical radio channel impulse responses for factories and 

open plan buildings at 1.3 GHz. Their measurem~nts showed that the number of delayed 

paths which arrived at the receiver over a 1 m local area was Gaussian distributed haying 

the mean in the range of 9 to 36, and the standard deviation linearly related to the mean 

In addition, the distribution of the amplitude of individual multipath component within 

a local area was found to be Lognormally-distributed, the amplitudes of the multipath 

components were correlated when the distance separations were less than three times the 

wavelength of the radio signal and the temporal separations were less than 100 ns. \\ï th 
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an insensitive receiver which had high threshold, the measuremt'nts resu\t.s showcd the\t 

the arrivaI time of each multipath component adhered roughly to a Poisson dislribu! it11l 

with a constant mean arrivai rate. However, when the sensitivity of tht' recci\'t'I' \Va!'

increased, the results deviated from the Poisson-distributed arrivaI lime mode! 

III order to accomodate large numbers of L 1's [.:;:. indoor wireless serviœ., (tlld 

to avoid severe congestion of radio spectrum in the future, many SLlId:t~" havi' lH'('1I 

investigated to use higher carrier frequencies than 900 MHz 01 1.5 GHz for p\()\'\dill.l!, 

wide range of digital services to mobile users. Because of the large amOllllt. of bé\.lldw\cl! Il 

that it can offer and its sparse usage currently, t.he millimetci-wave balld bct,\\'('('11 :W 

GHz and 60 GHz seems to be an appropriate choice. Such apphcatiolls a:-, a radio IDI',d 

area network (RALAN) at 30 GHz [24] and a local cellular radio netwol'k (LCHN) a! 

60 GHz [25] were proposed for both digital voice and data transmissions in ail illd(HJ\ 

wireless environment. 

From their results of a survey on the propagation characteristic'., of 60 GHz l cId 1(1 

signaIs within buildings, Alexander and Pugliese [26] present.ed that the lIS(' of LIli' IMII" 

signaIs at 60 GHz was restricted to a small coverage are a due to the at.tclluat.ioll lm .... 

caused by oxygen absorption. The atmospheric oxygen ab50rptlOn attenLlat.(·~ tlw POW/'I 

of the received signaIs from distant reftections considerably, thus reducing t1w as:,ori"t./'d 

RMS delay spreads. This charactel'istics of short range propagation allows the n'p,lOll 

of radio spectrum around 6:J GHz to be applicable for microcellular indoor wilelt,,,,, 

communications. 

The results of the envelope distribution measurements conducted within build

ings using phase-Iocked oscillators at 60 GHz [27] showed that when a LOS path W;l~, 

not existed between the transmitter and receiver, the enve10pe distribution fol1ow/·d ap

proximately the Rayleigh distribution. However, if there was a LOS path, the siguétl 

received was possibly much stronger than the received signal via t.he reflected pathe." ,,( J 

the received signal envelope was no longer Rayleigh dir;tributed, but tended to beuJIrlf' 
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a Rician distribution. 

Kalivas et al. [28J has recently reported their measurement results for the indoor 

radio channel at 21.6 GHz and 37.2 GHz. They observed that the envelope distribution of 

the received signal for the two millimeter-wave frequencies followed closely the Rayleigh 

distribution. Moreover, the same result was obtained when the technique of selection 

dlver3ity was applied at tb~ receiver where the stronger signal between the two diversity 

channels was chosen. 

So far, there has not been much literature discussing the wideband propagation 

characteristics of the indoor radio channel for radio signaIs operating at frequencies in 

the millimeter-wave band between 20 GHz and 60 GHz. Nevertheless, it is likely that 

the characterization and modelling of the indo('lr channel at this frequency band will 

be as complicated as the ones at 900 MHz and 1.5 GHz which have been descnbed 

earlier. One can even conjecture that a model similar to that of Saleh and Valenzuela. 

when adequately adjusted, can be used for the millimeter-wave band. Because of the 

conclusion from [26] t hat refiections from distant objects are significantly reduced, the 

impulse response from (2.2) then contains only one cluster, and therefore it reduce'5 to 

(2.1) where the time delays {7,} are the arrivaI times of a Poisson process with sorne 

fixed rate. Smulders and Wagemans [29J have recently observed, from their results of 

wideband measurements at 58 GHz in eight different indoor environments, that the RMS 

delay spread seemed to be independent of tp~ separation distance between a base station 

and a remote station. The values of the RMS delay spread were found to be in the range 

of 13-98 ns. When channel equalization is not applied, this wo!"st-case RMS delay spread 

of 98 ns williimit the symbol rate to about 2 M symbols/second. 

Since reflections in the millimeter-wave band are more likely to be generated in 

the vicinity of the receiver and the transmitter area, the time delays are then bound 

to be close. This may generate a fiat fading effect and thus the natural time di ver'.>i t y 

associated with multipath propagation is 105t. However, this time diversity can be 
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Figure 2.4: Artificial multipath time spread transmis5ioll. 
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regained by inserting artificial multipath in the transmjtter as showll in Fig. :2.-' 'l'hi::. 

time spread scheme can be very efficient against iast fiat fading. Whcn li!/' tiITIf' dt-I'IY'" 

{Ta} are chosen such that T, - T,-l is larger than the channel cohe!cnt tim(', t.he f"dillg 

of different echoes is uncorrelated. Thus, if an echo IS faded, the receivcr Glil ~t.ill dC't.f'rl 

the signal from other echoes which might be strong. The channel for thi::, Crt:-.(' Î::, ..,t.ill 

modelled by (2.1), however, the time delays {T,} are now known to Hw recf'ivcl. 

The work of Smulders and Wagemans [30] presented a method tü übtain Ile,l! 

uniform coverage for indoor radio networks operating in the fIl;llimeter frequcncy rau)!,!'. 

It was achieved by employing a pair of biconical horn antenna.!'> which wele plOpf'I1y 

designed such that the radiation pattern would provide the antennas witl! hlgb gitill'> 

in compensation for the path 10ss. By using those antennas, if the rernote statiofl wa:-. 

located near the base station antenna, the direct ray would have a low path 1055 and Ct 

small antenna gain. However, if the remote station was located far away from the bd::,f' 

station, the direct ray would suffer a high path los5, but both antenna,> wuuld ha,,(' il 

, 
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higher antenna gain due to the refiected ray~. Therefore, a near uniform coverage was 

maintained. The measurements results un der both line-of-sight (LOS) and obstructed 

(OBS) conditions also exhibited the significance of reflected rays in maintaining the 

signal coverage under OBS conditions. This indicates that the artificial multipaths 

are also needed in sorne situations where necessary for maintaining satisfactory signal 

coverage for indoor radio communications. 

The task of exploitation of the inherent diversity associated with natural or artifi

cial multipath relies on the receiver. Receiver structures for this purpose is the main sub

ject of thi~ thesis. Of considerable interest are receivers which exploit the time-diversity 

inherent in multipath and are robust against the channel model, that is, perfor'm weil 

over a large class of channel models. A framework for the derivation of such receivers is 

provided by the Generalized Likdihood principle, explorf'r:l in the next section. 

2.2 Generalized Likelihood (GL) Receiver for Wide

band Signaling 

Statistical decision theory plays an important l'ole in the optimum design of detection and 

estimation schernes for radio communications. One of the most siglllficant applications 

of the theory is in the analysis and design of optimum receiver structures for detection 

of signais in the presence of noises [9]. The first step in using the statistical decision 

framework is to establish a system performance criterion. When a particular performance 

criterion is chosen, then the theory gives the corresponding processing technique which 

will optimize this system performance, 

One of the decision criteria commonly used in classical detection theory is the 

Bayes criterion. For a simple binary hypothesis-testing problem, the Bayes criterion 

requires a prior probability for both hypotheses Hl <.t.nd Ho, and also a cost to be assigned 
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to each possible course of action. The decision rule for this test is then dcsignt.'d so that 

the expected value of the cost or the average risk is rninirnized. Such a test ran be 

reduced to a likelihood mtio test [9, pp. 26]. For each observation r = h, 1'2, '" 7'n] oi /1 

observables, the likelihood ratio denoted as: 

where P!tIHl (r) and PRIHo (r) are the conditional probability density incluced by t1w 

hypothesis Hl .ind Ho respectively, is cornputed. This quantity is then compan'cl wit.h 

the threshold of the test, denoted by Tl, and decided for hypothesis flo if I\(r) < 1} 

and for hypothesis Hl if A(r) > Tl. In general, the threshold T} is a fundion of t.h!' pl 101 

probabilities of the two hypotheses and the costs assigned to each course of action SlIl( (' 

the Bayes decision criterion has been proved to give minimum average 1 i::.k [10, pp. ;-.;:~l. 

it is used in situations where the prior pro~abilities for the hypothescs étnd the fO:-.t ~ 1111 

each possible actions are known. 

The Bayes rnethod can also be applied to detect signais with unknown pa r;t11H't.(·1 " 

provided that a prior probability distribution of the parameter::. i.:: available. hl thls C<I'>(' 

the likelihood ratio is given by: 

A(r) = PRIH1(r) = fpRIA.Hl(rla)pAIH,(a)rA 

PRIHo(r) f PRIA.Ho (rla)pAIHo (a)dmA 
(~ ·1) 

where A = [Ab A2' '" Am] is a vector having m random parameters with joinl. IH)OI 

probability density functions on the two hypotheses as PAIHo (a) and PAIH, (a), ilIHI 

d"' A = dAl dA2 .. dAm and the rn-fold integration is taken over the entire space of tlJl' 

m pararneters Al, A2' '" Am. In sorne situations where the joint prior probabilit.y d(·fI .... I!.) 

functions of the unknown parameters are not known, the Bayes approach 1" no long"1 

applicable. In these cases, it was suggested that those joint prior probability den..,it) 

functions were replaced by the "least favorable distribution" of the pararneter~ A f(JI 

the two hypotheses [10, pp. 151]. The receiver could then make the dccision based 011 tlJI' 

likelihoùd ra,tio averaged with respect to those least favorable distributlOm accoldillg !,() 
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(2.4). However, the least favorable prior probability density functions of the unknown 

parameters do not necessarily exist as they are obtained when the Bayes risk is being 

maximized with the proper value of the prior probabilities for the two hypotheses. As a 

result, this approach is not as promising and another decision criterion should be used 

jf ail the least favorable prior probability density functions cannot be found. 

If the ranges of the unknown parameters are broad and fini te, the signaIs will 

be bound to a finite region called the expected domain of the parameter space. When 

the expected domain of the parameters A is very wide, the prior probability density 

function PAIHo(a) or PAIHl (a) will change slowly with respect to A. If there exists a 

sharp maximum point at A = Â in the likelihood function, the results of the integrations 

in (2.4) will be confined to the vicinity of Â. Therefore, the average likelihood ratio will 

be proportional to the likelihood ratio evaluated at the maximum point A = Â. A~ 

a consequence, the Bayes decision strategy is equivalent to a likelihood ratio test with 

the maximum likelihood estimator of the parameters used as they would be the true 

parameters [10, pp. 291]. This is commonly called a generalz:::ed lzkelzhood (GL) test. 

For CL detection, the decision requires the receiver to compale the GL ratio 

) 
max Al PRIAI (rial) 

AGt{r = --~~-..!..--
maXAo PRIAo (rlao) 

(2.5 ) 

with an appropriate threshold level and decide for hypothesis Hl if the level is exceeded 

and hypothesis Ho if it is not. In this CL ratio test, the maximum likelihood estimate of 

the parameters A corresponding to each hypothesis is evalua ted by assuming that each 

hypothesis is true. The maximum likelIhood estimated parameters Âl and Âo are then 

used in the likelihood functions PRIAI (rlad and PRIAo(rlao) respectively to form the 

the CL ratio, 

A () 
PR.IAI (rlâl) 

GL r = 
PRIAo(rlâo) 

(2.6 ) 

As mentioned in previous section, the design of reliable receivers for indoor radio 

channels is extremely difficult unless the details of the propagation characteristics of the 
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channel is known. Because of the random nature of the unknown paramde\"s stl<,h il" tilt' 

signal variations, carrier phases and the multipath delay spread of the illdoOl ch.lIlllC'1. 

it is appropriate that the idea of GL detection is employed to design an optllllai tt'Ct'I\ t'! 

structure for this channel. It seems that this technique will produce a rc('civ('r whirh 1:-' 

robust to channel models, sinee it estimates the channel parametC'\"::. from t.he rt'( t'i\ .. d 

signal itself and it does not require any a-prio7'i model. The CL principlt· cOllll>llI('" 

naturally channel parameter estimation and data detectioll. 

Using the indoor channel impulse response i~(t) as givt'n iIl (:!.1) wlth lIludltl"lt'd 

signaIs represented by the Complex Envelope (CE) notation, tIlt' CE of t.1lt' 11'( ('I\'c·d 

signal is: 

f( t) s(t) * h(t) + n(t) O<t<l' ~ _ _ 0 

r-1 
- L D:.e

,8's(t - T,) + n(t) 
i=O 

where * denotes as the convolution, s(t) is the CE of the tran'>llIi!.t('d sigll.d, Il,, (J, ,lIld T, 

are the ith path gain, phase and propagation tlme clelay, respectlvely wili< Il éllf' I,H'dl('" 

as unknown parameters to the receiver. In this work, wc aS!'!llIlW that lit<' 11111 III JC' 1 01 

delayed paths l in the channel impulse response is fixed and knowlI 

The channel additive noise is zero me an Gaussian with t wo-:-.idt>d !>OWt'l ~I'f'< Il ,t! 

density of ~ [Watt/Hz]. This noise can be represented at bascband by lb CE "" 

n(t) = nn(t) + Jnr(t) (·.U~) 

where nn(t) and nr(t) are the real and imaginary components rcspectlvely, wlth Z('If' 

mean, that is, nn(t) = nr(t) = 0, and uncorrelated, that IS, ~tR(t)nI(l - r) = 0, III 

addition, the power spectral density of the real ancl imagmary cornp(menb of Uw nO!'>" 

is No [Watt/Hz], that is, nR(t)nn(t - T) = nI(t)nr(t - T) = Noo(r). 

The likelihood functional of {r(t),O ~ t :S To } conditioned cm Ulf~ <;(~t of 1l1lkl!fJWll 

parameters {O"Oi,Ti; z = 0, 1, .. ,1- l} is given by . 

p [{f(t),O < t:S To } 1 {a" O., T, ; z = 0,1, .. ,1 -1} 1 
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(2.9) 

where C is a positive constant, To is the observation interval and Re(·) is taking the l'eal 

part of the argument. 

The CE of the transmitted signal s(t) is assumed to be a widebanJ signal with 

autocorrelation function characterized by a narrow main lobe of duration Tc called the 

autocorrelation time. The autocorrelation of a wideband pulse is shown in Fig. 2 .. ) For 

Tc < < To, we have that the probability that jT, - Th 1 < Tc, for i f k. is very smal!. 

This probability tends to zero when Tc tends to zero or when IV, the bandwidth of s(t). 

increases, since IV ::::: ic' Therefore we have, for large bandwidth signaIs, and sufficientl} 

large observation intervals: 

{Ta { E· Jo s(t - T,)S*(t - TIc)dt = ° ' , z = k 
(2.10) 

where E; = J[o Is(t)1 2dt. This is a statement of the multipath resolvability condition 

[14]. With this wideband signaling property, the likelihood functional becomes: 

The CL functional of f(t) is: 

p [{f(t),O < t ~ To } 1 {â"Ô" T, ; i = 0,1, .. ,1 -1} l (2 12) 

where cl" Ô" and f, are the maximum likelihood (ML) estimates of the channel param· 

eters ai,O" and T, from {r(t), ° ~ t ~ To }. Now. we need to find the ML estimates of 
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Figure 2.5: The autocorrelation of a wideband pulse. 

each channel parameter such that the likelihood functional is being llIaximizNI. III or d('1 

for the channel parameter BI ta maximize the likelihood functional, the kl ms 

in (2.11) have to be maximized for i = 0,1, '" 1 - 1. It is obvious that the maximulII 

possible values of these terms are ohtaincd when: 

A (To 

BI = arg [Jo f(t )s·(t - Td dt ] (2.1 -1) 

By suhstituting (2.14) imo (2.13), we have the following: 

- loTo {To Re {e-'" r(t)s·(t - TI) dt} = 1 f( t)s·(t - TI) dt 1 
o JO 

(2 10) 

Now, (2.15) has to he maximized over TI' The maximum likelihood e~tJrllat(·., 

fi are obtained by choosing the 1 - 1 instants Tl!", 1'1-1 which give the large5t vdlur~" 
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of 11;° r(t)s·(t - T,) dt 1 and with the constraint that If, - flrl ~ Tc, where Tc is the 

autocorrelation time of set). Therefore, the likelihood functional is further reduced to: 

p [{f(t),O:::; t:::; To } 1 {a" Ôi , f. ; i = 0,1, .. ,1 -l}] 
1 (To 1-1 2 (To E-

C . exp [-F Jo If(t)12dt J. II exp [NI Jo f(t)s·(t - fa) dt 1 ai - N· a,2 J 
o 0 .=0 0 0 0 

(2.16) 

From (2.16), the remaining unknown parameter to he estimated is a,. This can he 

achieved by considering the term 

~o 1 loTo f(t)s*(t - fa) dt 1 a, (2.17) 

in (2.16). The estimate &, which maximizes (2.17) can he ohtained as follows: 

a
ô

. { N
2
- 1 (To f(t)s*(t - fa) dt 1 a, - NE. 0:,

2 } la.=â, = 0 (2.18) 
a, 0 Jo 0 

which gives: 

ô:, = ~; 1 loTo f(t)~*(t - fa) dt 1 (2.19) 

Since the second derivative of (2.17) with respect to a, is -E./ No which is negative, the 

estimate Ô:, as obtained in (2.19) is indeed maximizing (2.17). By suhstituting (2.19) 

into (2.16), we have the GL functional as follows: 

p [{r(t),O $ t:::; To } 1 {&.,Ôi,fi ; i = 0,1, .. ,1 -1} J 

1 (To 1-1 1 (To 

- C· exp [ - No Jo If(t)1
2
dt] il exp [ E.N

o 
1 Jo f(t)s·(t - f,) dt 1

2 
J 

1 (To 1 1-1 (To 
-- C· exp [ - No Jo If(t)12dt J exp [E.N

o 
~ 1 Jo f(t)s*(t - f,) dt 12] 

(2.20) 

Therefore, the decision variable of the GL receiver for the indoor channel is: 

1-1 To 

Z = L 11 r(t)s*(t - f,) dt 1
2 

Î=O 0 

(2.21) 
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It is seen that the only channel parameters required to be estimat.ed are the multipat h 

delays. 

This GL receiver is shown in Fig. 2.6. It is :ealized by a matched fil ter follo\\'l'<I 

by a square-Iaw device, a fixed time-delay module TD allowing time for channt'I esti

mation process to activate the appropriate taps of the RAKE rcceiver, thcn tll(' t>qll,1i 

weight RAKE combiner. The path delays TO, Tl, .. , TI-l estimated frol11 tht' output. of tilt' 

matched filter are used to activate the 1 coefficients of the tapped delay lint's. For l',H Il 

delayed path, there is a corresponding peak appeared at the matched filt('!' output. TI\(' 

estimation of the path delays is done by locating where these multipcüh peaks dIC Eadl 

of the activated taps is of unit y weight while all other taps not being adiva.t.('(l are st'! 

to zero. The number of taps J along the RAKE combiner depends on the maximulll 

multipath tzme delay spread, ~, of the channel. III general, J IS tl uncat.ed al. ~ + 1. 

It is seen that the optimal receiver in the GL sense 1S a matched filter witb SqUcl! ('

law equal weight RAKE combiner. The operation of the square-Idw eqllai wt'ight HAI"':E 

combiner is illustrated in Fig. 2.7. Here, we assume that the multlpath chal1l1d COll~i,>t" 

of four delayed paths. Thus, there are four multipath peaks at t.he output of th(> lllat.cl1I'd 

tilter. The time delays between the first and the second dclaycd path, t.llf' st'colld and 

the third delayed path, and the third and the last delayed path, a~ indICfl.l.t,d in Fig 

2.7 are Ll I , Ll2 and ~3 respectively. The taps along the RAKE combiner thal. allow tilt' 

multipath peaks to align together will be activated with equal weight coefficient&. TIlt' 

four waveforms at the top of the figure are the signaIs appeared at the four activated t 'LP" 

From the output of the RAKE combiner, it can be seen that the multipath contributioll"> 

due to each delayed path are added at t = T + Ll where the sampling ie:, dorlf". 

Square-law equal weight combining is not new. It has been showlI by Pi(!. ( (' 

[31] that this form of combining diversity is optimal in the absence of any pha,,>c alld 

amplitude information in the diversity branches. In this work, it is shown that &qwLre-Iaw 

equal weight combining is the optimal receiver in the GL sense for multlpath chaurw!.." 
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This relation to CL seems to be a result not found in the technical literature. From 

[31], we also have that square-law equal weight combining is 3 dB poorer in performanl'e 

than maximum gain coherent combining. However, maximum gai!! coherent combining 

requires phase and amplitude estimates. When the errors of these estimates are taken 

into account, the degradation which is obtained in practice is less than 3 dB. Thus, we 

see that the CL receiver not only is of low complexity, but also provides a performance 

close to optimal. 
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Chapter 3 

Multipath Induced Intersyrrlbol 

Interference (ISI) 

This chapter considers the effects of multipath induced intersymbol intel [eH'llet' (ISI) III 

bandwidth expanding digital communications. Section 3.1 give:> a qualitative élltal.v~I'" 

of the multipath induced ISI effects on the channel estimation proce~s '1'0 Illltig,\te t.1l{' 

effects of multipath induced ISI which may complicate the channel estimatioll Plon'",,,,, 

an antimultipath technique called commutation signaling is then described. III ~('( t.iOII 

3.2, we consider the effects of multipath induced ISI on the data detcctlOlI pl'OCC:-'S. H) 

employing union bounding techniques, an upper bound to the event of having Sigllificrlllt 

ISI at the output of the maximum gain RAKE receiver and the square-law Cqll,t1 w('lgIJf, 

RAKE receiver is derived. It is shown that with sufficient bandwidth expamion, the ISI 

effects d1.&~ to multipath are reduced. Finally, by incorporating commutation ~igll;dlllg 

with the maximum gain RAKE combiner and square-law equal wcight RAJ\E combirll'I 

it is shown in Section 3.3 that the effects of multipath induœd ISI on the data detecti(Jll 

process are significantly reduced . 

29 
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3.1 ISI Effects on Channel Estimation - Commu-

tation Signaling 

The CL receiver in chapter 2 which was derived assuming a single pulse transmission, 

requires the estimation of the path delays in order to activate the appropriate taps of the 

equal weight RAKE combiner. This channel estimation process is performed by estimat

ing the location of the multipath peaks from the output of the matched fil~er. However. 

in the <-ase of high-rate sequential transmission of pulses, the occurrence of multipath 

induced ISI at the matched filter output may complicate the channel estimation process 

As a result, wrong RAKE taps may be activated causing a degradation in performance. 

To understand the multipath induced ISI effeds on the channel estimation pro

cess, we find it useful to examine how the ISI occurs at the output of the matched fiitel 

when sequenœs of pulses are transmitted over a multipath channel. The transmittecl 

signal is given by: 
00 

s(t) = L a(k)u(t - kT) (3.1 ) 
It=-oo 

where a(k) are the information symbols, u(t) is the signaling pulse and liT is the 

information symbol rate. The impulse response of the multipath fading channel as given 

in (2.1) is: 
00 

h(t) = L a,ej8·~(t - T,) (3.2) 
i=O 

where Qi is the amplitude of the ith delayed path, T, is the propagation time delay, 8, is 

the associated phase shifts. 

We first consider a single pulse transmission and examine the output of the 

matched filter. When a single spread-spectrum pulse is transmitted over the multi

path fading channel wIth no delayed path, Fig. 3.1 shows the matched filter response 

As the signaling pulse is of bandwidth expanding type, the matched filter output, that 

is, the autocorrelation of the signaling pulse, is characterized by a narrow mainlobe of 

duration Tc, the autocorrelation time, and sorne small autocorrelation sidelobes. When 
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the same bandwidth expanding pulse is transmitted over a multipath fading ch a 1IIll' 1 

with four delayed paths and with a tlme delay spl'cad ~, the four main lobes cOITt'spond

ing to each delayed path at the matched filter output are of dlfferent amplitudes and ,lit' 

spreaded over the interval between t = T and t = T + ~. Tills can be seen in Fig;. :J:!. 

Now, consider a successive transmission of two data symbols, wlllch hot.h illt' 

equal to one, over a multipath channel with til1le delay sp,.ead smaller than tlw symhol 

interval, that is ~ < T. The matched filter response for this case, Fig ~l.:~, sho\\':-. th,lI 

the multipath peaks are not interlaced. Therefore, no significant ISI is occlI11'I'd ,Illd 

the channel estimation can be easily performed by observing the peab within éI :-'Ylllhol 

time interval. In the case of high-rate transmission when th<> tune de/ay ~pJ'ead i.., largt'l 

than the symbol interval , that is, ~ > T, the interlacing of multipath peak élt t II" 

matched filter output causes the occurrence of multipath indu<,ed ISI. This phCIlOIIH'1l01l 

can be seen in Fig. 3.4. As a result of the presence of the interlaced peaks, the dlélllllt'i 

estimation becomes complicated. The interlaced peaks may cause activatioll of \Vroil/!, 

RAKE tê:.ps. One simple method to avoid the occurrence of tItis peak intcrlacing i:-. \'0 

transmit the information in such a low symbol rate that 6 < T. For a fixecl illfol'lllilt 11)11 

bit rate, this implies that an M-ary signaling scheme has to be usee!. Anothel' appl'o,tt Il 

is based on commutation signaling [11]. 

Commutation signaling was introduced by Turin [11] to mitigat.c the ef[('cl.:-. of 

the multipath induced 181 - the interlacing of multipath mainlobes. The principle of thi., 

signaling technique is to avoid the occurrence of the interlaced mainlobes, in high-lclU' 

transmission when the time delay spread is larger than the symbol interval, (i c. wlIPlI 

~ > T), by commutating the signal sets effectively among a number of shlft qlll\.~i· 

orthogonal signaling alphabets in such a way that any signaIs that are still" rillging" ill 

the multipath channel will not be used again until they have faded away. 

The concept of }\;/ x N commutation signaling [11] 15 to switch among N di')tlflCt. 

M-ary signal sets. To illustrate the utility of this technique, we comider an exarnph: 'J'b(· 
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Figure 3.1: Matched filter response to single spread-spectrum pulse transmission over a 

direct path channel. 
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Figure 3.2: Matched filter response to single spread-spectrum pulse transmissioll over a 

multipath channel with four delayed paths. 



• 

• 

-----------------------------

Chapter 3. ~\1ultipath Induced Intersymbol Interference (151) 

700 

600 

500 
a(O) 

400 

300 

200 

100 

0 

-100 
0 .. 
• 

500 
T 

-

• • 
10()) 

.6.---

-::; 
1 

2T ------------.-• .--.6.~ 

a(1) 

250() 

Figure 3.3: Matched filter response to successive transmission ovcr ê\. Il1ultip,ült ch"l1l ... 1 

with Ô. < T. 

700r-----~----~----~----~-----~-----, 

600 

500 

400 

300 

200 

100 

a(O) :::---:----t---__ 

interlaced 
peak 

-?ja(l) 

j 
-100~------~--------~--------~--------~--------~-----~ o 500 1000 1500 2000 2500 3000 

~ T •• .6. .. 
• 2T -----•• -..----.6. -------

Figure 3.4: Matched fil ter response to successive transmission over a multipath challm·J 

with Ô. > T. 



• 

• 

Chaptcr 3. Multipath Induced Intersymbol Interference (ISI) 34 

2 x 4 signaling scheme comn:ùtes arnong 4 different signal sets of 2 signais each. Sup

pose that the four signal sets are ±Sl(t), ±S2(t), ±S3(t) and ±S4(t). The waveforms s,(t) 

are shift orthogonal spread-spectrum pulses, and the data sequence is a(O), a(l), a(2) ... 

with a( i) = ± 1. These spread-spectrum pulses have the property that they are mu

tually orthogonal to each other, that is, their autocorrelatlOns are characterized by a 

narrow mainlobe and sorne low-Ievel sidelobes, while thcir crosscorrelations are charac

terized by sorne low-Ievel sidelobes only, even when any of the pulses is being shifted 

by a certain lime duration. With this signaling technique, the transmitted signaIs are 

a(O)sl(t), a(l)s2(t), a(2)s3(t), a(3)s4(t), a(4)sl(t), a(5)s2(t), a(6)s3(t), a(ï)s4(t), .. etc 

The matched filler responses for this 2 x 4 signaling scherne is shown in Fig. 3.5. Since 

no signal in the signal set repeats i tself in less than the tlme delay spread Ll, the major 

part of ISI, interlacing of multipath mainlobes, is avoided. As a result of ernploying th!!:! 

sigl1aling scherne, the channel estimation can be done safely because there is always no 

interlaced peaks appeared at the rnatched filter outputs. 

The total nurnber of signais required for Al x N signaling is AIN; therefore th!s 

signaling scheme ma)' require MN matched filters. In eider to reduce the total numbe! 

of rnatched filters to be used in a commutation signaling scherne, it is important to 

minimize the values of M and N. As mentioned earher, M x N signaling is based Oll 

switching among N distinct Jlvf-ary signal sets. The value of N is norma!ly chosen large 

enough such that no signal set is repeated before the rinp.:ing of its previous use has 

diminished. In other words, the value of N depends on the time de/ay spread~. In 

fact, N = r ~ l where r xl is the smallest integer larger than x. If R is the information 

bit rate in bits/second, then the p.,I-ary signal duration is T = /092 Af / R. Therefore. 

N = r RLl / 1092 AIl and the total number of signaIs required is .!vIN = .!vI r R~ / /092 AIl. 

It is easily seen that for M = 2, we have a minimum number of signais. In a commutation 

signaling scheme, the value of N increases linearly with RLl. Thus, the total number of 

matched filters required also grows linearly with R6. . 
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Other M-ary signaling techniques can be used for increasing the symbol time and 

thus reducing ISI. Commutation signaling, however, offers a good trade-off between the 

number of matched filters employed by the receiver and SNR performance. For Jl1-ar} 

orthogonal signaling, the receiver consists of a bank of M filters matched to each of 

the orthogonal signais. In order to prevent from the occurrence of interlaced mul tipath 

peaks, the total number of matched filters required for Al-ary orthogonal signaling is 

M = 2 rRA1 , where R is the informatIOn bit rate m bits/second and ~ is the hme delay 

spread in seconds. Slmilarly, AI -ary hiorthogonal signaling can he obtained from Af /2 

orthogond,1 signais by slmply employlhg the negatlves of the orthogonal signais as weil. 

Thcrcforc, M-ary biorthogonal signaling requires Af /2 orthogonal signais and 2rRA1 -1 

matchpd filtcrs to avoid the interlacing of multipath peaks For l'.J-ary t\vo-dimensional 

signaling, two orthogonal signaIs are needed. One for the in-phase component and the 

other for the quadrature component. The components of the signais are selected from 

the A/-point two dimensional signal constellation. Therefore, this scheme needs onl} 

two matched filters. 

A comparison on the number of orthogonal signaIs and matched filters required 

for each of the aboved signaling schemes is shown in Table 3.1. The total number of 

matched filters required increases exponentially wi th R~ for both the AI -ary orthogonal 

and b:orthogonal signaling, but linearly with R~ for }rI x N commutation signaling. For 

Al-ary two-dimensional signaling, the number of matched filters required is 2; however. 

the SNR performance deteriorates with increasing AI. For an !v! x N commutation 

signaling, the number of matched filters required increases linearly \Vith r R~ 1. while 

the SNR performance IS identical to that of an AI -ary signalmg scheme. For 1.\1 = 2: 

we minimize the number of required matched filters and maximize the S~R efficienc}. 

Thus, binary commutatIOn signaling which requires 2 r RiJ.1 matched filters seems most 

appropriate. With binary commutation signaling, we use r R~ 1 binary signal sets. The 

optimal scheme in terms of maximizing SNR performance while minimizing the number 

of matched filters is obtained when each signa.l set is antipodal. In this case, we neecl 
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Number of matched filters 
Signaling scheme Numberoforthogonal required to avoid the interlacing 

signals required of multipath peaks. 

M-ary orthogonal signaling M 2 
r RL\ l 

M -ary biorthogonal signaling M/2 2 
rRL\l-l 

M -ary two-dimensional signaling 2 2 

M x N commutation signaling MN M~o~~ 
Table 3.1: Comparison of M-ary orthogonal, biorthogonal, two-dimellsional :,igllctlill).!, 

and M x N commutation signaling schemes. 

only r R~ l matched filters. This can be combined with differentially encoding 1.0 IJ)'!>""" 

the need for a phase reference at the receiver. Receivcrs fol' such a signalill).'; SI /H'JIII' 

will be considered in the next chapter. In the next section, wc consiclP,1 tbf' (.(('('ct.., of 

multipath induced ISI on data detection, the raIe that wideband ~iglliLlillg, ill gf'IWI al, 

plays in reducing these effects. 

3.2 ISI Effects on Data Detection 

Multipath fading has been a troublesome condition in many commuIlication rhanne/., 

One of its influence on data detection in a high-rate communication ~ystcnJ i~ via Will· 

tipath induced ISI. The occurrence of the interference as explained in section :U i<; (1111' 

to different and randomly varying delays and amplitudes of the transmitted signal aftr'J 

travelling along not one, but many paths, ta the receiver The two rnarn apJ!r<MdJl'" 



• 

• 

Chapter 3. Multipath Induced IntersymboJ Interference (ISI) 38 

commonly used for combating the multipath induced ISI are: equalization techniques 

and bandwidth expanding signaling with RAKE receivers. 

Adaptive equalization techniques have been considered for communication over 

multipath fading channels such as those found in HF and troposcatter systems [12]. 

This communication medium is characterized by a large number of scatters located at 

random points wi th in the propagation path and by lack of spectrum whlch does not 

allow for bandwidth expansion. The dispersion on these channels can be quite large 

and the equalization techniques w hich can overcome this dispersion must be of the 

nonlinear type. Adaptive decision feedback equalizers have been found appropriate for 

these systems [13]. 

When spectrum is available and bandwidth expansion is possible, it has been 

observed that by using RAKE recel vers, the multipath contribution to ISI is insignificant. 

This is attributed to the inherent capability of the RAKE receiver to suppress multipath 

induced ISI [14]. This IS1 suppression capability is due to the bandwidth expansion and 

the discrete nature of the impulse response of wideband multipath channels. ln this 

section, we examine the effects of multipath induced ISI on the data detection process. 

In particular, we first consider the trade-off between the ISI suppression capability of 

general RAI\E receivers and bandwidth expansion, which has been reported in [32]. 

Then, we extend the analysis to the CL receiver as derived in section 2.2. 

The analysis is based on a general CE model of a communication system as shown 

in Fig. 3.6. A direct spread spectrum system fits this model as weIl as other bandwidth 

expanding schemes which are based on linear FM modulation such as chirp signaling. In 

this model, the source produces data sequences which pass through an impulse generatol'. 

then a shaping filter with impulse response ù( t) of a wideband type. The transmitted 

signal s(t) is then sent through a multipath fading channel perturbed by additive noise. 

On the receiving side, we first have a filter ù'"( -t) matched to the signaling pulse, then 

followed by a maximum gain RAKE combining receiver. This RAKE receiver. in fact, 
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has an impulse' ,::sponse which matches to the multipath fading channel. As a result. 

the RAKE receiver together with the matched filter ü-( -t) as a whole is another filter 

matched to both the shaping filter and the channel. Therefore, the multipath induced ISI 

occurred at the output of the RAKE receiver is reftected in the autocorrelation function 

of the received signal r(t). In many communication systems, adaptive equalIzation is 

usually done following the matched filter in order to deal with ISl However, we claim 

that with sufficient bandwidth expansion, the amount of significant ISI at the output of 

the RAKE receiver can be made arbitrarily small. Therefore, in this model, we do not 

have an adaptive equalizer, but a sampler and a threshold comparison device, follov.ing 

the RAKE receiver. 

As mcntioned in section 3.1 when the signaling pulse is of bandwidth expanding 

type, its autocorrelation function <I>(t) is characterized by a narrow mainlobe of duration 

Tc and sorne small autocorrelation sidelobes. For a bandwidth expanding system, the 

property that Tc « T, where T is the symbol time interval, allows the RAKE recei,er 

[14] to suppress the multipath induced ISI ln the matched filter response. Because of thie; 

capability, the eye pattern at the output of the RAKE receiver as depicted in FIg. :3.ï ie; 

open at the sampling time. Thus, reasonable performance can be achieved without an} 

additional equalization to be done followingthe RAKE receiver. However, this situation 

depends on the channel which is random and there are channel reahzations which do 

not yield an open eye pattern. In this work, we try to upper-bound the probability of 

this event. 

The ISI at the RAKE receiver output can be generated by: 

1. The mainlobe of ~(t). This results in significant ISI which degrades the system 

performance considerably, unless effective equalization is used. 

2. The sidelobes of ~(t). Since for a weIl designed bandwidth expanding signalmg 

scheme, these sidelobes are low, this type of ISI i8 not significant and there is no 

need for equalization. 
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The type of ISI that is present at the RAKE receiver output depends on the 

channel realization and thus ;t is a random event. We will examine the effects of multi-

path induced ISI on the data detection process by considering the upper-bound of the 

event of having significant ISI over a random multipath channel. 

We consider a single !1ulse transmission over the system of Fig. 3.6 with the 

transmitted signal given by: 

s(t) = ü(t) (3.:3) 

where ü( t) is the CE of the signaling pulse. The complex, low-pass impulse response of 

the multipath fading channel as given in (2.1) is: 

00 

h(t) = ~ a(i)b(t - TI) (3.4 ) 
i=O 

where the term a.e,8, in (2.1) is replaced by o(i) in (3.4) for simplicity. It follows from 

(3.3) and (3.4) that the received signal is simply the time convolution of set) and h(t). 

and is given as follows: 

00 

r(t) = set) * k(t) = L:o(i)ù(t - T.) (3.5 ) 
i=O 

As our analysis considers the effects of multipath induced ISI only, the additive noise is 

neglected in the received signal. The output of the matched filter which is the convolution 

of r(t) and ü·( -t) is given by: 

00 

fI(t) = r(t) * u*(-t) = Lo(i)ù(t - Ti) * ù*(-t) 
i=O 

00 fT 
- ~O(i) Jo fi(T) ù·(r - t + Ti) dT 

oc' 

- L o(i)~u(t - T.) (3.6 ) 
Î=O 

where ~u(t) = f: ü(r)û*(T - t)dT is the autocorrelation function of the signaling pulse 

û(t) . 
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As the RAKE receiver in this model is a filter matched to the multipath fading, 

channel, the impulse response of this maximum gain RAKE combining rcceiver is: 
00 

g(t) = h*( -t) = L at(l)8(t + TI) (:1. ï) 
1=0 

The output of the RAKE receiver is the c.ùnvolution of y(t) and g(t) given as foli ow::.: 
00 00 

z(t) = y(t) * g(t) = I:a(z)4>u(t - T,) * La*(I)6(t + T,) 
;=0 1=0 

00 00 

- EEa(i)a*(I)4>,,(t-r.+Td 
i=O 1=0 

Sin ce the filter ü*( -t) is matched to the signaling pulse and the RAKE len'ÎVI'J' 

is matched to the multipath fading channel, the output of the RAI\E receivel, =( f) 1"0 

simply the autocorrelation function 4>r(t) of the received signal 7":(t), that IS. 

Therefore, the multipath induced 181 is refl.ected in 4>r(t) not satisfyillg Nyquist's fil::'\' 

criterion. We can see from (3.9) that the autocorrelation function 4>r(t) is a slIm of Illdll.' 

scaled autocorrelation functions 4>,,( t) of different delays. 

A typical plot of the autocorrelation function ~r(t) is depicteo in Fig. 3.8. III 

order to have minimum ISI, the values at discrete pomts t = kT, wherc k i~ (1.11 illteg('1 

and k =/: 0, should he zero or minimized. This implies that <Pr{t) must satisfy Nyqlli..,t,\' 

first criterion. Although the delayed paths are naturally occurred in randolll, we cali 

see from Fig. 3.8 that the narrower the peaks are, the smaller the char.cc of li iLI; 11Ip, 

them occurred at the discrete times t = kT causmg significant ISI. Thelefore, III OId('1 

to get smaller probability of having significant ISI, we need to u~e a signallflg puhe 11.( l) 

which has a narrow mainlobe in its autocorrelation function. This can be obtained id, 

the expense of handwidth. 

At discrete points t = kT, for k = 0, we have: 
00 00 00 

~I'(O) = ~,,(O) L la(i)12 + E E a(t)a-(I)<I>,,{ -T, + Tt) 0.10) 
i=O i=O 1=0,1~1 
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and for k "f: 0, 
00 00 00 

~r(kT) = ~u(kT) L la(i)12 + LEQ(i)a·(.')~u(kT - T, + Tl) (3. Il ) 
.=0 i=O I=O,I~i ,~ _________ ~ __________ ~J 

'l(kT) 

The mainlobe of ~u(t) affects the interference term 17( kT) whel1 IkT - T, + Til S Tc 

and the corresponding path gains a(i) and a(l) are not vanishlllg. The plObabili\.y th,lI 

the mainiobe of ~u(t) is included in the ISI term can be upper-boundcd by thl' unioll

bound. Let P be the probability of having sigmficant ISI occurred at the outpu\. of tlH' 

maximum gain RAKE combiner. By union-bounding, it can be bounded by. 
00 00 00 

P~L I: LPr[lkT-T,+Td::;Tc Ila(l)I>O,la(l)I>O] (:~ I~) 
1=0 .=0,'# k~O,k=-oo 

where 0 is a threshoid that defines the level of the path gains whelc tIlt' int.el ft'l'l'Il( (' 

becomes significant. In general, the path delays are estimated flOlll chanllel illlplll~(· 

measurements. Therefore, aIl the paths which are less than the maximum ob~erv(·d 

delay spread have path gains which are ab ove the threshold O. In otllel' word~, LI)(' 1.\\0 

events la(i)1 > 0 and T. < ~ are equivaient, where ~ den otes the maximum ObHerV('d 

delay spread, we then have: 
00 00 ~10 

P :::; L L }.:: Pr [ IkT - T. + Td < Tc 1 TI < ~,TI < ~ 1 
1=0 .=O.i;!!1 k;!!O,Ic=-oo 

In order to evaluate (3.13), we neecl a probabilistic model for the multipath dclay~ T,. 

To get an insight into the probIem, a simple Poisson model will be enough. Let. m 

assume that To = 0 and the path delays Tl < T2 < T3 . ... , when considered ordered randolll 

variables, are the arrivaI times of a Poisson process with rate À characterized by t,Jt(' 

exponentiai probability density function p(TiIT'-l) = Àe-'\(T.-"',-d. Let 1 be tlw fl1Jrnl)('1 

of arrivaIs with TI < Ll and the probability of having 1 arrivaIs in the period of Ll I~: 

(3.11 ) 

If lis fixecl, (3.13) becomes: 

1 1 00 

P(I) < L L E Pr [ IkT - T, + Td ~ Tc 1 TI < Cl, Tl < Ll] 
1=0 i=O,i# k~O.k=-oo 
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When 1 is fixed, then Tl, T2,'''' TI are distributed as the ordered statistics of 

1 mutually independent random variables uniformly distributed in [O,~J [33, pp. 191]. 

However, the bound to P(J) is not changed if we remove the restriction that Tl! T2, ... , T[ 

are ordered and thus they must be only independent and unifo'imly distributed in [O,~ J. 
Thp.l'efore, (3.15) can be further reduced to: 

1100 

P(I) ~ L L L Pr [lkT - Tdl ~ Tc 1 Ti < ~,Tl < Ll] (3.16) 
1=0 i=O",#IIc,#O,Ic=-oo 

whcre T" = T, - Tl. Wlth the assumption that To = 0, the random variables -TOI and 

T,o, wherc i, 1 ~ 1, have a uniform distribution with the probability density function 

as shown in Fig. 3.9 while the random variables Til, where i, 1 ~ 1, have a triangulaI' 

distribution with the probability density function as shawn in Fig. 3.10. To evaluate 

(3.16), we first consider the case when either z or 1 is zero. For 1 = 0, the random variable 

T" = TiO = T, is uniformly di .. >tributed, we have 

Pr [lkT - T,ol ~ Tc 1 T, < ~] = Pr [ IkT - T,I ~ Tc 1 T, < 6] 

Pr [ kT - Tc ~ Ti < kT + Tc 1 T, < il] 

[ J 
2Tc 

- 2Tc PT, kT 1 T, < ~ = ~ (3.1i) 

where 0 < kT < ~. Since Tc «:: T, therefore k assumes positive values from 1 to r !:::.jTl. 

Similarly, for i = 0, the random variable T,l = Toi = -Tl is also uniformly distributed, 

we have 

Pr [ 1 kT - TOII ~ Tc 1 Tl < ~ ] - Pr [ 1 kT + Til ~ Tc 1 Tl < ~ ] 

- Pr [-kT - Tc ~ Tl < -kT + Tc 1 Tl < Ll] 

- 2Tc PT' [-kT 1 Tl <~] = 2~c (3.18) 

where 0 < -kT < 6,50 k assumes negative values from -1 to - r 6jTl. As there are 

21 terms which have either 1 = 0 or 1 = 0, this gives the sum: 

r~/Tl 2T. 
21 L-c 

.Ir = 1 ~ 
(3.19) 
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In the case wh en both i and 1 are nonzero, the random variable 7"d is triangularly

distributed, we have 

Pr [lkT - 7"111 $ Tc l7"i < ~,7"1 < ~] = Pr [ -Tc - kT S Td < Tc - kT 1 Ti < f1, TI < ~ ] 

= Pr [ kT - Tc ::; Td ;:; kT + Tc 1 TI < ~, Tl < ~ ] 

- 2Tc PT,I[kT l7"i <~, 7"1 < ~] 
2Tc 2Tc IkTI 
~ ~2 

(3.20) 

where 0 < IkTI < f1. In this case, k can he either positive or negative, and it assumes 

values hetween - r f1/Tl and r ~/Tl, except O. Since there are l(I - 1) terms which 

have nonzero i and l, this gi ves the sum: 

râ/Tl ?T. 1 kTI 
1(1- 1) L ~[1 - -] 

Ie=- râ/Tl ,Jc;éo ~ ~ 
(:3.21 ) 

Therefore, (3.16) hecomes: 

r~/Tl 2T. IkTI r~/Tl ~T. 
P(l) ~ /(1 - 1) L: _C[l_ -] + 21 L ::......= (:3.22) 

Ic=- r ~/Tl ,1e;éO ~ f1 Ie=l f1 

Let 1( = r ô/Tl, then: 

P(I) 

Define 

< 1(1 -1) f 2Tc[1_ IkIT] + 21 f 2Tc 

1c=-K,Ic;éO ~ f1 Ie=l ~ 

= 4121(Tc _ 41(1- l)T Tc (1 + 1()J{ 
~ ~2 2 

= 412J(Tc[1_ T(1+J()1+41J(TcT(1+/() 
~ !:::. 2 ~Ô 2 

~ = I(Tc = r~/Tl Tc 
G!:::. f1 

Substituting (3.24) into (3.23) yields: 

P(/) < .! [12(1 _ T (1 + 1()) fT (1 + f{)l 
-G !:::. 2 +Ô 2 

(3.23 ) 

(3.2-!) 

(3.25 ) 
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Wh en averaging over /, we have 7 = À~ and I2 = ,x262 + ,x6, then 

p = P(I) < ~ [12(1- ~ (1 ~ [(» + 1: (1 ~ 1\)] 

i[(,,\2~2 À6)(1- T(1+1{)) \T(l+J\)] 
- G + ~ 2 +/ 2 

_ i [,,\262 +,,\~ _ ,x26T(1 + f{)] 
G 2 

_ i À~[l + À.6. _ ,xTU + l\)] (:3.~(;) 
G 2 

Let us define Li = KT = r6/T1T, then 

or 

G T~ G'~ = -"7' = lp~ 

1~ ~ .6. 

where Gp = f is the bandwidth expansion factor or the plocessing gain 1'11('ll'fOlf' 

or 
4 - a T 

p ~ max { 0, C"\.6.[l + À(~ - 2 - 2)] } 
p 

where the use of max (0, .) takes into account that when (3.29) is negati vc, t.hell t.llf·('(· 

is no 151. Normally, ~ < b., and therefore a less tight upper bound is: 

4 - ,x - -
p < G ,x~[1 + 2(~ - T)] = P 

p 

When P ~ 1, then (3.31) is useless and the tighter bound(3.30) should be used 

The upper-bound of (3.31) shows that the probability of having significant IS! 

over a random multipath channel decreases with increasing the bandwidth expamiOJI 

factor. Therefore, with sufficient bandwidth expansion, the multipath induccd ISI du(", 
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not have any significant effect on the system performance. Rearranging (3.31), we can 

express the processing gain as: 

(3.32) 

where Îmaz = ÀA and R = liT. Equation (3.32) gives an estimate to the required 

processing gain which ensures a certain upper bound P to the probability of ha\'ing 

significant ISI. 

If L of( l er antenna diversity is used, the probability that aIl L diversity channels 

are bad simultaneously is reduced considerably. The strategy that the receiver uses fOl 

this diversity technique is to choose the bC3t signal among the L diversity channels. If 

ft is the upper bound of having significant ISI in one diversity channel, then PL is the 

upper bound of having significant ISI in ail L channels and thus we cannot avoid ISI 

With this antenna selection diversity technique, the required processing gain becomes. 
. -

Cp = 4 ~mtZ [1 + l maz (1 _ ~ )] 
pr 2 R~ 

(:3 :33) 

A graph of the processing gain Cp as a function of RA with P = 0.01 and different 

values of Îmaz and L is shown in Fig. 3.11. It is seen that the required processing gain. 

Cp, increases with R~ = r ~/T1, the multipath delay spread normalized to the symbol 

time. However, there is a saturation effect in the sense that above a certain processing 

gain, any additional increase in RA can be accomodated with only a small further 

increase in Cp' For a relatively small multipath spread, ~ :::; T and RiS. = 1. In this 

case, 

C 
_ 4Îmaz 

p - Pt (3.:34) 

showing that the required processing gain increases linearly with the number of channel 

paths. When ~ ~ T, (3.33) is not tight and therefore (3.30) should be used showing 

that if the symbol time is sufficiently large, there is no ISI (P ::; 0). The other extreme 

is Rl1 approaches 00. In this case, 
- -

G p ~ 4 ~ m)Qz (1 + 1 ~QZ ) 
PL -

(3.:33) 
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Figure 3.11: Graph of processing gain Cp as a function of Rb,. with jJ = 0.01. 

which shows that the required processing gain increases as the square of the nllm)H'1 01 

channel paths. 

The bandwidth expansion required is large when P is small bccausc of tl)(' 1Il-

. versely proportional relationship between Cp and P which can be infcrred froIn (:3.:n) 

With the current state of the art in SAW, digital and SAW convolver technologie.." 

pseudonoise matched filters or correlators with processing gain a~ large a.., 30 cl B éLI (' 

achievable [34]. However, the necessary processing gain is greatly reduced whell antl~IIIl;1 

diversity is employed. The required processing gain is reduced significantly evcn wheu 

L = 2. In fact, for ÏmGz = 1 and P = 0.01, the required processing gain j~ reduced b} h 

factor of 10 when L = 2. It will further be reduced when L increases, thi., result can ~)(' 

seen in Fig. 3.12 . 

From the above analysis, we conclude that with sufficient bandwidth expan!>ÎolI 
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Figure 3.12: Graph of processing gain Gp as a function of RIJ. with P = 0.01 and jmaz 

=1. 

in digital communication over randû.n multipath channels, the probability of having 

significant ISI can be made arbitrarily small and thus an adaptive equalizer following 

the RAKE receiver is unnecessary. Furthermore, the necessary bandwidth expansion 

required is tremendously -educed in the case when antenna diversity techniques are 

employed. 

This analysis can be modified to apply also to the GL receiver of section 2.2 

which is composed of a matched filter followed by a square-Iaw nonlinearity and equal 

weight RAKE combiner. The difficulty here is the presence of the nonlinearity, :tnd 

therefore the first step is to examine to what extent a single pulse analysis can be used 

for ISI investigation. The model of this system is shown in Fig. 3.13. The output of the 
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matched filter for a single pulse transmission as obtained in (3.6) is: 
00 

y(t) = L:a(i)<I>u(t - ri) (3.36) 
i=O 

where 4>u(t) = ft' ü(r)ü*(r - t)dr. For sequential transmissions, the output of the 

matched filter becomes: 
00 

îi(t) = L: a(p)y(t - pT) (3.3i) 
p=-oo 

where a(p)'s are the transmitted data sequences. The output of the squared-law device 

is given by: 

x(t) = 1i1(t)1 2 (3.38) 

and the output of the equal weight RAKE combiner with impulse response Ï(t) is: 

i(t) x(t) * j(t) 

- j lîi(TW· j(t - T) dr (3.39) 

With the substitution of (3.37), we have: 

z(t) = j Ë Ëa(p)a(q)y(T-pT)y*(T-qT)j(t-r)dT 
p=-ooq=-oo 

= f f 1 a(p)a(q)y(r - pT)y*(T - qT)j(t - r) dr 
p=-ooq=-oo 

= f ja2(p)ly(r- pT)12J(t-r)dT+ f f jy(r-pT)y"(r-qT)j(t-T)dï 
p=-oo p=-ooq=-oo,q;.1:p 

A typical plot of y(t) is depicted earlier in Fig. 3.2, it shows that the multipath mainlobes 

of y(t) are of different amplitudes and are spreaded over the interval t = T anà t = T +~. 

Unless the multipath mainlobes are occurred at the integral number of T, then y( T - pT) 

and y*( T - qT), where p :1 q, dü not overlap. Therefore, the second term in the right 

side of (3.40) is small comparing to the first term, and thus we have: 

z(t) ~ f J a2(p)ly( T - pT)1 2 j(t - T)dT 
p=-oo 

00 

~ L a2(p)ly(t - pTW * j(t) 
1'=-00 

(3.41) 

(3.-10 ) 
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This shows that essentially the RAKE combiner acts linearly on E~-oo a2(p)ly(t-pTW. 

and therefore a single pulse analysis can be used. 

The output of the square-law device for a single pulse transmission is givell by' 

x(t) = ly(t)1 2 = y(t) . y*(t) 

By using (3.6), we have: 

00 00 

x(t) = L L a(i)a*(l)~u(t - Ta) ~:(t - Td 
i=O 1=0 

As the impulse response of the equal weight RAKE combiner is: 

00 

j(t) = L 8(t + TJ } (:3 -1 1 ) 
J=O 

we then have the output of the equal weight RAKE combiner as follow~: 

00 00 00 

z(t) = i(t) * j(t) = L: L: L a(i)a"(l) ~u(t - T, + TJ) ~:(t - Tl + TJ) (:J -It») 
,=0 J=O 1=0 

After sampling z(kT), the mainlobe of ~u(t) and ~~(t) affect thc intel'fcl'ence terlll will'Il 

IkT - T. + TJI ~ Tc and IkT - Tl + rJI ~ Tc and the corresponding path gains 0(/) alld 

a*(l) are not vanishing. Since TJ appears in both random variables IkT - T, + TJI ,1Ilei 

IkT - Tl + TJI, these two are not independent. 

To find the upper bound to the probability of having significant. ISI OCCUJ'J'NI al, 

the output of the equal weight RAKE combiner, we expand (3.45) as follows' 

00 00 00 00 00 

z(t) - L LIQ(i)121~u(t- Ti+ TJ)12+ L L La(i)a·(l)~u(t -T, + TJ)<l>:( t - Tl + TJ) 
;=0 j=O i=O 1=0,1;i:' ,=0 

where 
00 00 

Zl(t) = L Lla(z)121~u(t-T,+T,)12 
.=0 j=O 

and 
00 00 00 

Z2(t) = L L: L:a(i)a*(l)~u(t - T,+TJ)~:( t - Tl+T,) (:~.4S ) 
Î=O I=O.l;i:i ,=0 
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If we define Pl and P2 ta he the probability of having significant ISI in Zl(t) and Z2(t) 

respectively, then we have P ~ Pl + P2• The bounding of Pl is similar to the analysis 

for maximum gaiIi RAKE receiver as do ne earlier; thus, from (3.12), we have: 

00 00 00 

Pl ~ L L E Pr [lkT - T, + T,I ~ Tc' 1 lo(i)l> (J, loU)1 > ()] (3.49) 
i=O i=O,3"" "",0,11=-00 

where Tc' is the width of l4>u(t)j2. Since the multiplication of two functions in the time 

domain is equivalent to the convolution of their spectral densities in the frequency do

main, so the convolution of the spectral density of <I>u(t) with itself results in a spectrum 

of bandwidth 2W, where W is the bandwidth of u(t). Therefore, as opposed to Tc ~ ~. 

Tc' ~ 2~' and Tc ~ 2Tc'. Since Cp = f, from (3.30), we then have: 

2 - ~ T 
Pl ~ max {O, Cp -\6[1 + -\(6 - "2 - 2)] } (3 .. 50 ) 

The bounding of P2 is slightly complicated hecause the random variables IkT -

T, + T)I and IkT - TI + TJ 1 which are dependent due to TJ. However, when we first fix T). 

the two random variables are independent. Therefore, 

P2 ~ f f.f f laooPr[lkT-T,+Til~Tc"o(i)l>e,lo(j)I>e,T,] 
1=0 I=O,I;i:' ,=0 Ir;i:O,Ic=-oo 

·Pr [1 kT - TI + TJ 1 ~ Tc 110(/)1> e, lo(j)1 > e, Ti ].p [Tj IloU)1 > e] dT, (3 .. 51) 

Since the two events lo( i) 1 > () and T, < tl are equivalent, we then have: 

00 00 00 00 00 

P2 $ E L E L: la Pr [ 1 kT - Ti + Ti 1 ~ Tc 1 T, < ~,Ti < 6, TJ ] 
i=O I=O,I;i:' )=0 Il;i:O,II=-oo 0 

·Pr [ 1 kT - T, + TJ 1 < Tc 1 TI < ~,T) < tl, Tj ]. P [Tj 1 T, < ~] dT) (3.52) 

where P [Tj 1 Ti < 6] is uniformly-distributed with the prohability density function as 

shown in Fig. 3.14. Since 

= Pr [ kT + Ti - Tc ~ T, ~ kT + T) + Tc 1 Ti < 6, Ti < ~,TJ ] 
2Tc 

= 
~ 

(3 .. 5:3 ) 
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1 -
Il 

o 'C' J 

1 
P['t·I'C·<L\]=-

J J L\ 

Figure 3,14: Probability density function of the random variable P [T) 1 TJ < ~l. 

5; 

where k must satisfy 0 < kT + Tj < ~ for every TJ' Since k assumes values from -00 1.0 

00, thus it always has r~l values which satisfy 0 < kT + T) < ~ regal'dlcRs of wllill. TJ 

is. Therefore, after conditioning on the number of paths l, (3,.52) becomes: 

1 1 1 6 1o.:1?T. '>T. 1 
P2(1)~L L L:r-l (~),(~)·-dTJ (:1':)·1) 

1=0 l=O#, )=0 T 0 6, 6. .6 

Let us define J( = r ~ l, then 

When averaging over l, we have Ï = À6, ]2 = À2 6,2 + À6, and f3 = >.363 + 3À2
,62 + "6, 

then: 
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With the definitions of (3.24), (3.27) a.ld (3.28), (3.56) becomes: 

4,\6 2 2 
P2 < Gp2(R~) (,\ ~ + 5,\6. + 4) (3.57) 

where Gp = f. This shows that P2 is inversely proportional to the square of the 

bandwidth expansion factor. With (3.JO) and (3.57), we have: 

P < Pl + P2 
2 - 6 T 4,\6 

< max {O, G
p 

'\6.[1 + ,\(~ - 2 - '2)] + G
p

2(R6.) (,\2,6.2 + 5'\~ + 4) } 

(3.58) 

Comparing (3.58) to (3.30), it shows that with square-Iaw equal weight RAKE combiner. 

an improvement of at least 3 dB over maximum gain RAKE receiver is achieved. Since 

6. :::; 6, and therefore a less tight upper bound is: 

P < 

(:3.59 ) 

where Îma:e = >.&, R = lIT and r R~ l = R&. For large Gp , Pl ~ P21 50 we have: 

P < 2Ïma:e [1 + Îma:e (1 __ 1_)] 
- Gp 2 rR~l 

(3.60) 

For fixed P> 0, (3.59) can be rearranged into the following form: 

- 2 - j ma:e 1 -3 -2 -
P(R~)Gp -2Ima:e(R~) [1 +-2-(1- r R~ l )]Gp -4 (/ma:e +5Imaz + 41ma:e) = 0 (3.61) 

Since the processing gain Gp is always positive, it can be expressed as follows: 

Cp = Î~Z[l + Îmaz (l __ 1_)] 
P 2 r R6.1 

+ 
i;',,:e [1 + ~(l- ~)]2 + v& (i!a:e+5Ï!az+4Ïma:e) 

P 
(3.62) 
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Figure 3.15: Graph of processing gain Cp a.s a function of RD. with li = 0.01. 

With L antenna diversity, the required processing gain becomes: 
. . 

G
p 

= l,:oz [1 + 1moz (1 __ 1_)J 
(P)t 2 rR~l 

+ 
i:noz [1 + ~(1- ~)F+ ~ (i!oz+.'5i:naz+4Ïmaz) 

(I»± 

59 

The relationship between the processing gain Cp and R~ with P = 0.01 aud 

different values of Îmaz and L is shown in Fig. 3.1.5. The behaviour of Gp f(JI t11f' 

square-law equal weight RAKE combiner is &imilar to that of the maximum gain ItA h Jo: 

combiner as shown earlier in Fig. 3.11 The required processing gain increase<; Wlt./l 

the number of delayed paths in the channel impulse response and it also increasc5 wit.h 

Rl5.. However, the saturation effect indicates that ab ove a certain proce~~lf)g gain, (Jll)' 

additional increase in R~ results in only a small increase in Cp' In addition, the rf!qulI ed 
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Figure 3.16: Graph of processing gain Cp as a function of Rb. with P = 0.01 and Ï maz 

=1. 

amount of bandwidth expansion for IS1 suppression is greatly reduced when antenna 

diversity is employed, which can be seen in Fig. 3.16. One advantage of using the 

square-Iaw equal weight RAKE combiner is that for a given P, the necessary processing 

gain is approximately half of that as required for the maximum gain RAI\E combiner. 

This can be seen by comparing Fig. 3.11 and Fig. 3.15. In the next section, we extend 

the above ISI analysis to the maximum gain RAKE combiner and the square-law equal 

weight RAKE combiner when commutation signaling is used . 

\ 
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3.3 ISI Effects on Commutation Signaling 

In this section, we consider the effects of multipath induced ISI on the data ddee! ion 

process in a system where commutation signaling scheme is employed. As men! i01H'd 

in section 3.1 that A-J x N signaling relied on switching N dlstinct AJ-ary signal St'h. 

None of the N signal sets is used again until the ringing of its prcvious trdn~l1Ibt-ioll 

has diminished. As a result, the sampling time of each matched filter wi! h C011l1lllll.l

tion signaling scheme is no longer kT, but kNT, where T is the symbol time int.('I'\dl 

Therefore, aIl the results of the ISI analysis obtained in section ~l.2 can he appht'd 1.\1 

commutation signaling with T replaced by NT. 

For maximum gain RAKE combiner with commutation sigllaling, hy lI~illg t.!w 

the result as obtained in (3.30), the probability of having significant ISI i~ 

4 ~ li NT 
P ~ max {O, Cp ÀLl[1 + À(Ll -- 2 -:2)] } (:Ui.! ) 

where the processing gain is now Cp = ~; and li = f :T l NT. In 01(11:'1 tu hil\'/' ZI'I U 

ISI, we need: 

b. NT 
1 + À(~ - - --) 

2 2 
NT NT Ll 

1 - À~(- + -r-l- 1) 
2Ll 2il NT 
NT NT ~ 

(2il + 2il fNT 1- 1) 

< 0 

< 0 

1 
> 
- À~ 

Now, since r :T l Hf ;::: 1, thus, the condition for zero ISI il:>: 

2 
> 1 + À~ (1 (/(/) 

Therefore, a sufficient condition for zero ISI for the maximum gain RAKE comf)J!J('f 

with commutation signaling is: 

(1 (',7) 
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or 

(3.68) 

where )..T is the average number of paths within the symbol time interval. 

As explained in section 3.1 that in order to have no ISI for binary commutation 

signaling, the number of binary signal sets required is N = r Rt::..1, which is less than 

the condition derived in (3.68). The discrepancy is due to the exact implication of the 

parameter ~. In section 3.1, the parame ter ~ is defined as the tzme ,delay spread within 

which ail the delayed paLhs are presented. That is, there is no delayed path with tIme 

delay larger than this time delay spread. Therefore, we use a heuristic approach to show 

that no ISI exists when the number of binary signal sets is N = r R~ 1. However, the 

condition in (3.68) is derived using a probabihstic channel mode!. The path delays are 

modelled as a Poisson process with constant rate)... The parameter ~ is considered as the 

maximum observed delay spread and any delayed path, within this time interval, results 

in a peak at the matched filter output with its amplitude exceeding the threshold. There 

arc two possibihties that a peak is not considered as a delayed path. One of whid1 is 

that the peak is being attenuated such that its amplitude does not exceed the threshold. 

and this peak do es not cause significant ISI. The other possibility is that the dela~ ecl 

path appears outside the inte: J'al of the maximum observed dp1ay spreaJ, this happens 

whell the rate).. is so small that the arrivaI time of the deIayed path Falls beyond thf' 

maximum observed delay spread. Depending on the amplitude of this delayed path, it 

may cause significant ISI. As a resuIt, the term >.~ in (3.68) is a safety factor which ta.kes 

iuto account of the occurrence of the latter possibility. When the rate).. is small or the 

average number of delayed paths within the symbol time interval, )..T is much smallel 

than 2, that is, )..T « 2, then the safety factor is much greater than 1. Therefore, (3.68) 

is the condition for zero ISI in the maximum gain RAKE combiner with commutation 

signaling. This implies that more signal sets than r Rb.l are needed when taking inta 

consideration of the possibility of having sorne paths of significant ampitude with time 

delays larger than the maximum ohserved delay spread. In the case when the rate ,\ is 
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large such that )..T ~ 2, the safety factor is comparatively sl11all to r R~ land (.m 1)(' 

neglected. Thus, the condition for zero ISI with commutation signaling and maximllill 

gain RAKE combiner reduces to the one as follows' 

where N is, in general, larger than r R6.1. How close N is to r R~ l dl'pt'nds on t IH' 

chance of having delayed paths with delays larger than 6. and wi th all1\>lt tlld('~ ahm (' 

the threshold. 'l'he more confident we are that there are no sllt:h p,tt.hs, tilt' 1110\ t' do..,(' 

N can be to r R6.1. 

Let us now consider commutation signaling with square-law l'quai w<'lght. I~ ,\ 1\ F 

combining. The probability of having significant ISI can be uPPCI-bOlllldt·t! l,y /) :: 

Pl + P2 w here: 

2 - 6. NT 
< max { 0, -),,6.[1 + ),,(6 - ? - ~)]} 

Cp ~ ~ 
( { ilJ) 

4>.fiNT 
P2 < ()..2~2+5>'6.+4) 

Gp
26. 

( \ il) 

and Gp = Ig, fi = r :T l NT. Wh en N satisfics (3.67), then Pl = 0 alld tlt(' prol,,,hdll \' 

of having significant IS1 is determined only by P2 • With Ï maz = >..6., WI' have 

4ImazNT -2 - -
P2 :5 G 26. (I maz + ,51 maz + 4) = P2 

p 

For a fixed P2 > 0, (3.72) can be rearranged into the following: 

TIT. 4Ïmaz (Ï2 5Ï 4) 
e = (R6.)N P

2 
maz +. maz + 

where R = liT. With L-order space diversity, we have' 

TITe = 

Since N satisfies (3.67), we have: 

2 
N> R6. + >'T 

('J il) 
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Figure 3.17: Graph of bandwidth expansion TITe as a function of R.6. with F2 = 0.01 

and an upper bound of (3.74) is obtained as follows: 

(3.76) 

A graph of the bandwidth expansion factor TITe versus R.6. with P2 = 0.01 and 

different values of jmaz and L is shown in Fig. 3.17. We observe that for a fixed F2 • 

the required bandwidth expansion TITe increases with the number of channel paths. 

but decreases with Rfj.. However, the required N has to be increased also when R.6. 1<; 

increased 50 that (3.75) is s,atisfied. In the case when R~ is very large or approaching 

cx>, the bandwidth expansion factor TITe is small, however N must be large. Because 

of the condition as imposed by (3.6i), it is seen that the required bandwidth expansion 

TITe decreases with N, the number of commutation signaIs to be used . 

When comparing Fig. 3.17 with Fig. 3.15, it shows that for the same probability 
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Figure 3.18: Graph of bandwidth expansion TITe as a function of R~ with jJ2 = (J.(JOUl 

of having significant 15I, the square-law equal weight RAKE combiner with COIllIlIIILI

tion signaling requires a smaller bandwidth expansion than that without rOlIllllut,t!,ioll 

signaling. For Rt:l = 2, L = 1, and Ï maz = 3, the req11iled banc\width expitll-.ioll. ,1:-' 

obtained from Fig. 3.17, for the square-law equal weight RAKE combiner Wlt It COI 11-

mutation signaling is about 90, but from Fig. 3.1,5, a bandwidth expansion a~ litlgl' cl .... 

about 1000 is required if commutation signaling is not used. 

More bandwidth expansion is required in the case when P2 I~ sDledl. Fig :J, l:-\ 

depicts a graph of the bandwidth expansion factor TITe as a functloll of Il.6. Wlt.ll 

P2 = 0.0001 and different values of Imn and L. When R6 = 2, L = 1 and Imaz = :$, 

the required bandwidth expansion is about 900, In addition, it can be [){'('Il fmlr! Fig 

3.17 and Fig. 3.18 that the required amount of band width expansion is redlJwd glt<ttly 

when antenna diversity is possible. 
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As explained earlier that zero ISI could be achieved for the maximum gain RAKE 

combiner with commutation signaling when N satisfied (3.67). However, when commu

tation signaling is incorporated with square-law equal weight RAKE combiner, there is 

ISI and the probability of having significant ISI is mainly determined by P2 as given 

in (3.72) even when (3.67) holds. From section 3.2, P2 is defined as the probability of 

having significant ISI in Z2( t) where: 
<Xl 00 00 

Z2(t) = L L La(z)a·(l)<Pu(t-Tl+TJ)<I>~(t-TI+TJ) (3.ii) 
\=01=0,1:;1;\ 3=0 

Since Z2(t) is primarily a sum of the multip:ication of the autocorrelation function <I>u(t) 

with its conjugate of differ·.mt delays, there are t",o possibilities that a strong mainlobe 

is forrncd after the multiplication causing significant ISI at the sampling time. One of 

them is whell two large mainlobes align together. The other possibility is when one 

large main lobe aligns with one small sidelobe. AlI these possibilities increase the chance 

of having significant ISI at the output of the square-Iaw equal weight RAhE combiner. 

As a result, unlike the situation for maximum gain RAKE combiner with commutation 

signaling which has zero ISI when N satisfies (3.67), ISI may exist at the output of 

square-law equal weight RAI~E combiner even with commutation signaling, and this is 

reflected by P2 from (371) not being identically zero. However, P2 can be made vely 

smal!. 

Using commutation signaling with N satisfying the zero ISI condition, the prob

ability of haviIlg significant ISI for the square-law equal weight RAKE combiner as 

obtained earlier is given by (3.72): 

4ima:NT ·2 • 
P2:$ G 2 ~ (Imaz + SIma: + 4) 

p 

When N satisfies (3.6ï), we have: 

(3.i8) 

(3.i9) 

An approximate bound of P2 is therefore obtained when N :::::: R~ and is given as follo\\'s: 

(3.80 ) 
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This shows that the amount of multipath induced ISI at the output of the square-la\\' 

equal weight RAKE combiner can he made arhitrarily small and is negligible wllt'n: 

or 

The advantage of using commutation signaling is rcflected in (3.8:.!) silice th(' 

processing gain can be increased not only by incrt'asing Tire, but also hy illu('a~iJ\g 

N. Although zero ISI can he achieved in the maximum gain RAKE comhillt'I wllt'Il 

commutation signaling is employed, maximum gain combining, as mf'lltiollPc! ill S('ct iOIl 

2.2, required not only the estimation of the multipath delays, but also tht' ('~lilll(\\,(':-' 011 

the amplitude and phase of the received signal. However, the phil~(, C'stlllltlt.IOII , ... IIlIl 

an easy task in many ~ommunication systems especlally over multipath fadlllJ:!, cll,UIIH'b 

Therefore, the square-law equal weight RAKE combiner with COllll1lut,Ltioll ~ip,II.t1lllg 

seems to be appropriate for indoor channels since it only rcquires lit(· estima!.t's 011 IllI' 

multipath delays. By properly designing commutation signalillg schcnw, tlle éllllOllll1 (JI 

multipath induced ISI at the output of the square-Iaw equal wcighl HAI\E combilH'I (ilii 

be made negligibly small. In the next section, wc will combine commutation sigllalillJ.!, 

with differentially encoding and will consider how the signalillg schcrne can he' lIsf'd witll 

the G L recei ver . 
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Chapter 4 

GL Receiver for Differentially 

Encoded Binary COll1mutation 

Signaling 

The subject of this chapter is the combination of binary commutation signaling with 

differentially encoding. In section 4.1, we incorporate the differential encoding scheme 

with commutation signaling and apply the Generalized LikelIhood concept as descri bed 

in section 2.2 to obtain the simplified GL receiver structure for implementing the signal

ing scheme. Section 4.2 describes how the scheme can be implemented via differential 

phase shift keyed (OPSK) modulation. It is shown that DPSK modulation oIrers many 

advantages, one of which is significant reduction of the autocorrelation sidelobes of the 

signal to be processed by the RAKE combiner . 
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4.1 Differentially Encoded Binary Commutation Sig

naling 

In this section, we combine binary commutation signaling with differentially cllcoding, 

Differentially encoding structures the signal such that the rcfcrencc l'cquil'cd for dct.ert ing 

a symbol is carried by the previous symbol, thus eliminating probl('m~ associat.t'd wit Il 

phase or polarity ambiguity. With commutation signaling, the reft'rell(C symbol ctlld tll(' 

data symbol belong to different shift quasi-orthogonal signaling alphdh('t~ and th li:' tllt'II 

mutual multipath induced interference is significantly reduced. 

The binary data sequence a(k) = ±1 wherc k = 0,1, .. tü hl' transmitted 1:' di(f(,I

entially encoded into another binary data sequence according to the followi II~ 1 elrt! 1011. 

b(k) = b(k - 1)· a(k) ; k = a, J, . (., 1 ) 

where b( k) 's are of values + 1 or -1, and b( -1) = 1. 1'0 ineOI po rate titis di/fclI'lIt. i,1I ('J1( ()(I

ing scheme with 2 x N commutation signaling or we simply cali N commutatioll SigllillIlIJ!,. 

N commutation signaling waveforms üO(t),Ùl(t),,,,UN-l(t) ar~ employcd '1'11('se WrIV('

forms are assumed to be wideband signais and are T duration Sillft qUél~i-OI tltOgOIl,tl 

With this modulation scheme, the transmitted signal over a ::; t ~ 27' 

Sm{t) - b(O)Um_l(t) + b(l)ùrn(t - T) 

== b(O)[Ùm-l(t) + ~~~~ üm(t - T)] 

- b{O)[Üm_l(t) + a(l)üm(t - T)] (·1 ~) 

where m can assume the values 1, '" N and ÙN(t) = ùo(t). The receiver rnll~t erlll'I(J\ 

a synchronization strategy which also keeps track of which commutatio/l wavdorlll j.., 

currently in use. Thus, we can assume that m is known. The term b(O) which a<,<;IIIIW'" 

value +1 or -1 can be included in the coefficient e- j9, in (2.13) and therefure an equivitl('/lt 

problem is to consider the signal: 

;m = 1, .. ,N 
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Since a(l) = ±l, the detectivn of a(l) when rn is known is a binary hypothesis 

problem. With the transmitted signal sm(t), the CE of the received signal according to 

(2.13) is: 

1-1 

f(t) = I>:l'iejl'Sm(t - Ti) + n(t) ,0::; t ~ To ,m = 1, '" N 
i=O 
1-1 

= La,e"'[ûm-l(t - T,) + a(z)um(t - T, - T)] + n(t) (4.4) 
;=0 

where a(z) = ±1 are the data syrnbols and 1 is the number of delayed paths. Using 

(2.21), the decision variable, for a known m, of the GL receiver for this differential 

encoded binary commutation signaling scherne is: 

1-1 To 

Zrn = L Il r(t)s~(t - fd dt 1
2 

,=0 0 
; m = 1,oo,N. (.J. .. j) 

By substituting (4.3) into (4.5), we have the decision variables for the two hypotheses 

as follows: 

For Ho (a(l) - -1), the decision variable is: 

1-1 T T 
Zm - = LI r 0 f(t)Û:n_l(t -ir) dt - r 0 f(t)û:n(t - f,- - T) dt 1

2 

,=0 Jo Jo 
; m - l, ... 1\". 

1-1 1-1 
L 1 zl7l-1(f,-) - zm(i,- + T) 1

2 = L Zm -(f,-) (4.6 ) 

and for Hl (a(l) = 1), the decision variable is: 

1-1 T T 

Zm + = LI f 0 f(t)Û:n_l(t - f,+) dt + r 0 f(t)u:n(t - i/ - T) dt 1
2 

;=0 Jo Jo 
;m 1,oo,N. 

1-1 1-1 
- E 1 zm-l(f,+) + zm(f/ + T) 12 = L Zm of (fl) (4.7 ) 

;=0 

where Ti- and f/ are the estimated time delays under hypothesis Ho and Hl respectively, 

and 
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The corresponding JL receiver is depicted in Fig. 4.1. The path ddays 1-,- and 

il, where i = 0, .. ,1 - 1, are estimated from the output of the square-la\\' dt·vicl~. Dur· 

ing the channel estimation process and in each observation interval, the tinH' ddays nI 

1 largest peaks, of Zm -(t) for Ho, and of Zm +(t) for Pl, are estimated and tilt' COITt" 

sponding delay taps on the RAKE combiner are activatcd with cqual wcight of ul1it) 

An equivalent form of the receiver is presented in Fig. 4.2. From (·1.6) aud (., ï), tilt' 

decision variables for both hypotheses can be expanded as follows. 

The first two terms 

are common for both hypotheses. If the estimation of the path dclays 1-.- for 110 i~ 

exactly the same as that of the path delays f,+ for Hl, an cC} III valent deci:-,ioll Illlt' fOI 

the GL receiver is then given by: 

where m = 1, .. , N and 

where Ti = ft = f,-. The realization of the CL receiver using this deci.,ion rule f()1 

both hypotheses is depicted in Fig. 4.2. Wh en deriving the decision variable Zm ill 

(4.10), we assume that the estimated path delays in both hypotheses are exactly tlw 

same, therefore, the structure of the GL receiver in Fig. 4.2 can further bC' ~lIl1plJfll'd 
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into the one, as shown in Fig. 4.3, which requires only a single set of channel estimator 

and equa.l weight RAKE combiner. 

The performance of this simplified CL receiver depends on the path delays es

timates acquired in the channel estimation process. To understand the relationship 

bctwecn the optimality of the simplified GL receiver of Fig. 4.3 and path delay esti

mation, we must first consider the optimal CL receiver of Fig. 4.1. This receiver uses 

conditional path delays estimates under each of the hypothesis Ho and Hl. If we assume 

ideal commutation signaling, that is, zero autocorrelation sidelobes and zero crosscor

rela.tion, then undcr the adverse hypothesis, the output of the matched fil ter contams 

noise only. Therefore, the path delays estimates are purely random lesulting in a ran

dom activation of the corresponding RAKE taps Therefore, any 1 activated RAKE 

taps under the adverse hypothesis will yield the same performance. Vnder the correct 

hypothesis, however, the output of the matched filter contains a signal component. It 

i~ this signal component that the corresponding RAKE combiner tends to enhanced by 

summation of its activated taps. To ensure optimal performance, the activated taps 

should correspond to the signal components at the matched filter output. Therefore, 111 

order to have optimal performance, the channel estimate under the correct hypothesls 

should he exact. If this estimate is used also as the adverse hypothesis estimate, no loss 

in performance should occur. The problem is that the receiver does not know in advance 

which hypothci>is is correct. However, due to the signal component under the correct 

hypothesis, the matched filter output peaks corresponding to the path delays are more 

likely to be larger than the corresponding peaks under the adverse hypothesis. Thi,> 

fcature can he used to form a single set of path delays estimates for the two hypothe

ses, which enables the operation of the simplified CL receiver of Fig. 4.3 with minimal 

degradation. The single set of path delays estlmates to be used is obtained by choosing 

the location of the 1 largest peaks of the two matched filters squared outputs peaks 

Zm -(t) and Z'rn +(t) over the estimation interval. In the next section, we discuss how the 

signaling scheme can be implemented via differential phase shift keyed modulation. 
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4.2 Commutation DifferentiaI Coherent Phase Shift 

Keying 

In the prevlOUS section, we considered binary commutation signaling combined with 

differentiallyencoding. In this section, we consider how this scheme can be implementecl 

via binary differential phase shift keyed (DPSK) modulation. 

The modulation scheme is shown in Fig. 4.4. The original binary data se

quence a(k) = ±1 is differentially encoded il1to another binary data sequence b(k) whele 

b( k) = b( k - 1) . a( k). This encodes the information into different phase shifb be

tWCCll successive transmissions. Prior to the transmission, each encoded data bit b(J..:) 

modulatcs a particuIal commutation signal. These commutation signaIs are bandwiclth 

sprcading sequences which can be generated by using maxlmum-Iength shift registez ~ 

and are T duration shift quasi-orthogonal. ln the case of 2 x N commutation signaling. 

the same commutation signal is repeated again every N symbol periods. 

The demodulation of DPSK requires that the received signal in any given slg

naling interval is compared to the phase of the received signal in the previous signal mg 

intcrval, therefore, the estimation of the carrier phase is not necessary. As we can see 

from Fig. 4.3, the Signal to be combined in the equal weight RAKE combiner is obtained 

by delaying the received signal by the symbol period T and using the delayed signal to 

multiply with the received signal. 

The advantage of using commutation signaling with DPSK is that it can greatly 

reduce the sidelobes of the signal to be cornbined in the equal weight RAKE combinel 

As mentiolled in section 3.1 the auto correlation sidelobes of the signaling pulse may cause 

ISI unless the signaling pulse was \Vell Jesigned such that its autocorrelation sidelobes 

were small. For ideal commutation signaling, the autocorrelation sidelobes and cross

correlat.ion sidelobes should be zero in order to have minimum multipath induced ISI. 

Although pseudorandom sequences, which possess excellent autocorrelation properties. 
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Figure 4.5: The output of the matched filter ù:n (-1) when one datd syrnlHJllS t.l cllhlllll kd 

over a multipath fading channel \Vith two clelayed path!:>. 

have been employed in bandwidth expanding signaling !>c1.PIllC!->, thp}' do Ilot gl\'1' Zt'l Il 

autocorrelation sidelobes. In this work, we consider Gole! sequell(,('S [:3iJ] for ('X ptlllI" Il:-' 

the bandwidth of the transmitted signal. 

To understand how commutation signaling with the DPSK schclIH' lI'dllll'~ Il)1' 

sidelobes of the signal at the input of the equal weigbt HAKE COrnhll1('r, W(' ()II~ld"1 

the demodulation of DPSK in the simplifiee! GL receiver as givl!n tri FIg tJ :~, tllid 

examine the outputs of the two matched filters and the signal al the inpllt of t,lj(' ('qlJ,1i 

weight RAKE combiner. Suppose that the commutation SignaIs are obtéLIrled [ro!n (;old 

sequences. Fig. 4.5 shows the output of matched filter ù~( -t) and FIg 1.fi dl'pit h 

the output of the matched filter Ü:n-l (-t) after delaying by the symbol period T wlwlJ 

one data symbol is transmitted over a multipath fading channel with two delay(:d IMtll" 

Because of the autocorrelation property of Gold sequences, the autor:orreJatloll ~id(·I()I)I"-' 

in each of the outputs are relatively small comparing to the mainl()be~ . 

The demodulation of DPSK requires to multiply one rnatr.hed filt,·! ()IIt.rJ1J1. wJl II 
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the other matched filter output delayed by the symbol period T The sir,llal altet tht' 

multiplication, which Îs the input to the equal weight R ·\I\E combin{'r is tlt-I'Ît ted III 

Fig. 4.7. Since the autocorrelation functions of diffc,ent Gold sequ('n('{'s have tl\l' IlI,till 

IODes Iocated at the same position but the sidelobes spreaded o\"er dlfrf'n'Ilt loc.\t 1O\l~, 

appropriate sequences can be chosen as commutation signaIs su ch that tlH' allt.o< ont'LI 

tion mainlobes are aligned at the same position, but the auto:::orrel,ttioll siddolH':- .111' 

being cancelled or reduced to a minimum after the multiplication. It c<tn bl' ~('t'II III FI!.', 

4.7 that the mainlobes are aligned together resulting in an cnhanCl'IlH'IIt. ill t1u- llld,!-!.111 

tude of the mainlobe after the multiplication, On the othe! hand, It c1t'arly .,ho\\,.., t h,1! 

the sidelobes are significantly reduced because of the cancellation of tl\(' <lUI orO! !t'L\ t 1(1\\ 

sidelobes after the multiplication, 

The cancellation of the autocorrelation sidelobes Ilot 011 Iy luwer., t.1H' l\llli t 1 p.ttll 

induced ISI, but also irnproves the system performance in tlH' sem'[' th.1I wl((,11 t III' 

channel estimation is done incorrectly causing wrong RAKE tap~ tn 1)(' é\rti\',II('rl. t Iii' 

signaIs being combined in the equal weight RAI(E combiner are tlw d.\l t O( O[ !l'I.II I(JI! 

sidelobes; therefore, the smaller the sidelobes, the smaller the degradat[Oll will 1)(' 'l'III' 

advantc::.ge further advocates the use of DPSK in implemcnt.ing dljf('rcllti;dly ('!lI ()d"d 

binary commutation signaling scheme in the simplified G L receiver, and t.lw 1)('[ for Ill" 1(( l' 

will be considered in the next chapter. 
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Chapter 5 

Performance of the Simplified GL 

Receiver 

This chapter analyses the probability of error performance of the dürerentially encodecl 

binary commutation signaling for the simplified GL leceiver Section 5.1 considers the 

performance of the simplified GL receiver over multipath Rayleigh fading channel undel 

the assumption that the channel estimation is done correctly. In addition, we focus on the 

diversity improvement. In section 5.2, we examine the performance of the slmpli~ed GL 

recciver when operating over multipath Lognormal fading channel with perfect channel 

estimation. Finally, section 5.3 considers the effects of incorrect channel e~timatlOn 

on the simplified CL receiver. The performance degradation due to wrong activated 

RAKE taps is investigated by comparing the computer simulation results under practical 

cha.nnel estimation with the error performance with perfect channel estimation 

81 
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5.1 "Performance of SimpHfied GL Re«:eiver over 

Multipath Rayleigh f'ading Channel 

From the previous chapter, it was seen that the CL reCCI\'t'r with ddfc!(,111 ially ('Ill {hk.! 

binary commutation signaling resulted in a simple struct.ult· whcn Olll' "t't nI' p.11 li d,'I.I\" 

estimates was used for the two hypotheses As a rcsult., tIlt' !"{,(t'ivt'r tt'<IIIlIl'd \llli \ " 

single set of channel estimator and equal weight RAKE COmbllll'l In t.hl!-> "t'CIIOIl, \\,' 

con si der thE' performance of this simplified GL recelvcr with ddfel'f'lltl(t1l y "I\co(kd hlll.!1 \ 

c0mmutation signa1ing over a multipath Rayleigh f,lding (hannel Wt' il!->'>1I111t' ht'!!' 1 Il.!I 

the channel path delays estimates are correct, thal is, idcal ch ,III 1 1t'1 ('~tillldti()lI. clll.! 

concentratp on the divcrsity improvement. ""Vith thi" as~uIl1ption, t!t(' "I!llp1'flt'd ,,1\11 11\1' 

exa.::t GL receiver~ yield identical performances. Degr<tdatioll dllc 10 Pl,lt tl( dl rli"IIII,,1 

estimation with errors will be consiJered in section 5.:3, 

With the use of commutation signaling Wll1Ch glve" III III II 1 III III clllt()( 0111'1,1111)11 

sidelobes and crosscorrelations, the effects of ISI on th!' simphficd GL 1(·(t'iV('1 III Iii,' 

data detection process are insignificant and are neglccted. III addi tioll, ~11I( (' t.I JI' ( Il,, 11111 ,1 

estimation is assumed to be performed ro~fectly, ail neC(ls:-,cU'y HA l\ E tél P'> "1 (' (lI tJllf'1 1 \ 

activated. In order for differential phase shift keyt"'d (DPSI\) modlll.tt,loIl 1.1) 1)(· " If''''';!11f 

signaling technique, we a1so assume that the channel variations drc ~llfficJ('lItly "ltJw ',II! 11 

that the channel phase shifts do not vary significantly over two (On~('ClltIVf' ~il-',II"IIII~~ 

intervals. 

We first consider the performance of binary DPSK for a lIoufadlIlg (hiLlllwl Il 

the CE of the transmitted signal is s(t), the received signal In olle ~Iglléilillg 1111.('1 'v ,ri l, 

r(t) = o:e,8s(t) + ii(t) ;0::; l ::; l' 

where ii(t) represents the zero me an additive Gau:,sian noi~e witl! tw()-<id(~d !JOWf'! "1Jf'f 

tral density ~ [Watt/Hz], 0: is a fixed attenuatlOn and 0 i" the phil'>(; ',111ft '1 Iw ('1 Ifll 
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probability of binary DPSK for a nonfading channel is [19, pp. 273]: 

(.i2) 

where 'Yb = Ct2~ is the signal-to-noise ratio (SNR) per bit and Eb is the signal energ,:. 

per bit. 

To evaluate the error performance of binary DPSK for a single-path faùiTlg chan

nel, we consider (5.2) as conditional errOf probability with cr being fixed. \Vhen a i., 

random, the errar probability is obtained by averaging (.5.2) over the probabiht: denslty 

function (pdf) of 'Yb, by evaluating the following integral 

( .=.i.:3 ) 

whcre p("fb) is the pelf of "lb when cr is ranelom. In thls section, a is as~umecl to be 

Raylpigh-distributed, then cr2 has a chi-square probability distribution with 2 cleglf'eS of 

freeclom [19, pp. 29]. Therefore, 'Yb is also chi-square-è.istributed and has the following 

pelf: 
1 

p("fb) = =- exp ( -'Ybt'h) 
'Yb 

whcre 1b is the average SNR ratio given by: 

Eb 2 
~b = N E [Ct] 

o 

: 'Yb ~ 0 (.) -0 

() j) 

and E [Ct2J is the average value of 0'2 or the second moment of a. By substituting (.5.2) 

and (5.4) into (53), the error probability of bmary DPSK for a single-path RayleIgh 

fading channel is: 

Pe 10
00 

Pb(!b) Ph'b) d'Yb 

_ -b- rJOexp[-'Yb(l+ 1 )]d'Yb 
2Îb Jo "lb 

1 
2(1b + 1) 

(.).6 ) 

The probabilities of error performance of the simplified GL receiver for binary DPSK 

over a nonfading channel and a single-path Rayleigh fading channel are illustrated in 



• 

• 

----- - --------- --- ----------_._-----------------------------

Chapter 5. Performance of the Simplified CL Receiver 

~ 
Q.., 

~ 
:.ë cu 

ê 
0-... 
g 
~ .... 

t:Q 

10° 

10.1 ----"i 
" 

10.2 

10.3 

10-4 

10.5 

10-6 

10.7 

10.8 

"!'l 
\1. 

\ 
\ 
\ 
\ 

\ 
\ 
\ 
1 
\ 
\ 
1 
\ 
\ , 
\ , 
1 
1 
\ 
1 

1 

, -----1 
1 
1 , 
, .......... . 
1 
1 , 

for a single-path Raylclgh fUthng ch.H1Ilc1 

for a nonfudmg channcl 

~imulation results 

10.9 '--__ -'-__ --1 ___ ->-__ --'-___ '--__ -"--__ --'--____ '--. ____ _ 

0 5 10 15 20 25 30 ,5 40 

Average SNR per bit, îb (dB) 

~ t 

Figure 5.1: The error performance of the simplificd CL rccciver for binill y DPSh ()VI'I 

a single-path Rayleigh fading channel and a nonfading channel. 

Fig. 5.1. The figure also shows the computer sirnt~latlOn re~111b. 'l'III' f>llllld,ttÎUII'" .III' 

described in Appendix A. It can be seen that the perforlllallCt> {jf t11(' ">lIllplilwd CL 

receiver degrades significantly when the recei ver IS operating ovel a fhdllll!, ch il rill/'J 

From (5.2), we observe that the error probability for a nonféLdmg challfJ('J dl'( I(',I~('''> 

exponentially with SNR. However, from (5.6), it shows that the error l'élU' (JII a ~llIglI' 

path Rayleigh fading channel decreases only invcrsely with SNR. Till., irnpli('" tlJ,i!. III 

order to maintain a low probability of error on a fadll1g channel, the trél.Jl,>miU('/ 1J('(':h 

ta transmit a large amount of power, and thus the ~ystem i& SN ft inefficII'1I1 A Iwt.t.(·1 

SNR performance on a fading channel can be achJeved by means of diver "Î ty lI'( li fIIqll(' ... 

As rnentioued in section 2.2 the square-law equal wcight RAKI-: (()lrlbllH!1 III 

the GL receiver was capable of combining the resolved signal componcnt'l )/'(eÎv('r! UV!'! 



• 

• 

Chapter 5. Performance of the Simplified CL l\.eceiver 8·5 

multiple channel paths. !ts operation is one form of diversity combining techniques which 

provides the receiver w;th several replicas of the same transmitted signal. Therefore, thE: 

performance of the simplified GL receiver over a multipath fading channel is equivalent 

to that over a single-path f,ding channel with diversity of order L, where L is the numbf'r 

of resolvable delay paths in the channel. With the assumptions that the fading pro cesses 

among the L di versity channels are mutually statistically independent and the average 

SNR per channel is identical for aIl channels, the pdf p( lb) of the Rayleigh fading channel 

statistics is fI 9, pp. 723]: 

whcrc 7c is the average SNR pel' channel given as: 

j t = 0, '" L - 1 

and the SNR per bit lb is defined as: 

E L-l b" 2 lb = N i....J 0', 
- 0 1=0 

( .S.i) 

(.5.S) 

(.=5.9) 

SlI!re we assume that the average SN R per channel is identical for ail L channels, we 

have the average SNR per bit: 

(.5 10) 

The conditional error probe,bility of binary DPSK transmitted over L time

invariant channels with equal weight combining is [19, pp. 725]: 

1 L-l 

Pb(!b) = ')2L-l exp(-,b) I: blclb
lc 

where ,b is given by (5.9) and 

w k=O 

1 L-I-Ic ( 2L - 1 ) 
bic = k' I: 

. n=O n 

(.5.11 ) 

(5.12) 
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Figure 5.2: The error performance of the simplified GL receiver for biIl<tly DI'S/\ 0\1'1 

multipath Rayleigh fading channel. 

W here ( : ) = q' (:~,)!" Therefore, Ihe pro babi li 1 Y of error of 1 he si m p iL fied (: L "'"'' VO', 

for binary DPSK over a multipath Rayleigh fading channel is obtain<,d by étVel,tglflg 

(5.11) over the fading channel statistics given by phb) in (.J.7) and the (,"Idt. is [1 !), pp 

725]: 

(,l l'li 

For L = 2, the probability of error is: 

P. 1 ~ b (1 k)' ( lb )k 
e = 8 (1 +:r;)2 t:o k + . 2 + lb 

1 [ 4 2( lb )' 
- 2 (2 + ;;h)2 + 2 +;Yb J 

(:j JI) 
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Similarly, for L = 3, the probability of error is: 

Pe = 1 th (2+k)'( ';;h )10 
26 (1 + ~ )3 10=0 le • 3 + 'Yb 

_ 1 [32 + 36( Ajb ) + 1')( lb )2J 
26 (1 + 1f )3 3 + 'h - 3 + ::Yb 

27 1 9 '/Oh 3 "ib 2 

(3 +'Yb)3[ '2 + 16(3+'Yb) + 16(3 +'7&) ] (.j.l.5 ) 

The probabilities of error performance of the simplified CL receiver for bina.') 

DPSK ovcr a Rayleigh multipi.th fading channel with L = 2 and L = 3 are shown in 

Fig. 5.2. The error performance is plotted as a function of the average SNR per bit 1b 

The results dearly show the advantage of employing equal v .. eight RAKE combiner fOl 

the exploitation of muitipath diversity to overcome the severe penalty in SNR due to 

fading. However, there is also a diminishing returns effect which increases with the enOl 

rate. A two foid diversity seems to give a measurahle performance improvement O\er 

non-diversity up to an error rate close to 10-1. A three fcId diversity gives measurabk' 

improvement over two foid only up to an error rate of 10-2 • Therefore, the higher 1" 

the operational error rate of the system, the less effective is diversity. It seems that a 

three fold diversity is most appropriate for error rates between 10-3 ar.d 10-2
, unde! 

independent Ray:eigh îc\.ding. However, if much lower error rates are required, a higher 

diversity order can be more effective . 
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5 .. 2 Performance of Sirnplified GL Receiver over 

Multipath Lognormal Fading Channel 

In this section, we conslder the performance of the SIll1pltficd CL n'«'I\t'1 \\lllt dt! 

ferentially enccded binary commutation signaling ovcr d n1Ultq)dt.h Logl1orIllctl r"dlll~', 

channel. We also assume that tlle channel estllnatioll is pl'l"fedly pt', ()1Illt'd <llId cdl 

necessary RAKE taps are activated correctly. Unhke the ca.S(' rOI 111Illt,ip,tt.h IL,v1('I!.',11 

fading channels, the error performance of the slmphfied GL ICCel\('1 0\'('1 Logllollll,d L,cl 

ing chann{.,s does not r~sult in closcd-form solution.;;. Then.fol(" Wc' I~('(,d ln Il'-.t 1)()III,d ... 

and numerical integrations to obtain t.he error pl obabilit ie ... 

We bcgin with the errol performance of bll.a!')' DPSI\: fOI (t lI11I1f.,dlllg (lt"llllt'l 

given in (5.2) as: 

where lb = Cl:2~ is the 5igTIéJ-to-noise ratio (SNR) pel bit and Eb 1::' t.1\(' ~Igll(" ('1\('11-\\' 1'1'1 

bit. For a fading channel, CI: is rnndorn. In thi!> section, 0: 1:) assunH'd tu IH' LogIIOIIII,"" 

distributed, therefore, we have: 

CI: = exp (.r) 

where x is normally-dl&tributed with mean J-L and variancp (J'2 T/1t' pdf of J' 1'> tht'III!,IVI'II 

as: 
1 (X-ll)2 

p(x) = .J2iW2exp [- 217 2 1 

The error performance of binary DPSI< for a single-path LügnorJwt! f<Lelin!!, (1IrI/1 

nel is obtained èy averaging (5.16) over the pdf of x, that IS. 

100 1 Eb 
Pe = -exp(--e2Z )p(.r)dx 

-00 2 No 

By substituting (5.18) int.o (5.19), we have: 

1 100 1 (x - Il) 2 Eb 2z = - exp [---2 -] exp (--e ) (h 
2 -00 V27ra 2 2,,- No 
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() 20) 

From (5.5), 

Eb [2] 
lb = No E Ct (.5.21 ) 

and whcn 0: is Lognormally-distributed, 

(.5 :22) 

Substituting (,5.22) into (5.21) gives 

E" _ ( 2 
No = lb e.cp -20' - 2p) (5 2'3) 

Thercforc, by substitutmg (5.23) into (5.20), the error probability of binary DPSI\: fOl 

a single-path Lognor mal fading channells, 

p _ 1 foo ex [ (x - J1.)2 - _2(12_21-1+2:1: 1 d 
e - ;;:;---;;8 2 P - .),..,.2 - "tb e .r 

VI:>7rO-- -00 _v 

(,S 2-l) 

Unfùrtunately, (fl24) cannot be further simplified into a closed form. and thus it can 

only be evaluated by numerical integration. However, we can derive the bounds to the 

('rror probability 

5.2.1 Bounds 

TIl(> bounds to the errol' probability in (5.24) can be obtained by considering (.5.19), 

f oo 1 Eb 
Pe = -'00 '2 exp (- No e2

:Z:) p(x) dx 

1 [ Eb 2:z: J = :2 E exp (- No e ) 

1 
= :2 E [ exp ( -c e2

:z:) 1 (. ,).) )'-') 

where c = ~ > 0 is a constant, x is a random variable with pdf given in (5.18) and El,] 

is the expectation with respect to x. Figure 5.3 depicts the function e2
:!: and a tangential 

line to this function. Now, let 

i(x) = ax + b (.5,26) 
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2x 
e 

Figure 5.3: The tangentJal lme tü the fUlIrtloll (2x 

x 

he the equation of the tangentlal line to tlw functlOl1 (>2x ,LI /' = 'C o Su, t III' "I"p" dl 

x = Xo is given hy: 
d e2

:>: 2x a---I _.)/,,, - d X ;Z:=~tJ - -
(.-, 27) 

The value of f(x) at x = X o is: 

From (5.27) and (5.28), we have: 

By substituting (5.27) and (.5.29) mto (5.26), the equatlOn of the td.ll!!;t'lltl;t1 IIlif' 1<'" 

For any X 01 we have f(x) $ e2z , therefore, the uppf~r bound to (S :lS) J" 

1 
Pe < 2E [ex p (-cf(x))] 
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1 2 E [exp (-2ce2zox - (1 - 2xo)ce2zo)) 

- ~ exp {-Ct! - 2xo)e2zo] E [exp (-2ce 2zox) ] (5.31 ) 

Since the k-moment of exp(x) about the origin is [36, pp. 9J: 

k2a 2 

E [exp (kx)] = exp (kil + 2) (,5.3'2) 

we have 

(,5.33) 

Therefore, after substituting (5.33) into (5.31), we have: 

1 
Pe < '2 exp [-c( 1 - 2xo)e2zo - 2cJle2zo + 2c2a2e4Zo] 

1 
= '2 exp [_ce2z0 (1 + 211- - 21-'0 - 2c0'2e2zo )] (5.3-! ) 

In order to have the tightest bound, we must choose Xo such that: 

(.5.,rS) 

is maximized. To maximize 91(Xo) with respect to xo, we consider the following. 

(5.36) 

or 

To assure that (5.3i) gives a maximum, we have to verify if the second derivative of 

gl(Xo ) with respect to Xo is negative. Therefore, 

lf291(Xo) 

+ 2e2zo (_2 - 4ca2e2zo ) + 4e 2zo (! + 2f.L - 2xo _ 2c0'2e2zo ) 

e2Zo[_32ca2e2zo - -1 - 8(J-l - xo)] (,5.38) 
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As obtained in (5.37), l' - x~ = 2c0"2e2zo
, thus (5.38) redllces to: 

<Pg1 (xo) 

Since e2zo > 0 for aIl x"' (5.39) is always negative showing that (5.37) is indct'd 111.1\1 

mizing (5.35). By substitllting (5.3ï) into (5.34), the errOl probability is uppc[-holll1dt'" 

by: 

Pe < Pu - ~ exp [-ce2z0 (I + 2Jl- 2.To - 2ca2e2xo )] 

1 _ 2 exp [_ce 2z0 (1 +2ca2e2zo )] 

1 (/l-x o ) 
- ,?exp[- ') 2 (l+J1-xo )] _ _0" 

If we let 

j3 = IL - X o 

theu (5.40) becomes: 
< _! _/3(/3+1) 

Pe - Pu - 2 exp [ ,) 2 ] _0" 

From (5.37), we can derive an equation for {3: 

where, from (5.22), 

j3 _ 2ca2e2(~-~) = 2ce2JJ+20'l a 2e-20'2 e- 2f3 

_ 27b0"2e- 2Ul e-2/3 

7b - cE [0:2 ] = ce 2JJ -r20'l 

Eb 2JJ+2u l 
- -e 

No 

From (5.43), it is seen that (3 > o. For j3 « 1, 

f3 = 27b0'2e-
2crl e-2/3 

::::: 2"7ba2e-2crl(1 - 2(3) 

(.i ·11 ) 

(.).-12 ) 
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Figure 5.4: {3 (~ 1) as a function of average SNR per bit, ";::Ïb. 

Therefore, 

(5.46 ) 

From ~5.43), 

(5Aï) 

or 

(.5.48 ) 

Therefore, 

(5.49 ) 

and for {3 ~ 1, the upper bound is tight. Figures 5.4 and 5.5 show the beha\"iour of B 

when /3 ~ 1 and {3 ~ 1 respectively for (12 = 1 and Il = O. 
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Figure 5.5: f3 (:;::}> 1) as a function of average SNR pel' bit.,";;ib 

From (5.42), we then have: 

; for j3 <t: 1 

; f{J1 j3 :;::}> 1 

By substituting (5.46) into (5.50), we have the upper bound for j3 <t: 1 ét~ follow", 

(SSI) 

This shows that the upper bound to the error probability decreases eXI~on(!lltlally wit.!J 

Tb' Similarly, for /3 ~ 1, substituting (.5.49) into (,j.,50) yields the upper bOlllld a.., 

(:) fJ'2) 

Thus, when /3 :;::}> 1, the upper bound to the error probability decrca.')es expolJf'rltlrl.lly 

with the square of the natural logarithm of ·;::h. 
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To find the lower bound to the errc.r probability in (5.24), we make use of Cheby

shev inequality which givt:.s the following: 

where f > O. Using (5.25), (5.53) can be rearranged as: 

E f exp (-ce2~)] > Pr f exp (ce2z
) $ exp (ce2~)] exp (_ce 2f ) 

1 
Pe > '2 Pr [exp (ce2z

) $ exp (ce2~)] exp (-ce2
() 

1 
> '2 Pr [ x $ f] exp ( _ce 2E ) 

1 Il - f 2E > 2" Q ( -0- ) exp (-ce ) (.5.54) 

w hcre Q (x) is the Q- function defined as follows: 

1 100 

Q (x) = M::. exp (_t 2 /2) dt 
v21l' z 

(.5 .. 55) 

Dy using a well-known inequality of the Q-function [37, pp. 24ï]: 

Q [ v'x] exp (-yj2) 2: Q [Jx + y] for x, y :s; 0 (.5 .. 56) 

we can obtain the lower bound of the error probability. 

The error probability in (5.54) can be expressed as: 

> 1 Q ( J.l - f ) ( 2f) Pe - -- exp -ce 
2 (J 

- ~'[ J(J.l - f)2] exp (-2ce2c /2) 
2 (J 

and using (5.56), where x = (7)2 and y = 2ce2f , V!·~ have the lower bound of the error 

probability as follo\'v's: 

(.5 .. 5i) 

To have the tighest lower bound, we must find the value of f which minimizes: 

(.5 .. 58) 
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In order to minimize 92(!) with respect to {, we consider' 

d92({) = 0 
dt 

(5 !1!l) 

or 

p-c 1 
2 (--)( --) + 4ce2~ - 0 (J' (J' 

-2 (f.1. - !) + 4c(J'2e2~ 0 

f.1. - c - 2c(J'2e2t (;) (iO) 

To make sure that (5.60) gives a minimum, wc have to verify if the secolld dellv,lt 1\'1' ut 

g2( €) with respect to € is positive. Therefore, 

d2 
92 ( {) _ 2 8' 2~ 
d 2 - 2 + CC 

{ U 
(.) (i 1 ) 

Since e2E > 0, (5.61) is always positive showing that the condition in (5.60) i~ lIIilllllllZlllg 

(5.58). When comparing (5.60) with (.5.3i), they are identical. Therpful'I', fI 0111 (:) :~ï ) 

and (5.41), we have 

The error probability is then lower-bounded by: 

(!) (d) 

where {3 satisfies (5.43). 

The exact, lower-bounded and upper-bounded error probabtlitte!-:> of Üw simpllflf'd 

GL receiver for differentially encoded binary commutation signaling oW'r a 'lin2Ie-pat.!t 

Lognormal fading (zero-mean and unit variance) channel are depicteJ in Fig 5 G TI)/' 

figure also shows the simulation results. The exact error probability i::, obtaiflf'd 1).1 

performing numerical integration of (.5.24). By using the technique of Newton'., T1wtll()d 

to solve for (3 in the nonlinear equation (.543) for different value,> of ttlf' aV(!ldg(~ S.\ H 
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IO-s 

lower-bcunded error probability 

exact error probablhty (numerical integrauon) 

simulation results 

10~~--~----~----~----~----~----~----~--~----~--~~ 
o 5 10 15 20 25 30 35 40 45 50 

Average SNR per bit, 'Yb (dB) 

97 

Figure 5.6: The exact, lower-bounded and upper-bounded error probabilities of the 

simplified CL receiver for binary DPSK over a single-path Lognormal fading channel. 

pel' bit, the lower-bounded and upper-bounded error probabilities are then obtained 

according to (5.63) and (5.42) respectively. Moreover, we can see in Fig. 5.6 that when 

the average SNR per bit is small, the exact error probability is doser to the upper-bound 

error probability. When Ah is large, the exact error probability curve lies between the 

upper-bounded and lower-bounded error probability curves. It is about 2 dB belo\\' 

the upper-bounded error probability curve and 3 dB above the lower-bounded errol 

probability curve . 
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5.2.2 Numerical Integration 

In the case of multipdth Lognormal fading channel, we consider the conditional {'IIOI 

probability of binary DPSK transmitted a time-invariant channel wit.h L-fold ('qu.t! 

weight combining as given in (5.11): 

1 L-I 
Pb( Tb) = 22L - 1 exp ( -Tb) L: blc/b le 

Ie=o 

where bic is given by (5.12) and the SNR per bit Tb is defined as: 

Eb~ 2 
lb = ""Fi L...J Q. 

o ,=0 

(f> (il) 

Now, for a multipath Lognormal fading channel, Q. = e:l:" whe!'c 1 = 0,. , L - l ,IIH! .1'. 

is normally-distributed with mean /-Li and variance (J,2. Thercfore, (5 65) }WCOIIW<" 

E L-l 
b ~ 2:1: 

Tb = ""Fi L...J e ' 
o 1=0 

(:1 (i(,) 

Substituting (5.66) into (5.64), we have the conditional probability as: 

(.) Iii) 

The probability of error of the simplified OL receiver fOI binary DPSK OVl'1' (j IIllllti· 

path Lognormal fading channel is then obtained by averaging (.5.67) ovel' l!}(' joillt. pdl 

p(xo, Xl, .. , XL-I) by the following integral: 

With the assumption that the fading processes among the L diversity challTld ... al (' 

mutually statistically independent, the joint pdf is given by: 

where 

L-l 

p(Xo, Xl, .. ,XL-t} = p{Xo) p(xd ... p(XL-d = II p(x,) 
,=0 

; z = 0, .. , L - 1 (!j iD) 
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Therefore, (,5.68) becomes: 

From (5.65), the average SNR per bit -;:;h is: 

or 

E L-l 
-;:ib = ~ L: E ( e2 :!:, 1 

No 1=0 

E L-l 
= -.!!.. L: e20'12+2~1 

No 1=0 

Eb ':'h 
N = "L-l e2u,2+2~, 

o L.JI=O 

By substituting (5.ï3) into (5.ïl), we have the error probability as follows: 

99 

(5. il) 

( - -'») i). ,~ 

( 5.73) 

1
00 JCX> joo 1 "V "L-l e2:!:, L-l ;:v "L-l e2

;r J 

( 
1 b L.J,=0 ) ( '" b ( 1 b L.J)=O )k 1 

-00 -00" -(Xl 22L-l exp - Ef:01 e20',2+2~, f:'o k Ef:'Ol e2u,2 +2~, 

L-l 1 (Xi - jl,)2 II ~exp [- 2 2 ] dxo dXl ... dXL-l (5.74) 
.=0 2w~ ~ 

However, the aboved expression cannot be simplified into a closed form, thus it can only 

be obtained by means of numerical integration. 

( ,. --) .J. ,.J 
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The probabilities of error performance of the simplified OL recein.'l for di/ft,It'1\ 

tially encoded binary commutation signaling over a multipath Lognormal fùdillg (Z('W

mean and u!1it variance) channel with L = 2 and L = 3 as given in (5.i:») and (5.7!i) 

respectivelyare obtained by numerical integration. The technique we use for 1l\IIl\l'I'1c.d 

integration is Romberg integration and the routines for evaluating onl'-dilllt~ll<;iOll.\1 III 

tegration can be found in [38, pp. 123]. The routines can be moddied and (',tclldt'.! III 

evaluate higher dimensional integrations. The Romberg integlcüioll 1 .... prt'ft'II('t! ln 1 III' 

traditional Simpson integration because it takes fewer iteratiolls and ('\·idllélt.ioll~ \\"1\1'11 

the integrands are sufficiently smooth and do not have any singularity. III od!,1 tu <1"':-'\111' 

that Romberg integration is appropriate in this context, a plotting of tIlt' Inkglcllld .... 01 

(5.75) and (5.76) was done and it was found that the integrands WC'I(' <;IIlOOt.h ,\Ild 11<' 

singularity was presented. 

The computer simulation results are also presenteJ in FIg. 5.7 <tlle! t./w l'I'lUI 

performance is plotted as a function of the average SNR pel bIt. 1'111' 1(· ... ldt.:-. l'lf·.II" 

illustrate the diversity improvement on the error performance of the leCC'I\·t'1 flowP\-f'I, 

the improvement is not as good as in the case for multipath ltayleigh f(ldlllg C!t,lllill'i 

The diminishing returns effect shows that a two foid cliversity give!-> il. 11lI~d"'')1It·"I)I(· JH'1 

formance improvement up to an error rate of about 2 x 10- 1 , and a tllH'(' 1(Jld di\('l ',II \' 

gives measureable performance improvement over two foid only up t<) ail I~II()I 1 dt." (JI 

about 10-1 . It seems that Lognormal fading causes a severe penalty in SN ft ilild ,t t.hl f'(' 

fold diversity is recommended even for error rates between 10-1 and 10-2
. 

A comparison of the probability of error performance of the sirnplifif!d G L j(~( C'I \1'1 

for differentially encoded binary commutation signaling over muitipath Baylelgh l<tdlll).', 

channel and multipath Lognormal fading (zero-mean and unit variance) ch,t!1nd 1'> "hIJWII 

in Fig. 5.8. It shows that Lognormal fading causes a more severe penalty III SNI< t.lltUl 

Rayleigh fading does. Therefore, in order to achieve the salTlc bit errOI rate, \;u :;f'l 

average SNR per bit is needed for operating over multipath Lognorrnal fadlllg ch,1!J 1j/'1. 
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Figure 5. Î: The error performance of the simplified CL receiver for binary D PSK ovel 

multipath Lognormal fading channel. 

and thus diversity combining techniques should be used if possible. 

So far, we have analysed the error performance of the simplified CL receiver with 

the assumption that the channel estimation was done Fprfcctly. In other words, the 

RAKE taps were assumed to be activated properly. The effects of incorrect channel 

estimation on the performance of the simplified CL receiver when the RAKE taps are 

not correctly activated will be considered in the next section . 
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Figure 5.8: A comparison of the error performance of the ~I\nplifit'd CL 1 f'Cl'i\t'I fll) 

binary DPSK over multipath Rayleigh fading channel and rnultlp(Lt.h LoglIOll.lill trldl/I.l.', 

channel. 

5.3 Effects of Incorrect Channel Estimation 

In both section 3.1 and section 5.2, our analysls on the perfonnance of Uw ~impllfJ('d CL 

receiverover Rayleigh or Lognormal fading channels assumed that tl1(' c!t;ulfwl eSll/lldflu/I 

process was performed perfectly. Under such an assumption, ail approp"lrtt,C tap:, (Jf 

the equal weight RAKE combhler were correctly activated. Howevcr, in }Jldf lICe, t,lw 

channel estimation process is not perfecto Therefore, wrong acti vat cd RA l\ E Laps ri IJI' f f J 

incorrect channel estimation may cause degradation in performance. III thi" "ectIUfj. \VI' 

consider the effeds of incorrect channel estimation on the performance of the ~impJlfj('d 

GL receiver by cr.mputer simulations. DetaIls on the simulation prograrn C(UI rw f(JIIlIt! 

in Appendix B. 
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Figure 5.9' The simulation results of the simplified GL receiver ovel two-path and tlllee

path Rayleigh fadlIlg channels under practical channel estimation. 

U nder perf~'ct channel estimation, the equal weight RAKE combiner assumes tü 

have a signal compünent to be combined at each acti vated tap. In the case of incorrect 

channel estimation, the performance will be degraded since sorne of the wrong activatecl 

RAKE taps not only exclude the signal components to be combined, but also contribute 

additional noises to the combining process. As a dcmnnstration of the performance 

degradation, we show in Fig. 5.9 the simulation results of the dIfferentially encodecl 

binary commutation signaling for the simplified GL receiver over Rayleigh fading chan

nel with two and three foid diversity under practical channel estimation. From the~e 

results. we observe that a performance degradation of about 3 to 4 dB occurs when the 

average SNR pel' bit is low. However, this degradation decreases as the average S:" R 
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per bit increases. The degradation is due to errors in the time delà) l'St.II11.lt iOIl of t Il!' 

autocorrelation peaks. When the error is Iarger than the autocorrt'L\t inIl WHII h, t h.1t 

is, the width of the peaks at the matched filter out.put, then incorrect H:\h.E t,\P" .11" 

activated, which resuIts in performance degradation. 

For two fold dlversity, the degradation IS negliglbl\' wlwl\ t lit' .\\\'I,\~I' S:\!{ PI'I 

bit is about 18 dB, while for three foid diversity, whl'Il tilt' a\t'Id!!,I' SNI< PI'I \.11 1" 

about 27 dB. This threshoid effect indicates that above " cel talIl a \'('1 .tgl' S;\i H PI'I III t, 

the channel estimation is close to perfect and thus the PC! fOrIl1<lIlCt' of t II(' "i 1lI pl tfl,·d 

CL receiver under practical channel estimatIOn is close to that undl'I pl'III'( 1 1 !ldllllC·1 

estimation. In addition, it can be seen that undt'l pl actlCrtJ cil ail I\('I ('~I 1111.dl\JII. il t III ,'(' 

foid diversity does not result in better perfoll1lance OVl'I' cl t.wo fuie! dl\\'I"II,\ will'il tilt' 

average SNR per bit is below 15 dB. ln fact. the dcglad.d,lolI III d t hlcc luld dl\('1 -~It \ 

c}ln,nnel is even more when the average SNR pel' bit. 1:" b('luw If) dB Il ""f'llI" 111.11 .1 

three fold diversity is effective only when the opeléttiollal CIIOI Ictl(' 01 1 1 If' ",Y"I"III J, 

below 2 x 10-3 . 

In order to have an insight into the efficiency of the dldlll]('J (',,111111111011 p.,,( I-n_ 

we aiso present in Fig .. 5.10 and FIg 5.11 the Root 1'vbul Squcll(' (lt\tIS) ('IIUI \)f tlif' 

estimated path delays for the two and three paths chünIlcl" n.',,!WC I.lv('l) 'l'III' "llIlld,Jf )tIIJ 

program was run with the symbol period T = 7.7.5fls and the cl li t.O( {JI lel,lI,lllIl Wldlll 

Tc = O.25flS by using 3i-bit Gold sequences for bandwidth expéUl:-'IOII ('(Jr two fold 

diversity, the two path delays are TO = OflS and Tl = 1..5fl'~' whlle for thl('" fuJd dlv('l<,il.j 

the three path delays are To = OJ-LS, Tl = 1.5jls and T2 = 3W; Il 1'> OIJVIOII" th,d 1 III' 

RMS error of the estimated path delays decrease'j as the average SN H f)P1 bd, iJl( 1(';,,,,,,, 

In order to activate the correct RAKE taps, the estimation errür }Jcl'> t.o !JI' h'"" t.h"l) 

the autocorrelation width. As shown in Fig. 5.10, the RMS error:" of tlw two (~"t.J1II(tI (·rI 

path delays are both below Tc = O.25jls when the average SNR per bIt 1.., al)Î)vl' l,') d H 

It is the point when the channel estimation is clo~e to perfect. T~lf~ !f",\tll \'; ((m'-d,,'t'liI 
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Figure 5.10: The RMS error of the estimated path delays for two-path ~ayleigh fading 

channel. 

with the error performance as obtained in Fig. 5.9. SimiJarly, in Fig .5.11, when the 

average SNR per bit is 2ï dB, the RMS error of ro is about O.2.5j.ls, and the R~IS 

errors of Tl and T2 are about 0.3J.Ls, this gives a corresponding error probability about 

0.5 X 10-6 as given in Fig .. 5.9, which is approaching the error probability with perfect 

channel estimation. Error probabilIties below 10-7 are extremely difficult tu obtain fIOm 

simulations, however, in Fig. 5.11, the RMS error of the three estimated path delays 

are ail below 0.3,us when the average SNR per bit is 30 dB indicating that the channel 

estimation tends to be perfect ab ove this point. From Fig. 5.10 and Fig. 5.11, we also 

sec the threshold phenomenon associated wi th time delay estimation [39]. 

Computer simulations were also performed for Lognormal fading channel and 

Fig. 5.12 shows the results for the simplified CL receiver with differentially encoded 

binary commutation sîgnaling. It can be seen that a performance degradation of about 

3 dB occurs for low average SNR per bit. In addition. the performance for a three fold 

diversity is comparable to that for a two foid diversity when the average SNR pel' bit is 
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Figure 5.11: The RMS error of the estimated path delays fOI three-path Hayll'Igh fadill).', 

channel. 

below 15 dB. The error probability seems to converge slowly to the perfOrIllùlI((' IIl1d"1 

perfect channel estimation. Fig. 5.13 and Fig. 5.14 give the corresponding H!'.IS 1'11111 

of the estimated path delays of the two and three paths channels respectively. Eveil lOI 

two fold diversity, the channel estimation seems to be pcrformed pcrfectly ollly WIICII tlJl' 

average SNR per bit is about 36 dB at which point the R!\lS errors of the two e.,tillldl,.·r! 

path delays are below O.3J.ls. For three fold diversity, it seems that Ct highcl average SN H 

per bit is required to achieve perfect channel estimation. EveIl when the avcl agf' SN Il 

per bit is 36 dB, there is a performance degradation of about 1 dB From Fig !) 1·1, If 

can be seen that the RMS error of estimated path delays ie; decreae;ing !>IOWf'1 thall t.IJI' 

Rayleigh fading case. 

The simulation results reveal that under practical channel estimation, the .,ilJlpIJ· 

fied GL receiver suffers a performance degradation of about 3 to 4 dB when the a"~1 il 1-';' , 

SNR per bit is low. However, as the average SNR per bit increa!'>e~, the chann(!1 e:-,f J' 

mation process tends to perform better. This behaviour mdicates '.hat above it ((!/,trIJJI 



• 

• 

Chapter 5 . Performance of the Simplified CL Receiver lOi 

10° 
- --- mulùpath Lognormal fading channel (theory) 

10-1 ----_. simulation results for L = 2 

simulation results for L = 3 

10.2 

0 
Q... 

.~ 10.3 

~ 
.t:J 

10'" e 
0-

ê 10.5 0 ... 
~ 

10-6 L=3 

10.7 

10.8 

0 5 10 15 20 25 30 35 40 45 

Average SNR per bit, 'Yb (dB) 

Figure 5.12: The simulation results of the simplified GL receiver over two-path and 

three-path Lognormal fading channel under practic,d channel estimation. 

average SNR per bit, channel estimation error result in insignificant performance degra

dation. A higher order diversity requires a larger average SNR per bit for having good 

channel estimation . 
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Conclusions 

With the use of Generalized Likelihood (GL) principle, a receiver structule of 10\"" com

plexity was derived for indoor wirelcss communication channels which were modelled a::. 

muItipath fading channels. U nlike other receivers which may require an a-prion channel 

model, the GL receiver was robust against channel models. The structure of the receiver 

is a matched filter with square-Iaw equal weight RAKE combining. Moreover, the GL 

principle combined naturally both channel parame ter estimation and data detection. 

The existence of multipath induced ISI caused by multipath propagations may 

complicate the channel estimation process. It was seen that the effects of multipath 

induced ISI on the channel estimation process could be reduced by employing the tech

nique of commutation signaling. A comparison of commutation signaling with several 

other M-ary signaling schemes on the number of orthogonal signaIs and matched filter 

required was done. It seemed that binary commutation signaling resulted in an opti

mal scheme which maximized SNR performance and minimized the number of matched 

filters to be used. 

The effects of multipath induced ISI on the data detection process has been 

considered by examining the amount of significant ISI at the output of the RAKE 

109 
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recelver. In this work, an upper bound to the event of having significant ISI ot the 

output of the maximum gain RAKE combiner and the square-law ('quai weight. HAl\E 

combiner was obtained by using union bounding techiques. It Wc\,S shown th.\t \\'It il 

sufficient bandwidth expansion, the probability of having sigllificant IS1 coulel 1)(' 1ll,Illt' 

arbitrarily small and the multipath induced ISI effeds on data detcctioll pro\t.'~~ l'l'dllCt'd 

tremendously. In addition, it was shown that using square-Iaw equal weig,ht HA h Jo' 

receiver required 3 dB less processing gain than the maximum gc\in H A l, E l't't't'1\'t'1 

Furthermore, the required bandwidth expansion for ISI suppression was gl't'at 1)' rt'du( pd 

wh en antenna diversity was employed. 

Although zero ISI could be achieved in the case when C01Tl11llltrltio1l '>lglI'lhllg 

was used with maximum gain RAKE combiner, it seemed that 'CJtl,l1('-I,l\\' ('(pt.ll wC'lgh! 

RAKE combiner was appropriate for indoor channcls since It onl) l('ql111('<1 t 11t' pd! Il 

delay estimates, but not the estimation of the signal amplitude and phél~t' cl., J'('ql1ilt·c1 

for maximum gain RAKE combiner. With properly-designed commut.atl()11 ~lgll,"III.L'" 

the amount of ISI in the CL receiver could be made insignificant. 

Differentially encoding schemes seem to be appropriatc for mult.ip;ttil ladlll,L!, (hdll

nels as carrier phase tracking, which is usually difficult to perform in th('~e ('h,1111l('I~. 1:-' 

not required. Therefore, in this work, the combination of binary comlllllt.at.IOIl 'ligll,d

ing with differentially phase shift keyed modulation has been comidered III tlm C,I'l(', 

the OL receiver uses differentially coherent detection, It was seen that DPSK no!' {Jill y 

avoided the phase estimation difficulty, but also reduced significantly tl1/' 'liddol)(''l 01 

the signal to be cùmbined at the input of the equal weight RAKE cOmbtrH'1 ill tJ}(' CL 

receiver. 

The structure of a simplified GL receiver whlch required only OTI(' 'lingl,' ~I'I, (JI 

channel estimator and equal weight RAKE combiner was derived, Tl:e pcrfurrn;IIH (' 

of the simplified GL receiver relied al'lo on the path delays estirnates acquin'c1 ill tlJf' 

channel estimation process. U nder perfect channel estimation and assu rning tllil! t 1 If' 
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channel was multipath Rayleigh fading or Lognormal fading, the performance of the 

simplified GL receiver with differentially encoded binary commutation signaling scheme 

over these channels was analysed. The probabilities of error performance of the simplified 

GL receiver clearly illustrated the advantage of using equal weight RAKE combiner fOl 

the exploitation of multipath di versity to overcome the severe penalty in SNR causee! 

by fading. Moreover, the lower the operational error rate of the system was, the more 

effective the diversity would be. Furthermore, it was found that Lognormal fading 

channel resulted in more severe penalty in SNR than Rayleigh fading channel caused 

Finally, the effects of incorrect channel estimation on the simplified GL receiver 

have been investigated by computer simulations. The performance degrae!ation due 

to incorrect activation of RAKE taps in the CL receiver was compared to the eno! 

probability under perfect channel estimation. The simulation results showed that a 

performance degradation of about 3 dB occurred when the average SNR per bit was 

low. However, the threshold effect indicated that above a certain average SNR pel 

bit, the channel estimation was close to perfect, and the performance degradation was 

becoming insi;;.nificant. In addi tion, a higher order diversity required a larger average 

SNR per bit in order to have good channel estimatIon . 
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Appendix A 

This appendix gives an overview on the simulation program of the simphfied CL reCei\el 

with differentially encoded binary commutation signaling un der perfect channel estima

tion. A complete source listings of the simulation program and sorne utili ty program~ 

are filed into another separate document. 

The computer simulation software was developed using the C programming lan

guages and was run un der the SUN Operating System. The model of the communIcation 

system that the simulation program based on is the one shown in Fig. 3.13. but the 

recciving side is replaced by the simplified CL receiver for differentially encoded binaI) 

commutation signaling as given in Fig. 4.3. 

Th~ program assumed a time resolution unit of Tre6 = .5 X 10-8 seconds. Commu

tation sign.:lls were obtained from 3I-bit Gold sequences which were generated by USll1g 

5-bit max;'11um-Iength sh;ft register with proper feedbacks. The appropriate feedback 

connections for generating 3I-bit Gold sequences could be found in [19, pp. 83.5]. Each 

bit of the Gold sequence took 5 time resolution units resulting in the symbol periocl of 

T = 5 x 31 x Tre , = ï.ï5f1. s. An exhaustive search of 31-bit Gold sequences which give 

the smallest autocorrelation sidelobes and the narrowest autocorrelation mainlobes haH' 

been found In the simulations, two commutation signais were used, and therefore, two 

Gold sequences with better autocorrelation properties were chosen . 

l1ï 
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Transmitter: 

On the transmitting side, the source gencrated the d<üa sequence 11(,1.-) of \.dut'" 

+ 1 or -1 by using a random number generator. The I11ethüds fOI genf'I.\l.1Ilg 1,1lIdolll 

numbers having different probability distributions can be fOllnd in [·10] and ~OIlH' or t III' 

routines are provided in [38]. To assure that the random nUlIlbl'l::' tü LH' /!,t'IH'I dt cd (II C' 

independent, the system time was used as the seed for the randoll1 1l11IllIWI gC'lIt'l.dol" 

A uniformly-distributed random number generato: which gCI1erated valUt'!> IH,t \\'c'c'II (l 

and 1 Wi'IS developed and used as the data sequence gel1Plator. If tilt' \',d\l(' w"" glc'.lfc'I 

than 0.5, the data was + 1, otherwise, the data \Vas -1. 

The data sequence \Vas ditTerentiéLlly encoded into ilnothc'l St'Cjll('1lC c' b( 1.) <lC ( (lI dlll,!!, 

to the relation b(k) = b(J..· - 1) 'a(k). Each encodcd d,üa bit Wei" 1l11l111pllt'd Wlt h ../1'" 

for normalization purpose, where Eb is the signal CI1elg) IWI IJit. tllt'II 1I11t1lljIIH'c! \\1111 

a 3I-bit Gold sequence as commutation signal of amplitllde V(ll)'llIg lH't \\('c'II $~, oI11C 1 

"JT' where T is the symbol period. Since two COll1mutatiuII "Igll,d" \\'C'IC' Il''c'd III IIIt' 

simulations, the same commllL.ltion sIgnal Was used agalfl ('V('I) t.\\'o .... y III IHlI 1"'IIcHI" 

The signal was then transmitted into the IIldoor channel 

Channel: 

The indoor channel was modelled as multlpath fadIng cb,lIl1wl vVllC'1J titi' 1,(( 1 

ing of the multipath channel was Rayleigh-distributed or LoglJormally-dl"l.l r1Jllt l'd, t III' 

amplitude of each delayed path was obtained from llaylcigh-dl;,lllbuted UI L{)~II(JIIIl,dl: 

distributed random number generator The methods for generatlng Raylr'lgh-dl'>tl dJ1I1 ('d 

and Lognormally-distributed random numbers could be found lrJ [40] For t wu- IMt.h Idf 1 

ing channel, the two path delays were placed at 0 /1S alld 1 .. 1 /1,"', wllll,! for thl ('("p,d" 

fading channel, the three path delays were placed at 0 J1..5, 1..5 Jl~ and ~3 p,'" SlllI (' 1 1 JI' 

channel was assumed to be perturbed by additive white Gau'}sian nni.,e {Jf Z('rrJ HW,I/l 

with two-sided power spectral density of.:f, a Gaussian-di.,tributed rand(J/fl lIu/ld)!'/ P,"/I 

erator was developed for proclucing the noise sample~. Ali Ül(' reqlllJed rallr!(JIlI rJlllldJl'/ 
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generators were tested rigorously to assure that they resultecl in random numbers !taving 

the specifie probability distributions. 

Receiver: 

On the receiving sicle, the demodulation was first performed by multiplying the 

output of one matched filter with the output of another matched filter delayed by the 

symbol period. The impulse fesponse of the matched filters matched to the particular 

Gold sequences. A square-Iaw device was then followed to square the amplitude of 

the signal. Under perfect channel estimatIOn, proper tap coefficients in the equal weight 

RAKE combiner would be set to unity. ror two-path simulation, two appropriate RAI\E 

tap coefficients con esponding to the two path delays were set to unit y while for three

path simulatioll, three appropriate RAKE tap coefficients were set to unity. The signaIs 

were processed by the equal weight RAKE combiner. The decision was then made at 

the output of the equal weight RAI\E combiner at the sampling time. The sampling 

time was at kT + .6. where ~ = 1.5J.ls for two-path channel and .6. = 3J.ls for three-path 

channel. If the output was greater than zero, the data was detected as +1. othenvise. il 

was detected as -1 

Simulation Trials: 

The error probabilities of the simplified GL receiver \Vere obtained for different 

values of the average SNR per bit by varying the values of Eb and No. For L-path 

Rayleigh fading channel, since the average SNR per channel was assumed to be identical 

for aIl L channels, the average SNR per bit was given by (5.10) as: 

or 

In the simulations, the Rayleigh-distributed random number generator was set such that 

E [a 2
] = 1. Similarly, for L-path Lognormal fading channel, the average SNR per bit 
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was given by (5.72) as: 

or 

The Lognormally-distributed random number generator was set such that (T/2 

p., = a for every 1. 

120 

1 alld 

For every incremental3 dB of the average SNR per bit, the correspollding \·c\.ltlt'.~ 

of El, and No were found and a trial was performed. Bach ti ial wOlllc! g<'lH'rdt.t· 50!) 

random data bits which were stored into the input data file "dat.ain". 'l'hl' ddt.1 hi" 

were transmitted over the multipath fading channel which coulel be modpllt·d <1:> ILIj'I{'lgh 

fading or Lognormal fading with two-fold or three-fold dlvelsity. From the Ol\tput of t II«' 

equal weight RAKE combiner, the received 500 data bits were deteded and st()J(·d illt!) 

the output data file "dataout". The "datain" file then comparee! with the' "dfltfIOllt" 

file and the error probability was the number of wrong data bits lwillg <11'1.('( 1.<.<1 ()\,('I 

500. The result of the trial was then recorded into the "datalcs" file. Allotlll'l tric.! \\,,~ 

repeated in the same way. For low average SNR per bit, that 1:', wheJ1 tl)(' 1 itl.lO of I~'b 

and No was small, the number of trials to be performed was 401). A utdlty pl agi ellll \V,,~ 

employed for processing the results of different trIals which were st.OIf'd ;n t.11f' "dell.i1I(·"· 

file. The average of 80 trials was evaluated and was considel'cd as one CI ror pl{)habilIt~ 

for the particular SNR Therefore, five error probabilitics wele obtained fWIII 400 t.ried., 

The me an and variance of the error probability corresponding to the partlclIlar <1\1('1 agt' 

SNR per bit were calculated from those five error probabilities. The varialJC(' I~ lfIdiutl.t·d 

in the figures by solid lines with two '+' signs at bath ends. In the case of high èlV('lit~/· 

SNR per bit, the number of trials ta be simulated wauld be increased. It wa" f01lnd t11,tf 

when the average SNR per bit was extremely high which could re~ult in a V('I y lo\\' ('II {JI 

probability, many trials shauld be perfarmed . 
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This appendix gives an overview on the simulation program of the simplified GL receiver 

with differentially encoded hinary commutation signaling under practical channel esti

mation. A complete source listings of the simulation program and sorne utility programs 

are filed into another separate document. 

The program w~ identical to the one descrihed in Appendix A. The only differ

ence is that the system is under practical channel estimation. The activation of the taps 

coefficients on the equal-weight RAKE combiner depends on th~ result of the channel 

estimation process. 

Channel Estimation: 

The structure of the channel estimator was shown ln Fig. 4.3. The channel 

estimation process basically required to estimate the path delays. For each delayed 

path, there would be a corresponding peak appeared at either one of the two matched 

filters squared outputs Zf7I -(t) and Zm +(t). During each estimation interval, that is, 

between ~f and kT + ~, the estimation of the path delays was performed by locating 

where those peaks were. In the simulations, for two-path fading channel, ~ = L5J.ls and 

two largest peaks of the two matched filters squared outputs would he located. Similarly, 

for three-path fading channel, ~ = 3J.ls and the locations of the three largest peaks of 

the two matched filters squared outputs would be estimated. 

121 
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The simulations assumed the autocorrelation width of 5 time l'esolution units 

giving Tc = O.25Ils. Since the number of taps along the equal weig!lt RAI\E combint'I 

was equal to r:., l + l, ther0 were 7 taps in the case of two-path fading channel, bu t onl~ 

two of them would be activated and 15 taps for three-path fading channel in whicb tlllt't' 

of them would he activated. 

During each estimation interval, the two matched filters sqllared outputs WCI t' 

stored into two different linear arrays which were quantized into slots of 5 timc l'csolut IOIl 

units. The ir.dex of the array was the time unit within the estimation intcrval éllld t IH' 

slot numher corresponded to the location of the RAKE tap. The location of t.he fil..,! 

largest peak was searched hy examining the contents of the two arl'ays. Ol1ce the larges! 

peak was found, the estimated time delay f o, which was given by multiplyillg t.lw illdt':-' 

in which the largest peak occurred with l~e~, and the slot number assocl,üed wit.h t111' 

peak would be stored. The contents of that particular slot of the two alTélys wOllld tllt'Il 

he masked to zero so that the next largest peak to he searched would not 1)(' on t1l(' Séllllt· 

slot. This avoids the activation of the same RAKE tap. In addition, the contents ab()\1(' 

and below 2 time units of the index in which array the largest peak was found wOIlIt! 

also he masked to zero. This simply removes the entire alltocorrelatioll peak of wiel!.11 '/~ 

(which was equivalent to 5 time units) from the matched filters squalcd output!">. TII(' 

same procedure was repeated by examining the two array~ to search for tb!' IH'Xt large..,! 

peak until the necessary numhers of peaks have found. 

After the estimation, the stored slot numhers would he used for activating th/' 

appropriate RAKE taps and the square of the difference of the estimatcd path d(·lilj 

and the actual path delay for each delayed path would he evaluated. Suppo::,e that t111' 

channel had three delayed paths located at To, Tl and T2, where TO < Tl < T2 FlOW t111' 

channel estimation process, the three estimated path delays were 1'0, Tl and f 2. Hüwew·l. 

a sorting was done on the three estimated delays 50 that 1'0 < fI < 1'2 The e"timal,l'd 

path delays f o, Tl and 1'2 were then checked to see if any of them matched tü any O!J(' 
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of the actual path delays, Ta, Tl or T2 with the delay difference less than 1f. If there 

was such a pair, small estimation error occurred and the square of their difference, f./, 

would be evaluated and stored. The l'esult was then associated with the j-th path delay. 

In the case when there was no such a pair, the estimated path delays fa, fI and f 2 were 

matched one-to-one correspondingly to the actual path delays Ta, Tl and T2, and the 

square of their differences, f.0 2 , f.1 2 and f.2 2 would be evaluated and stored. 

Similarly, for two-path channel estimation, the estimated path delays were sorted 

Imch that fa < fI. The two estimated path delays were checked if any one of them 

matched to any of the two actllal path delays with the delay difference less than ~. 

If no such pair existcd, the two estimated path delays were matched one-to-one corre

spondingly to the twû actllal path delays Ta and Tl and the square of their differences 

wOllld be evaluated and stored. 

Simulation Trials: 

The simulation procedures followed the same way as what was described in Ap

pendix A. For each trial of 500 data bits, the square of the difference of the estimated 

path delay with the actual path delay for each delayed path in each data bit detection 

was evaluated and summed together. Suppose that f.;J was the square of the difference 

of the estimated delay with the actual delay fùr the )-th path delay in i-th bit detectlOl1. 

For each trial, the sums 5J = L:~~ f.:) would also be recorded into the" datares" file. For 

one trial of 500 data bits, the RMS error of the j-th estimated path delay was simply 

UJ = Ilia· A utih ty program was developed to procesl' the results of different trials 

stored in the "datares" file. The results included the error probability and the RMS 

error for each estimated path delay . 


