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Abstract

Using the Generalized Likelihood (GL) principle, a receiver structure of relatively
low complexity is developed for indoor wireless communication channels. The receiver,
which is robust against channel models, piovides a performance close to optimal in
the GL sense. The GL receiver combines naturally both channel estimation and data
detection and therefore it is ideal for transmission systems which operate over unknown
channels. The eftects of multipath induced intersymbol interference (ISI) on the channel
estimation process are mitigated by eraploying the technique of commutation signaling.
In addition, by union bounding technique, it is shown that with sufficient bandwidth
expansion, the probability of having significant ISI on the data detection process can be
made arbitrarily small. Furthermore, a simplified GL receiver is proposed to combine
binary commutation signaling with DPSK modulation scheme. The error performance of
such a receiver under perfect channel estimation over multipath Rayleigh and Lognormal
fading channels is presented and the performance degradation due to incorrect channel

estimation is investigated via computer simulations.



Résumé

Basée sur le principe de vraisemblance généralisée (VG), une structure de réceptenr
de complexité relativement faible est developpée pour la radiocommunication dans des
canaux intérieurs. Ce récepteur, robuste par rapport aux modeles de canaux, a une per-
formance presque idéale en terme de VG. Le récepteur & base de VG combine de fagon
naturelle estimatior de canal ainsi que détection des données, et par conséquent, 1l e
idéal pour des systemes de transmission qui opérent dans des canaux inconnus. Les effets
de 'interférence entre symboles (IES) induites par multi-routes au procédé d’estimation
du canal sont atténuées par ’emploi de techniques de signaux commutés A Paide de
technique de borne & uniouw, il est démontré également qu’en utilisant une expansion de
largeur de bande suffisante, la probabilité d’avoir de I'lES lors du procédé de detection
des données peut-étre réduite de facon arbitraire. De plus, un récepteur a base de VG,
simplifié est proposé et combine les signaux commutés binaires et la technique de mod-
ulation DPSK. La performance d’erreur de ce récepteur dans des conditions parfaites
d’estimation de canal est présentée lorsque le canal exhibe des caractéristiques Rayleigh
multi-routes ainsi que Lognormal. De méme, la dégradation de performance die a une

estimation incorrecte de canal est étudiée a l'aide de simulation par ordinateur.
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Chapter 1

Introduction

Owing to the increasing demand for personal communication services in recent years,
the use of radio for wireless access in many indoor environments, such as within an ofhce
building, a factory, a supermarket, etc, has been widely investigated. Wireless access
not only provides the users with true mobility by not having the wires attached to pai-
ticular locations, but also avoids all the expensive rewiring when changing or installing
other communications services in existing indoor environments. However, a wneless
indoor radio system has to cope with harsh communication channels. The nmltiple
paths propagations phenomenon in indoor environments can be a major impairient
to radio communications. This impairment is due to multipath fading and multipath
induced intersymbol interference (ISI). As a result, a complete knowledge of the channel
characteristics likely to be encountered is required to design a reliable indoor wireless

communications system.

In order to gain some insights into the wideband propagation characteristics
of different indoor environments, many researches pertaining to the indoor or urban
multipath propagation measurements [1]-[5], [26]-[29] and modeling of the indoor channe

[6]-[8] using radio signals at different carrier frequencies have been done. Based on the
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measurements results on the channel parameters such as the signal power variations and
multipath delays, statistical models of the indoor radio channel were developed. As a
result, the statistical behaviour of the channel parameters becomes the main concern
when designing optimal indoor communications schemes and it is often that an a-prior

probability model for the unknown parameters which determine the channel impulse

response is needed.

The Bayesian approach has been considered as one of the decision strategies for
signal detection when the prior probability distributions of the parameters are available
[10]. The extend to which a Bayesian approach may yield good results depends on the
availability of good a-prior: models. In this work, we propose the use of the Generalized
Likelihood (GL) principle to obtain receiver structures which are robust against channel
models for indoor communications. Therefore, an a-prior: probability model for the
channel parameters is not required. In addition, these receivers possess a relative low-
complexity structure which employs the square-law equal weight combining. Unlike the
maximum gain combining which requires the estimations of the signal amplitude, phase
and multipath propagation delays, the square-law equal weight combining req.iires only
the multipath delays estimates. This advantage further advocates the use of GL receiver

for indoor applications since phase tracking is difficult to perform in multipatn fading

channels.

As the GL principle combines naturally both channel estimation and data detec-
tion, one of the difficulties that the receiver encounters is the estimation of the multi-
path delays from the received signal. The existence of multipath induced IS[ especially in
high-rate transmissions may complicate the channel multipath estimation process. How-
ever, by employing the technique of commutation signaling [11], the effects of multipath

inauced ISI on the channel estimation process can be reduced.

Adaptive equalization techniques have been used for combating ISI effects on

data detection for communication over multipath fading channels such as those found
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in HF and troposcatter systems [12] where bandwidth expansion is not possible. M-ar
signaling which enlarges the transmission alphabet can also be used to avoid ISI. How-
ever, it usually leads to complicated receiver structures When bandwidth expansion is
possible, the inherent capability of the RAKE receiver to suppress multipath induced
IST has been pointed out in [14]. In this work, we investigate this issue, and consider the
tradeoff between the ISI suppression capability of general RAKE receivers and band-
width expansion. In addition, we also consider the ISI effects on the GL receiver when

commutation signaling is employed.

Carrier phase tracking is a difficult task in many communication systems es
pecially over multipath fading channels. Furtheimore, at extremely high frequencies,
oscillators may suffer from significant phase noise, making phase coherent communica
tions very difficult. Therefore, we propose to combine binary commutation signaling
with differential phase shift keyed (DPSK) modulation as the signaling scheme for the
GL receiver. The structure of a simplified GL receiver for this signaling scheme is e
rived and shown to employ differentially coherent detection. In order to evaluate the
performance of the simplified GL receiver for differentially encoded binary conunuta-
tion signaling under perfect channel estimation, we model the indoor radio transmission
medium as a Rayleigh-distributed and a Lognormally-disiributed fading chiannels 1t s
obvious that incorrect channel estimation may cause degradation in the petformance of
the receiver, therefore, in this work, we also investigate the effects of multipath time

delay estimation errors.

The organization of this thesis is as follows. Chapter 2 presents different indoo
channel models obtained from the results of many indoor multipath propagation mea
surements. The disparity of these models shows the need for the GL approach Then.
the structure of the GL receiver for indoor radio channels is derived. In Chapter 3, the
technique of commutation signaling for mitigating the effects of multipath induced IS]

on channel estimation process is described, and the tradeoff between the ISI supjiession
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capability of general RAKE receivers and GL receivers with commutation signaling and
bandwidth expansion is presented. Chapter 4 shows how the commutation signaling
scheme for GL receiver can be integrated with differential phase keyed (DPSK) modu-
lation, reveals the advantages of such an implementation, and derives a simplified GL
receiver structure. In Chapter 5, the performance of the simplified GL receiver with
differentially encoded binary commutation signaling over Rayleigh or Lognormal fading
channels is presented and the performance degradation due to incorrect channel esti-
mation is explored. Finally, Chapter 6 presents the conclusions. A bibliography and
two appendices are then followed. Appendix A presents an overview of the simulation
program with perfect channel estimation. Appendix B presents an overview of the sim-

ulation program under practical channel estimation, that is, when estimation errois aie

taken into account.



Chapter 2

Generalized Likelihood
Demodulation over Indoor

Channels

This chapter considers the concept of the Generalized Likelihood test [ur demodulation
over indoor radio channels. Section 2.1 gives a survey of different indoor channel models
developed from the results of indoor multipath propagation measurements using radio
signal at different carrier frequencies such as 900 Mllz, 1.5 GHz and 20-60 Gllz Based
on the channel model described in section 2 1, the structure of the Generalized Likel
hood receiver for indoor radio channel is derived in section 2.2. It is shown that the
Generalized Likelihood concept advocates the use of square-law equal weight combining

for the exploitation of multipath diversity.
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2.1 Indoor Channel Models

Wireless communication systems have to operate in very harsh radio environments,
characterized by fading multipath channels. As a result of multipath propagation, the
received signal consists of many echoes having different and randomly varying delays.
amplitudes and carrier phases. One characteristic of a multipath radio environment is
the time delay spread introduced in the signal which is transmitted through the channel.
The channel time delay spread is the time delay between the first and last significantly
large echoes. One effect of multipath on the indoor radio communication systems is
signal fading. Signal fading is a result of the time variations in the phases of the Fourier
components delivered to the receiving antenna via various paths Since the total received
signal is a vector sum of each of the delayed components, when they add destructively.
the resulting received signal is small or practically zero. On the other hand, the received
signal is becoming large when the delayed Fourier components add constructively. Con-

sequently, this amplitude attenuations or variations in the received Fourier components

cause the fading phenomenon.

Another effect of multipath is time dispersion or frequency selectivity. Frequency
selective distortion occurs when the bandwidth of the transmitted signal is greater than
the coherence bandwidth, the reciprocal of the multipath time delay spread, of the
channel. In this case, two Fourier components with frequency separation larger than
the coherence bandwidth will be attenuated differently and the channel is then called
frequency-selective. Wideband transmussion is appropriate for this type of channel be-
cause diversity advantage can be obtained. In wideband transmission, the transmitted
signal is normally having a bandwidth much greater than the coherence bandwidth of
the channel. This wideband signal is then able to resolve the multipath signal compo-
nents which provide the receiver with several independently fading signal replicas which
can be combined. Therefore, the use of wideband signaling can also be considered as

another way to obtain frequency diversity. On the other hand, if the transmitted sig-
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nal bandwidth is smaller than the coherence bandwidth of the channel, the transnutted
signal will not be severely distorted by the channel; it will only be attenuated. In this
case, the channel 1s called frequency-nonselective Thus, with a multipath chaunnel, 1
the transmitted signal bandwidth is less than the coherence bandwidth, then it can be
modelled as frequency-nonselective fading. Both the signal fading and fiequency sele

tivity are considered as two different types of distortion due to the multipath effects
on the indoor wireless communication systems. The signal fading 15 mainly cau~ed Iy
the time variations of the channel while the frequency selectivity is related to the band

width of the transmitted signal relative to the coherence bandwidth of the channel o

equivalently, the multipath time delay spread of the channel.

The fading multipath nature of the indoor radio channel mmposes fundamental
limitations on the performance of the communication systems. In otder to properly est
mate the performance limits, a parametric channel model is useful. A common technigne
of estimating multipath channel parameters is channel sounding [15]-[17] The channel
sounding technique is used in both narrowband and wideband channel charactenzation
For narrowband transmissions where the reciprocal of the transmitted signal handwidtl
is much greater than the multipath time delay spread, the chanel characterization i
usually done by exciting the channel with an unmodulated single tone radio fiequency
carrier. From the measurement results of the variations in the amphitude and phases ol
the received signal, an appropriate model is then derived to describe the behavion of
the channel. In the case of wideband transmissions, theic are several wideband channel
sounding techniques. One of them is the periodic pulse sounding method i which
short duration, periodic pulse is used to excite the channel. The peniod of the sounding
pulse is chosen such that the time-varying response of the propagation paths can be
observed and all echoes due to multipath have faded out between successive impulses
The received signal is simply the convolution of the channel impulse response with the
sounding pulse. This technique results in a series of snapshots, i real time, of the chan-

nel impulse response. Since pulse transmitters are generally peak power himited. one of



o

Chapter 2. Generalized Likelihood Demodulation over Indoor Channels

the major limitations of the periodic pulse sounding teclinique is the high peak-to-mean
power requirement as needed for detecting weak echoes. Other sounding methods which
provide pulse compression can overcome this limitation. With pulse compression sound-
ing, the channel is excited with a maximal-length pseudorandom binary sequence which
possesses the characteristics of white noise. After pulse compression of the receiver.
the channel impulse response convolved with the sounding pulse, autocorrelation is ob-
tained. Because of the excellent periodic autocorrelation properties of the pseudorandom
sequences [18], pulse compression is commonly employed for channel sounding purposes
and it is implemented via two techniques. One technique known as the matched-filtering
uses a filter which is matched to the sounding waveform to produce pulse compiession.
The matched filter is usually realized by a surface acoustic wave (SAW) device Since
the matched filter is matched to a particular pseudorandom sequence used in the trans-
mitter, the local generation of the sequence at the 1eceiver is unnecessary. Thus, this
asynchronous soundinyg technique reduces the complexity of the receiver. In addition.
this method operates in real time because the matched filter output gives a series of
snapshots of the channel response and a one-to-one mapping of time delays in the time
domain. However, because of the inherent deficiencies in the devices such as multiple
reflections and scattering of the surface acoustic waves, the performance of practical
SAW devices is then limited. Another pulse compression sounding technique employs
swept time-delay crosscorrelation. This method uses correlation instead of convolution
to obtain pulse compression. The correlation processing is practically done with a single
correlator, using a swept time-delay correlation technique in such a way that the incom-
ing signal is correlated with a specific pseudorandom sequence identical to the one being
transmitted, but clocked at a slightly slower frequency. The difference of the clock rates
at the transmitter and receiver produces time-scaling of the crosscorrelation where the

scaling factor is the ratio of the highest clock rate to the frequency difference.

The indoor channel can be characterized by a multipath fading channel. As stated

earlier, when the transmitted signal bandwidth is smaller than the coherence bandwidth
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of the multipath channel, the received signal is not distorted severely by the channel and
it appears at the receiver via a single fading path. As a result, the multipath components
in the received signal are not resolvable. However, if the transmitted signal bandwidth
is expanded such that it becomes larger than the coherence bandwidth of the multipath
channel, it has been shown in [19] that the multipath components in the received signal
are then resolvable with a resolution in time delay of the reciprocal of the transmitted
signal bandwidth. Therefore, two paths are resolvable when the time difference between
them is greater than the reciprocal of the transmitted signal bandwidth. With the usage
of wideband signaling, more paths can be resolvable than the case when narrowband
signaling is employed. The indoor channel is often modelled as a lincar filter with the

complex, lowpass impulse response expressed as [19]:
h(t) = 3 ae?®(t — 1) (2.1)
=0

where a, is the amplitude of the ith resolvable path, 7, is the propagation time delay.
0; is the associated phase sh{fts, 2 is the path index and in principle, is extending fiom
0 to oo ,é(:) is simply the Dirac delta function and 3 = /=1. The model of the indoo
channel is depicted in Fig. 2.1. It can be employed for obtaining the chaunel 1esponse
to the transmission of any signal §(t) by the convolution of 5(t) and h(t). As aresult ol
the movement of people and equipment around the indoor environment, the amphtude
attenuations {a,}, propagation delays {r;} and phases {6,} are randomly timne-varyimng
functions and these parameters must be described in terms of some random processes
However, since these parameters are changing slowly as compared to any signaling rates
to be considered, they will be therefore considered as virtually time-invariant random

variables.

In order to design optimum transceivers for indoor radio communication systems.
we need an a-priori probability model for the parameters which determine the channel
impulse response. The statistical behaviour of the set of random variables {¢,}, {7} and

{6;} has become the primary motivating factor behind many researches in recent, years
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Figure 2.1: The model of the indoor channel.

A reasonable assumption which has long been universally accepted is that the phases {6,}
of the various paths are assumed a prior: to be a set of statistically independent random
variables which are uniformly distributed over the range (0,27) [20])-[22]. Therefore.

the measurement of {#,} was not carried out in most of the multipath propagation

experiments.

Various measurements for the signal attenuation of radio waves propagating into
buildings [1] or within buildings {2]-[3] at 900 MHz reported that the spatial distribution
of signal strength adhered closely to Rayleigh fading characteristics. Time delay spread
measurements of 850 MHz wideband radio signals due to multipath propagation in and
around building environments were carried out and reported by Devasirvatham [4]-[3].
These measurements showed that the root mean square (RMS) time delay spread was
in the order of magnitude of few hundred nanoseconds and was smaller in case of the

presence of a LOS path between the transmitter and receiver.
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In the work of Turkmani et al. [23], which measured the complex bandpass im-
pulse response of urban mobile radio channels at 900 MHz, all the coeflicients 1equired
to describe a simple and realistic tapped-delay line model for wideband mobile 1adio
channel can be obtained from the wideband channel measurements. Theit work used a
two-stage model proposed in [20]. With this two-stage model, the amplitude fluctua-
tions of different paths are basically characterized in terms of small-scale and large-scale
signal variations. A small-scale characterization is obtained over a short period of time
during which the characteristic of the radio channel is assumed not to change signiti-
cantly. Thus, the mean signal level of the delayed paths remains constant. A large-scale

characterization is then obtained by averaging all the small-scale channel statistics

Employing the two-stage analysis on the wideband propagation data, the tapped-
delay line model for wideband mobile radio channel as described by Turkmani ef al. s
shown in Fig. 2.2. Each time-delay cell along the tapped-delay line introduces lixed
time delays into the input signal. This is different from the model given in Fig. 21
which assumes that the propagation time delays are random. The small-scale signal
fluctuations in each time-delay cell were well modelled by uncorrelated Rayleigh fading
distribution {R,} while the large-scale signal fluctuations were well modelled by a ze10-
mean, Lognormal distribution {L,}. Unlike small-scale signal fluctuations which were
found to be almost completely uncorrelated, the large-scale amplitude variations in acdja
cent time-delay cells possessed a significant degree of correlation. The tap weights {1V, }
were simply the mean signal strength of the delayed paths The existence of an echo 1n
a particular time-delay cell was determined by the effects of the small-scale and large-
scale signal fluctuations in that time-delay cell. As the small-scale signal variations had
zero-means, the means and standard deviations of the large-scale amplitude fluctuations
were then used for identifying all significant propagation time delays. The measurement
results showed that the large-scale mean signal was decreasing monotonically with 1n-
creasing excess time delay. The signal variation was large when the excess time delay

was small, and the signal strength approached asymptotically to a constant when the
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Figure 2.2: The tapped-delay model for wideband mobile radio channel.

excess time delay was becoming large. In general, wher using this model with limited
numbers of time-delay cells, more tirne-delay cells were assigned to the period during
which the large-scale signal variation was the greatest or the standard deviation was
large. Therefore, in this model, the distribution of time delays was described in terms
of the large-scale mean signal strength because the selection of time delays was based
on the signal amplitude characteristics, but not on the actual statistical distribution of

the propagation time delays.

Another statistical multipath model of the indoor radio channel was presented by
Saleh and Valenzuela [6]. Their indoor multipath propagation measurements within a
medium-size office building were done using 1.5 GHz radarlike pulses. Several researchers
[71.[22] have conjectured that the statistical distributions of the propagation time delays

{r:} formed a Poisson arrival-time sequence with some mean arrival rate. However, from
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the measurement results, these researchers observed that the statistical distributions
of the propagation time delays were not consistent with a simple Poisson arrival-time
model with fixed rate. A refined model which is similar to a Markov-type model was
then developed [21]-[22]. Although the refined model was able to match the features of
the experimental data, it is quite complicated to use because of its Markovian natuic,
Saleh and Valenzuela were able to come up with a multipath model of indoor radiv
channel which fitted their measurement results reasonably well while keeping the basic

features of a simple Poisson arrival-time process with constant rate.

With this model, the rays of the received signal are presumed to arrive in clusters.
The arrival times of the first rays of clusters, that is, the cluster arrival times, aie
modelled as a simple Poisson arrival-time process with some constant rate. Moteover,
the arrival times of the subsequent rays within each cluster are also modelled as a Poisson
process with another fixed rate. There are normally many rays within each cluster |
the arrival time of the Ilth cluster is denoted by 7} and that of the ith ray as measured
from the beginning of the lth cluster is denoted by 7y, where ¢,1 = 0,1,2, .., then the
first cluster and the first ray within the {th cluster are T = 0 and 7o = 0 respectively.
In this model, the complex, low-pass impulse response of the indoor channel differs from
(2.1) and is given as:

oo oo

h(t) =33 aue™s(t - T, — ) (22)

1=01=0
where a;; is the positive gain of the :th ray of the Ith cluster, 0, 1s its coriesponding

phase shift which is assumed to be uniformly distributed over the range (0,27), and both
T; and 7, are distributed according to the interarrival exponential probability density
functions. This model is shown in Fig. 2.3. The physical interpretation of the formation
of clusters is that they result from reflections from the building superstructures such as
large metalized walls and doors. On the other hand, the main cause of individual rays
within a cluster is due to the multiple reflections from all the objects in the neighbor-
hood of the transmitter and the receiver such as room walls and furnitures. From their

measurement results on the path gain {ay}, Saleh and Valenzuela observed that the
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Figure 2.3: The model of the indoor channel as described by Saleh and Valenzuela.

amplitudes of the received rays were well fitted by Rayleigh distribution with variances
that decayed exponentially with the cluster delays and the ray delays within the clusters.
They also claimed that, to certain extent, their model was close to the physical reality.

Furthermore, it could be extended to cther types of buildings.

The use of radio in manufacturing environment has also been considered recently.
Based on the propagation measurements results from five factory buildings, Rappaport
et al. [8] characterized the statistical radio channel impulse responses for factories and
open plan buildings at 1.3 GHz. Their measurements showed that the number of delayed
paths which arrived at the receiver over a 1 m local area was Gaussian distributed having
the mean in the range of 9 to 36, and the standard deviation linearly related to the mean
In addition, the distribution of the amplitude of individual multipath component within
a local area was found to be Lognormally-distributed, the amplitudes of the multipath
components were correlated when the distance separations were less than three times the

wavelength of the radio signal and the temporal separations were less than 100 ns. With
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an insensitive receiver which had high threshold, the measurements results showed that
the arrival time of each multipath component adhered roughly to a Poisson distribution
with a constant mean arrival rate. However, when the sensitivity of the receiver was

increased, the results deviated from the Poisson-distributed arrival time model

In order to accomodate large numbers of L rs {or indoor wireless services and
to avoid severe congestion of radio spectrum in the future, many siudies have been
investigated to use higher carrier frequencies than 900 MHz o1 1.5 GHz for pioviding
wide range of digital services to mobile users. Because of the large amount of bandwidth
that it can offer and its sparse usage currently, the millimeter-wave band between 20
GHz and 60 GHz seems to be an appropriate choice. Such applications as a radio local
area network (RALAN) at 30 GHz [24] and a local cellular radio network (LCRN) at
60 GHz [25]) were proposed for both digital voice and data transmissions in an indoo

wireless environment.

From their results of a survey on the propagation characteristics of 60 GHz tacho
signals within buildings, Alexander and Pugliese [26] presented that the use of the 1adio
signals at 60 GHz was restricted to a small coverage area due to the attenuation loss
caused by oxygen absorption. The atmospheric oxygen absorption attenuates the power
of the received signals from distant reflections considerably, thus reducing the associated
RMS delay spreads. This characteristics of short range propagation allows the region
of radio spectrum around 6J) GHz to be applicable for microcellular indoor wireless

communications.

The results of the envelope distribution measurements conducted within builel-
ings using phase-locked oscillators at 60 GHz [27] showed that when a LOS path wa-
not existed between the transmitter and receiver, the envelope distribution followed ap-
proximately the Rayleigh distribution. However, if there was a LOS path, the signal
received was possibly much stronger than the received signal via the reflected paths. <o

the received signal envelope was no longer Rayleigh distributed, but tended to becorne
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a Rician distribution.

Kalivas et al. [28] has recently reported their measurement results for the indoor
radio channel at 21.6 GHz and 37.2 GHz. They observed that the envelope distribution of
the received signal for the two millimeter-wave frequencies followed closely the Rayleigh
distribution. Moreover, the same result was obtained when the technique of selection

diversity was applied at th: receiver where the stronger signal between the two diversity

channels was chosen.

So far, there has not been much literature discussing the wideband propagation
characteristics of the indoor radio channel for radio signals operating at frequencies in
the millimeter-wave band between 20 GHz and 60 GHz. Nevertheless, it is likely that
the characterization and modelling of the indoor channel at this frequency band will
be as complicated as the ones at 900 MHz and 1.5 GHz which have been described
earlier. One can even conjecture that a model similar to that of Saleh and Valenzuela.
when adequately adjusted, can be used for the millimeter-wave band. Because of the
conclusion from [26] that reflections from distant objects are significantly reduced, the
impulse response from (2.2) then contains only one cluster, and therefore it reduces to
(2.1) where the time delays {7} are the arrival times of a Poisson process with some
fixed rate. Smulders and Wagemans [29] have recently observed, from their results of
wideband measurements at 58 GHz in eight different indoor environments, that the RMS
delay spread seemed to be independent of the separation distance between a base station
and a remote station. The values of the RMS delay spread were found to be in the range
of 13-98 ns. When channel equalization is not applied, this worst-case RMS delay spread
of 98 ns will limit the symbol rate to about 2 M symbols/second.

Since reflections in the millimeter-wave band are more likely to be generated in
the vicinity of the receiver and the transmitter area, the time delays are then bound
to be close. This may generate a flat fading effect and thus the natural time diversity

associated with multipath propagation is lost. However, this time diversity can be
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Figure 2.4: Artificial multipath time spread transmission.

regained by inserting artificial multipath in the transmitter as shown in Fig. 2.4 This
time spread scheme can be very efficient against fast flat fading. When the time delays
{7:} are chosen such that 7, — 7,_; is larger than the channel coherent time, the fading
of different echoes is uncorrelated. Thus, if an echo 1s faded, the receiver can still detect
the signal from other echoes which might be strong. The channel for this case is still

modelled by (2.1), however, the time delays {7,} are now known to the receiver.

The work of Smulders and Wagemans [30] presented a method to obtain nea
uniform coverage for indoor radio networks operating in the millimeter frequency range.
It was achieved by employing a pair of biconical horn antennas which were propeily
designed such that the radiation pattern would provide the antennas with lgh gaius
in compensation for the path loss. By using those antennas, if the remote station was
located near the base station antenna, the direct ray would have a low path loss and a
small antenna gain. However, if the remote station was located far away from the hase

station, the direct ray would suffer a high path loss, but both antennas would have a
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higher antenna gain due to the refiected ray~. Therefore, a near uniform coverage was
maintained. The measurements results under both line-of-sight (LOS) and obstructed
(OBS) conditions also exhibited the significance of reflected rays in maintaining the
signal coverage under OBS conditions. This indicates that the artificial multipaths
are also needed in some situations where necessary for maintaining satisfactory signal

coverage for indoor radio communications.

The task of exploitation of the inherent diversity associated with natural or artifi-
cial multipath relies on the receiver. Receiver structures for this purpose is the main sub-
ject of this thesis. Of considerable interest are receivers which exploit the time-diversity
inherent in multipath and are robust against the channel model, that is, perform well
over a large class of channel models. A framework for the derivation of such receivers is

provided by the Generalized Likelihood principle, explored in the next section.

2.2 Generalized Likelihood (GL) Receiver for Wide-

band Signaling

Statistical decision theory plays an important role in the optimum design of detection and
estimation schemes for radio communications. One of the most significant applications
of the theory is in the analysis and design of optimum receiver structures for detection
of signals in the presence of noises [9]. The first step in using the statistical decision
framework is to establish a system performance criterion. When a particular performance
criterion is chosen, then the theory gives the corresponding processing technique which

will optimize this system performance.

One of the decision criteria commonly used in classical detection theory is the
Bayes criterion. For a simple binary hypothesis-testing problem, the Bayes criterion

requires a prior probability for both hypotheses H; and Hp, and also a cost to be assigned
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to each possible course of action. The decision rule for this test is then designed so that
the expected value of the cost or the average risk is minimized. Such a test can be
reduced to a likelihood ratio test [9, pp. 26]. For each observation r = 1y, 73, .., 7] of n
observables, the likelihood ratio denoted as:

A(r) = PR (2 3)
PRIH,(T)
where png, (r) and prjm, (r) are the conditional probability density induced by the
hypothesis H; and Hj respectively, is computed. This quantity is then compared with
the threshold of the test, denoted by 7, and decided for hypothesis Hy if A(r) <
and for hypothesis H; if A(r) > 5. In general, the threshold 5 is a function of the prio
probabilities of the two hypotheses and the costs assigned to each course of action Since
the Bayes decision criterion has been proved to give minimum average tisk [10, pp. 83|

it is used in situations where the prior prohabilities for the hypotheses and the costs fo

each possible actions are known.

The Bayes method can also be applied to detect signals with unknown parameters
provided that a prior probability distribution of the parameters iz available. In this case
the likelihood ratio is given by:

_ Primy (r) _ [ Priam (rla)pagm, (2)d™A (21)
PRIE,(Y) [ PRiA R (r|a)paj, (a)d™A )

A(r)

where A = [Aj, A, .., Am] Is a vector having m random parameters with joint prio
probability density functions on the two hypotheses as pajg,(a) and pajg,(a), and
d™"A = dA,dA; .. dA,, and the m-fold integration is taken over the entire space of the
m parameters Ay, Az, .., Am. In some situations where the joint prior probability density
functions of the unknown parameters are not known, the Bayes approach 15 no longe
applicable. In these cases, it was suggested that those joint prior probability density
functions were replaced by the "least favorable distribution” of the parameters A for
the two hypotheses [10, pp. 151]. The receiver could then make the decision based on the

likelihoud ratio averaged with respect to those least favorable distributions according to
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(2.4). However, the least favorable prior probability density functions of the unknown
parameters do not necessarily exist as they are obtained when the Bayes risk is being
maximized with the proper value of the prior probabilities for the two hypotheses. As a
result, this approach is not as promising and another decision criterion should be used

if all the least favorable prior probability density functions cannot be found.

If the ranges of the unknown parameters are broad and finite, the signals will
be bound to a finite region called the expected domain of the parameter space. When
the expected domain of the parameters A is very wide, the prior probability density
function pam,(a) or pajm, (a) will change slowly with respect to A. If there exists a
sharp maximum point at A = A in the likelihood function, the results of the integrations
in (2.4) will be confined to the vicinity of A. Therefore, the average likelihood ratio will
be proportional to the likelihood ratio evaluated at the maximum point A = A. As
a consequence, the Bayes decision strategy is equivalent to a likelihood ratio test with
the maximum likelihood estimator of the parameters used as they would be the true

parameters {10, pp. 291]. This is commonly called a generalized likelthood (GL) test.

For GL detection, the decision requires the receiver to compate the GL ratio

_ MaTA, PRIA,(rla1) e
mMaTA, PRIAg(T20)

o
W3]
~—

Agr(r)

with an appropriate threshold level and decide for hypothesis H, if the level is exceeded
and hypothesis Hp if it is not. In this GL ratio test, the maximum likelihood estimate of
the parameters A corresponding to each hypothesis is evaluated by assuming that each
hypothesis is true. The maximum likelihood estimated parameters A1 and Ag are then
used in the likelihood functions pgr|a,(rla1) and pria,(rlao) respectively to form the

the GL ratio,
_ PRjA(r]a1) (2.6)

Agrlr) = PRiA,(rla0)

As mentioned in previous section, the design of reliable receivers for indoor radio

channels is extremely difficult unless the details of the propagation characteristics of the
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channel is known. Because of the random nature of the unknown parameters such as the
signal variations, carrier phases and the multipath delay spread of the indoor channel,
it is appropriate that the idea of GL detection is employed to design an optimal 1ecener
structure for this channel. It seems that this technique will produce a receiver which 1s
robust to channel models, since it estimates the channel parameters from the received
signal itself and it does not require any a-priori model. The GL principle combines

naturally channel parameter estimation and data detection.

Using the indoor channel impulse response A(t) as given in (2.1) with modulated
signals represented by the Complex Envelope (CE) notation, the CE of the receved

signal is:

~

Ft) = §(t)* )+ A(t) ,0<t<T,

I-1
= Za,e’a'é(t—r,)+ﬁ(t) (27)
1=0

where * denotes as the convolution, §(¢) is the CE of the transmitted signal, o, 6, and 1,
are the ith path gain, phase and propagation time delay, respectively which are ticated
as unknown parameters to the receiver. In this work, we assume that the number ol

delayed paths I in the channel impulse response is fixed and known

The channel additive noise is zero mean Gaussian with two-sided power spectial

density of %ﬂ [Watt/Hz]. This noise can be represented at baseband by 1ts Gl as
A(t) = ng(t) + gn(t) (2.5)

where ng(t) and nr(¢) are the real and imaginary components respectively, with zeio

mean, that is, ng(t) = n;(t) = 0, and uncorrelated, that 1s, ;'Ln(l)n[(t -7) = 0. In
addition, the power spectral density of the real and imaginary components of the nose

is N, [Watt/Hz], that is, nr(t)ng(t — 7) = ny(t)ni(t — 7) = Nob(7).

The likelihood functional of {7(¢),0 < ¢t < T,} conditioned on the set of unknown

parameters {a,,%,7:; 1 =0,1,..,/ — 1} is given by.

p [ {F(t)’o StST"} I {a,,B,,r‘; i = Oal,"al—'l}]
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1 T, I-1 .
= C - - F(t) — %5t — 1)) dt
C - eapl =gy [F1F(0) - T awe3(e =) dt ]

o © I—l .
- C- exp[-wl—/: ()t ] - e:rp[—;: Re {/OT F)S ce 5 (t 1) di )]

° 1=0
1 T, I-1I-1 )
cezxp [ ——-—/ Y3 o, ¥ )5t — 7)57(t — 7)) dt ] (2.9)
N° 0 ,=0k=o0

where C is a positive constant, T, is the observation interval and Re(-) is taking the real

part of the argument.

The CE of the transmitted signal 3(¢) is assumed to be a wideban 1 signal with
autocorrelation function characeerized by a narrow main lobe of duration T, called the
autocorrelation time. The autocorrelation of a wideband pulse is shown in Fig. 2.5 For
T. << T,, we have that the probability that |7, — 7| < T¢, for i # k. is very small.
This probability tends to zero when 7, tends to zero or when W', the bandwidth of §(t).
increases, since W = 'ZIT Therefore we have, for large bandwidth signals, and sufficiently

large observation intervals:
=k

To Ei
/ S(t—T1)8(t — m)dt = { (2.10)
0 0 i FEk

where E; = [y°|3(t)|*dt. This is a statement of the multipath resolvability condition

[14]. With this wideband signaling property, the likelihood functional becomes:

p[{F(t)’OS t STO} l {al,ehTt; i=0,l,..,1— 1}]

_ 1 To . . I-1 2a, -6, T,_ . E; 2
=C - exp [—!_V:/o [7(t)] dt]-gezp[No Re{e /; ()8 (t —m)dt} — N o ]
(2.11)
The GL functional of #(t) is:
p[ {F(1),0 <t <T} | {&,6, 7 ;i=0,1,.,0 ~1}] (212)

where a,, é,, and 7, are the maximum likelihood (ML) estimates of the channel param-

eters a;, 6, and 7, from {7(t),0 <t < T,}. Now. we need to find the ML estimates of
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Figure 2.5: The autocorrelation of a wideband pulse.

each channel parameter such that the likelihood functional is being maximized. In orde

for the channel parameter 6, to maximize the likelihood functional, the termis
. T,
Re {e""/ 7(t)5*(t — ) dt } (2.13)
0

in (2.11) have to be maximized for ¢ = 0,1,..,] — 1. It is obvious that the maximum

possible values of these terms are obtained when:

- To

b, = arg [/ F)F(t — ) dt ] (2.14)

0
By substituting (2.14) into (2.13), we have the following:
. T,
Re {e""/ Ft)5"(t-m)dt} = |/ §(t—7)dt| (2 15)
0

‘ Now, (2.15) has to be maximized over 7,. The maximum likelihood estimates

7; are obtained by choosing the I — 1 instants 7, ..,7r—1 which give the largest values
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of | [ °7(t)§*(t — 7.) dt | and with the constraint that |7, — #&| > T, where T, is the

autocorrelation time of §(t). Therefore, the likelihood functional is further reduced to:

pHﬂ&OStsT}Hmﬁwﬁﬂ—Ol,,—IH

1 E;
=C - eETp [_7\/—;/0 IT Izdt] I_Ioﬂ:l,'p[ - [/ "(t - T,) dt I a; — -N:C!,z ]
(2.16)

From (2.16), the remaining unknown parameter to be estimated is a,. This can be

achieved by considering the term

|/ Ft—%)dl| o —-Jl\f;—a, (2.17)

]

n (2.16). The estimate &, which maximizes (2.17) can be obtained as follows:

E 2 — 9 QO
s (o | [ HOs (=7 dt o = 220} fawca, = 0 (2.18)

which gives:
|/ “(t—#)dt| (2.19)

Since the second derivative of (2.17) with respect to a, is —Ej;/N, which is negative, the
estimate @&, as obtained in (2.19) is indeed maximizing (2.17). By substituting (2.19)
into (2.16), we have the GL functioral as follows:
p{F(t),0<t < T} | {&, i 7 ; i=0 1, N —1}]
1 T
= C- —_— ~(¢)[2dt
C - exp[—- [0 ] Hexp =

= C - exp[——]\lf—o/;Tolf(t)lzdt] e:zp[ Na Z: l/ F(t—4) dt?]
(2.20)

§(t—4)dt|*]

Therefore, the decision variable of the GL receiver for the indoor channel is:

z-Zl/ F(1)5(t—2) dt P (2.

=0

S
o
p—t
~——
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It is seen that the only channel parameters required to be estimated are the multipath

delays.

This GL receiver is shown in Fig. 2.6. It is cealized by a matched filter followed
by a square-law device, a fixed time-delay module Tp allowing time for channel esti-
mation process to activate the appropriate taps of the RAKE receiver, then the equal
weight RAKE combiner. The path delays 7o, 71, .., 71-1 estimated from the output of the
matched filter are used to activate the I coefficients of the tapped delay lines. For each
delayed path, there is a corresponding peak appeared at the matched filter output. The
estimation of the path delays is done by locating where these multipath peaks are Each
of the activated taps is of unity weight while all other taps not being activated are set
to zero. The number of taps J along the RAKE combiner depends on the maximum

multipath teme delay spread, A, of the channel. In general, J 1s tiuncated at ;—‘,—: + 1.

It is seen that the optimal receiverin the GL sense 1s a matched filter with squate-
law equal weight RAKE combiner. The operation of the square-law equal weight RAKE
combiner is illustrated in Fig. 2.7. Here, we assume that the multipath channel cousists
of four delayed paths. Thus, there are four multipath peaks at the output of the matched
filter. The time delays between the first and the second delayed path, the second and
the third delayed path, and the third and the last delayed path, as indicated in Fig
2.7 are Ay, Az and Aj respectively. The taps along the RAKE combiner that allow the
multipath peaks to align together will be activated with equal weight coefficients. The
four waveforms at the top of the figure are the signals appeared at the four activated tps
From the output of the RAKE combiner, it can be seen that the multipath contributions

due to each delayed path are added at t = T + A where the sampling is done.

Square-law equal weight combining is not new. It has been shown by Picice
[31] that this form of combining diversity is optimal in the absence of any phase and
amplitude information in the diversity branches. In this work, it is shown that square-law

equal weight combining is the optimal receiver in the GL sense for multipath channels.
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Figure 2.7: The operation of a square-law equal weight RAKE combiner.
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This relation to GL seems to be a result not found in the technical literature. From
[31], we also have that square-law equal weight combining is 3 dB poorer in performance
than maximum gain coherent combining. However, maximum gair coherent combining
requires phase and amplitude estimates. When the errors of these estimates are taken
into account, the degradation which is obtained in practice is less than 3 dB. Thus, we

see that the GL receiver not only is of low complexity, but also provides a performance

close to optimal.



Chapter 3

Multipath Induced Intersymbol
Interference (ISI)

This chapter considers the effects of multipath induced intersymbol inteiference (1S1) 11
bandwidth expanding digital communications. Section 3.1 gives a qualitative analysis
of the multipath induced ISI effects on the channel estimation process To mitigate the
effects of multipath induced ISI which may complicate the channel estimation process,
an antimultipath technique called commutation signaling is then described. In section
3.2, we consider the effects of multipath induced ISI on the data detection process. By
employing union bounding techniques, an upper bound to the event of having significant
ISI at the output of the maximum gain RAKE receiver and the square-law equal weight,
RAKE receiver is derived. It is shown that with sufficient bandwidth expansion, the ISI
effects due to multipath are reduced. Finally, by incorporating commutation signaling
with the maximum gain RAKE combiner and square-law equal weight RAKE combiner

it is shown in Section 3.3 that the effects of multipath induced ISl on the data detection

process are significantly reduced.

29
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3.1 1ISI Effects on Channel Estimation - Commu-

tation Signaling

The GL receiver in chapter 2 which was derived assuming a single pulse transmission,
requires the estimation of the path delays in order to activate the appropriate taps of the
equal weight RAKE combiner. This channel estimation process is performed by estimat-
ing the location of the multipath peaks from the output of the matched filier. However.
in the case of high-rate sequential transmission of pulses, the occurrence of multipath
induced IST at the matched filter output may complicate the channel estimation process

As a result, wrong RAKE taps may be activated causing a degradation in performance.

To understand the multipath induced ISI effecis on the channel estimation pro-
cess, we find it useful to examine how the ISI occurs at the output of the matched filte:
when sequences of pulses are transmitted over a multipath channel. The transmitted
signal is given by:

i(t) = i a(k)a(t — kT) (3.1)
k=—oo

where a(k) are the information symbols, %(¢) is the signaling pulse and 1/T is the
information symbol rate. The impulse response of the multipath fading channel as given
in (2.1) is:

h(t) = fj o, % 6(t — 1) (3.2)

1=0

where ¢; is the amplitude of the ith delayed path, 7, is the propagation time delay, 6, is

the associated phase shifts.

We first consider a single pulse transmission and examine the output of the
matched filter. When a single spread-spectrum pulse is transmitted over the multi-
path fading channel with no delayed path, Fig. 3.1 shows the matched filter response
As the signaling pulse is of bandwidth expanding type, the matched filter output, that
is, the autocorrelation of the signaling pulse, is characterized by a narrow mainlobe of

duration T, the autocorrelation time, and some small autocorrelation sidelobes. When
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the same bandwidth expanding pulse is transmitted over a multipath fading chaunnel
with four delayed paths and with a time delay spread A, the four mainlobes correspond-
ing to each delayed path at the matched filter output are of different amplitudes and aie

spreaded over the interval between t = T and ¢t = T + A. This can be seen in Fig. 32.

Now, consider a successive transmission of two data symbols, which both aie
equal to one, over a multipath channel with time delay spread smaller than the symbol
interval, that is A < T. The matched filter response for this case, Fig 3.3, shows that
the multipath peaks are not interlaced. Therefore, no significant 1SI is occurred and
the channel estimation can be easily performed by observing the peaks within a synibol
time interval. In the case of high-rate transmission when the tume delay spreadis larges
than the symbol interval , that is, A > T, the interlacing of multipath peak at the
matched filter output causes the occurrence of multipath induced ISI. This phenomenon
can be seen in Fig. 3.4. As a result of the presence of the interlaced peaks, the channel
estimation becomes complicated. The interlaced peaks may cause activation of wrong
RAKE teps. One simple method to avoid the occurrence of this peak interlacing is to
transmit the information in such a low symbol rate that A < 7'. For a fixed information
bit rate, this implies that an M-ary signaling scheme has to be used. Another approach

is based on commutation signaling [11].

Commutation signaling was introduced by Turin [11] to mitigate the effects of
the multipath induced ISI - the interlacing of multipath mainlobes. The principle of this
signaling technique is to avoid the occurrence of the interlaced mainlobes, in high-1ate
transmission when the time delay spread is larger than the symbol interval, (i e. when
A > T), by commutating the signal sets effectively among a number of shift quasi-
orthogonal signaling alphabets in such a way that any signals that are still "ringing” in

the multipath channel will not be used again until they have faded away.

The concept of M x N commutation signaling {11] 1s to switch among N distinct

M-ary signal sets. To illustrate the utility of this technique, we consider an example The
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2 x 4 signaling scheme commn:ates among 4 different signal sets of 2 signals each. Sup-
pose that the four signal sets are £3;(t), £352(t), £33(¢t) and £34(t). The waveforms s,(¢)
are shift orthogonal spread-spectrum pulses, and the data sequence is a(0), a(1), a(2). ..
with a(¢) = +1. These spread-spectrum pulses have the property that they are mu-
tually orthogonal to each other, that is, their autocorrelations are characterized by a
narrow mainlobe and some low-level sidelobes, while their crosscorrelations are charac-
terized by some low-level sidelobes only, even when any of the pulses is being shifted
by a certain time duration. With this signaling technique, the transmitted signals are
a(0)31(t), a(1)32(t), a(2)3s(t), a(3)34(t), a(4)31(t), a(5)32(t), a(6)3s(t), a(7)34(2),.. etc
The matched filter responses for this 2 x 4 signaling scheme is shown in Fig. 3.5. Since
no signal in the signal set repeats itself in less than the time delay spread A, the major
part of IS, interlacing of multipath mainlobes, is avoided. As a result of employing this
sigizaling scheme, the channel estimation can be done safely because there is always no

interlaced peaks appeared at the matched filter outputs.

The total number of signals required for M x N signaling is M N; therefore this
signaling scheme may require M N matched filters. In cider to reduce the total number
of matched filters to be used in a commutation signaling scheme, it is important to
minimize the values of M and N. As mentioned earlier, M x N signaling is based on
switching among IV distinct M-ary signal sets. The value of /V is normally chosen large
enough such that no signal set is repeated before the ringing of its previous use has
diminished. In other words, the value of N depends on the time delay spread A. In
fact, N = [£] where [z] is the smallest integer larger than z. If R is the information
bit rate in bits/second, then the M-ary signal duration is T = log, M / R. Therefore.
N = [RA [loga M| and the total number of signals required is MN = M[RA /log, M.
It is easily seen that for M = 2, we have a minimum number of signals. In a commutation
signaling scheme, the value of N increases linearly with RA. Thus, the total number of

matched filters required also grows linearly with RA.
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Other M-ary signaling techniques can be used for increasing the symbol time and
thus reducing ISI. Commutation signaling, however, offers a good trade-off between the
number of matched filters employed by the receiver and SNR performance. For M-ary
orthogonal signaling, the receiver consists of a bank of M filters matched to each of
the orthogonal signals. In order to prevent from the occurrence of interlaced multipath
peaks, the total number of matched filters required for M-ary orthogonal signaling is
M = 2[R8] where R is the information bit rate in bits/second and A is the time delay
spread in seconds. Similarly, M-ary biorthogonal signaling can be obtained from A//2
orthogonal signals by simply employing the negatives of the orthogonal signals as well.
Therefore, M-ary biorthogonal signaling requires M/2 orthogonal signals and 2/R41-1
matched filters to avoid the interlacing of multipath peaks For Af-ary two-dimensional
signaling, two orthogonal signals are needed. One for the in-phase comporent and the
other for the quadrature component. The components of the signals are selected from

the M-point two dimensional signal constellation. Therefore, this scheme needs only

two matched filters.

A comparison on the number of orthogonal signals and matched filters required
for each of the aboved signaling schemes is shown in Table 3.1. The total numbgr of
matched filters required increases exponentially with RA for both the M-ary orthogonal
and b.orthogonal signaling, but linearly with RA for M x N commutation signaling. For
M-ary two-dimensional signaling, the number of matched filters required is 2; however,
the SNR performance deteriorates with increasing M. For an A x N commutation
signaling, the number of matched filters required increases linearly with [RA]. while
the SNR performance 1s identical to that of an AM-ary signaling scheme. For M = 2,
we minimize the number of required matched filters and maximize the SNR efficiency.
Thus, binary commutation signaling which requires 2[ RA] matched filters seems most
appropriate. With binary commutation signaling, we use [RA] binary signal sets. The
optimal scheme in terms of maximizing SNR performance while minimizing the number

of matched filters is obtained when each signal set is antipodal. In this case, we need
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Number of matched filters
Signaling scheme Number of orthogonal | required to avoid the interlacing
signals required of multipath peaks.
| [Ra]
M-ary orthogonal signaling M 2
[Ra]-1
M-ary biorthogonal signaling MR 2
M-ary two-dimensional signaling 2 2
C M RA
M x N commutation signaling MN log 2 M

Table 3.1: Comparison of M-ary orthogonal, biorthogonal, two-dimensional signaling

and M x N commutation signaling schemnes.

only [RA] matched filters. This can be combined with differentially encoding to bypass
the need for a phase reference at the receiver. Receivers for such a signaling scheme
will be considered in the next chapter. In the next section, we consider the eflects of
multipath induced ISI on data detection, the role that wideband signaling, in general,

plays in reducing these effects.

3.2 1ISI Effects on Data Detection

Multipath fading has been a troublesome condition in many communication channels
One of its influence on data detection in a high-rate communication systen is via mul-
tipath induced ISI. The occurrence of the interference as explained in section 3.1 is due
to different and randomly varying delays and amplitudes of the transmitted signal after

travelling along not one, but many paths, to the receiver The two main approaches
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commonly used for combating the multipath induced ISI are : equalization techniques

and bandwidth expanding signaling with RAKE receivers.

Adaptive equalization techniques have been considered for communication over
multipath fadirg channels such as those found in HF and troposcatter systems [12].
This communication medium is characterized by a large number of scatters located at
random points within the propagation path and by lack of spectrurn which does not
allow for bandwidth expansion. The dispersion on these channels can be quite large
and the equalization techniques which can overcome this dispersion must be of the
nonlinear type. Adaptive decision feedback equalizers have been found appropriate for

these systems [13].

When spectrum is available and bandwidth expansion is possible, it has been
observed that by using RAKE receivers, the multipath contribution to ISIisinsignificant.
This is attributed to the inherent capability of the RAKE receiver to suppress multipath
induced ISI [14]. This ISI suppression capability is due to the bandwidth expansion and
the discrete nature of the impulse response of wideband multipath channels. In this
section, we examine the effects of multipath induced ISI on the data detection process.
In particular, we first consider the trade-off between the ISI suppression capability of
general RAKE receivers and bandwidth expansion, which has been reported in [32].

Then, we extend the analysis to the GL receiver as derived in section 2.2.

The analysis is based on a general CE model of a communication system as shown
in Fig. 3.6. A direct spread spectrum system fits this model as well as other bandwidth
expanding schemes which are based on linear FM modulation such as chirp signaling. In
this model, the source produces data sequences which pass through an impulse generator.
then a shaping filter with impulse response @(t) of a wideband type. The transmitted
signal §(t) is then sent through a multipath fading channel perturbed by additive noise.
On the receiving side, we first have a filter @*(—t) matched to the signaling pulse, then

followed by a maximum gain RAKE combining receiver. This RAKE receiver. in fact,
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has an impulse -zsponse which matches to the multipath fading channel. As a result.
the RAKE receiver together with the matched filter #*(—t) as a whole is another filter
matched to both the shaping filter and the channel. Therefore, the multipath induced 1SI
occurred at the output of the RAKE receiver is reflected in the autocorrelation function
of the received signal 7(¢). In many communication systems, adaptive equalization is
usually done following the matched filter in order to deal with ISI However, we claim
that with sufficient bandwidth expaunsion, the amount of significant ISI at the output of
the RAKE receiver can be made arbitrarily small. Therefore, in this model, we do not

have an adaptive equalizer, but a sampler and a threshold comparison device, following

the RAKE receiver.

As mentioned in section 3.1 when the signaling pulse is of bandwidth expanding
type, its autocorrelation function ®(t) is characterized by a narrow mainlobe of duration
T, and some small autocorrelation sidelobes. For a bandwidth expanding system, the
property that T, << T, where T is the symbol time interval, allows the RAKE receiver
(14] to suppress the multipath induced ISI 1n the matched filter response. Because of this
capability, the eye pattern at the output of the RAKE receiver as depicted in Fig. 3.7 is
open at the sampling time. Thus, reasonable performance can be achieved without any
additional equalization to be done following the RAKE receiver. However, this situation
depends on the channel which is random and there are channel realizations which do
not yield an open eye pattern. In this work, we try to upper-bound the probability of

this event.
The ISI at the RAKE receiver output can be generated by:
1. The mainlobe of ®(t). This results in significant ISI which degrades the system
performance considerably, unless effective equalization is used.

2. The sidelobes of ®(t). Since for a well designed bandwidth expanding signaling
scheme, these sidelobes are low, this type of ISI is not significant and there is no

need for equalization.
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The type of ISI that is present at the RAKE receiver output depends on the
channel realization and thus i¢ is a random event. We will examine the effects of multi-
path induced ISI on the data detection process by considering the upper-bound of the

event of having significant ISI over a random multipath channel.

We consider a single nulse transmission over the system of Fig. 3.6 with the
transmitted signal given by:

§(t) = a(t) (3.3)

where #(t) is the CE of the signaling pulse. The complex, low-pass impulse response of

the multipath fading channel as given in (2.1) is:

h(t) = Y a(i)é(t — 7) (3.4)
=0
where the term a,e?® in (2.1) is replaced by a(i) in (3.4) for simplicity. It follows from
(3.3) and (3.4) that the received signal is simply the time convolution of 5(¢) and h(t).
and is given as follows:

7(t) = 5(t) * h(t Za(z)u (t—mn) (3.5)

1=0
As our analysis considers the effects of multipath induced ISI only, the additive noise is

neglected in the received signal. The output of the matched filter which is the convolution

of #(t) and 4*(~t) is given by:

g(t) = F(t)xa*(~t) = éa(i)ﬁ(t - 7)) *a(—t)
= 20 )/ (r)a*(r—t+7)dr
= ia(z)‘I> (t—m) (3.6)

=0
where ®,(t) = [T @(r)a"(r — t)dr is the autocorrelation function of the signaling pulse

a(t).
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As the RAKE receiver in this model is a filter matched to the multipath fading

channel, the impulse response of this maximum gain RAKE combining receiver is:

§(t) = h*(—1) g a"(D6(t + ) (3.7)
The output of the RAKE receiver is the com:olution of §(t) and §(t) given as follows:
2t) = g(t)y*=g(t)= ioa(z)(bu(t -7)* ga‘(l)é(t + 1)
= f;‘i:a "N)Ou(t — 7+ 7) (33)

Since the filter @*(—t) is matched to the signaling pulse and the RAKFE recciver
is matched to the multipath fading channel, the output of the RAKE receiver, 3(t) 15
simply the autocorrelation function ®.(¢) of the received signal 7(t), that 1s.

®,(t) = (1) =/ F(r)F(r —1t) dT—EZ Dot -1 +7) (3.9)

+=0[=0

Therefore, the multipath induced ISI is reflected in ®,(¢) not satisfying Nyquist’s first
criterion. We can see from (3.9) that the autocorrelation function ®,(¢) is a sum of many

scaled autocorrelation functions ®,(t) of different delays.

A typical plot of the autocorrelation function ®,(t) is depicted in Fig. 3.8. In
order to have minimum ISI, the values at discrete points ¢t = kT, where & is an intege
and k # 0, should be zero or minimized. This implies that ©,(¢) must satisfy Nyquist’s
first criterion. Although the delayed paths are naturally occurred in random, we can
see from Fig. 3.8 that the narrower the peaks are, the smaller the chanrce of having
them occurred at the discrete times ¢ = kT causing significant ISI. Therefore, in oider
to get smaller probability of having significant ISI, we need to use a signaling pulse i(t)
which has a narrow mainlobe in its autocorrelation function. This can be ohtained at

the expense of bandwidth.

At discrete points t = kT, for k = 0, we have:

= 3,(0) Zla )|2+2 2 )Ou( =7+ 7) (3.10)

1=0 i=0 (=0 l#l
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and for k # 0,

&,(kT) = ®.,(kT) f; la(i)|? + ii?(i)a'(.’)&bu(kT — 7 +1) (3.11)
=0 i=01=0,l#s

"

-

n(kT)

The mainlobe of ®(t) affects the interference term n(AT) when kT — 7,47 < T.
and the corresponding path gains a(i) and a(l) are not vanishing. The probability that
the mainlobe of ®(t) is included ia the ISI term can be upper-bounded by the union-
bound. Let P be the probability of having significant ISI occurred at the output of the
maximum gain RAKE combiner. By union-bounding, it can be bounded by.

P<S S S Pr[kT—n4nl<T | lal)] > 6 la(l)] > 0] (312)

1=01=0,3#l k7#0 k=00

where 0 is a threshold that defines the level of the path gains wheie the intetfercace
becomes significant. In general, the path delays are estimated fiom channel impulse
measurements. Therefore, all the paths which are less than the maximum obscrved
delay spread have path gains which are above the threshold 0. In other words, the two
events |a(i)] > @ and 7, < A are equivalent, where A denotes the maximum observed
delay spread, we then have:

P<y > §:Pr[lkT~n+nlsTc|T.<A,n<A] (3 13)
1=01==0,1# k#0,k=—00

In order to evaluate (3.13), we need a probabilistic model for the multipath delays ,.
To get an insight into the problem, a simple Poisson model will be enough. Let us
assume that 7o = 0 and the path delays 7 <7, <73...., when considered ordered random
variables, are the arrival times of a Poisson process with rate A characterized by the
exponential probability density function p(ri|n_y) = de= ™ =7-1), Let | be the numbe

of arrivals with 7, <A and the probability of having [ arrivals in the period of A 1s:

Pr{l = n] = -6 (2A) (3.11)

n!

If I is fixed, (3.13) becomes:

I I 00
POHSY S S PrikT—n+n| ST | n<d,m <Al (3.15)

1=0 +=0,1#1 k#0 ,k=~0c0
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When I is fixed, then 7y, 73,..., 77 are distributed as the ordered statistics of
I mutually independent random variables uniformly distributed in [0,A] [33, pp. 1911
However, the bound to P(I) is not changed if we remove the restriction that m, 7a,..., 71
are ordered and thus they must be only independent and unifo:mly distributed in [0,A].
Therefore, (3.15) can be further reduced to:

P(I)Si: ZI: iPr[IkT—r,dSTc | n<An<A (3.16)

1=0 i=0a#! k#0,k=—oco
where 1y = 7, — 1. With the assumption that 7o = 0, the random variables —7 and
T, Where 1,1 > 1, have a uniform distribution with the probability density function
as shown in Fig. 3.9 while the random variables 7,;, where z,{ > 1, have a triangular
distribution with the probability density function as shown in Fig. 3.10. To evaluate

(3.16), we first consider the case when either ¢ or [ is zero. For | = 0, the random variable

Ty = Tio = 7, is uniformly disctributed, we have

PrilkT —1o| ST |nn<A)] = PrikT—n|<T. | n<A]
= PrkT —-T. < <kT+T.| 1 <A]
f)
= 2T. P [kT |7, <A] = HZC (3.17)

where 0 < kT < A. Since T, < T, therefore k assumes positive values from 1 to [A/T].

Similarly, for ¢ = 0, the random variable 7y = 7o = —n is also uniformly distributed,

we have

PrikT — 11| ST.|i<A] = Pr[|kT+7| <T.|n<A]

= Pr~kT—-T.$n < ~kT+T.|m <A
oT,
A

= T, P [~kT|n < A] = (3.18)

where 0 < —kT < A, so k assumes negative values from —1 to —[A/T]. As there are
21 terms which have either 2 = 0 or | = 0, this gives the sum:

[4/T] o
2l 7 == (3.19)
k=1 A
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Chapter 3. Multipath Induced Intersymbol Interference (ISI) 48

In the case when both 7 and [ are nonzero, the random variable 7, is triangularly-

distributed, we have

PT“kT—T,;ISTclT.'<A,T1<A] = PT‘[-—TC—ICTST’,( STc—kTITg<A,T{<A]
= Pri{kT-T. <y <kT+T.|nn<A,ni<A]
= 2T P (kT | s <A, < A]

_ 2T, OT.|kT| .
= -5 (3.20)

where 0 < |kT| < A. In this case, k can be either positive or negative, and it assumes
values between —[A/T] and [A/T], except 0. Since there are I(I — 1) terms which

have nonzero 1 and [, this gives the sum:

fa/m o |kT|
-1 )  =1-—=] (3.21)
k=—[A7T]de0 O A
Therefore, (3.16) becomes:
fa/T) oT |&T| [a/m o
P(I) < I{I-1) > - —==]+2r Y == (3.22)
k=-[A/T] k#0 A A k=1 A
Let K = [A/T], then:
K 2 A k K
CUNER (E T St L A TS St
k="Kazo O k=1

= 4I21&’%— —41(I - 1)T%£1_'*”2]_{_){_
= 4121(%[1——1-(1‘21{)] 411’2?1";]‘) (3.23)
Define
5= K= [A/T (324)
Substituting (3.24) into (3.23) yields:
¢ TUHE) | IT(4K) -

P S (1 - 35 + =2
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When averaging over I, we have T = AA and 12 = A\2A? + \A, then

T(1+K)
U-rx—

[(A2A? + AA)(1 —

IT (1 + K)
-
%(1;1\)) 7
p2ar 4 - yartt R

(1+1\)

-.4

P=P(I) <

S
o~

(1+1\)]

}

] (3.26)

Ql» Ql=Ql = Q=

AA[L+ AA < AT
Let us define A = KT = [A/T]T, then
(327)

or

=G, = (3 2%)

where G, = -TT: is the bandwidth expansion factor or the processing gain Theiefore

P < 29Ap 4aa - A,
G, 2

4 A T
= —IA - — - = 329
e M1+ MA )] (329)

or )
P < max {0, /\A[1+/\ A—é ——%)] } (3.40)
where the use of max (0, -) takes into account that when (3.29) is negative, then there

is no ISI. Normally, A < A, and therefore a less tight upper bound is:

A

2(A—T)]:]3 (341)

P < ‘CT)\A[

When P > 1, then (3.31) is useless and the tighter bound(3.30) should be used

The upper-bound of (3.31) shows that the probability of having significant IS!
over a random multipath channel decreases with increasing the bandwidth expansion

factor. Therefore, with sufficient bandwidth expansion, the multipath induced ISI does
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not have any significant effect on the system performance. Rearranging (3.31), we can

express the processing gain as:

41"102 Imaz 1
G = r 1 + ——
p="p (147 Y

where Inaz = AA and R = 1/T. Equation (3.32) gives an estimate to the required

(1- (3.32)

processing gain which ensures a certain upper bound P to the probability of having

significant ISI.

If L order antenna diversity is used, the probability that all L diversity channels
are bad simultaneously is reduced considerably. The strategy that the receiver uses fo1
this diversity technique is to choose the best signal among the L diversity channels. If
P is the upper bound of having significant ISI in one diversity channel, then PL is the
upper bound of having significant ISI in all L channels and thus we cannot avoid ISI

With this antenna selection diversity technique, the required processing gain becomes.
4] I 1

Gp=—— 1+ ==(1 - —= 3 33

p= s (14 = (1= o) (33

A graph of the processing gain G, as a function of RA with P = 0.01 and different
values of Imqz and L is shown in Fig. 3.11. It is seen that the required processing gain.
Gy, increases with RA = [A/T17, the multipath delay spread normalized to the symbol
time. However, there is a saturation effect in the sense that above a certain processing
gain, any additional increase in RA can be accomodated with only a small further
increase in G,. For a relatively small multipath spread, A < T and RA = 1. In this
case,

4]
G, = —= 3.34
LAY ( )
showing that the required processing gain increases linearly with the number of channel
paths. When A « T, (3.33) is not tight and therefore (3.30) should be used showing
that if the symbol time is sufficiently large, there is no ISI (P < 0). The other extreme

is RA approaches co. In this case,

4]‘.771(12 Imaz -
Gy —EF2(1 + (3.33)
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Figure 3.11: Graph of processing gain G, as a function of RA with P = 0.01.

which shows that the required processing gain increases as the square of the number of

channel paths.

The bandwidth expansion required is large when P is small because of the in-
“versely proportional relationship between G, and P which can be inferred from (3.33)
With the current state of the art in SAW, digital and SAW convolver technologies,
pseudonoise matched filters or correlators with processing gain as large as 30 dB are
achievable [34]. However, the necessary processing gain is greatly reduced when antenna
diversity is employed. The required processing gain is reduced significantly even when
L = 2. In fact, for Imae = 1 and P = 0.01, the required processing gain is reduced by a
factor of 10 when L = 2. It will further be reduced when L increases, this result can be

seen in Fig. 3.12.

From the above analysis, we conclude that with sufficient bandwidth expansion
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Figure 3.12: Graph of processing gain G, as a function of RA with P = 0.01 and Ipmes
= 1.

in digital communication over random multipath channels, the probability of having
significant ISI can be made arbitrarily small and thus an adaptive equalizer following
the RAKE receiver is unnecessary. Furthermore, the necessary bandwidth expansion

required is tremendously -educed in the case when antenna diversity techniques are

employed.

This analysis can be modified to apply also to the GL receiver of section 2.2
which is composed of a matched filter followed by a square-law nonlinearity and equal
weight RAKE combiner. The difficulty here is the presence of the nonlinearity, and
therefore the first step is to examine to what extent a single pulse analysis can be used

for ISIinvestigation. The model of this system is shown in Fig. 3.13. The output of the
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matched filter for a single pulse transmission as obtained in (3.6) is

oo

§(t) =3 o(i)Pu(t - ) (3.36)

+=0
where ®,(t) = [T a(r)a~(r — t)dr. For sequential transmissions, the output of the

matched filter becomes:

oo

o(t)= > a(p)j(t-pT) (3.37)

p=-—®
where a(p)’s are the transmitted data sequences. The output of the squared-law device
is given by:

3() = [5(2)]? (3.38)
and the output of the equal weight RAKE combiner with impulse response f(2) is:

Ht) = &)= f(t)
= / [5(r)|? - f(t = 1) dr (3.39)

With the substitution of (3.37), we have:

()= [ S Y alpal@ilr - pT)i(r - a7 it = 7) dr

p=-—00g=-00
00 oo

= 3 3 [apal@i(r - p1)i(r ~aT)f(t~7) dr

p=-—o00g=—00

Z/ pli(r —pT)2f(t ~ 7) dT+Z Z _/yT—pT “(r—qT)f(t—T)

p=—~o0 p=—00¢=-00,#p

A typical plot of (t) is depicted earlier in Fig. 3.2, it shows that the multipath mainlobes
of §(t) are of different amplitudes and are spreaded over the intervalt = T and t = T+A.
Unless the multipath mainlobes are occurred at the integral number of T', then g(7 —pT)
and y*(r — qT'), where p # ¢, do not overlap. Therefore, the second term in the right
side of (3.40) is small comparing to the first term, and thus we have:

() ~ Y [@)ilr - e i - r)dr

~ i a*(p)lg(t - pT)* * f(2) (3.41)

p=-o0

T

(3.40)
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This shows that essentially the RAKE combiner acts linearly on Y52 _ a?(p)|3(t—pT')}%.

and therefore a single pulse analysis can be used.

The output of the square-law device for a single pulse transmission is given by-

z(t) = [g(t))* = g(t) - 9°(1) (3.42)
By using (3.6), we have:
= iia(z Jar(D®u(t — =) OL(t — 7) (3 43)
i=0 =0

As the impulse response of the equal weight RAKE combiner is:

f(t)zi&(t+r,) (341)

=0

we then have the output of the equal weight RAKE combiner as follows:

F(t) = #(t) * f(¢) Hoy(t—7+1)0 (t—71+71) (345)

1=0 3=0[=0
After sampling Z(kT'), the mainlobe of ®,(t) and ®;(¢t) affect the interference term when
|kT — 7, + 7,| £ T and |kT — 7, + 7,| < T, and the corresponding path gains a(s) and

a*(l) are not vanishing. Since 7, appears in both random variables [kT' — 7, + 7,| and

|kT — 71 4 7,|, these two are not independent.

To find the upper bound to the probability of having significant ISI occurred at
the output of the equal weight RAKE combiner, we expand (3.45) as follows-

1) = 3 Sl [Bult=ran)P 43 3 Soali)a ()bu(t—rit7,)5(t— 1+ 7))

$=0 j=0 1=0 [=0l#1 7=0
= z1(t) + z2(2) (3 46)
where
=YY la(@)l? |Pu(t—n+T,)|? (3 47)
+=0 j=0
and
=3 Y Yalia ()eu(t—7+T,) Lt —Ti+T,) (3.4)

=0 1=0,l#1 =0
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If we define P, and P, to be the probability of having significant ISI in z,(t) and z(¢)
respectively, then we have P < P, + P,. The bounding of P, is similar to the analysis

for maximum gain RAKF receiver as done earlier; thus, from (3.12), we have:

A< 3 f: f:Pr[lkT—T.+r,| <T. | la(i)] > 6,la(7)] > 6] (3.49)

i=0 j=0,3%1 k#0,k=—00
where T, is the width of |®,(t)|?. Since the multiplication of two functions in the time
domain is equivalent to the convolution of their spectral densities in the frequency do-
main, so the convolution of the spectral density of ®,(t) with itself results in a spectrum
of bandwidth 2W, where W is the bandwidth of u(t). Therefore, as opposed to T, & 3.

T. =~ o> and T = 2T.'. Since G, = 5.7—;, from (3.30), we then have:

P, < max {0 -?-AA[HA(A—-A-—Z)}} (3.50)
1 = ,G 2 2

P

The bounding of P, is slightly complicated because the random variables kT —
7. + 7, and |kT — 7y + 7,| which are dependent due to 7,. However, when we first fix 7,.

the two random variables are independent. Therefore,

<Y Y S S [TPlkT —n+ ] STlal)] > 6la()] > 6,7,]
1=01=0,#4 3=0 k#0,k=-o0

Pr|kT —m 47| S Tela(D)] > 6,]a(5)] > 6,7;]-P[r; | la(j)| > 0]dr,  (3.51)

Since the two events ()| >0 and 7, <A are equivalent, we then have:

<Y XY Y [P -n+nlSTin<A <]
1=01=0,l#11=0 k#0,k=~o0o
Pr|kT—n+n|<T.|n<A 71 <A7]-Ply|n <Aldr (3.52)
where P [1;| 7; < A] is uniformly-distributed with the probability density function as

shown in Fig. 3.14. Since

PrilkT -7+ 7| ST <A, 15 <A, 7]
= PrikT+7n-T.<n<kT+n+T.|n<Ar1<AT,]

2T, .
= = (3.53)
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where k must satisfy 0 < kT + 7; < A for every 7,. Since k assumes values from —oc to
oo, thus it always has [£] values which satisfy 0 < kT + 7, < A regardless of what

is. Therefore, after conditioning on the number of paths I, (3 52) becomes:
! 1
A

Py(I) < dr, (3.54)

1=0 l...O,I#t 7=0

Let us define K = [£], then

P(I) < ZI: ZXI:

1=0 I=0,l#1
SKTA(I? + DI + 1)
Az
When averaging over I, we have T = AA, T? = A2A%4+ XA and I3 = M A3 4+ 3A2A% + AA,

(3.53)

then:
4K T 2

Pz = Pz(I)

IN

(T +27° +7)

4KT 2

< = (A3A% +5A%2A% + 42A) (3 50,



Chapter 3. Multipath Induced Intersymbol Interference (ISI) 58

With the definitions of (3.24), (3.27) and (3.28), (3.56) becomes:

4AA

MA? ' .
B S gy (WA 4818 +4) (3.57)

where G, = 7.7-;- This shows that P, is inversely proportional to the square of the

bandwidth expansion factor. With (3.350) and (3.57), we have:

P < P+P
A T 40A
——= ——— (N2A? 4 50A + 4

(3.58)

< max {0, —?—MS[I + MA -
P

Comparing (3.58) to (3.30), it shows that with square-law equal weight RAKE combiner.

an improvement of at least 3 dB over maximum gain RAKE receiver is achieved. Since

A < A, and therefore a less tight upper bound is:

2« A< 42A - .
P < A+ =(A-T)]+- A% +5)A +4
2f I 1 41, " X
< maz maz _ maz 72 s 4) =
_— Gp [1+ 2 (1 I’RA’I )]+Gp2(RA) (]ma::+51 + ) P

(3.59)

where Iinee = AA, R=1/T and [RA] = RA. For large G, P, > P, so we have:

QImaz fma: 1
< —_
= Gy 1+ 2 (1 [RA] )

(3.60)

For fixed P > 0, (3.59) can be rearranged into the following form:

-~

P(RA)G,,’—?IM,(RA)[1+I"é"(l NGp—4 (I3, +512, +4Imnae)=0 (3.61)

[ RA]

Since the processing gain G, is always positive, it can be expressed as follows:

-~ -~

G Imaz[l + Iﬂédz(l 1

\/71110: 1 + m ﬁ)]z (_P—' (Igtdz-*"sjvzna:”"tfmﬂt)
P

(3.62)
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With L antenna diversity, the required processing gain becomes:

~

Ima::

1

I
G, = —|1
> (P)r[ +

+ \/irznaz (l + _I:mzu(l - [RIA] )]2 + 4((:&% (ir::xaz+5ir€wz+4jma;r)

. |

(P)z

(3.63)

The relationship between the processing gain G, and RA with P = 0.01 and
different values of I,., and L is shown in Fig. 3.15. The behaviour of G}, for the
square-law equal weight RAKE combiner is similar to that of the maximum gain RAKE
combiner as shown earlier in Fig. 3.11 The required processing gain increases with
the number of delayed paths in the channel impulse response and it also increases with
RA. However, the saturation effect indicates that above a certain processing gain, any

additional increase in RA results in only a small increase in G,. In addition, the requiied
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Figure 3.16: Graph of processing gain G, as a function of RA with P = 0.01 and Imaz
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amount of bandwidth expansion for ISI suppression is greatly reduced when antenna
diversity is employed, which can be seen in Fig. 3.16. One advantage of using the
square-law equal weight RAKE combiner is that for a given P, the necessary processing
gain is approximately half of that as required for the maximum gain RAKE combiner.
This can be seen by comparing Fig. 3.11 and Fig. 3.15. In the next section, we extend
the above ISI analysis to the maximum gain RAKE combiner and the square-law equal

weight RAKE combiner when commutation signaling is used.
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3.3 ISI Effects on Commutation Signaling

In this section, we consider the effects of multipath induced ISI on the data detection
process in a system where commutation signaling scheme is employed. As mentioned
in section 3.1 that M x N signaling relied on switching N distinct M-ary signal sets.
None of the N signal sets is used again until the ringing of its previous transmission
has diminished. As a result, the sampling time of each matched filter with commuta-
tion signaling scheme is no longer kT, but kNT, where T is the symbol time interval
Therefore, all the results of the ISI analysis obtained in section 3.2 can be applied to

commutation signaling with T replaced by NT.

For maximum gain RAKE combiner with commutation signaling, by using the
the result as obtained in (3.30), the probability of having significant ISI is
4 . A NT o
P < max { 0, —G—pAA[l + A(A - ":)- - —2——)] } (-l()l)
where the processing gain is now G, = ETTT and A = [#]NT. In order to have zero

ISI, we need:

A NT
1+/\(A—"§—"72—) <0
NT NT_ A
- - <
L= A4( 24 t 2A l-NT.’ ) =0

NT NT. A ]
- > 3.65
(A *3alas D 2 33 (3.65)

Now, since [WA—T] %I > 1, thus, the condition for zero ISI is:

E.{_l_l > .l_

A T3 A
NT 9
i —_ 760
A~ > 1ty (306)

Therefore, a sufficient condition for zero ISI for the maximum gain RAKE combiner

with commutation signaling is:

A 2
- 4+ — 67
N>T+/\T (367)
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or

()
N > [RA + (3.68)

i
where AT is the average number of paths within the symbol time interval.
As explained in section 3.1 that in order to have no ISI for binary commutation
signaling, the number of binary signal sets required is N = [RA], which is less than
the condition derived in (3.68). The discrepancy is due to the exact implication of the
parameter A. In section 3.1, the parameter A is defined as the time delay spread within
which all the delayed paths are presented. That is, there is no delayed path with time
delay larger than this time delay spread. Therefore, we use a heuristic approach to show
that no ISI exists when the number of binary signal sets is N = [RA]. However, the
condition in (3.68) is derived using a probabilistic channel model. The path delays are
modelled as a Poisson process with constant rate A\. The parameter A is considered as the
maximum observed delay spread and any delayed path, within this time interval, results
in a peak at the matched filter output with its amplitude exceeding the threshold. There
are two possibilities that a peak is not considered as a delayed path. One of which is
that the peak is being attenuated such that its amplitude does not exceed the threshold.
and this peak does not cause significant ISI. The other possibility is that the delaved
path appears outside the inte:val of the maximum observed delay spread, this happens
when the rate A is so small that the arrival time of the delayed path falls beyond the
maximum observed delay spread. Depending on the amplitude of this delayed path, it
may cause significant ISI. As a result, the term 3% in (3.68) is a safety factor which takes
into account of the occurrence of the latter possibility. When the rate A is small or the
average number of delayed paths within the symbol time interval, AT is much smalle
than 2, that is, AT <« 2, then the safety factor is much greater than 1. Therefore, (3.68)
is the condition for zero ISI in the maximum gain RAKE combiner with commutation
signaling. This implies that more signal sets than [RA] are needed when taking into
consideration of the possibility of having some paths of significant ampitude with time

delays larger than the maximum observed delay spread. In the case when the rate \ is
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large such that AT > 2, the safety factor is comparatively small to [RA] and can be
neglected. Thus, the condition for zero IST with commutation signaling and maximum

gain RAKE combiner reduces to the one as follows-
N > [RA] (3 69)

where [V is, in general, larger than [RA]. How close NV is to [RA] depends on the
chance of having delayed paths with delays larger than A and with amphtudes above
the threshold. The more confident we are that there are no such paths, the more close

N can be to [RA].

Let us now consider commutation signaling with square-law equal weight RAKE
combining. The probability of having significant ISI can be uppei-bounded by P <

P, + P, where:

2 . A NT )

P < max{O,-é;)\A[l—}—/\(A——Q————g——)]} (370
4NANT

P, < 2N (AZA% + 504 +4) (371)
GplA

and G, = %Z—‘, A= [$]NT. When N satisfies (3.67), then Py = 0 and the probabihiy
of having significant ISI is determined only by P,. With Imaz = AA, we have

P, < I 5l maz +4) = P 372
2 = GPZA (mc:+ + ) 2 (372)
For a fixed P, > 0, (3.72) can be rearranged into the following:
T/T. e (12, + 5] maz +4) (373
c= oA B mazx Yimaz (3
(RA)N B, ’
where R = 1/T. With L-order space diversity, we have:
4ima:z: 4 T
T|T. = | ———7(1%,, + 5]maz +4) (371
(RA)N P
Since N satisfies (3.67), we have:
2 y -
N > RA + —; (375)

AT
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and an upper bound of (3.74) is obtained as follows:

-~

T/T. < \’ “———_Um:. (120y + 51maz + 4) (3.76)
(RA) Py

A graph of the bandwidth expansion factor T'/T, versus RA with P, = 0.01 and
different values of /..., and L is shown in Fig. 3.17. We observe that for a fixed P;.
the required bandwidth expansion T/T, increases with the number of channel paths,
but decreases with RA. However, the required N has to be increased also when RA 1s
increased so that (3.75) is satisfied. In the case when RA is very large or approaching
oo, the bandwidth expansion factor T'/T, is small, however N must be large. Because
of the condition as imposed by (3.67), it is seen that the required bandwidth expansion

T[T, decreases with N, the number of commutation signals to be used.

When comparing Fig. 3.17 with Fig. 3.15, it shows that for the same probability
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of having significant ISI, the square-law equal weight RAKE combiner with commuta-
tion signaling requires a smaller bandwidth expansion than that without commutation
signaling. For RA = 2, L = 1, and Ima: = 3, the reguited bandwidth expansion. as
obtained from Fig. 3.17, for the square-law equal weight RAKE combiner with com-
mutation signaling is about 90, but from Fig. 3.15, a bandwidth expansion as lage as

about 1000 is required if commutation signaling is not used.

More bandwidth expansion is required in the case when P 1s small. Fig 3.1x
depicts a graph of the bandwidth expansion factor T'/T. as a function of KA with
P, = 0.0001 and different values of Jme; and L. When RA =2, L = 1 and [T nae = 3.
the required bandwidth expansion is about 900. In addition, it can be secn from Fig
3.17 and Fig. 3.18 that the required amount of bandwidth expansion is reduced gieatly

when antenna diversity is possible.
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As explained earlier that zero ISI could be achieved for the maximum gain RAKE
combiner with commutation signaling when NV satisfied (3.67). However, when commu-
tation signaling is incorporated with square-law equal weight RAKE combiner, there is
ISI and the probability of having significant ISI is mainly determined by P, as given
in (3.72) even when (3.67) holds. From section 3.2, P, is defined as the probability of

having significant ISI in z,(¢) where:

E Z Za( (Pu(t—m+7,)0u(t —1+T,) (3.77)

1=0 1=0,1#1 7=0

Since z,(t) is primarily a sum of the multip.ication of the autocorrelation function &,(7)
with its conjugate of differznt delays, there are two possibilities that a strong mainlobe
is formed after the multiplication causing significant ISI at the sampling time. One of
them is when two large mainlobes align together. The other possibility is when one
large mainlobe aligns with one small sidelobe. All these possibilities increase the chance
of having significant ISI at the output of the square-law equal weight RAKE combiner.
As a result, unlike the situation for maximum gain RAKE combiner with commutation
signaling which has zero ISI when IV satisfies (3.67), ISI may exist at the output of
square-law equal weight RAKE combiner even with commutation signaling, and this is

reflected by P, from (3 71) not being identically zero. However, P, can be made very

small.

Using commutation signaling with N satisfying the zero ISI condition, the prob-

ability of having significant ISI for the square-law equal weight RAKE combiner as

obtained earlier is given by (3.72):

4] paeNT -
P, < Hmae VT maz + 4 3.78
2 < GPA(mn 5maz +4) (3.78)
When N satisfies (3.67), we have:
N > RA + :\—T (3.79)
An approximate bound of P, is therefore obtained when IV = RA and is given as follows:
4jmaz T
P~ (12 + 5]z + 4) (3.80)

G,?
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This shows that the amount of multipath induced ISI at the output of the square-law

equal weight RAKE combiner can be made arbitrarily small and is negligible when:

Gp? > 4lmae(I2,, + 5lmez + 4) (3.81)
or
T — .
G, = j;, > 2\ Tmaz(I2.0r + 5dmaz +4) (3.82)

The advantage of using commutation signaling is reflected in (3.82) since the
processing gain can be increased not only by increasing T/T., but also by incieasing
N. Although zero ISI can be achieved in the maximum gain RAKE combiner when
commutation signaling is employed, maximum gain combining, as mentioned in Section
2.2, required not only the estimation of the multipath delays, but also the estimates on
the amplitude and phase of the received signal. However, the phase estination 15 not
an easy task in many communication systems especially over multipath fading channels
Therefore, the square-law equal weight RAKE combiner with commutation signaliyg
seems to be appropriate for indoor channels since it only requires the estimates on the
multipath delays. By properly designing commutation signaling scheme, the amount of
multipath induced ISI at the output of the square-law equal weight RAKL combiner can
be made negligibly small. In the next section, we will combine commutation signaling
with differentially encoding and will consider how the signaling scheme can be used with

the GL receiver.



Chapter 4

GL Receiver for Differentially

Encoded Binary Commutation

Signaling

The subject of this chapter is the combination of binary commutation signaling with
differentially encoding. In section 4.1, we incorporate the differential encoding scheme
with commutation signaling and apply the Generalized Likelihood concept as described
in section 2.2 to obtain the simplified GL receiver structure for implementing the signal-
ing scheme. Section 4.2 describes how the scheme can be implemented via differential
phase shift keyed (DPSK) modulation. It is shown that DPSK modulation offers many
advantages, one of which is significant reduction of the autocorrelation sidelobes of the

signal to be processed by the RAKE combiner.

68
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4.1 Differentially Encoded Binary Commutation Sig-

naling

In this section, we combine binary commutation signaling with differentially encoding,
Differentially encoding structures the signal such that the reference required for detecting
a symbol is carried by the previous symbol, thus eliminating problems associated with
phase or polarity ambiguity. With commutation signaling, the reference symbol and the
data symbol belong to different shift quasi-orthogonal signaling alphabets and thus then

mutual multipath induced interference is significantly reduced.

The binary data sequence a(k) = +1 where k = 0,1,.. to be transmitted 1s differ-

entially encoded into another binary data sequence according to the following telation.
b(k) =b(k — 1) a(k) v k=01, . (41)

where b(k)’s are of values +1 or -1, and b(—1) = 1. To incotporate this difletential encod-
ing scheme with 2x /N commutation signaling or wesimply call V commutation signaling,.
N commutation signaling waveforms (), @1(¢), .., un-1(t) are employed These wave-
forms are assumed to be wideband signals and are T duration shift quasi-orthogonal

With this modulation scheme, the transmitted signal over 0 <t <27

Sm(t) = b(0)imor(t) + b(1)im(t = T)

= B(O)[im_a(t) + ZEW (t-T)
= b(0)[tm-1(t) +a(l)dm(t - T')) (12)

where m can assume the values 1,.., N and dn(t) = @g(t). The receiver must emplos
a synchronization strategy which also keeps track of which commutation waveforn is
currently in use. Thus, we can assume that m is known. The term 6(0) which assunes
value +1 or -1 can be included in the coefficient e~?% in (2.13) and therefore an equivalent

problem is to consider the signal:

Sm(t) = Uma(t) + a()an,(t = T) im=1,.., N (4.3)
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Since a(1) = %1, the detection of a(1) when m is known is a binary hypothesis

problem. With the transmitted signal §,(t), the CE of the received signal according to

(2-13) is:

I-1
ft) = Y eae®smt—n)+a(t) ,0<t<T, ,m=1,.N
=0
I-1
= Y & [imoa(t — 1) + a(2)im(t — 7 — T)] +7(t) (4.4)

1=0
where a(z) = =+1 are the data symbols and I is the number of delayed paths. Using

(2.21), the decision variable, for a known m, of the GL receiver for this differential

encoded binary commutation signaling scheme is:

Z ;/ S(t-R)dt]P  sm=1,.,N (4.5)

1=0

By substituting (4.3) into (4.5), we have the decision variables for the two hypotheses

as follows:
For Hy (a(1) = -1), the decision variable is:
T,
Zm™ = EI/ F(t)a —+,.-)dt-/ FOYan(t — i =T)dt]P  ;m = 1,..\.
1-0 0

= Z | 21 (7)) — zm(F Z zm {77) (4.6)

1=0

and for H, (a(1) = 1), the decision variable is:

I-1 T,
Zat = Zlf F(t)as,_(t +)dt+/ F)in(t— i —T)dtP  :m = 1,.,N.
i=0 Y0
I-1
= Y | zma(FY) + zm(FF +T) | Z zm? (7) (4.7)
i=0 =0

where 7" and 7} are the estimated time delays under hypothesis Hy and H; respectively,

and

m(t) = /;Tof(r)ﬂ,'n(r—-t) dr,

(3] [
3 3
+ ]
~~ ~~
= Z
] 1]
o
3 3
Lo
+ |
2 ™8
3 3
-~ =
+ o+
3 3
) e
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The corresponding GL receiver is depicted in Fig. 4.1. The path delays 7,7 and
#}, where i = 0,..,] — 1, are estimated from the output of the square-law device. Dur-
ing the channel estimation process and in each observation interval, the time delays of
I largest peaks, of 2,7 (t) for Hp, and of z,,*(¢) for H,, are estimated and the corpe-
sponding delay taps on the RAKE combiner are activated with equal weight of unity
An equivalent form of the receiver is presented in Fig. 4.2. From (4.6) and (4 7), the

decision variables for both hypotheses can be expanded as follows.

Zn* = L f, )i F)dt £ F)un(t —7E=T)dt]* ;m =1, N
ZO/ ®) [ 3 YdLP s
= 21 J, @Ot~ de 4 Wl = FE=T)
§/ ) NP
~ ~. Y i o . . sk . . \
+ 2§Re{ / F(t )ty (t — 7.5) dt ] [[) Ft)an(t—#% = T)dt]) (1)

The first two terms
[T
Z|/ FE)an t—r)dt|’+Z|J ML= 75 ~T)dt|P  (49)
i=0
are common for both hypotheses. If the estimation of the path delays 7,7 for flg 1s

exactly the same as that of the path delays 7+ for H;, an equivalent decision 1ule for

the GL receiver is then given by:
1

z, =0

Hy

where m=1,.., N and

ERe{[/ (t=#)dt). [/ s(—3—T)dt]") (410
i=0

where 7; = 7t = 77. The realization of the GL receiver using this decision rule fo
both hypotheses is depicted in Fig. 4.2. When deriving the decision variable Z,, in
(4.10), we assume that the estimated path delays in both hypotheses are cxactly the

same, therefore, the structure of the GL receiver in Fig. 4.2 can further be simplified
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Figure 4.1: The GL receiver for differentially encoded binary commutation signal
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into the one, as shown in Fig. 4.3, which requires only a singie set of channel estimator

and equal weight RAKE combiner.

The performance of this simplified GL receiver depends on the path delays es-
timates acquired in the channel estimation process. To understand the relationship
between the optimality of the simplified GL receiver of Fig. 4.3 and path delay esti-
mation, we must first consider the optimal GL receiver of Fig. 4.1. This receiver uses
conditional path delays estimates under each of the hypothesis Hy and H;. If we assume
ideal commutation signaling, that is, zero autocorrelation sidelobes and zero crosscor-
relation, then under the adverse hypothesis, the output of the matched filter contains
noise only. Therefore, the path delays estimates are purely random .esulting in a ran-
dom activation of the corresponding RAKE taps Therefore, any I activated RAKE
taps under the adverse hypothesis will yield the same performance. Under the correct
hypothesis, however, the output of the matched filter contains a signal component. It
is this signal component that the corresponding RAKE combiner tends to enhanced by
summation of its activated taps. To ensure optimal performance, the activated taps
should correspond to the signal components at the matched filter output. Therefore, in
order to have optimal performance, the channel estimate under the correct hypothesis
should be exact. If this estimate is used also as the adverse hypothesis estimate, no loss
in performance should occur. The problem is that the receiver does not know in advance
which hypothesis is correct. However, due to the signal component under the correct
hypothesis, the matched filter output peaks corresponding to the path delays are more
likely to be larger than the corresponding peaks under the adverse hypothesis. This
feature can be used to form a single set of path delays estimates for the two hypothe-
ses, which enables the operation of the simplified GL receiver of Fig. 4.3 with minimal
degradation. The single set of path delays estimates to be used is obtained by choosing
the location of the I largest peaks of the two matched filters squared outputs peaks
zm~(t) and z,*(t) over the estimation interval. In the next section, we discuss how the

signaling scheme can be implemented via differential phase shift keyed modulation.
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4.2 Commutation Differential Coherent Phase Shift
Keying

In the previous section, we considered binary commutation signaling combined with
differentially encoding. In this section, we consider how this scheme can be implemented

via binary differential phase shift keyed (DPSK) modulation.

The modulation scheme is shown in Fig. 4.4. The original binary data se-
quence a(k) = &1 is differentially encoded into another binary data sequence b(k) wheie
b(k) = b(k — 1) - a(k). This encodes the information into different phase shifts be-
tween successive transmissions. Prior to the transmission, each encoded data bit b(%)
modulates a particulai commutation signal. These commutation signals are bandwidth
spreading sequences which can be generated by using maximum-length shift registers
and are T duration shift quasi-orthogonal. In the case of 2 x N commutation signaling.

the same commutation signal is repeated again every N symbol periods.

The demodulation of DPSK requires that the received signal in any given sig-
naling interval is compared to the phase of the received signal in the previous signaling
interval, therefore, the estimation of the carrier phase is not necessary. As we can see
from Fig. 4.3, the signal to be combined in the equal weight RAKE combiner is obtained
by delaying the received signal by the symbol period T and using the delayed signal to

multiply with the received signal.

The advantage of using commutation signaling with DPSK is that it can greatly
reduce the sidelobes of the signal to be combined in the equal weight RAKE combiner
As mentioned in section 3.1 the autocorrelation sidelobes of the signaling pulse may cause
ISI unless the signaling pulse was well designed such that its autocorrelation sidelobes
were small. For ideal commutation signaling, the autocorrelation sidelobes and cross-
correlation sidelobes should be zero in order to have minimum multipath induced ISI.

Although pseudorandom sequences, which possess excellent autocorrelation properties,
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Figure 4.5: Theoutput of the matched filter @}, (~{) when one data symbolis transmtted

over a multipath fading channel with two delayed paths.

have been employed in bandwidth expanding signaling schemes, they do not give zero
autocorrelation sidelobes. In this work, we consider Gold sequences [35] for expanding

the bandwidth of the transmitted signal.

To understand how commutation signaling with the DPSK scheme reduces the
sidelobes of the signal at the input of the equal weight RAKE combiner, we consided
the demodulation of DPSK in the simplified GL receiver as given 1n Fig 43, and
examine the outputs of the two matched filters and the signal at the input of the cqual
weight RAKE combiner. Suppose that the commutation signals are obtained from Gold
sequences. Fig. 4.5 shows the output of matched filter @), (—t) and Fig 4.6 depicts
the output of the matched filter @, _,(—t) after delaying by the symbol period T when
one data symbol is transmitted over a multipath fading channel with two delayed paths
Because of the autocorrelation property of Gold sequences, the autocorrelation sidelohes

in each of the outputs are relatively small comparing to the mainlobes.

The demodulation of DPSK requires to multiply one matched filter output vath
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. Figure 4.7: The signal at the input of the equal weight RAKE combiner.
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the other matched filter output delayed by the symbol period T The signal after the
multiplication, which is the input to the equal weight R AKE combiner is depicted m
Fig. 4.7. Since the autocorrelation functions of diffeient Gold sequences have the 1aain
lobes located at the same position but the sidelobes spreaded over different locations,
appropriate scquences can be chosen as commutation signals such that the autocorrela
tion mainlobes are aligned at the same position, but the autocorrelation sidelobes are
being cancelled or reduced to a minimum after the multiplication. It can be seenin g
4.7 that the mainlobes are aligned together resulting in an enhancement in the magn
tude of the mainlobe after the multiplication. On the other hand, 1t clearly shows that
the sidelobes are significantly reduced because of the cancellation of the awrocortelation

sidelobes after the multiplication.

The cancellation of the autocorrelation sidelobes not unly lowers the multipath
induced ISI, but also improves the system performance in the sense that when the
channel estimation is done incorrectly causing wrong RAKE taps to be activated, the
signals being combined in the equal weight RAKLE combiner are the autocorrelation
sidelobes; therefore, the smaller the sidelobes, the smaller the degradation will be Tlie
advantage further advocates the use of DPSK in implementing differentially encoded
Einary commutation signaling scheme in the simplified GL receiver, and the performance

will be considered in the next chapter.



Chapter 5

Performance of the Simplified GL

Recelver

This chapter analyses the probability of error performance of the differentially encoded
binary commutation signaling for the simplified GL 1eceiver Section 5.1 considers the
performance of the simplified GL receiver over multipath Rayleigh fading channel unde:
the assumption that the channel estimation is done correctly. In addition, we focus on the
diversity improvement. In section 5.2, we examine the performance of the simplisied GL
recciver when operating over multipath Lognormal fading channel with perfect channel
estimation. Finally, section 5.3 considers the effects of incorrect channel estimation
on the simplified GL receiver. The performance degradation due to wrong activated
RAKE taps is investigated by comparing the computer simulation results under practical

channel estimation with the error performance with perfect channel estimation
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5.1 Performance of Simplified GL Receiver over

Multipath Rayleigh I'ading Channel

From the previous chapter, it was seen that the GL receiver with differentially encoded
binary commutation signaling resulted in a simple structute when one set of path delav<
estimates was used for the two hypotheses As a result, the receiver required only o
single set of channel estimator and equal weight RAKE combiner  In this section, we
consider the performance of this simplified GL receiver with ditferentially rncoded binary
commutation signaling over a multipath Rayleigh fading channel We assume here that
the channel path delays estimates are cotrect, that is, ideal channel estimation, and
concentrate on the diversity improvement. With this assumption, the sumpbhced and the
exact GL receivers yield identical performances. Degradation due to practical channel

estimation with errors will be considered in section 5.3.

With the use of commutation signaling which gives mimimum antoconrelation
sidelobes and crosscorrelations, the effects of ISI on the simplified GL receiver i the
data detection process are insignificant and are neglected. In addition, simce the channel
estimation is assumed to be performed pe:rfectly, all necessary RAKIL taps are propeils
activated. In order for differential phase shift keyed (DPSKk) modulation to he a feasible
signaling technique, we also assume that the channel variations are sufficiently slow snch
that the channel phase shifts do not vary significantly over two consecutive signaling

intervals.

We first consider the performance of binary DPSK for a nonfading channel [f

the CE of the transmitted signal is 3(t), the received signal 1n one signaling interval v
*(t) = ee3(t) + () NSt (51,

where 7(t) represents the zero mean additive Gaussian noise with two-<ided power sped

tral density 2 [Watt/Hz], a is a fixed attenuation and 0 is the phase sluft “The ciior



Chapter 5. Performance of the Simplified GL Receiver 33

probability of binary DPSK for a nonfading channel is 19, pp. 27J):

A1) = yeep (= ) (5.2

where 7, = a’% is the signal-to-noise ratio (SNR) per bit and E, is the signal energy

per bit.

To evaluate the error performance of binary DPSK for a single-path fading chan-
nel, we consider (5.2) as conditional error probability with a being fixed. When «a is
random, the error probability is obtained by averaging (5.2) over the probability density

function (pdf) of v, by evaluating the following integral

Po= [T Bl pl) das (5.3)
0

where p(4s) is the pdf of 45 when a is random. In this section, a is assumed to be
Rayleigh-distributed, then @? has a chi-square probability distribution with 2 degiees of
freedom (19, pp. 29]. Therefore, v is also chi-square-distributed and has the following

pdf:
1
p(7s) =“7"61'P(—7b/"7b) >0 (54)
b

where 7, is the average SNR ratio given by:

(W] |

7=~—E["] (53)

and E [@?] is the average value of a? or the second moment of a. By substituting (5.2)

and (5.4) into (5 3), the error probability of binary DPSK for a single-path Rayleigh

fading channel is:

o= [T Bn)p(w)dn
1 oo
= & [ el w4 =)

= L (5.6)

2(7, + 1)

The probabilities of error performance of the simplified GL receiver for binary DPSK

over a nonfading channel and a single-path Rayleigh fading channel are illustrated in
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Figure 5.1: The error performance of the simplified GL receiver for binary DPSK over

a single-path Rayleigh fading channel and a nonfading channel.

Fig. 5.1. The figure also shows the computer simulation results. The simulations wmie
described in Appendix A. It can be seen that the performance of the sunplified I,
receiver degrades significantly when the receiver 1s operating over a fadimg channel
From (5.2), we observe that the error probability for a nonfading channel decreases
exponentially with SNR. However, from (5.6), it shows that the error rate on a smgle
path Rayleigh fading channel decreases only inversely with SNR. Tlas implies that
order to maintain a low probability of error on a fading channel, the transmitter needs
to transmit a large amount of power, and thus the system is SN R inefficient A better

SNR performance on a fading channel can be achieved by means of diversity techmgues

As mentioned in section 2.2 the square-law equal weight RAKE. combiner m

the GL receiver was capable of combining the resolved signal components 1eceived over
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multiple channel paths. Itsoperation is one form of diversity combining techniques which
provides the receiver with several replicas of the same transmitted signal. Therefore, the
performance of the simplified GL receiver over a multipath fading channel is equivalent
to that over a single-path frding channel with diversity of order L, where L is the number
of resolvable delay paths in the channel. With the assumptions that the fading processes
among the L diversity channels are mutually statistically independent and the average

SNR per channel is identical for all channels, the pdf p(v,) of the Rayleigh fading channel

statistics is [19, pp. 723]:

1
p(m) = NES 7 tezp (~vs/7.) (5.7)

where 7, is the average SNR per channel given as:

7. = T Ea] e=0,.,L-1 (5.8)

and the SNR per bit v is defined as:

Eb L-1 ) )
T = E &~ &, (')9)

Siice we assume that the average SNR per channel is identical for all L channels, we

have the average SNR per bit:

The conditional error probability of binary DPSK transmitted over L time-

invariant channels with equal weight combining is [19, pp. 725]:

1 L-1
P(w) = sprexp (=) ) n” (5.11)
~ k=0
where 73 is given by (5.9) and
18327k 2L —1
b = — (5.12)
k’ n=0 n
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Figure 5.2: The error performance of the simplified GL receiver for binary DPSK over

multipath Rayleigh fading channel.

p

where = Therefore, the probability of error of the simphfied GL 1eceiver

q (p Q!
for binary DPSK over a multipath Rayleigh fading channel is obtained by averaging
(5.11) over the fading channel statistics given by p(7s) in (5.7) and the result is [19, pp

725]:
1 L-1 .
be(L-1+Kk)! 513
92L-1(], — 1)|(1+ E k( ) +7b) (5 11)

€=

For L = 2, the probability of error is:

1 ! To &
Poo= —— S b(l + k) (T
8(1+%)? ; 2+‘7b)
1 To - -
= — (4 + 2(—"— (H 1
AL (575,01 >
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Similarly, for L = 3, the probability of error is:

1 2 Mok
Po= Y b2+ k) (2
EEY IR e
1 = T N2
= —[32 + 36(—"° 12(—2—
26(1+13“3[ * (3+7b)+ (3+75 ]
B 27 1 9, 7 3. W . o
(3 +7,,)3[2 + 16(3+=;,,) 16 3+7,,) (5.15)

The probabilities of error performance of the simplified GL receiver for bina:
DPSK over a Rayleigh multipeth fading channel with L = 2 and L = 3 are shown in
Fig. 5.2. The error performance is plotted as a function of the average SNR per bit 7,
The results clearly show the advantage of employing equal weight RAKE combiner for
the exploitation of multipath diversity to overcome the severe penalty in SNR due to
fading. However, there is also a diminishing returns effect which increases with the erio
rate. A two fold diversity seems to give a measurable performance improvement over
non-diversity up to an error rate close to 107!, A three fcld diversity gives measurable
improvement over two fold only up to an error rate of 1072, Therefore, the higher 15
the operational error rate of the system, the less effective is diversity. It seems that a
three fold diversity is most appropriate for error rates between 1072 arnd 107%, unde
independent Ray eigh lading. However, if much lower error rates are required, a higher

diversity order can be more effective,
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5.2 Performance of Simplified GL Receiver over

Multipath Lognormal Fading Channecl

In this section, we consider the performance of the simphtied Gl receiver with dit
ferentially enccded binary commutation signaling over a multipath Lognormal fading,
channel. We also assume that the channel estimation is perfectly pedformed and all
necessary RAKE taps are activated correctly. Unhike the case for multipath Ravleigh
fading channels, the error performance of the simplified GL 1ecerver over Lognormal fad
ing channe<.s does not result in closed-form solutions. Therefore, we need to use honnds

and numerical integrations to obtain the error probabilitics

We begin with the erroi performance of biary DPSK for a nonfading chanunel
given in (5.2) as:

Pb(7b)=%exl)(—7b) (5 1)
where y, = az—g-ﬁ is the signal-to-noise ratio (SNR) per bit and Lb 15 the signal eneigy pes
bit. For a fading channel, a is random. In this section, ais assumed to he Lognomially
distributed, therefore, we have:

a=-exp(r) (5 17)

where r is normally-distributed with mean p and variance 0 The pdf of r1s then given

as:

] (5 18)

The error performance of binary DPSK for a single-path Lognormal fading dhian

nel is obtained by averaging (5.16) over the pdf of z, that 1s.

F. =_/:: %ezp(——%e") plr) dz (519

By substituting (5.18) into (5.19), we have:

1 = 1 (z—p)? Ey 2 )
P. = 5/-00 2;;0281”———202 ](.:rp(—‘—}v—a, ) dx
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_ 1 ® (.’L' ~ /‘)2 Eb 2z = 0
= :/gﬂ_oj/iwexp[— 597~ T N Jdz (520)
From (5.5),
7, = ¢ Ela] (5.21)
Tb = No o
and when a is Lognormally-distributed,
E[o?] = exp (20% + 2u) (522)
Substituting (5.22) inte (5.21) gives
-11—5/—"— =%, ecp (—20% — 2u) (523)

Therelore, by substituting (5.23) into (5.20), the error probability of binary DPSK fou

a single-path Lognormal fading channel .

1 *® (.l‘ —' ,u)?' — =202 2u42z )
P::W/_wexp[——%?——~'ybe ) dx (524)

Unfortunately, {524) cannot be further simplified into a closed form. and thus it can

only be evaluated by numerical integration. However, we can derive the bounds to the

error probability

5.2.1 Bounds

The bounds to the error probability in (5.24) can be obtained by considering (5.19).

Fe

oo E
./:_w 5 exp (—-]—-V%e”) p(z) dzx

_ 1 E, ,.
= g Elemp(—7 )]
= -})— E[ezp(—ce®)] (3.25)

where ¢ = %: > 0 is a constant, z is a random variable with pdf given in (5.18) and E[]
is the expectation with respect to z. Figure 5.3 depicts the function €** and a tangential

line to this function. Now, let

f(z)=az +b (5.26)
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A ezx

f(x)=ax+Db

R

Figure 5.3: The tangential line to the function ¢?*

be the equation of the tangential line to the function €®* at r = &, So. the slope al
T =z, is given by:
d 62;.
a= —(1__~!x=z4, = Qf’k" (5 .27)
The value of f(z) at = = z, is:
e¥° =ar, + b (925
From (5.27) and (5.28), we have:
b= (1 - 2z,) e** (524

By substituting (5.27) and (5.29) into (5.26), the equation of the tangential line s
flz) =2e*°z + (1 — 2r,) e**° {530
For any z,, we have f(z) < e?*, therefore, the upper bound to (5 25) 15

P, <

E[ezp(-cf(z))]

O —
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= é— E[ezp(—2ce*®°z — (1 — 2z,)ce®*?))

= % exp [—c{l — 2z,)e**°) E [ ezp (—2ce**°z) ] (5.31)

Since the k-moment of ezp(z) about the origin is {36, pp. 9}:
2 2

k*c -
Elezp (kz)] = exp(kp + 5 ) (5.32)
we have
E[ezxp (—2ce®™°z)]| = exp( —2cue*® + 2c%0te?*°) (5.33)
Therefore, after substituting (5.33) into (5.31), we have:
1
P. < 5 exp[—c(l - 2x,)e* — 2cue®® + 2ta?et]
1
= 5 ezp[—ce®™(l + 2 ~ 2z, — 2c0%€**) ] (5.34)
In order to have the tightest bound, we must choose z, such that:
— e2%Te Y D o Dng2.220 s 9=
g1(ze) = e*°(1 + 2u — 20, — 2co“e*7°) (3.33)
is maximized. To maximize g,(z,) with respect to z,, we consider the following.
dg1 (z,
dar(z) _ (5.36)
dz,
or
e¥o(—2 —4dco?e?®) + 2e*°(1 + 2u — 21, — 2co?e?™) = 0
—2 —4co?e®e + 2 4 4y — 4z, — 4coe?® = 0
p—z, = 2co%e®®  (5.37)

To assure that (5.37) gives a maximum, we have to verify if the second derivative of

g1(z,) with respect to z, is negative. Therefore,

g\ (z
g;(za) - ez=°(—800’262:°) + 26230(_2_46026230)
°

+ 2e¥o(—=2 — dco?e?®e) + 4e?7°(1 + 2u — 2z, — 2c0%e?e)

[
(W]
(o'4]

ez'°[—32c0262’° -4 = 8(p — z,)] (5.1
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As obtained in (5.37), g — 2, = 2co?e?*°, thus (5.38) reduces to:
dzgl(l‘o)

e**°[-32ca?e® — 4 — 16ca?e?
dzr,?

= e?*°(—48co?e? ~ 4) (5.39)
Since e*** > 0 for all z,, (5.39) is always negative showing that (5.37) is indeed mavi

mizing (5.35). By substituting (5.37) into (5.34), the erro1 probability is upper-bounded
by:

PeSPU

€xrp [-—Cezzo(l + 2/l —_ 2.1'0 -_ 2(;0’2(:2:9) ]

3 — 3=t —

exp [—ce?®(1 + 2co’e?®?)|

[-—%.?Z(Hu ~ o) ] (5 10)

1)
8
3

If we let
B=p—z, (5-11)

then (5.40) becomes:
BB +1)

1
P,SPU=§ea:p[—- 552

] (5.12)
From (5.37), we can derive an equation for 3:
p—z, = 2cole®

g = Yo B) — 9petut2o? 2,207 28
= 2”7,,026'2"26"2’5 (513)
where, from (5.22),

¥, = cE [az] = ceur2e’

= E’iewm’ (541

N,
From (5.43), it is seen that 8 > 0. For 8 < 1,

ﬂ = 2;760'26—2026—2‘,

~ 29,0%" (1 - 24)
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Figure 5.4: # (< 1) as a function of average SNR per bit, 7,.
Therefore,
5 27,,026'2”2
1 + 4‘_)",,026‘2"2
~ 29,0%e% (5.46)
From {5.43),
In (B) = In (25,0%¢~%") — 28 (5.47)
or
28 +1In (B) = In (29,0%%") (5.43)
Therefore,
1
f<zln (25,0%7%") (5.49)

and for B > 1, the upper bound is tight. Figures 5.4 and 5.5 show the behaviour of 3

when 8 « 1 and > 1 respectively for 02 = 1 and p = 0.
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Figure 5.5: § (> 1) as a function of average SNR per bit, 7,

From (5.42), we then have:

3 exp (—B/20?) s for B 1
Py~ (5 50)
3 exp (—F%/20%) s for B> 1

By substituting (5.46) into (5.50), we have the upper bound for # < | as follows
1 — _?02
Po=~5exp(=Tpe™™ ) (5 51)

This shows that the upper bound to the error probability decreases exponentially with

5,. Similarly, for 8> 1, substituting (5.49) into (5.50) yields the upper bound as
1
Py =~ 5 €xp (={In (27)750’26—202) 12 / 80%) (5 52)

Thus, when 8 3> 1, the upper bound to the error probability decreases exponentially

with the square of the natural logarithm ot ¥,.
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To find the lower bound to the error probability in (5.24), we make use of Cheby-

shev inequality which gives the following:
Pr[exp(—ce®®) > exp (~ce*)] < E [exp(—ce®)] exp (ce*) (5.53)
where € > 0. Using (5.25), (5.53) can be rearranged as:

E[ezp(—ce®®)] > Pr[ezp{ce®) < exp(ce®)]exp(—ce®)

1
= Prezp(ce®®) < exp (ce*)] exp (—ce)

P> 3
> -;-Pr[m_ée]exp(—cez‘)
1 —
> 5 Q(E=")eap(—ce®) (5.54)

where @ (z) is the @-function defined as follows:

Qz) = _\/_17_;/” exp (—17/2) dt (5.55)
By using a well-known inequality of the @-function [37, pp. 247):
Q[Vz]erp(-y/2) 2 Q[Vz+y] for z,y <0 (5.56)

we can obtain the lower bound of the error probability.

The error probability in (5.54) can be expressed as:

M — €

P. 2 ) exp (—ce™)

G | )2 ] exp (—2ce?/2)

1o
29
1
2

and using (5.56), where = = (%‘5) and y = 2ce?, vre have the lower bound of the error

probability as follows:

P.=p, > %Q [ ‘/(-”—g—‘s)2 + 2ce? ] (5.57)

To have the tighest lower bound, we must find the value of ¢ which minimizes:
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In order to minimize g;(€) with respect to ¢, we consider-
dg,(¢
9;2_) =0 (5 59)

or

p—ec = 2co’e (5 60)

To make sure that (5.60) gives a minimum, we have to verify if the second denvative ot

g2(€) with respect to € is positive. Therefore,

dzg2(6) 2 2¢ =
—gg——=;5+8cc (.‘)()l)

Since ¢ > 0, (5.61) is always positive showing that the condition in (5.60) is mimmuzing
(5.58). When comparing (5.60) with (5.37), they are identical. Therefore, from (5 37)
and (5.41), we have

B =p—e=2c%* (5 062)

The error probability is then lower-bounded by:

P 2

Q ( )2+-]

/3+1

> Ao+, (5 03)

tolr-' o -

where J satisfies (5.43).

The exact, lower-bounded and upper-bounded error probabilities of the simplified
GL receiver for differentially encoded binary commutation signaling over a single-path
Lognormal fading (zero-mean and unit variance) channel are depictel in Fig 56 The
fizure also shows the simulation results. The exact error probability is obtained by
performing numerical integration of (5.24). By using the technique of Newton’s method

to solve for S in the nonlinear equation (5 43) for different values of the average SNR
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Figure 5.6: The exact, lower-bounded and upper-bounded error probabilities of the

simplified GL receiver for binary DPSK over a single-path Lognormal fading channel.

per bit, the lower-bounded and upper-bounded error probabilities are then obtained
according to (5.63) and (5.42) respectively. Moreover, we can see in Fig. 5.6 that when
the average SNR per bit is small, the exact error probability is closer to the upper-bound
error probabilitv. When 7, is large, the exact error probability curve lies between the
upper-bounded and lower-bounded error probability curves. It is about 2 dB below
the upper-bounded error probability curve and 3 dB above the lower-bounded eiro:

probability curve.
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5.2.2 Numerical Integration

In the case of multipath Lognormal fading channel, we consider the conditional erim
probability of binary DPSK transmitted a time-invariant channel with L-fold equal
weight combining as given in (5.11):
1 -1
Po() = p=reep (=) k}; ben* (5 61)

where by is given by (5.12) and the SNR per bit 4 is defined as:
Z o’ (0 67)
° 1=0
Now, for a multipath Lognormal fading channel, a, = €™, where 1 = 0,. , L — 1 and v,
is normally-distributed with mean y; and variance 0,2, Therefore, (5 65) becomes
Y = Z e (5 60)
° 1=0

Substituting (5.66) into (5.64), we have the conditional probability as:

1 L—l o
Py(z0,z1,..,20-1) = 5L srerp (— Zezz')[Zbk Z e?®1)k ) (5 67)
°t 0 °J

The probability of error of the simplified GL receiver for binary DPSK over a multi-
path Lognormal fading channel is then obtained by averaging (5.67) over the joint pdl

p(Zo, Z1,..,2L-1) by the following integral:

o0 [~ <] oo .
P, =/ / ct / Pb(xo,371,--,331,—1)?(30,5'31,--,Z'L—x)dl‘o dzy - - - drp-y (5063)
-00 J—00 -0

With the assumption that the fading processes among the L diversity channels are

mutually statistically independent, the joint pdf is given by:

p(2o, T1, ., Tr-1) = p(z0) p(1) - + - p(zr-1) = [] p(z.) (5.69)
where
_ Ty - /‘1)2 _ p -
plzi) = p=—setp -7 | ;1=0,.,L -1 (570)
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Therefore, (5.68) becomes:
-1 L-
N RN AR ST NS Y
o =0 k=0 o j=0
1

g V2emo?

From (5.65), the average SNR per bit 7, is:

562 [-(x;aﬂ)—] dzg dzy -« - dTp (5.71)

Eb L~-1 )
Yo = 5 E[e®]

N° =0

L-1
= .El 62012*'2!41 (5 72)
N 12

o =0

or
FE b7 . -

b = Yo (5.73)

N, Zf'___-ol e20:%+2u

By substituting (5.73) into (5.71), we have the error probability as follows:

L-1 .2 L-1 e??
— ez 76 21"0 [ Ta [ b 76 EJ: g )k]
')2L 1 p ZL 1 o203 +2u kz—o k {101 et +2u

1
E) V2rn0;2

However, the aboved expression cannot be simplified into a closed form, thus it can only

exp[ (—x—'-—&—#l)——] dzodz, - - - drp_y (5.74)

be obtained by means of numerical integration.

For L = 2, the error probability is:

_ =) o 1 7b(€2=°+82:‘)
P = _/ / exp [— ]

-0 8 200’+2[Jo + 620'12-‘}-2;41
2z 2z
T(e 1 &)

[4 + e200%+2u0 + e201%+2m ]
1 (o — o) (21— p1)? o
— _ dre d 5.7
21090, ezp | 2002 20,2 I dzo dz; (5.75)

Similarly, for L = 3, the error probability is:

P ez [ ,.yb( 2zo + e2zx + 6213) ]
= —o 3‘) p e200®+2u0 e201?+2m + 2022 +2u2
G,Yb(ezzo + ezzl + e?zz) bZ(ezzo + 8221 + e2.‘cz )2
[ 16 + €290%+2p0 . o017 421y + e2027+2u ‘2(6200’+2m + e2o1¥+2m + e202?+2m )2 ]

Ly 1t (zo— po)*  (xr1—-m)® (22 — o)’ - -
2")2000,028“3[- %09l 20,2 20,2 | dzo dz, dz,  (5.76)
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The probabilities of error performance of the simplified GL receiver for differen
tially encoded binary commutation signaling over a multipath Lognormal fading (zeto-
mean and unit variance) channel with L = 2 and L = 3 as given in (5.75) and (5.76)
respectively are obtained by numerical integration. The technique we use for numerical
integration is Romberg integration and the routines for evaluating one-dimensional n
tegration can be found in [38, pp. 123]. The routines can be modified and extended to
evaluate higher dimensional integrations. The Romberg integiation 1s preferted to the
traditional Simpson integration because it takes fewer iterations and evaluations when
the integrands are sufficiently smooth and do not have any singularity. In order to assuie
that Romberg integration is appropriate in this context, a plotting of the mntegrands of
(5.75) and (5.76) was done and it was found that the integrands were smooth and no

singularity was presented.

The computer simulation results are also presented in Fig. 5.7 aud the erio
performance is plotted as a function of the average SNR per bit. The results cleah
illustrate the diversity improvement on the error performance of the 1eceiver However,
the improvement is not as good as in the case for multipath Rayleigh fading channel
The diminishing returns effect shows that a two fold diversity gives a measurcable per
formance improvement up to an error rate of about 2 x 107!, and a thiee fold diversity
gives measureable performance improvement over two fold only up to an erior 1ate of
about 107!, It seems that Lognormal fading causes a severe penalty in SNR and a three

fold diversity is recommended even for error rates between 107! and 1072,

A comparison of the probability of error performance of the simplified GL 1ecerver
for differentially encoded binary commutation signaling over multipath Rayleigh facing,
channel and multipath Lognormal fading (zero-mean and unit variance) channel 1s shown
in Fig. 5.8. It shows that Lognormal fading causes a more severe penalty in SNK than
Rayleigh fading does. Therefore, in order to achieve the same bit error rate, large

average SNR per bit is needed for operating over multipath Lognormal fading channel,
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Figure 5.7: The error performance of the simplified GL receiver for binary DPSK ove:

multipath Lognormal fading channel.
and thus diversity combining techniques should be used if possible.

So far, we have analysed the error performance of the simplified GL receiver with
the assumption that the channel estimation was done perfcctly. In other words, the
RAKE taps were assumed to be activated properly. The effects of incorrect channel
estimation on the performance of the simplified GL receiver when the RAKE taps are

not correctly activated will be considered in the next section.
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Figure 5.8: A comparison of the error performance of the sunplificd GL 1eceiver fo
binary DPSK over multipath Rayleigh fading channel and multipath Lognotial fading

channel.

5.3 Effects of Incorrect Channel Estimation

In both section 3.1 and section 5.2, our analysis on the performance of the simphfied GL
receiver over Rayleigh or Lognormal fading channels assumed that the channel estimation
process was performed perfectly. Under such an assumption, all appropriate taps of
the equal weight RAKE combiner were correctly activated. However, in practice, the
channel estimation process is not periect. Therefo;e, wrong activated RAKLE taps dueto
incorrect channel estimation may cause degradation in performance. In this section. we
consider the effects of incorrect channel estimation on the performance of the simplified
GL receiver by cemputer simulations. Details on the simulation programn can be fonnd

in Appendix B.
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Figure 5.9° The simulation results of the simplified GL receiver over two-path and thiee-

path Rayleigh fading channels under practical channel estimation.

Under perfect channel estimation, the equal weight RAKE combiner assumes to
have a signal component to be combined at each activated tap. In the case of incorrect
channel estimation, the performance will be degraded since some of the wrong activated
RAKE taps not only exclude the signal components to be combined, but also contribute
additional noises to the combining process. As a demonstration of the performance
degradation, we show in Fig. 5.9 the simulation results of the differentially encoded
binary commutation signaling for the simplified GL receiver over Rayleigh fading chan-
nel with two and three fold diversity under practical channel estimation. From these
results. we observe that a performance degradation of about 3 to 4 dB occurs when the

average SNR per bit is low. However, this degradation decreases as the average SNR
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per bit increases. The degradation is due to errors in the time delay estunation of the
autocorrelation peaks. When the error is larger than the autocorrelation width, that
is, the width of the peaks at the matched filter output, then incorrect RAKRE taps are

activated, which results in performance degradation.

For two fold diversity, the degradation 1s negligible when the average SNR poy
bit is about 18 dB, while for three fold diversity, when the average SNR per it s
about 27 dB. This threshold effect indicates that above a ceitamn average SNR per bt
the channel estimation is close to perfect and thus the performance of the simphiied
GL receiver under practical channel estimation is close to that under petfect channel
estimation. In addition, it can be seen that under practical channel estimation, a thiee
fold diversity does not result in better performance over a two fold diversits when the
average SNR per bit is below 15 dB. In fact. the degradation 1 a thiee fold diver-its
chonnel is even more when the average SNR per bit 1s below 15 dB It seems that
three fold diversity is effective only when the operational etror rate of the system .

below 2 x 1073.

In order to have an insight into the efficiency of the channel estimation pioces.,
we also present in Fig. 5.10 and Fig 5.11 the Root Mean Square (RMS) error of the
estimated path delays for the two and three paths channels respectively The sinmtation
program was run with the symbol period T" = 7.75us and the autocorielation width
T. = 0.25us by using 31-bit Gold sequences for bandwidth expansion  For two fold
diversity, the two path delays are 7o = Ous and 1 = 1.5us, while for thiee fold diversity
the three path delays are 70 = Ous, m = 1.5us and 7, = 3us It 15 obvious that the
RMS error of the estimated path delays decreases as the average SNR per bt increases
In order to activate the correct RAKE taps, the estimation error has to be less than
the autocorrelation width. As shown in Fig. 5.10, the RMS errors of the two estimated
path delays are both below T, = 0.25us when the average SNR per bit 15 above 1S dB3

It is the point when the channel estimation is close to perfect. The 1esult 15 cansistent
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Figure 5.10: The RMS error of the estimated path delays for two-path Rayleigh fading

channel.

with the error performance as obtained in Fig. 5.9. Similarly, in Fig 5.11, when the
average SNR per bit is 27 dB, the RMS error of 74 is about 0.25us, and the RMS
errors of 7, and 7, are about 0.3us, this gives a corresponding error probability about
0.5 x 107 as given in Fig. 5.9, which is approaching the error probability with perfect
channel estimation. Error probabilities below 10~7 are extremely difficult to obtain fiom
simulations, however, in Fig. 5.11, the RMS error of the three estimated path delays
are all below 0.3us when the average SNR per bit is 30 dB indicating that the channel
estimation tends to be perfect above this point. From Fig. 5.10 and Fig. 5.11, we also

see the threshold phenomenon associated with time delay estimation [39].

Computer simulations were also performed for Lognormal fading channel and
Fig. 5.12 shows the results for the simplified GL receiver with differentially encoded
binary commutation signaling. It can be seen that a performance degradation of about
3 dB occurs for low average SNR per bit. In addition, the performance for a three fold

diversity is comparable to that for a two fold diversity when the average SNR per bit is
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Figure 5.11: The RMS error of the estimated path delays for three-path Rayleigh fading

channel.

below 15 dB. The error probability seems to conveige slowly to the performance under
perfect channel estimation. Fig. 5.13 and Fig. 5.14 give the corresponding RMS e
of the estimated path delays of the two and three paths channels respectively. Fven for
two fold diversity, the channel estimation seems to be performed perfectly only when the
average SNR per bit is about 36 dB at which point the RMS errors of the two estimated
path delays are below 0.3us. For three fold diversity, it seems that a higher average SNR
per bit is required to achieve perfect channel estimation. Even when the average SNR
per bit is 36 dB, there is a performance degradation of about 1 dB From Fig 5 14, 1t
can be seen that the RMS error of estimated path delays is decreasing slower than the

Rayleigh fading case.

The simulation results reveal that under practical channel estimation, the simph-
fied GL receiver suffers a performance degradation of about 3 to 4 dB when the average
SNR per bit is low. However, as the average SNR per bit increases, the channel esti-

mation process tends to perform better. This behaviour indicates that above a certamn
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Figure 5.12: The simulation results of the simplified GL receiver over two-path and

three-path Lognormal fading channel under practical channel estimation.

average SNR per bit, channel estimation error result in insignificant performance degra-
dation. A higher order diversity requires a larger average SNR per bit for having good

channel estimation.
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Chapter 6

Conclusions

With the use of Generalized Likelihood (GL) principle, a receiver structuie of low com-
plexity was derived for indoor wireless communication channels which were modelled as
multipath fading channels. Unlike other receivers which may require an a-prior: channel
model, the GL receiver was robust against channel models. The structure of the receiver
is a matched filter with square-law equal weight RAKE combining. Moreover, the GL

principle combined naturally both channel parameter estimation and data detection.

The existence of multipath induced ISI caused by multipath propagations may
complicate the channel estimation process. It was seen that the effects of multipath
induced ISI on the channel estimation process could be reduced by employing the tech-
nique of commutation signaling. A comparison of commutation signaling with several
other M-ary signaling schemes on the number of orthogonal signals and matched filter
required was done. It seemed that binary commutation signaling resulted in an opti-
mal scheme which maximized SNR performance and minimized the number of matched

filters to be used.

The effects of multipath induced ISI on the data detection process has been

considered by examining the amount of significant ISI at the output of the RAKE
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receiver. In this work, an upper bound to the event of having significant ISI at the
output of the maximum gain RAKE combiner and the square-law equal weight RAKL
combiner was obtained by using union bounding techiques. It was shown that with
sufficient bandwidth expansion, the probability of having significant ISI could be made
arbitrarily small and the multipath induced IS] effects on data detection process reduced
tremendously. In addition, it was shown that using square-law equal weight RAKL
receiver required 3 dB less processing gain than the maximum gain RAKE receiver
Furthermore, the required bandwidth expansion for ISI suppression was greatly reduced

whern antenna diversity was employed.

Although zero ISI could be achieved in the case when commutation signaling
was used with maximum gain RAKE combiner, it seemed that square-law equal weight
RAKE combiner was appropriate for indoor channels since 1t only 1equued the path
delay estimates, but not the estimation of the signal amplitude and phase as required
for maximum gain RAKE combiner. With properly-designed commutation signaling,.

the amount of ISI in the GL receiver could be made insignificant.

Differentially encoding schemes seem to be appropriate for multipath tading chan-
nels as carrier phase tracking, which is usually difficult to perform in these channels, 1s
not required. Therefore, in this work, the combination of binary commutation signal-
ing with differentially phase shift keyed modulation has been considered In this case,
the GL receiver uses differentially coherent detection. It was seen that DPSK not only
avoided the phase estimation difficulty, but also reduced significantly the sidelobes of
the signal to be combined at the input of the equal weight RAKE combiner in the GL

receiver,

The structure of a simplified GL receiver which required only one single set of
channel estimator and equal weight RAKE combiner was derived. Thre performance
of the simplified GL receiver relied also on the path delays estimates acquired in the

channel estimation process. Under perfect channel estimation and assurning that the



Chapter v. Conclusions 111

channel was multipath Rayleigh fading or Lognormal fading, the performance of the
simplified GL receiver with differentially encoded binary commutation signaling scheme
over these channels was analysed. The probabilities of error performance of the simplified
GL receiver clearly illustrated the advantage of using equal weight RAKE combiner for
the exploitation of multipath diversity to overcome the severe penalty in SNR caused
by fading. Moreover, the lower the operational error rate of the system was, the more
effective the diversity would be. Furthermore, it was found that Lognormal fading

channel resulted in more severe penalty in SNR than Rayleigh fading channel caused

Finally, the effects of incorrect channel estimation on the simplified GL receiver
have been investigated by computer simulations. The performance degradation due
to incorrect activation of RAKE taps in the GL receiver was compared to the erior
probability under perfect channel estimation. The simulation results showed that a
performance degradation of about 3 dB occurred when the average SNR per bit was
low. However, the threshold effect indicated that above a certain average SNR pei
bit, the channel estimation was close to perfect, and the performance degradation was
becoming insignificant. In addition, a higher order diversity required a larger average

SNR per bit in order to have good channel estimation.
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Appendix A

This appendix gives an overview on the simulation program of the simphfied GL receiver
with differentially encoded binary commutation signaling under perfect channel estima-
tion. A complete source listings of the simulation program and some utility programs

are filed into another separate document.

The computer simulation software was developed using the C programming lan-
guages and was run under the SUN Operating System. The model of the communication
system that the simulation program based on is the one shown in Fig. 3.13. but the
receiving side is replaced by the simplified GL receiver for differentially encoded binaiy

commutation signaling as given in Fig. 4.3.

The program assumed a time resolution unit of Tp.y = 5x 1078 seconds. Commu-
tation signals were obtained from 31-bit Gold sequences which were generated by using
5-bit maximume-length shift register with proper feedbacks. The appropriate feedback
connections for generating 31-bit Gold sequences could be found in [19, pp. 835]. Each
bit of the Gold sequence took 5 time resolution units resulting in the symbol period of
T =5x31xT,, ="775u s. An exhaustive search of 31-bit Gold sequences which give
the smallest autocorrelation sidelobes and the narrowest autocorrelation mainlobes have
been found In the simulations, two commutation signals were used, and therefore, two

Gold sequences with better autocorrelation properties were chosen.
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Transmitter:

On the transmitting side, the source gencrated the data sequence a(k) of values
+1 or -1 by using a random number generator. The methods for generating tandom
numbers having different probability distributions can be found in [10] and some of the
routines are provided in [38]. To assure that the random numbets to be generated are
independent, the system time was used as the seed for the random number generators
A uniformly-distributed random number generato: which generated values between 0
and 1 was developed and used as the data sequence generator. If the value was greaten

than 0.5, the data was +1, otherwise, the data was -1.

The data sequence was differentially encoded into another sequence b(d) accordimg,
to the relation b(k) = b(k — 1) - a(k). Each encoded data bit was multiplied with /77,
for normalization purpose, where E} is the signal energy per bit, then maltiplied with
a 31-bit Gold sequence as commutation signal of amplitude varying between f}; and
%, where T is the symbol period. Since two commutation signals were used i the

simulations, the same commutation signal was used again every two symbol penods

The signal was then transmitted into the indoor channel

Channel:

The indoor channel was modelled as multipath fading chanuel  When the lad
ing of the multipath channel was Rayleigh-distributed or Lognormally-distubuted, the
amplitude of each delayed path was obtained from Rayleigh-distributed o1 Lognormalls
distributed random number generator The methods for generating Rayleighi-distnibuted
and Lognormally-distributed random numbers could be found in [40] For two-path fad
ing channel, the two path delays were placed at 0 ps and 1.5 ps, while for thiee-path
fading channel, the three path delays were placed at 0 ps, 1.5 ps and 3 ps Since the
channel was assumed to be perturbed by additive white Gaussian noise of zero mean

with two-sided power spectral density of %‘l, a Gaussian-distributed random number gen

erator was developed for producing the noise samples. All the requued random ninnber
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generators were tested rigorously to assure that they resulted in random numbers l.aving

the specific probability distributions.

Receiver:

On the receiving side, the demodulation was first performed by multiplying the
output of one matched filter with the output of another matched filter delayed by the
symbol period. The impulse response of the matched filters matched to the particular
Gold sequences. A square-law device was then followed to square the amplitude of
the signal. Under perfect channel estimation, proper tap coefficients in the equal weight
RAKE combiner would be set to unity. For two-path simulation, two appropriate RARKE
tap coeflicients corresponding to the two path delays were set to unity while for three-
path simulation, three appropriate RAKE tap coefficients were set to unity. The signals
were processed by the equal weight RAKE combiner. The decision was then made at
the output of the equal weight RAKE combiner at the sampling time. The sampling
time was at kT + A where A = 1.5us for two-path channel and A = 3us for three-path

channel. If the output was greater than zero, the data was detected as +1. otherwise. it

was detected as -1

Simulation Trials:

The error probabilities of the simplified GL receiver were obtained for different
values of the average SNR per bit by varying the values of £, and N,. For L-path
Rayleigh fading channel, since the average SNR per channel was assumed to be identical

for all L channels, the average SNR per bit was given by (5.10) as:

E E :
szLFi E [a?] or IOIogw(L-JVzE[az] ) in dB

In the simulations, the Rayleigh-distributed random number generator was set such that

E [a®] = 1. Similarly, for L-path Lognormal fading channel, the average SNR per bit
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was given by (5.72) as

Z 201+ 20 or 10 logyo ( 2 z 207 +200) in dB

No 13 No =0

The Lognormally-distributed random number generator was set such that o;* = 1 and

1 = 0 for every [.

For every incremental 3 dB of the average SNR per bit, the corresponding values
of E, and N, were found and a trial was performed. Lach tiial would generate 500
random data bits which were stored into the input data file "datain™. The data bits
were transmitted over the multipath fading channel which could be modelled as Rayleigh
fading or Lognormal fading with two-fold or three-fold diversity. From the output of the
equal weight RAKE combiner, the received 500 data bits were detected and stored into
the output data file "dataout”. The "datain” file then compared with the "dataont™
file and the error probability was the number of wrong data bits being detected over
500. The result of the trial was then recorded into the "dataies” file. Another trial was
repeated in the same way. For low average SNR per bit, that 1s, when the ratio of £
and N, was small, the number of trials to be performed was 400. A utihity prograin was
employed for processing the results of different trials which were stored in the "datares
file. The average of 80 trials was evaluated and was considered as one etror probability
for the particular SNR Therefore, five error probabilitics weie obtained fiom 400 trials
The mean and variance of the error probability corresponding to the particular average
SNR per bit were calculated from those five error probabilities. The variance 1s indicated
in the figures by solid lines with two '+’ signs at both ends. In the case of high average
SNR per bit, the number of trials to be simulated would be increased. It was found that
when the average SNR per bit was extremely high which could result in a very low eror

probability, many trials should be performed.
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This appendix gives an overview on the simulation program of the simplified GL receiver
with differentially encoded binary commutation signaling under practical channel esti-
mation. A complete source listings of the simulation program and some utility programs

are filed into another separate document.

The program was identical to the one described in Appendix A. The only differ-
ence is that the system is under practical channel estimation. The activation of the taps
coefficients on the equal-weight RAKE combiner depends on the result of the channel

estimation process.
Channel Estimation:

The structure of the channel estimator was shown in Fig. 4.3. The channel
estimation process basically required to estimate the path delays. For each delayed
path, there would be a corresponding peak appeared at either one of the two matched
filters squared outputs z,,7(¢) and 2,*(¢). During each estimation interval, that is,
between ~f" and kT + A, the estimation of the path delays was performed by locating
where those peaks were. In the simulations, for two-path fading channel, A = 1.5us and
two largest peaks of the two matched filters squared outputs would be located. Similarly,
for three-path fading channel, A = 3us and the locations of the three largest peaks of

the two matched filters squared outputs would be estimated.
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The simulations assumed the autocorrelation width of 5 time resolution units
giving T, = 0.25us. Since the number of taps along the equal weight RAKE combine:
was equal to [%] + 1, there were 7 taps in the case of two-path fading channel, but only
two of them would be activated and 15 taps for three-path fading channel in which thiee

of them would be activated.

During each estimation interval, the two matched filters squared outputs were
stored into two different linear arrays which were quantized into slots of 5 time resolution
units. The ir.dex of the array was the time unit within the estimation interval and the
slot number corresponded to the location of the RAKE tap. The location of the fiist
largest peak was searched by examining the contents of the two arrays. Once the largest
peak was found, the estimated time delay 75, which was given by multiplying the index
in which the largest peak occurred with T,.,, and the slot number associated with the
peak would be stored. The contents of that particular slot of the two arrays would then
be masked to zero so that the next largest peak to be searched would not be on the same
slot. This avoids the activation of the same RAKE tap. In addition, the contents above
and below 2 time units of the index in which array the largest peak was found would
also be masked to zero. This simply removes the entire autocorrelation peak of width 7,
(which was equivalent to 5 time units) from the matched filters squated outputs. The
same procedure was repeated by examining the two arrays to search for the next largest

peak until the necessary numbers of peaks have found.

After the estimation, the stored slot numbers would be used for activating the
appropriate RAKE taps and the square of the difference of the estimated path delay
and the actual path delay for each delayed path would be evaluated. Suppose that the
channel had three delayed paths located at 7o, 71 and 73, where 79 < 7, < 72 From the
channel estimation process, the three estimated path delays were 7, 7; and 7,. However.
a sorting was done on the three estimated delays so that 7o < 7, < 7 The estimated

path delays 7, 7; and 7, were then checked to see if any of them matched to any one
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of the actual path delays, 79, 71 or 72 with the delay difference less than % If there
was such a pair, small estimation error occurred and the square of their difference, ¢,?,
would be evaluated and stored. The result was then associated with the j-th path delay.
In the case when there was no such a pair, the estimated path delays 7o, 7; and 7, were

matched one-to-one correspondingly to the actual path delays 7o, m and 7, and the

square of their differences, €o?, €;2 and €2 would be evaluated and stored.

Similarly, for two-path channel estimation, the estimated path delays were sorted
such that 7o < 7;. The two estimated path delays were checked if any one of them
matched to any of the two actual path delays with the delay difference less than I,;
If no such pair existed, the two estimat.ed path delays were matched one-to-one corre-
spondingly to the two actual path delays 79 and 7, and the square of their differences

would be evaluated and stored.

Simulation Trials:

The simulation procedures followed the same way as what was described in Ap-
pendix A. For each trial of 500 data bits, the square of the difference of the estimated
path delay with the actual path delay for each delayed path in each data bit detection
was evaluated and summed together. Suppose that €?, was the square of the difference
of the estimated delay with the actual delay for the 3-th path delay in i-th bit detection.
For each trial, the sums S, = 32720 €2, would also be recorded into the "datares” file. For
one trial of 500 data bits, the RMS error of the j-th estimated path delay was simply
o, = \/’_s_sg' A utility program was developed to process the results of different trials
stored in the "datares” file. The results included the error probability and the RMS

error for each estimated path delay.



