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Abstract

The maturing of the telecommunications industry has seen the development and imple-
mentation of devices that work at high frequencies of the clectromagnetic spectrum. With
the rapid deployment of optical networks. there is an increasing demand for low-cost and
efficient communications circuitry. In order to interface with such high frequency signals
at lower cost, there has been a recent push for very high frequency circuits using low-cost
fabrication technologies like digital CMOS.

This thesis investigates the usage of legacy architectures and the implementation of
different topologies using digital CMOS technology. Various Clock and Data Recovery
Phase-Locked Loops have been implemented using a 0.18um CMOS technology, and the
process from modeling to actual implementation will be presented. The design of the
components of the loop, layout issues, and the performance of the various designs will be
discussed. New fully-differential CMOS designs that are optimized for high-speed operation,
yet providing stable lock with minimal jitter, with a targeted operation range from 1 GHz

to 7 GHz, will be described in detail, as well as their operation and optimization.
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Résumé

L’¢évolution des télécommunications a causé le développement et I'implémentation de com-
posants fonctionnant a hautes fréquences. Avee le développement rapide des réscaux op-
tiques, il y a une demande grandissante pour des circuits efficaces et peu couteux. Pour
réaliser une interface entre de tels circuits, un mouvement vers des technologies de fabrica-
tion peu dispendieuses et capables d’opération a hautes fréquences, tel le CMOS numérique,
ont vu le jour.

Cette these étudie Pusage d’architectures dans une technologic CMOS peu cotiteuse.
Aussi, des implémentations de différentes topologies CMOS sont réalisées. En ayant recours
a un procédé 0.18um CMOS, plusieurs boucles a verrouillage de phase pour récupération
d’horloge ct d’information ont été¢ implémentées ct la méthodologie, en allant de la modéli-
sation I@%l’implémentation, sera présenté. La conception de composantes de la boucle. les
détails de disposition et 'analyse de performance des différents circuits seront discutés. Des
circuits CMOS complétement différentiels, optimisés pour opération a de 1 GHz a 7 GHz,
mais capables de verrouillage avec bruit minimal seront décrits en détail en incluant leur

opération ct leur optimisation.
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Chapter 1
Introduction

[ this age of modern clectronics, the most significant development has been the information
revolution of the past few decades. Electronic circuitry is ubiquitous in many countries,
and plays a role in many aspects of our lives. It is found in each communication device
of the average modern home. Many innovations have been made, to move the information
revolution to the current stage today. However, the most important invention that sparked
the burst of development in the clectronic revolution was the invention of the transistor.
One thing led to another, and different circuit designs were used to implement different
functions from this basic invention.

Then, with the invention of television in the 1930s, it was mandatory to have a method
of synchronizing the scans in cathode ray tubes. This saw the development of the phase-
locked loop type of control circuit for devices where clock synchronization was important.
These days, this basic building block has found it’s way into signal geunerators, radios,
televisions, deep-space receivers and wireless devices. The depth of changes that these
inventions have placed in daily life can be staggering, as we seek to adapt to technological

changes.

1.1 Background and Technologies

With the advent and growth of the telecommunications industry, and the deploviment of
large-scale local-area computer networks in recent decades, many tangible benefits from
these innovations have touched the lives of many people. This growth has arrived in

leaps and bounds since the 1960s, and is a direct result of improvements in the field of
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integrated circuits. Central to all this technological advancement is the ability of scientists
and engineers to pattern complex circuitry on slices of silicon so small and thin, that vou
need a microscope to view the designs placed on them.

The telecommunications industry has built huge networks that span different transmnis-
sion mediums, like twisted cable, coaxial, terrestrial radio channels, satellite radio channels
and fiber optics. These communication connectious rely on the ability to transmit and
receive information across a link. Fundamental to these transmitters and receivers is the
ability to synchronize and recover data that needs to be transmitted. The clock and data
recovery circuits based on phase-locked loop (PLL) architectures are often used as a crucial
component to help satisfy this function. Basically, clock and data recovery circuits enable
the recovery of the clocking signal and thercafter, the re-timing and recovery of the data
signal using signal processing techniques. Clock recovery using PLL techniques enables

more robust data regeneration, and reduces the effect of transmission distortion.

Table 1.1 Operating Frequencies of Various Telecommunications Networks

Paramcters Twisted-Cable Wircless
Standard Modem Ethernet 802.3 | IEEE 802.11b IEEE 802.11a Bluetooth
Speed up to 56kbs 10Mbps-1Gbps 2.4 GHz 5-6GHz 2.45GHz

Tremendous theoretical and engineering research has been poured into building more
effective and higher speed phase-locked loop architectures. With the current demand for
high speed links, it is ever more crucial to be able to produce high speed architectures
that can satisfy these requirements. Especially due to the push in recent years for the
development of wireless networks, it becomes ever more crucial to develop high-speed circuit
designs with good power efficiency. For example, Table. 1.1 shows the various standards
and their corresponding operating frequencies, and the higher frequency requircments arce
apparent.

In Table. 1.2, comparisons are made between the different wireless networks standards.
It should be noted that the complexity of wireless standards has become ever more de-
manding and difficult to implement, and the requirement for accurate, efficient, and ef-
fective circuitry is more important than cver. The cmergence of Bluctooth, 802.11 and
HiperLAN2 standards and their realization in actual hardware devices, has brought about
a new growth market in the wireless consumer electronics in recent years.

The maturing of wireless technologies, and a highly competitive market, have largely
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Table 1.2 Characteristics of High-Speed Wireless Networks [1]

Characteristic 802.11 802.11b 802.11a Hiper,LAN2

Spectrum 2.4 GHz 2.4 GIlz 5 GHz 5 GHz

Max physical rate 2 Mb/s 11 Mbit/s 54 Mb/s 54 Mb/s

Max data rate, layer 3 1.2 Mb/s 5 Mb/s 32 Mb/s 32 Mb/s

Medium access control Carrier sense  CSMA/CA Central resource control
TDMA/TDD

Connectivity Conn.-less Conn.-less Conn.-less Conn.-orientated

Multicast, Yes Yes Yes Yes

QoS support (PCF) *2 (PCF) *2 (PCF) *2 ATNM/802.
1p/RSVP/DiftScrv

Frequency selection Frequency- DSSS Single Car- Single carrier with Dy-

hopping/DSSS rier natnic Frequency Selection

Authentication No No No NAI/IEEE address/X.509

Encryption 40-bit RC4 40-bit RC4 40-bit RC4 DES, 3DES

Handover support (NO) *3 (NO) *3 (NO) *3 (No) *4

I"ixed network support Ethernet Ethernet Ethernet Ethernet, IP.  ATM,
UMTS, FireWire, PPP *5

Managetnent 802.11 MIB 802.11 MIB 302.11 MIB HiperlLAN2 MIB

Radio link quality control No No No Link adaption

driven the developmental process for more efficient. lower powered circuits and smaller sil-
icon die size requirements. In addition, giant leaps towards wireless standards in consumer
markets will increase the need for high-speed circuitry at lower and affordable costs. In this
respect, the greatest cost reduction will come as a result of building entire systetns-on-chip,

integrated implementations using low-cost CMOS technologies.

1.2 Thesis Overview

This thesis investigates the specific application of high-speed phase locked loops in clock
and data recovery. The topics of design and specification, and the eventual conception of

the actual prototypes in silicon, will be covered here.

1.2.1 Objectives

The theoretical specification of a phase-locked loop has typically assumed ideal operating
conditions, and typically models lower frequencies of operation. However, once the crvelope
of high-speed operation is pushed, circuit parasitics become significant. Design specifica-
tions become harder to attain, and device restrictions are forced on the circuit designer.

The methods and techniques used to circumvent these barriers will be discussed, and the
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specifies of high-speed design in CMOS technology will be examined in the context of clock

and data recovery.

1.2.2 Organization

This thesis is organized logically by chapters in a manner that approximates typical design
flows. Chapter 1 covers a basic introduction into phase-locked loops and clock and data
recovery circuits. A background of the subject is given, followed by a discussion of the
basics of the design structure.

Design flow typically starts from high-level down to low level, and the next few chapters
follow this organization. Firstly, Chapter 2 discusses high-level modelling, and different
types of loops will be examined from first to third order loops. as well as the specifics of
feedback loop optimization using high-level modelling.

Next, Chapter 3 takes individual component blocks in the loop, and looks at each one
in depth. Different designs of each component, with their advantages and disadvantages,
and their suitability, are considered for integration in CDR designs. There is an angle of
high-speed considerations that will also be covered.

Finally, Chapter 4 examines two actual implementations in silicon, and experimental
results will be presented and analyzed. The specifics of the sample-and-hold and quadrature
mixcr half-rate architectures that have been implemented in a 0.18pm CMOS technology

are dissected.

1.2.3 Contributions

The general thesis work from conception to final implementation is presented. The contri-

bution to research that this work makes, are given in this section.

1. Firstly, the sample-and-hold architecture is tested, and then an adaptation to the
quadrature mixer half-rate architecture from bipolar technologies, with improvements
for high speed execution is presented. The methodology of this adaptation process
to a CMOS technology is presented, with three prototypes implemented on chip.
Following the adaptation flow, each prototype is an improvement over the previous

onc, and they are examined in this framework.

2. A full on-chip implementation of a high speed Clock and Data Recovery architecture
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in CMOS technology, makes it feasible to consider future entire system-on-chip de-
signs. A novel 13 Gbs architecture implementation is presented. It has the following

characteristics.

e The high-speed, quadrature LC-tank VCO has two cross-coupled pairs of com-
plementary NMOS and PMOS. It runs at 7 GHz with a low current consumption
of 28 mA.

e The use of a differential varactor configuration to allow full control of the VCQO

frequency, and a wide tuning range of 1.5GHz.

e A quadrature-based phase detector, making use of a mixer configuration to im-

plement high speed phase detection.

e The use of a frequency detector in a mixer configuration to help the CDR to
lock.

e A fully differential charge pump with two sets of differential controls, with highly

linear output currents.

e Submitted for publication: Wen Tsern Ho and Mourad N. El-Gamal,
“Fully Differential 13 Gbps Clock Recovery Circuit for OC255
SONET,” Proc. IEEE International Symposium on Circuits and Sys-
tems (ISCAS’05), May 2005.

1.3 General Phase Locked Loop Structure

In this section, the basic topology that forms the basis of clock and data recovery will be
discussed. First, general phase locked loop topologies are introduced, followed specifically
by the concept of clock and data recovery. As clock and data recovery is a subset of the
general PLL structure, it is essential that the basics in PLL structures are well understood
before dwelling into the realm of clock and data recovery. Further details of these concepts

are introduced by Kroupa [2].

1.3.1 Introduction

Phase locked loops consist of various components placed in a feedback loop for the purpose

of locking the phases of two signals together. In essence, this means forcing one signal, that
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is generated at the output of the loop, to move in tandem with the input signal. Usually,
it would be common sense to consider that to synchronize two signals, only the frequency
of the two signals needs to be locked together. However, there is also the important

counsideration of locking the phase of the two signals.

A

Phase

Amplitude

Fig. 1.1 Concept of Phase in Periodic Signals

Signals that are discussed are generally periodic in nature with a specific frequency and
period. It is defined that a signal goes through one period in 27 radians. The phase of a
signal is then defined as, during a particular point in time, at what portion of the cycle
the wave is travelling at. If a signal has a phase of ¢ radians, it has shifted ¢/27 from the

signal with reference zero phase. This is represented in mathematical form as in Eq. (1.1)

z(t) = sin{wt + ¢) . (1.1)

The purpose of locking the phase of two signals is illustrated in Fig. 1.2, with the two
signals locked at a fixed phasc difference of ¢. Then, the PLL can help accomplish the task
of clock regeneration and clock synthesis, for which it is mainly used. By synchronizing
the two signals, it is possible to generate a clocking signal that transitions at a fixed phase
away from the input signal. The PLL loop measures the phase difference between the input
and output signal, and fixes this phase difference. Basically, the PLL loop uses an error
signal produced from a measurcment of the phase difference between the input and output

signal, and minimizes this error signal through the use of a negative feedback mechanism.
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Time

Amplitude

> Time
¢Fixed

Fig. 1.2 Locking of Phasc Between Signals

1.3.2 Phase Locked Loop Topologies

There are many different types of PLL structures, but the general concept is usually based
on the same basic topology. The most basic abstraction of the PLL architecture is shown in
Fig. 1.3, which consists of a phase detector, a loop filter and a voltage-controlled oscillator
(VCO). This is a basic loop, which more complex feedback loop designs are commonly
based on. Only the most fundmental circuit blocks involved in a basic PLL function are

shown, so re-timing circuits and dividers are not shown.

Voltage
DPhase —» Loop Filter —#{ Contolled
etector )

Oscillator

Fig. 1.3 DBasic Phase Locked-Loop Architecture

The basic operation of this PLL depends on the feedback loop that allows the VCO to
produce a clock signal at a phasc and frequency that are matched with the input signal. The
phase detector measures the phase difference, and the loop filter converts this measurement
into a control signal for the VCO. The feedback in the loop tends to lock the phases of the
immput signal and the VCO output, by keeping the phase measurement at a constant value.

The phase detector is a circuit that compares the phase of two inputs, and creates a
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voltage signal based on the difference. The loop filter, passive or active, dampens this
voltage signal, and gives an output voltage to control the VCO. The VCO is a device that

gives a stable output clock frequency depending on the input control voltage.

1.3.3 Concept of Clock and Data Recovery

NRZ Data

1 0 1 0 0 1 0 1 1 0 1 RepresentedBits

LN N e

Time

>

Fig. 1.4 NRZ data

Clock and data recovery (CDR) circuits are a subset of phase locked loop circuits, and
have applications in most receivers [3]. A data signal that arrives at a receiver is not a
pure clock signal, but consists of pulses (or other wave shapes) of random bits representing
data. CDR circuits are used to synchronize an internal clock with this input data signal,
in order for the data to be sampled correctly for data recovery.

Typically, the data signals have different encoding formats. Currently, the data fed into
a CDR circuit is usually in the Non-Return-to-Zero (NRZ) format as shown in Fig. 1.4.
This is in contrast with the Return to Zero (RZ) format that requires the signal to return
to zero before representing the next data bit. It should be noted that the CDR has to be
able to lock onto the data cdges of the NRZ data despite there being a lack of a gnaranteed
voltage transition in the NRZ data with each clock cycle. This distinction requires stricter
design of the phase detector in CDR circuits.

CDR circuits consist of various additional components. and are usually based on PLL
architectures, with the same feedback circuitry to ensure stability and accurate lock, and
stringent criteria for optimization and design. A typical structure for a CDR. circuit would
have the structure in Fig. 1.5, which is a typical block diagram for a full clock and data
recovery architecture. It shows other other components that are commonly used in CDR

circuits. The re-timing circuit is used to re-sample the input data using the locked CDR
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Fig. 1.5 Clock and Data Recovery Architecture

clock. The charge pump is a circuit that pushes current or pulls current at the output node
depending on the charge pump input signal. The common-mode feedback (CMFB) is a
circuit that is used for differential architectures; in this case, the CMFB circuit maintains
the average voltage of the differential output signal of the charge pump. This type of
topology is definitely more difficult to fully model at the system level.
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Chapter 2

High-Level Modelling

First and foremost in PLL and CDR designs is the stage of high-level modelling. It is
essential to have a good understanding of the dynamics of this unique feedback loop. in
order to ensure loop stability and correct loop bandwidth optimizations. A discussion is
given from first-order to third-order loops. followed by their optimization, and non-linearity

and noise considerations. High-level loop modelling is described by Rohde in [4] and [5].

2.1 Feedback Loop Theory

The general configuration of a linear feedback system is shown in Fig. 2.1 with A(s) repre-
senting the system function of the forward path, and B(s) representing the system function

of the feedback path. The input signal and output signal generated by the loop are consid-

Fig. 2.1 Closed Loop Transfer Function

ered as the phase signals ¢;n and ¢opyr respectively, and the error signal is given by ¢grr,
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which is just the difference between the input and output signal, as given by Eq. (2.1)

Prrr = bour — PN - (2.1)

By feeding back the error signal ¢pprp, the feedback loop suppresses the difference
between ¢;y and ¢oyr. Hence, the loop serves to generate a ¢oyr as close as possible to

¢rn. And the overall system closed loop gain is given by H(s) in Eq. (2.2)

_ forward gain A(s)
1+ open loop gain 1+ A(s)B(s)

H(s) (2.2)
A typical phase locked loop is shown in Fig. 2.2, where the modelling parameters of each
component are given. Notice that the phase detector produces a voltage signal proportional
to the amount of the phase error. The voltage controlled oscillator (VCO) creates the
frequency signal that the loop tries to match in terms of phase and frequency, to the input
signal.
Also, K p represents the gain of the phase detector. F(s) represents the transfer function

of the loop filter and Ky o represents the gain of the VCO.

Py Phase Detector  |VERROR Loop Fiter  [Ycomral vokage Cortroled Oscillator|
Verror = Kp@our On/ Veonrrow =F 5Vgmper bour =Kveds * Veonmor
¢ cm“

Fig. 2.2 Phase Locked Loop Model

Typical specifications for a PLL are given in Table. 2.1.

Table 2.1 Parameters and typical values

Parameter Units Typical Values
Kpp Phasc Dctector Gain Volts/Radian 2 V/rad
Kvco VCO gain radians/second per volt 1 Grad.s~!/V
F(s) Loop filter transfer function Dimensionless Function
Vinpeur Input Signal Volts 1.8V sine wave at 1| GHz
Rg Source Impedance Ohms 5092
Visupply Power Supply Volts 1.8V
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From Fig. 2.2, the open loop gain is given by

KpKycoF
Open Loop Gain = A(s)B(s) = KpRveoF(s) (2.3)
s
This would give an overall transfer function
KpKvecoF (s
Hoverall(s) = D ‘,CO (b) (24)
s+ KpKycoF(s)
The system noise bandwidth is defined as
Huouele) = o2 | Bl (25)
noise\W _271' ) Jwjaw . .

The error function is shown in Eq. (2.6), and is the ratio of the phase error to the input

phase
087‘7'07‘ S

=1- Hm;(,'ru \s) =
us) = R Ryoo F(s)

H("I"I'()"'(‘s) = (2‘6)

Hinput
The steady-state error is the error when there are no more transient signals. It is found
with the final value theorem, which is shown in cquation Eq. (2.7)

2

: : . s° - 0; ‘
eerrar(steady_state) = }Bi h(f) : ()input = an(l) S H(S) ) ()input = £E% s+ KDI\’:/HZ)‘ZF(S) : (27)

2.2 First-Order Loops

First order loops are just loops without a loop filter, and this would be considered as having
the loop filter function, /7(s) = 1. This would result in a first-order transfer function, as can
be seen from Eq. (2.8) below. Varying the loop filter, as described in subsequent sections,

will result in different transfer functions with higher-orders [6]

KpKveo

SVl 2.8
s+ KpKvco (28)

Hfirst-order (S) =

A bode plot of a first-order phase locked loop is shown in Fig. 2.3. Notice that there is
only one pole, and there is a 20dB/decade drop as the frequency increases, as well as a 90
degrees phase lag.

Without the use of a filter, phase changes in the input signal are not well suppressed
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by the loop. Hence, the first order loop has more difficulty in achieving a lock on the input
signal. There is a limit to the operating range of the first order loop, and the loop may

need to be set with an initial condition close to the locking region, in order for a lock to be

possible.
Bode Diagram
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Fig. 2.3 Bode Plot for a First-Order PLL

In fact, the maximum frequency deviation from the VCO natural frequency at which
locking is still feasible is termed the capture range. The capture range of a first order loop
is

Capture range in rad/s = KpKyco . (2.9)

In order to achieve proper lock for first order loops without the use of a filter, high
loop gain is desirable. But at the same time, high loop gains will render the loop more
unstable, and more susceptible to noise. These limitations render the first-order loop rather
unusable, and confined to academic discussion.

Despite the impractical use of first order loops. various tyvpes of analysis can still be
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made about it, which would be useful for further study of phase locked loops. For example,
the 3dB loop noise bandwidth for first-order loops with |H ,i5e(w)] = —\}—} can be determined
using Eq. (2.5) and simplified to

KpKyveo

. (2.10)

H(S(IB Noise Bandwidth) =

Examining the error function in response to various inputs is also useful. Using Eq. (2.7),
with F'(s) = 1 for a first-order loop, we get the following

2

. 5% Binput
Oerror(stea = lim ———22% 2.11
or(steady-state) s—0 5 + I(D[(VCO ( )

Using Eq. (2.11), we can make a table of the following useful results, summarizing the
effect of different inputs to the loop. The effects of a phase step, phase ramp, frequency

ramp arc presented.

Table 2.2 Steady State Response for First Order Loops

Input Tpr Hinput gerror(sl,eadystal.e)
Step in Phase % 0
. Aw Aw
Ramp in Phase o KoRrog
Ramp in Frequency ‘:3/ 00

As can be seen from the table summary of steady state errors of first-order loops, the
first-order loop does not respond well to some changes in the input signal. If the first-order
topology is used, it will require an initial condition to force the loop to start locking at a

frequency that is close to the input signal. As such, the first-order loop is not really useful.

2.3 Second-Order Loops

This section follows with a discussion of sccond order loops using passive filters. Most
PLL designers place filters in the PLL in order to introduce a second pole, that will aid in
the locking of the PLL. In general, the introduction of a passive filter will have a transfer

function of F(s)
L+ s7

- 1+STQ

F(s) (2.12)
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Note that if 7 is very large, we will have a pole close to zero frequency as s — 0, and

F(s) can be approximated by
: A ‘
If 75 is large, F(s) = —,and F(0) — oo . (2.13)
s

Different types of filters will have different parameters for 7 and 7. Different example
are shown in Fig. 2.4. In certain types of passive filters of second-order loops, 7 can be

7ero.

Input Output  Input Output

7, =0 oy T, =RC R

C
1, =RC I T, =(R+R,)C
) T

Fig. 2.4 Passive Filter Types

Substituting the loop filter transfer function into Eq. (2.4), we get the result in Eq. (2.14).
Hence, with the simple passive loop filter of Fig. 2.4, the trausfer function becowmes of

second-order.

K(st +1)

: (2.14)
sty +s(1+ Km) + K

Substitute K = KpAvco, Hsecond.order(S) =

The bode plot for the sccond-order loop. using the filter on the right of Fig. 2.4, is
shown in Fig. 2.5. As the overall transfer function has one zero and two poles, the net
effect at oc is as if there was a single pole, like a first-order loop. And there is an overall

phase change of 90 degrees, and a final 20dB/decade drop at high frequencies.
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Bode Diagram
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Fig. 2.5 Bode Plot for Second-Order PLL
In order to simplify the analysis in typical sccond order transfer analysis, substitutions

for the undamped natural frequency w, and damping ratio ¢ of the system can be made as

follows

| K wn(l4+ K
Substitute w, = 4/ — and ( = M
T2

2K '
Knn K 2 .
5 L . s(2¢w,, — w—'}) +w?
I(s) = 2 Z __ = — e (2.15)
1+ K K 2 w?
2t En TR T 2w
T2 D)
The magnitude of the frequency response is given by
w Wn,
L) - 22
|H(s)| = I . (2.16)

- (e (2

)
Wn Wn

)'2
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The phase response is given

w w 25%
£LH(s) = tan"l[(w—n)(Zf — —1%)] — tan_l[?i")z] : (2.17)

Examining the responses to different inputs, requires the analysis of Eq. (2.7) which

can be restated as follows

_ 1+ ST S;) . Ginput - (218)

= s and 6., teady_stat = lim — =
1+ sTy error(steady-state) om0 § + K D[\ \'COF‘(S)

Since F(s)

Bode Diagram
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Fig. 2.6 Bode plot with increasing ¢

The plot in Fig. 2.6 shows the effect of varying the value of ¢ on the bode plot. The
similarity to a typical second order graphical analysis can be observed. Typically, in loop
optimizations, it is desireable that the loop be critically damped.

Recalling the possible situation in Eq. (2.13) with a pole as s — 0, Table. 2.3 can be
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constructed.

Table 2.3 Steady State Response for Second Order Loops

M ~ “4
Input Type ginput eerror(steadystate) eer'rar(steadystate) if F(S) ~ g
- - aX;} Ay
Step in Phase K —S+an£vcop(0) 0
: W w
Ramp in Phase = TRy o F 0
R' 1 iI FI‘ \UCTLC Au/dt Aw/dt Aw/dl
amp 1 frequency 53 st K p Ky oo F(0) RoKvcoA

2.4 Third-Order Loops

The second-order loop has inherent jumps and rippling at the output of the loop filter, and
additional filtering is required. A second capacitor is often added to achieve this additional

filtering. An example of a typical loop filter for a third-order loop is shown in Fig. 2.7.

R

input A )\ A Output

AY
A
‘0

Fig. 2.7 Loop Filter for a Third-order Loop

The transfer function for this loop filter is given in Eq. (2.19).

1+ sRC

F(s) = 2.19
()= 17 S(RC + RiC + RiCy) + SRR, CO, (2.19)

The overall transfer function is given by

A’D[(VCO(]- + SRC)

H I'l""f._()l'!Jf'I' - - B
thirdarder(8) = e o s(1 + KpKyvcoRC) + s5(RC + RiC + RiCy) + SRR,CC,
(2.20)
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A bode plot of the third-order loop transfer function is shown in Fig. 2.8. The overall
transfer function has one zero and three poles. and the net effect at oo is as if there were
two poles. There is an overall phase drop of 180 degrees, and a final 40dB/decade drop at

high frequencies.

Bode Diagram
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Fig. 2.8 Bode Plot for a Third-Order PLL

Most loops used in practice will be of the third order, as the introduction of the ad-
ditional pole gives the designer an added degree of freedom in designing the loop transfer
function. Usually, the added pole is placed at a frequency such as to lessen the effect of

the zero in the transfer function.

2.5 Charge Pump Based Loops

In some cases, a charge pump (CP) may be added to the circuit design. This is primarily
used when a phase and frequency detector (PFD) is added to the loop. A diagram of such
a modified loop is shown in Fig. 2.9,
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¢ Phase/ Charge Loop ¢
N Frequency - Pump = Filter = VCO 0
Detector (CP) (LP)

¢

Fig. 2.9 Charge Pump Based Loop

Modeling a loop with a charge pump merely entails few differences. A simplistic imple-

mentation of the PFD, charge pump, and loop filter is shown in Fig. 2.10.

|
I
: Vo !
' (o) 1 1
LT = IR ¢S
D“‘O_CJf T
E D 0O _1: :):: :
1 ) . H [} '
LU BESIE LAEY
| ) AR G I :
b e S i
PFD R E

Fig. 2.10 Simplified Diagram of PFD, Charge Pump, and Loop Filter

In order to model this tvpe of loop, a substitution can be made in the transfer functions

discussed in previous sections. Making a substitution into Eq. (2.4), we get the following

ICP —:[\’\,'00Z(S)
Substitute KpF(s) = %Z(s), Hoperant(s) = 7;CP . (2.21)
5+ ?[\'\/00Z(8)

The charge pump provides a charging current Icp, and Z(s) refers to the impedance of

the loop filter. Notice that, in comparison, F(s) refers to the transfer function of the loop
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filter. In the case of Fig. 2.10, the impedance of the loop filter is given by

1
sC

2(5) = (R+—5)li=) - (2:22)

2.6 CDR Loops

Modelling clock and data recovery loops requires the additional step of characterizing the
input data. As explained previously, NRZ data is typically received by CDR circuits.
The first step involves modelling the spectrum of this input NRZ data. As the input data
involves a random bit sequence, it can be represented by the Eq. (2.23) below. The function
p(t) represents any arbitrary unit pulse of a data bit. Then, x(t) is a summation of the

individual pulses p(t — kT,) at each time interval

T, T,
z(t) = Zakp(t — kT,) where a;, = £1 and p(t) = u(t + 7) —u(t — 7) : (2.23)
k

Suppose p(t) is represented by a unit pulse of width T,, then the spectrum of the
random binary data can be analyzed using the Fourier transform of Eq. (2.23), and is given

by Eq. (2.24). A plot of the power spectrum is given in Fig. 2.11.

sin(m fT,) k

T (2.24)

X =1
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Fig. 2.11 Power Spectrum of NRZ Data of 1 Gb/s
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For a square pulse signal with a data rate of 1 Gh/s, the fundamental frequency is 500
MHz. As noted from the power spectrum, the even harmonics of 1 GHz, 2 GHz, 3 GHz and
higher are missing. The energy of the data signal is only concentrated in the odd harmonics
of 1.5 GHz, 2.5 GHz, 3.5 GHz and higher.

2.6.1 Random Data Generation

For the purpose of testing of actual CDR designs, the generation of random-hit data is re-
quired. This is usually accomplished using “pseudo-random” binary sequences (PRBS), and
is implemented using lincar feedback shift registers (LFSR). An example of a 5-bit LFSR
generator is shown in Fig. 2.12. In addition. an example of matlab code that has been used

for generating random data for simulation purposes has been included in Appendix A.1.

/“"11
<
ouUTPUT
-0 Q D Q D 0 D 0 D Q
m > > > >
Q (< o] v Q
QLK

Fig. 2.12 5-Bit LFSR Generator

2.7 Loop Filter Optimization

For the optimization of the phase-locked loop. the loop filter is usually adjusted to take
into account stability and damping issues. Stability and damping are used to provide the
typical framework for optimizing the loop filter. As loop filter optimization is one of the
most important issucs in PLL design [7], this scction has been devoted to describing this

process.

2.7.1 Stability Issues

For stability, the feedback loop shown in Fig. 2.13 has to be checked. A detailed discussion
of the stability of a PLL loop can be found in Garduer [8].
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Fig. 2.13 Typical Feedback Loop

The open loop gain for Fig. 2.13 is given by

The closed loop gain is given by

A(s)

1+ }1(3)3(3) (2.26)

H(s)
For the stahility condition to be satisfied, the following condition for the open loop

response must be satisfied at all frequencies.
Stability Condition, |A(s)B(s)| <1 or LH(s) > —7 (2.27)

For the purpose of stability discussion, most loop filters can be approximated by a
simple single pole systemn characterized by a time constant 7. Then, the open loop gain of
the tyvpical PLL is given by
1 N [\,D [\,\’C()

, Open Loop Gain A(s)B(s)

= 2.28
1+ s7 s(1 + s7) ( )

Loop Filter Response F(s) =

The system of Eq. (2.28) has two poles at zero and 1/7. As a rough guide for this two
pole system, if the open loop frequency response crosses the 0-dB line at -40 dB/decade, the
stability condition of Eq. (2.27) would be violated, and instability may occur in the closed
feedback loop. In order for the loop to be stable, it is usually required that the open-loop
frequency response crosses the 0-dB line with a slope of -20 dB/decade. A consequence of

this rule of thumb is the condition for stability as given in Eq. (2.29) below. The loop 3-dB
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bandwidth is Kp Ky, and the loop filter 3-dB bandwidth is approximated as 1/7 for this
system. In addition, the loop filter bandwidth should be designed to be larger than the
loop bandwidth.

1
KpKyco(Loop Bandwidth) < =(Loop Filter Bandwidth) . (2.29)
T

Root Locus Plots

To check the absolute stability of the closed loop, root locus techniques and the Nyquist
criterion can also be used to ensure that the design is stable. As an example, a root locus
diagram and a Nyquist diagram of the open loop gain A(s)B(s) of a second order systemn
have been plotted in Fig. 2.14 and Fig. 2.15.
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Fig. 2.14 Root Locus Plot of the Open Loop Gain of a Second Order System

To check the stability nsing the root locus plot, the root locus of the open loop response
(as in Eq. (2.25)) should be plotted. The details of drawing the root locus are omitted here,
but plot analysis is described. This plot basically solves for the movement of the roots of

Eq. (2.30) below with respect to Ayyeqr- This equation is the denominator of the closed
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loop function, and solving for the roots gives the poles of the closed loop function.
14+ Krpeak A(s)B(s) = 0 . (2.30)

Therefore, by plotting the root locus of A(s)B(s), the stability of the closed loop with
respect to the change in Kyyeqar, can be observed. In this case, Ny ... represents an ad-
ditional gain factor that may be needed to optimize the open loop function, in order to
influence the position of the closed loop function poles.

The lines represent the movement of the closed loop poles, and each position on these
lines corresponds to a different value of Kiyear. The closed loop is considered stable, as
long as all the roots corresponding to one value of Ky,eqr are all in the left-half-plane of
the root locus plot.

As can be observed in the left plot of Fig. 2.14, the loop is stable for all positive values of
Kiwear- From the right plot of Fig. 2.14, the closed loop is unstable for increasingly negative

K wear values, as can be seen from the movement of the line into the right-half-plane.

Nyquist Plots

The Nyquist plot in Fig. 2.15 below is also a plot created from the open loop transfer
function A(s)B(s). The details of constructing this plot are also omitted here.

Nyquist Diagram

-

Imaginary Axis

Real Axis

Fig. 2.15 Nyquist Plot of the Open Loop Gain of a Second Order System
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In order to ensure the stability of the system, it is necessary to ensure that the munber of
counterclockwise encirclements of the point (-1,0), is equal to the nummber of right-half-plane
poles of the open loop function A(s)B(s).

However, in general, the range of points on the real axis which have the number of
counterclockwise encirclements equaling the open-loop right-half-plane poles, corresponds
to the range of points (-1/Kypeak,0) which are stable. The stability of the closed loop
function can be modified by changing the open loop transfer function, using Kyyeqr, in the
same manner as in the previous discussion of root locus plots.

In the case of Fig. 2.15, the stable region for the points (-1/Kear,0), are the points

outside the circle.

2.7.2 Damping Issues

Using the second-order equations for PLLs from Eq. (2.15), and approximating that the
time constant 7y is significantly greater than 7, the following cquation for the damping
ratio can be written

1 1 1

Loop Filter Response F(s) = . Damping Ratio { = =

= _ 231
1 + ST 2 }\’/)[\’\/(/'()T ( )

Designing the damping ratio to be within 0.6 < ¢ < 0.8, will ensure that the loop will

not be too overdamped or underdamped.

2.8 Non Linearities

The linear model for the phase detector and the VCO, in the form of the specification of
parameters Kp and Kyco. may be insufficient for modelling actual circuit implementations.

Phasc detectors can just act as sinusoidal functions of the input phasc signal. For
example, the voltage output of the mixer-type or sinusoidal phase detector can be of the
form in Eq. (2.32) below, which is nonlinear in nature. Usually, the analysis of these type
of phase detectors involve examining the small signal behavior, and we simply linearize

using small-signal approximations.

VpD = AS?TL(AQ&) . (232)
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For other types of non-lincar behavior of actual implementations of the phase detector
and VCO, higher order term expansions could be used to more accurately model PLL

behavior

Kp(Ag) = Kpo + Kpy x A + Kpg * Ad* + . ..
Kyco(A¢) = Kyo + Ky ¥ Ap + Ky x AP* + .. (2.33)

2.9 Noise

Phase noise is an important issue that has to be discussed in the design of phase locked
loops [9]. An introduction to phase noise sources and their effects in the PLL will be given.
There are many noise sources in a circuit, but the main sources that can be modelled in a
simulator are from resistors and transistors. These noise models can be extended to other
components and taken into account during noise simulation [10].

There is also noise from the varactors that are used to control the VCO if they are
present. The noise of the varactors can be significant depending on the Q factor of the
device. and empirical methods may be needed to model this. However, if a varactor diode

is used. noise models for diodes can be used.

2.9.1 Noise Sources

Resistors create thermal noise and are modeled with the following Eq. (2.34).

_ 1 ,
i2 = 4kT§Af [k = 1.38 x107*J/K (Boltzmann's constant)]. (2.34)

T

Transistors have various noise mechanisms that can be analyzed. Carriers in the tran-
sistor CMOS channel move randomly, and generate a noise current modeled by Eq. (2.35)
below. The exceess noise factor; v, can vary from 2/3 (long channel) to 3 (short channel
NMOS in PMOS substrate) depending on the type of channel. The value of « is technology
dependent, and is used to model the ratio of ideal to non-ideal g,,. Thermal noise is present

regardless of the frequency, and tends to be present as wide-spectruin white noise.

2 = ahTvImAf (2.35)

Thermal Noise, 12
e
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A noise phenomenon called the 1/f noise (also called flicker noise) because of it’s inverse
dependence on frequency, is observed when carrier traps at the channel below the gate and
the gate oxide interface of the transistor capture and release charge carriers in random. It is
modeled by Eq. (2.36) below. It should be noted that 1/f noise has an inverse dependence
on frequency and tends to be more significant at lower frequencies.

2
2_2 _ Kgm,

]./f NOiSG, n— m

Af . (2.36)

The gate and source voltages can be changing relative to each other, and this can
inducc noisce in the channel by capacitive coupling. This gives a noise current modeled with
Eq. (2.37). This type of noise has a direct squared dependence on frequency, and is more

significant at higher frequencies.

_ a 270,
Induced Noise, 2 — 4kT6- % (Z-Calyepn s (2.37)
gm \/5

Figure 2.16 places the different transistor noise sources in graphical perspective.
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Fig. 2.16 Noise Spectrum of the Different Noise Sources

2.9.2 Noise Modeling in the Loop

Besides mnodeling the loop noise by a simulation where the noise of each device is considered,
the overall loop noise can also be analyzed at the system level.
The noise of each subcircuit in the CDR loop can be considered, and the overall phase

noise can be discussed qualitatively in this framework. The phase noise of the CDR input
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Fig. 2.17 Modeling Various Noise Sources in a CDR

source Agyy, the inherent noise of the phase detector A¢py), and the phase noise of the
VCO A¢veo, are shown as additive noise sources in the overall loop in Fig. 2.17.

The overall transfer function for the phase noise at the output, with the presence of
these additive noise sources, is given in Eq. (2.38). A few observations can be made from
this equation. The noise of the CDR input source and the phase detector have the same
transfer function, and can be treated as added together. These two noise sources are
generally transferred towards the output phase noise with a low pass filter function. The
VCO phase noise is transferred differently towards the output, and is generally transferred

with a high pass filter function.

KpKycoF'(s) , 5
A Adpp) +
s + KDchop(S)( oIn + A ,)) S + I\,D[(\/C()F(S)

Aoy = (Adveo) - (2.38)
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Fig. 2.18 Output Noisc Spectrum of the Different Noise Sources

The typical noise spectrum of these various additive noise sources arce shown in the
Fig. 2.18. Notice that the phase noise of the CDR input source and the phase detector
are plotted on the same graph. Generally, the phase detector introduces wide spectrum

white noise. On the other hand, the input source introduces noise in the form of source
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feedthrough, and manifests itself as a frequency spur. The combination of these two is clear
in the left-hand graph of Fig. 2.18.

As for the noise contribution from the VCO, the VCO phase noise is highest at lower
frequencies and becomes smaller towards higher frequencies. The main noise mechanisms
in the VCO are thermal noise and 1/f noise, which are then shaped by the loop, resulting

in % and % noise functions respectively, at the output of the loop.
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Chapter 3

Clock and Data Recovery Loop

Components

In this chapter, the various CDR components are described. Each component needs to
fulfill some design requirements that would enable all the components to work together
in a closed loop. For the designer, it is still possible that the overall loop may be inop-
erable after placing all the painstakinglv optimized components together. Therefore, it
is recomnmended to plan at the system level, and specify requirements for each individual
component, before actually designing the components individually. The following chapter

describes the common components of CDR design [11].

3.1 CDR Phase Detectors

There are many different types of phase detectors. which use different mechanisms to detect
the phase difference between two input signals. In this section. a basic description of phase

detectors is given, followed by a specific look at CDR phase detectors.

3.1.1 Principle of Phase Detection

A phase detector is a circuit that is able to give an output that indicates the phase difference
between its two inputs. There are a few commonly-used types of CDR phase detectors,
which are 1) the mixer phase detectors, ii) the digital logic phase detectors. and iii) the

sample and hold phase detectors. A simple phase detector can consist theoretically of just
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a single XOR gate, or a more complicated XOR-based phase and frequency detector (PFD)
circuit [12].

o

]
|
o LA

Fig. 3.1 Basic XOR Gate Phase Detector

The XOR gate detector of Fig. 3.1 produces an output signal that has an average DC
level. This average DC level is proportional to the phase difference between the two input
phase signals. The use of a loop filter thereafter would generate an average DC level, which

then controls the VCO control voltage.

3.1.2 Mixers

The XOR gate phase detector of the previous section can be implemented using a Gilbert
cell, as shown in Fig. 3.2. Different types of CDR phasc detectors can be designed using

this basic mixer circuit.
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Fig. 3.2 A Gilbert cell can be Used as a Phase Detector
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This circuit acts as an XOR gate with digital square input wave signals. However, it
behaves more like a mixer when operating at very high frequencies, especiallv when the
input digital signals have a more sinusoidal nature than a square one. The operation of

such a mixer is illustrated in Fig. 3.3.

V,cos[m,t +¢.]
V,sinfo,t +¢,] »39—» Vou=0.5V Vsinf(o-o, ¥ +($4-,)]

Fig. 3.3 Basic Mixer-Based Phase Detector

The final output of the mixer phase detector can be filtered by a low pass filter, to give

the result in Eq. (3.1), which is proportional to the phase difference of the two input signals

iV,
2

iV

Vipr(t) = sin[p1 — ¢a ~ (o1 — ¢2] . (3.1)

The mixer itself can be used as a simple phase detector. but should be combined with
a mixer-based frequency detector to provide CDR phase detection. An example of such
a frequency detector called a quadricorrelator is shown in Fig. 3.4. However, quadrature

outputs CLK; and CLKg of the VCO clock will be needed for this circuit.

CLK,

g

Dgta LPF R
LPF

CLK,

Fig. 3.4 Quadricorrclator Enables CDR Phase Detection

3.1.3 Sample and Hold

Another type of CDR phase detectors involves sample and hold (S&H) circuits. The typical
operation of such a circuit is described with the schematic in Fig. 3.5.

The sample and hold CDR phase detector will sample the VCO clock on cach NRZ
data transition, and produce a zero-order hold output waveform. The waveforms in Fig. 3.6

illustrate the concept of this detector. The voltage level of the S&H output signal reflects
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Fig. 3.5 Operation of a Sainple and Hold CDR Phase Detector

the phase difference between the VCO clock and the NRZ data transitions. If there is no

data transition in a certain bit period. the S&H output signal simply does not change.

.

A VCO Clock

S&H Output

Waveform

l | I I Data Transition

~

Time

Fig. 3.6 Waveform Diagram of a Sample and Hold Phase Detector

The transfer function equation for the sample and hold phase detector can be modelled

as follows AT
Kppl—¢7°
H = . 3.2
pols) = 2" (32)
A circuit example of the sample and hold architecture is shown in Fig. 3.7.
VOUT
CLK |

L

T
+

Data

Fig. 3.7 Circuit Diagram of a Sample and Hold CDR Phase Detector
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3.1.4 Digital Logic

Digital logic is mainly used in lower frequency phase detection, as the clock transitions are
less well defined at high frequencies. Alternatively, more robust edge detection techniques
have to be applied, to compensate for the higher tolerance requirements for data transi-
tions. Howcver, the techniques used in digital logic phase detectors are very common in
many implementations of CDR circuits, as in a recent bang-bang phase detector [13]. Two
common architectures are presented here. the Hogge [14] and Alexander CDR [15] phase

detectors.

The Alexander CDR Phase Detector

c
a5 A A Data
> > PD
Data l__ l—- Out CLK
—Cﬁf’\—l—o> I———> Sampling
D Q p alb Position L1

Fig. 3.8 Alexander CDR Phase Detector

The Alexander phase detector depends on the detection of the phase position of the
clock with respect to the data. The data signal is sampled at three points as illustrated on
the right of Fig. 3.8. Depending on the values of the three samples, a logic table can be

constructed as in Table. 3.1.

Table 3.1 Logic Table for Alexander Detector

a b c|A|B|PDOut]| early-late
0 0 01010 0 No Decision
0 0 11170 1 Late

0 1 0|11 0 No Decision
0 1 1]0|1 -1 Early

1 0 001 -1 Early

1 0 111 0 No Decision
1 1 010 1 Late

1 1 11010 0 No Decision
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This table shows the logic decision of whether the clock is late or carly with respect to
the data transitions. It should be noted that when there is no data transition, there is no
decision in the Alexander detector. The output of the detector can then be passed through

a low pass filter as in typical PLLs.

The Hogge CDR Phase Detector

The Hogge detector is an architecture that makes use of a simple logic comparison to

generate the output, and perform the function of a CDR phase detector.

\‘D_é_ Dat —J_«] [_._. ]
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Fig. 3.9 Hogge CDR Phase Detector

This phase detector, shown in Fig. 3.9, generates two signals A and B. Examining the
transition diagram to the right of Fig. 3.9, signal A is a reference signal that has a pulse
width directly related to the period of the clock. Signal B is high in between the reference
A and the data signal. The difference of A and B is passed through a low pass filter to
generate the clock control voltage. When the clock is not locked to the data, the two signals
A and B have differing pulse widths, and thus cause overall movement in the clock control
voltage. On the other hand, when the clock is locked to the data, the two signals A and
B are identical. except A will be delayed compared to B. The difference of signal A and B

averages to zero, and this will keep the clock control voltage constant to maintain lock.

3.2 The Charge Pump

The concept of the charge pump. and its effect on the transfer function was discussed in

the previous chapter. In this section, the circuitry of the charge pump is presented.



3 Clock and Data Recovery Loop Components 37

3.2.1 Single-Ended Charge Pump

The basic charge pump used in PLL loops is shown in Fig. 3.10. The left half depicts
the concept of the charge pump as being composed of switched currents, and the right half
shows an implementation using CMOS transistors. The switches affect whether the current
source will pull current from, or push current onto, the charge capacitor. The upper half

supplies the pull-up current and the lower half supplies the pull-down current.

Y. a«]
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Fig. 3.10 Single-Ended Charge Pump

The single-ended CMOS charge pump uses a PMOS transistor as the switch for the
pull-up current, and an NMOS transistor as the switch for the pull-down current. This ar-
rangement is more efficient and symmetric than using NMOS transistors for both switches,
since an NMOS transistor in the upper branch may not switch off the current cffectively.
The problem with this arrangement is the difficulty in matching the current sources to ac-
commodate process variations, and the problemn of supply feedthrough affecting the ground
of the capacitor.

Another difficulty is that the control signal for the upper branch has to be a comple-
ment of the UP signal. If an inverter is required for this, it will affect the waveform of
the UP signal, and unbalance the pull-up branch, as well as introduce a delay that may
be significant at higher frequencies. Overall at higher frequencies, there is a problem of

balancing the pull-up and pull-down function in the single-ended charge pump.
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3.2.2 The Differential Charge Pump

A method to solve the problem of single-ended charge pumps, is to use a fully-differential
architecture [16]. With the use of proper layout techniques, the effect of process variation
and transistor mismatch on charge pump operation can be minimized. A differential charge

pump architecture is shown in Fig. 3.11.
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Fig. 3.11 Differential Charge Pump

The differential design ensures that the UP and DOWN signals pull the same current
at the output, as long as the control input signals are consistent with each other. The
drawback of differential designs is that it is more complicated to implement in the overall

PLL architecture.

3.3 Voltage Controlled Architectures

The VCO is an essential component of the PLL as it produces the clock signal that has
to synchronize with the input data signal. There are usually two tyvpes of VCOs used,

normally ring oscillators and LC tank oscillators.

3.3.1 Ring Oscillators

The principle of a ring oscillator is depicted in Fig. 3.12, with three single-stage differential
amplifiers in cascade. The idea is to have any circuit disturbance propagate and amplify
through the feedback, creating enough instability in the oscillator feedback to produce a

sustained endless oscillation.
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Fig. 3.12 Differential Ring Oscillator
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In order for oscillation to sct in, the total phase shift of the ring oscillator has to be 180°.
Therefore, more than three amplifiers in cascade are typically needed in the feedback loop.
The frequency of oscillation of the ring oscillator is controlled by adjusting the propagation
delay of each amplifier stage. It is for this reason that each amplifier stage can be termed
a delay cell. The delay adjustment can be impleinented by controlling the current in the
amplifier stage, and one such amplifier cell is shown in Fig. 3.13.

YvoD

Fig. 3.13 Single Delay Cell of a Ring Oscillator

By controlling the voltage of Veonira+ and Veoneror—, the current flowing through the
delay cell can be adjusted. Increasing Voot will lead to an increase in current in the
delay cell, and a corresponding decrease in the overall delay time. Increasing Vegnero— will
increase the resistance in the resistive load of the differential amplifier pair, and result in a
corresponding increase in the overall delay time. Thus the pair of Veooura+ and Veourro—

exert differential control over the frequency of the ring oscillator.
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3.3.2 LC Tank Oscillators

Another oscillator used in PLLs is the LC tank oscillator. The differential version is more
commonly used than the single-ended one because of better supply rejection, and the higher
Q factor achievable.

V%)
§ g
———OVOUTPUTO—

: ¢II VControl "&! 1
~ -
!BJAS_I

Fig. 3.14 LC Tank Based Oscillator

A simple LC Tank Oscillator in Fig. 3.14 shows the cross-coupled differential pair that
provides the negative resistance required for oscillation. The diode-like symbol with the
arrow across it represents the varactor. The inductors and varactors form the LC tank of
the oscillator and control the resonant frequency of the oscillator. L is the total induc-
tance, whereas C is the total capacitance of the varactors and parasitic capacitances at the
oscillating nodes. The oscillation frequency is given in Eq. (3.3), and the values of L and

C dircetly affect the resonant frequency.

1

27/ [LC)tank

Usually, the value of L is fixed by employing two fixed-value inductors in the oscillator,

fo = (35)

and the frequency of this oscillator is only adjusted by controlling the varactor control

voltage Vioniror t0 adjust the value of C in the tank. Usually. the Q factor of the varactor
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is not very high, and recent rescarch has focused on improving the (Q factor of this device,

in order to improve signal purity in the oscillation [17].

3.4 Varactors

Varactors arc mainly used to control the frequency of oscillation of LC tank oscillators
only, and are not used in ring oscillators, because ring oscillators can have their frequencies
purely controlled using circuit biasing techniques. There are various types of varactors that
are used: 1) the varactor diode, i) MOS varactors, and iii) N+ Nwell varactors. which are
described in this section. All of the varactor topologies described throughout Section 3.4

can be implemented in the CMOS process.

3.4.1 Varactor Diodes

A varactor diode is used in the manner depicted in Fig. 3.15, and was used in most carly

oscillator designs.

o4 Nt | pt (o

Vlerd ' ] VOupu

Fig. 3.15 Varactor Diode

The voltage input to the n+ doped region is used to control the capacitance at the output
of the p+ doped region, and as Vioniror increases with respect to Vouspu:. the capacitance
decreases. The diode should not be forward biased, as that will negate the use of the diode

as a varactor.

3.4.2 MOS Varactors

The MOS varactors are derived from traditional PMOS and NMOS transistors, with the
corresponding varactor configurations shown on the left hand side and right hand side of

Fig. 3.16, respectively.
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Fig. 3.16 PMOS (left) and NMOS (right) Based Varactors

The drain and source are tied together for both MOS transistor types and they consti-
tute the control terminal Vgogniro Of the device. The output of the varactor at which the
LC tank is attached, is the gate of the transistor.

The body terminal of the PMOS transistor has to be biased to Vdd or the rail voltage.
For the PMOS varactor, Vggniror should be kept below this bulk terminal voltage. In
addition, as Voonirer inCreases, the capacitance of the varactor increases.

On the other hand, the NMOS transistor has to be biased to ground. The V10 has to
be kept above this bulk terminal voltage. The behavior is different for the NMOS varactor,

as Vooniror ilICreasces, the capacitance of the varactor decreasces.

3.4.3 N+ Nwell Varactors

Another type of varactor is the n+ in Nwell type of varactor, shown in Fig. 3.17.

Fig. 3.17 N+ Nwell Varactor

The nwell is biased by the voltage of the n+ doped regions, which is the Vigniror for
this varactor. The output is also the gate of this device. This n+ Nwell configuration is
derived by eliminating the p+ doped regions of the PMOS transistor. As Vigntror increases

with respect to Voupu:, the capacitance decreases.
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3.4.4 Varactor Comparison

Figure 3.18 gives a graphical comparison of the effects of the various varactors discussed

previously.
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Fig. 3.18 Tuning Characteristics of VCOs using a Diode Varactor, a PMOS
Varactor, and an N+ Nwell Varactor

The Diode, PMOS, and N+ Nwell varactors are each used to tune a VCO, and the
change in the VCO frequency with respect to the change in control voltage is plotted. A
higher capacitance causes a decrease in the frequency of the oscillator. As can be seen in
the figure, increasing the control voltage for the n+ nwell varactor and the diode, results in
a decrease in capacitance, and hence an increase in the frequency of oscillation. The PMOS
varactor has the inverse effect with a change in control voltage. Further information on the

characteristics of these varactors is given in [18].

3.4.5 Modelling Varactors

In general. varactors can be modelled with the schematic depicted in Fig. 3.19.

Fig. 3.19 Varactors Modelling

The parameters Rp, Lp and Cp model the parasitic resistance. parasitic inductance

looking into the device, and the parasitic capacitance across the varactor. The parameter
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I$¢; models the resistance looking into the gate, and (), and R, are used to model the
variable nature of the varactor. More detailed modelling information can be found in [19].
3.4.6 Three Terminal Varactors

A three terminal varactor is shown in Fig. 3.20, which is a combination of the previous

types of varactors.

Fig. 3.20 Three Terminal Varactor

The operation of this three terminal varactor can be summarized in Table. 3.2.

Table 3.2 Summary of Three Terminal Varactor Operation

Capacitance seen at Effect of increasing voltages of
Output Node Gate | Drain(n+) | Source(p+)
Gate Increase | Decrease Increase
Drain(n+) Increase | Decrease Increase
Source(p+) Increase | Decrease Increase

It is possible to use the source (p+) as the output node. and control the capacitance
seen at this output node with the gate and drain voltages. As the gate and drain voltages
cach affeet the output capacitance in an opposing manner, this method can be considered
a form of differential control of the varactor. For further analysis of this varactor, refer to
[20].
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3.5 Loop Filters

Loop filters are used to filter out high frequency phase changes, and assist in locking the
VCOQ control signal to the required control voltage. There are different types of loop filters,
which can basically be classified into passive and active type loop filters.

In general, when comparing different types of loop filters, the biggest distinguishing
factor would be whether they are passive or active filters. Active filters give better de-
fined filtering characteristics and better control over the filtering function, but have more
complexity as they use active amplifiers. In contrast, passive filters have more design lim-
itations, but have fewer design variations. and are thus easier to design. Another design
consideration is the order of the filter, and this is discussed in Section 2.1. There are more
types of filter variation described in other works, but thev are less crucial for the purpose

of CDR design.

3.5.1 Passive Loop Filters

In Fig. 3.21, the left circuit shows a single-ended loop filter, and the right circuit shows

a differential loop filter. The effects on the overall transfer function, and modelling the
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Fig. 3.21 Passive Loop Filters: Single Ended (left), and Differential (right)

specifics of this particular filter have been covered in the previous chapter on third order
loops. In order for the differential loop filter to be balanced, the resistors arce divided in

two, and placed symmetrically between the differential terminals.
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3.5.2 Active Loop Filters

In Fig. 3.22, two examples of possible loop filters for a third-order PLL are shown. These
are named active filters because of the addition of amplifiers in them. which usually contains
active devices like transistors, and do not just consist of passive components like resistors

and capacitors.

Fig. 3.22 Examples of Active Loop Filters

The transfer function for the loop filter on the left of Fig. 3.22 is given by

1 1 +SR2(01 +CQ)

F(s) = 3.4
(S) R](/‘l .8‘(1 + SRZ(/YQ) ( )
The transfer function for the loop filter on the right of Fig. 3.22 is given by
1 1+sRC
F(s) Lt (3.5)

" ROy s(1+ sRaCy)
3.6 Common Mode Feedback Circuits

When using differential circuits, it is often necessary to make use of common mode feedback
circuits (CMFB) [21]. The common mode voltage refers to the average of the two voltages
of a differential signal.

The reason for using these CMFB circuits is that the overall loop feedback determines
the differential voltages, but does not affect the common mode voltage. Therefore, it may
be necessary, especially before a differential loop filter, to maintain the common mode level
of the filter. These CMFB circuits sense the change in common mode voltage levels. and
adjust the DC biasing currents or voltages of the circuits charging the loop filter. An

example of a CMFB circuit is given in Fig. 3.23.
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Fig. 3.23 Common Mode Feedback Circuit

In this circuit, the feedback mechanism works by trying to balance the currents in each
branch, as indicated in Fig. 3.23, to be equal to one unit of / (the biasing current of one
current source). By seeking to keep the total of the currents in the transistors directly
conuccted to Vp,gr (the differential signal), cqual to 27, this circuit balances the average of
the voltage levels of the differential signal. In this sense, it then generates a corresponding
change by feedback, in the output signal Vi, that controls the biasing voltages or currents
in the previous stage feeding the CMFB circuit.

Many different types of CMFB circuits exist, but the general concept of averaging
the differential signals and feedback is similar to that described previously. However, the

analysis of the CMFB circuit is outside the scope of this work, but can be examined in [22].

3.7 High-Speed Architecture Considerations

As signal frequencies are ramped to higher frequencies in circuits, the unity-gain frequency
(fr) of the transistors may not be high enough to provide sufficient bandwidth for signal
propagation. As the periods of signals become smaller, the maximum possible rise and
fall times of signals become stricter. Slew rate limiting and distortion may set in as the
transistors become unable to keep up with ideal behavior. As such, there are some special

considerations for high-speed designs [23].
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3.7.1 MOS Current-Mode Logic Circuits

In phase detectors, where the highest frequency of switching is required in order to detect
data edges and clock transitions, there is a high potential for failure due to excessive device
parasitics and speed limitations in the design. A method that has been used to alleviate this
situation in CMOS technologies is the use of (MOS Current-Mode Logic) MCML circuits
[24]. A MCML inverter is shown in Fig. 3.24. This type of gate design is based on Current

Mode Logic (CML), which was originally used in bipolar circuits.

Fig. 3.24 MOS Currcnt-Mode Logic Inverter

The various parameters for tuning this MCML gate are the signal voltage swing. resis-
tance R, and the bias voltage Vp ¢ of the current source. Increasing the value of Vg
increases the current in the MCML gate, and speeds up the inverter, with a corresponding
increase in gate power consutuption as a tradeoft.

The idea to MCML gates is that by setting the signal voltage swing to be small, there
will be less of slew rate limiting of the signal at the output of the gate. The value of
R determines the optimal signal voltage swing of the signals passing through the gate.
Therefore, the higher the resistance, the larger the maximum signal voltage swing, but
as more slew rate limiting needs to be factored in, the gate will have a lower maximum
frequency. There is thus another tradeoff between higher signal swing for better signal

integrity and higher operating frequencies.
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3.7.2 VCO Operating Frequency

For the PLL to even work at high frequencies, the VCO has to be able to generate high
clock speeds. The MCML inverters can be cascaded to be used as ring oscillators for high
frequency operation, but buffers will be required as these optimized MCML inverters tend to
be unable to drive large capacitative loads. As explained previously, there is an important
tradeoff between power consumption and oscillation frequency for such oscillators.
Usually, ring oscillators are unable to reach the highest design frequency specifications,
and LC tank oscillators tend to be used to provide these high clocking frequencies. Specifi-
cally, higher currents can be used to boost the oscillating frequency of the L.C tank oscillator.
With this, there is also a design trade-off between frequency and power consumption. As a
VCO designed for high frequencies can consume a high current, it is necessarv to consider

the power budget of the overall design before setting the oscillation frequency.
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Chapter 4

Clock and Data Recovery

Implementations

This chapter covers the different architectures implemented in this research work. The
first architecture to be tested consists of a sample-and-hold architecture, followed by an
adaptation into a quadrature mixcr half-rate architecture, then a final improvement in the
last implementation. Basically half-rate architectures [25] enable data recovery at twice

the data rate of full-rate architectures, while using the same VCO clock speed.

4.1 A 1Gbps Simple Sample-and-Hold Architecture

The principle of the sample and hold phase detector was explained in the previous chapter.

This implementation is based on the design by Anand et al. [20].

Single- | g Sample and | Charge [ 4] LOOPD | g Recovered

"(l%%" Ended to Hold Phase Pump Fiter | |vco| Clock
Difterential [™ Detector # (CP) [™] (LP) ™

T

Fig. 4.1 Owverall Chip Architecture Block Diagram

A chip was implemented based on the functional block diagram of Fig. 4.1. The dual ar-



4 Clock and Data Recovery Implementations 51

rows between cach block signify differential signalling. Basically in this implementation, the
sample-and-hold phase detector is combined with a voltage-to-current-tvpe charge pump
and a ring oscillator.

4.1.1 Design Components

Phase Detector

The circuit diagram of the sample-and-hold phase detector is given in Fig. 4.2.
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Fig. 4.2 Sample and Hold Phase Detector

This phase detector operates similarly to a master-slave flip-flop, but uses the concept
of sample-and-hold explained in Section 3.1.3. The first stage on the left side of Fig. 4.2,
converts the input differential voltage signal (DATA IN) into a control signal for the current
sources of the following stages. Hence, the two differential signals are used to turn on and
turn off the events of the following sampling circuits.

The two sampling stages (second and third stage) are identical. Each stage consists of
a differential pair, whose purpose is to hold the voltage sample on the holding capacitors.
The differential pairs arc activated for sampling by the simultancous turning on of the
current source below the pair, and the transistor loads above the pair. Therefore, the two
differential stages are turned on alternately by voltage transitions in the data signal, and
the sampled voltage level of the VCO clock signal reaches the output after two data signal

transitions.
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Fig. 4.3 Voltage-to-Current Charge Pump

The charge pump used in this implementation is shown in Fig. 4.3. This voltage-to-
current type charge pump converts the input signal into a control signal for the current
source, which then moves current on and off the loop filter that is placed at the output
of the charge pump. The charge pump on the left side of Fig. 4.3 shows the circuitry for
this signal conversion, and the right side consists of the Common Mode Feedback (CMFB)
circuit used to control the common mode voltage of the charge pump output signal. The
CMFB circuit controls the common mode voltage by adjusting the biasing of the charge
pump transistor loads. The common mode voltage of the charge pump output can be fixed
by setting the voltage of VBIAS in the CMFB circuit.

Ring Oscillator VCO

A ring oscillator is used in this CDR implementation. It consists of three identical single
delay cells as shown in Fig. 4.4. The oscillator in this CDR implementation consists of
a ring oscillator with three delay stages, with each stage corresponding to the delay cell
shown in Fig. 4.4. This delay cell makes use of an interpolation technique to adjust the
delay. There are two paths to the input signal in this delay cell, with Path2 having a longer

delay consisting of two cascaded differential pairs. In contrast, the signal path of Pathi
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Fig. 4.4 Delay Cell in VCO Charge Pump

has only one differential pair stage.

Through the technique of delay interpolation, the fine control and coarse control signals
adjust the delay of the delay cell, by adjusting the currents powering the two different delay
paths. By turning one delay path on with higher current preferentially to the other delay
path, that delay path can be activated more than the other one. The overall delay is then

morc influenced by the activated delay path.

4.1.2 Simulations and Measurements
Fabrication

A micrograph of the first fabricated chip is shown in Fig. 4.5(a), which has been imple-
mented using the CMOS 0.18um process. The on-chip capacitors occupy a large area of
the chip on the left, and the ring oscillator can be seen in the marked right part of the
micrograph. The three delay stages of the ring oscillator can be observed to be clearly
divided on the chip layout. In addition, care was taken during the layout process, to ensure
proper isolation between the different cells, to prevent interference and to minimize noise.

The chip was tested using the PCB test board shown in Fig. 4.5(b). This is a test
package provided by CMC for chip prototype testing, and this test board is a gemneric
design. Thus, custom connections are needed to route the power, ground supplies and
signals to the appropriate SMA connectors. This PCB has average performance, and is less

suitable for high speed operation as there are package losses at such frequencies.
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(a) Chip Micrograph (b) PCB-TF2 Board

Fig. 4.5 Chip Micrograph and Test Board

Results

The results of the measurements are given in Fig. 4.6, Fig. 4.7, and Fig. 4.8.
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Fig. 4.6 Transient Signal at the Output

In Fig. 4.6, the transient waveform from an oscilloscope measurement is shown. The
oscilloscope used was the Tektronix TDS 8000 Digital Sampling Oscilloscope. The output
signal shown in Fig. 4.6 has an amplitude of about 300 mV, and a frequency of 900 MHz.

Figure 4.7 is a graphical plot from a spectrum analyzer measuring the frequency of

oscillation. The measured spectrum has a peak at 1.2935 GHz, with some observable
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Fig. 4.7 Spectrum Analyzer Graph of Output Signal

sideband interferences.
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Fig. 4.8 Phase Noise Measurement of the Output Signal

Lastly, in Fig. 4.8, the phase noise graph of the output VCO signal is shown. This
phase noise plot is obtained using the Agilent E440A PSA Series Spectrum Analyzer, and
a measured phasc noisc of -60.44 dBc¢/Hz is observed at a 1 MHz offsct, at a carrier frequency

of 848.1 MHz.
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4.2 Full-Rate 5.5Gbps Quadrature Quasi-Mixer Implementation

This architecture is an improvement over the previous architecture of Section 4.1. This
novel implementation in CMOS technology can run at higher frequencies due to the usce
of high-speed mixer architectures [27] in the speed-critical components of the design. The

basic block diagram of the overall architecture is shown in Fig. 4.9.
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Fig. 4.9 Quadrature Mixer Half-Rate Architecture

The input data signal is fed into the two phase detectors. These two phase detectors
are both clocked by the VCO, except one of them is clocked with a 90°phase-shifted VCO
signal from the quadrature VCO clock. The outputs of the two phase detectors are then
fed into a frequency detector.

The frequency detector helps pull the loop frequency towards the data frequency,
whereas the phase detector helps maintain a constant phase difference between the data
signal and the VCO clock signal. The frequency detector thus produces an additional
charge pump control signal to aid the PLL lock. Therefore, the charge pump needs to have
two sets of differential control signals, one from the phase detector and the other one from

the frequency detector.
4.2.1 Design Components

Phase Detector

This section describes the details of this implementation. The VCO ruuns at a frequency
of around 5.5 GHz, and the data runs at around 5.5 Gbps. The CDR components of this
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implementation, that are represented in Fig. 4.9 are described next.
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Fig. 4.10 Phase Detector

The phase detector of the architecture is given in Fig. 4.10. This circnit is an improve-
ment over the simpler sample and hold architecture of Fig. 4.2. It basically works as a type
of dual-edge triggered flip-flop that samples the voltage value of the clock and each data
transition of the input data. However, this circuit operates in a quasi-mixer mode, as the
voltage signals are kept small to enable higher speeds of operation. As the phase detector
is required to work at a high frequency. transistors of smaller widths are used throughout
the flip-fop.

The first stage consists of two quasi-mixer cells which feed the second stage mixer
cell. The NRZ data is thus mixed with the clock in these two stages. Overall, this circuit
produces an output beat signal that has a voltage level corresponding to the phase difference
between the data and clock signals. Finally, the third stage is a buffer stage that is required

because the small transistors of the previous stage cannot sufficiently drive the output loads.
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Frequency Detector

The frequency detector of Fig. 4.11 acts as a high speed detector of the difference in
frequency. but only in combination with the two phase detectors fed with a VCO clock in
quadraturc. The two signals from the PD and QPD phase detectors are mixed, and used
to produce a beat signal that depend on whether the frequency of the VCO clock is higher
or lower than the clock of the data signal.

The circuits of the first stage mix the QPD and PD inputs, and are then multiplexed
by the second stage circuit. The output of this frequency detector has three states. If the
frequency of the VCO clock and the NRZ data arc close enough to cach other, the outputs
are kept high. If the frequency of the VCO is higher or lower than that of the data, one of
the outputs will oscillate.

Specifically, if the frequency of the VCO is greater than the frequency of the data signal,
the signal of FDdown stays at 1.8V, while the signal of FDup beats at a specific frequency.
This beat frequency is dependent on the magnitude of the difference in frequencies between
the VCO and data. On the other hand, the situation is reversed when the frequency of the
data signal is greater than the frequency of the VCO.
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Fig. 4.12 Charge Pump

Charge pumps are needed to supply currents to, and sink currents from, the loop filter.
Most charge pumps use digital signals to control charges movement. Therefore, work on
charge pumps tends to emphasize the accuracy of the circuit using digital control signals.
However, this is not necessarily suitable in high-speed phase locked loops, as the climination
of the digital control signals would reduce voltage spiking. For the circuit of Fig. 4.12, the
charge pump moves incremental charges depending on the amplitude and frequency of the
controlling input signals, in contrast to the operation of the time-controlled fixed-current
charge pumps.

An important design issuc is the difficulty of matching the pull-up and pull-down cur-
rents of the charge pump. The use of complementary current mirrors, as in Fig. 4.12, keeps
the pull-up and pull-down currents reasonably equal. This charge pump is fully balanced
by the arrangement of the differential pairs, and is minimally affected by process variations

and design imbalances.

Table 4.1 Charge Pump Operation

Condition Contu Contd

FDup and FDdown high | No change | No change
FDup drops low Rises Falls
FDdown drops low Falls Rises
PD high and PDb low Falls Rises
PDb low and PD high Rises Falls
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The charge pump in Fig. 4.12 has two controlling differential inputs from the phase
detector (PD and PDb) and the frequency detector (FDup and FDdown). The differential
output of this charge pump is at Contu and Contd. The frequency detector moves differen-
tial charges as long as there is a frequency difference. The FDup and FDdown signals are
both high at the same time by default, if there is no frequency shifting required, as detected
by the FD. However, if the frequency drifts, one of the voltages of FDup or FDdown will
drop, and will result in frequency correction. The PD moves charges depending on the
amount of phase difference, and produces a beat signal that moves the VCO clock into
phase with the input data signal. A summary of the charge pump operation is given in
Table. 4.1.

The common mode feedback circuit is also shown in the middle of Fig. 4.12, and this
circuit keeps the common mode level of the output of the charge pump at a constant level.

The loop filter that is connected to the charge pump is on the right side of Fig. 4.12.
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Fig. 4.13 Quadrature Voltage Controlled Oscillator

Instead of the ring oscillator used in the previous architecture of Section 4.1, an LC-tank
oscillator is used that is given in Fig. 4.13. Higher Q factors arc achievable with an LC-tank
oscillator, and they are able to drive larger capacitative loads. There are four quadrature
outputs, which are Outa, Qutb, Outc and Qutd. This quadrature VCO uses two tied NMOS

cross-coupled pairs to create the signals in quadrature, which are then used to drive the
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two phase detectors.

Sufficiently high gain in the cross-coupled pair is required to cause sufficient instability
and cause oscillation. As the NMOS cross-coupled pairs generate the main part of the
oscillation, they have relatively larger widths compared to the PMOS pair. The PMOS
pairs in this oscillator are optional, and are placed there just to keep the VCO signal
oscillating between the rail voltage (V DD) and ground. They are not sized sufficiently
large enough to contribute the necessary gain (g,,), required for oscillation. If the PMOS
pairs were omitted, the VCO signal would have a DC level equal to the rail voltage, and
would require a following DC voltage shifter stage, before the VCO signal can be used
elsewhere in the PLL. Note that the inductors of this VCO are integrated on the same

silicon chip.
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Fig. 4.14 Single-Ended to Differential Converter

The input stage for the data input is shown in Fig. 4.14. This circuit converts a single-
cnded signal into a differential signal. It is used as the input stage, as it is difficult to
generate a differential input NRZ data signal. This stage uses a two stage differential pair
with active load, to generate the fully differential signal. Finally, a pair of inverters is used

to buffer the output signal to the following stage.
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4.2.2 Simulations and Measurements
Fabrication

This modified CDR was implemented in a cmospl8 process with the micrograph shown in

Fig. 4.15.

Fig. 4.15 Chip Micrograph

The on-chip inductors are shown at the top-left, and the 100 pF capacitors are at the
hottom of Fig. 4.15. The large capacitances of the loop filter and the large inductor required

for the lower frequency, dominate the area of the die.

Simulations

Transient Response
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Fig. 4.16 Control Signal Lock Simulation
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In Fig. 4.16, the simulation shows that the control signal of the VCO locks to the
input data frequency under simulation. Notice that the movement of the control signal is
linear, and this is due to the improved linear charge pump, which provides constant current

pumping to the loop filter. The locking time in this simulation is about 600 ns.

Measurements

The results of measurement for this implementation are shown in Fig. 4.17, Fig. 4.18. and
Fig. 4.19.
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Fig. 4.17 Transient Signal at the Output

In Fig. 4.17, the transient waveform displayed on the Tektronix TDS 8000 Digital
Sampling Oscilloscope is shown. The output signal has an amplitude of about 14 mV, and
a frequency of 5.586 GHz. The output signal has a lower voltage amplitude, as the output

stage was designed to sacrifice amplitude for a higher speed of operation.
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Fig. 4.18 Spectrum Analyzer Graph of Output Signal

In Fig. 4.18, a graphical plot from a spectrum analyzer measuring the frequency of

oscillation shows a peak at 5.76 GHz, with small sideband interferences.
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Fig. 4.19 DPhase Noisc Mcasurcment of the Output Signal

In Fig. 4.19, the phase noise graph of the output VCO signal is shown. This phase noise

plot has a measured phasc noisc of -70.32 dBc/Hz, obscrved at a 1 MHz offsct for a carrier

frequency of 5.762 GHz. Note the lower phase noise compared to the first design, despite

a five time increase in the operating frequency.
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4.3 Modified Half-Rate 13Gbps Quadrature Quasi-Mixer Clock
Recovery (CRC) Implementation

4.3.1 Design Components
Phase Detector

In order to achieve a higher data rate, modifications to the previous design of Section 4.2

were made. The phase detector and the VCO have been replaced to work at higher fre-
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Fig. 4.20 Phase Detector

The phase detector of Fig. 4.9 does not work at half rate, and a modified phase detector
using the same sample and hold principle is used, which is shown in Fig. 4.20. In Fig. 4.9,
the non-return to zero (NRZ) signal is fed in as DATA, and the VCO signal is fed in as
CLK. Nodes in Fig. 4.20 (B1) like Q1, Q1b, Vbias and C L Kb are connected to other nodes
with the same labels in the two circuit blocks B2 and B3. Both the upper and lower circuits
operate like mixers in the small signals regime, mixing the data input with the clock signal.
Proper sizing of the transistors attached to the clock signal ensures mixer operation.

Once more, a differential buftfer B3 is required to buffer the output signal and regenerate
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the small voltage signals, as small transistor sizes have been used to increase the speed of
operation. Overall, this circuit produces an output beat signal that has a voltage level

corresponding to the phase difference between the data and clock signals.

Fully Complementary LC-Tank VCO
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Fig. 4.21 Complementary Quadrature VCO

The VCO of Fig. 4.13 has been replaced with the faster VCO of Fig. 4.21 using a fully
complementary architecture with PMOS cross-coupled pairs and buffers to balance the
NMOS part of the circuit. In contrast to the VCO of Fig. 4.13, the PMOS cross-coupled
pairs are sized large enough to provide sufficient gain (g,,) and ensure oscillation. By
using properly gain-balanced complementary pairs in contrast to NMOS-only or PMOS-
only oscillators, the largest transistor size is reduced. Overall, the widths of the NMOS and
PMOS transistors will be similar, and this allows a more balanced VCO layout on chip.
The frequency of this VCO is tuned using varactors that are controlled differentially, as
described in the next section. The bias current of this VCO is also set higher to increase

the frequency of oscillation. Again, the inductors used are on-chip inductors.

A Differential Varactor

Typically, a VCO is tuned using only one type of varactor [28]. In this work, two types of

varactors arc combined. Namecly, an N+ Nwell varactor and a PMOS varactor. as shown in
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Fig. 4.22 Differential Varactor Control in VCO

Fig. 4.22. The differential varactors used in the VCO are derived from a combination of a
PMOS varactor and a N+ Nwell varactor, and is set up as shown in Fig. 4.22. This enables
a unique differential control, and the combination can be viewed as a new differential

varactor. The operation of the varactor is summarized in Table. 4.2.

Table 4.2 Effect of Varactor Control on VCO

Control Line | Varactor Used | Capacitance at VCO | Frequency of VCO
Veontrolyp PMOS Increases Decreases
Veontrolpown N+ Nwell Decreascs Increases

Onc of the benefits of this varactor is the inherent wider effective range of voltage
control. Instead of only having 1.8 V, as in the case of a single-ended control voltage, one

now has effectively twice the voltage control range when using this differential varactor.
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Fig. 4.23 VCO Output Buffer
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As the VCO is sensitive to loading, an output buffer is required to transmit the signal
off-chip. The circuit of Fig. 4.23 is used to buffer the VCO signal off-chip. It is a cascade
stage using PMOS, that lowers the overall DC voltage level of the buffered off-chip VCO
signal.

Using a current bias in the extra transistor on the right of Fig. 4.23, lowers the driving
requircment of the cascade stage. These two design features effectively lower the power
requirement of the output buffer, and hence allows the output stage to drive an off-chip

output node at a higher frequency.
4.3.2 Simulations and Measurements

Fabrication

The cmospl8 chip of this modified design of a clock recovery circuit (CRC) is shown in

Fig. 4.24.
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Fig. 4.24 Chip Micrograph

The on-chip inductors are at the bottom-right, and the 80 pF capacitors are at the left
of Fig. 4.24. With the higher frequency of operation, the inductors have higher quality
factors on chip. The loop filter capacitance is also smaller, as a higher VCO frequency

allows a higher loop filter bandwidth.
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Fig. 4.25 Control Signal Lock Simulation

Simulations

The circuit simulation in Fig. 4.25 shows a lock on two different input data rates. The first
time period of 1usec shows a lock onto a 13 Gbps input data, and the second 1 psec period
shows a lock onto a 13.6 Gbps input data. As can be seen from Fig. 4.25, the CRC has
a fast locking time of about 0.5 pusec. The small voltage oscillations on top of the control
signal have an amplitude of about 90 mV, and are due to the constant beating of the phase

detector signal.

Test Balun

Fig. 4.26 Test PCB and Balun

As a fully differential signal was required as the input to this chip for test purposes, and

a fully differential signal source is unavailable, a custom PCB was required. The fabricated
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PCB is shown in Fig. 4.26, and a balun is visible at the top of the PCB. The custom
designed balun is used to convert a single ended input into a differential signal, with the

following parameter

3 x 108
47
?*fc*\/s_r

The radius of the balun is designed using Eq. (4.1), where r is the radius of the ring, =,

T =

(4.1)

is the relative permittivity and f, is the central operating frequency of the balun, and
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The impedance of the balun ring and balun leg traces had to be 752 and 5012 re-
spectively. The width of the ring and leg microstrips can be found using the microstrip
impedance Eq. (4.2), where ¢ is the thickness of the substrate and Z; is the microstrip trace
impedance [29].

The values for the balun in the FR4-62” glass cloth base epoxy resin and flame retardant
copper clad laminate, are given below. The MATLAB code for performing the calculations

is given in Appendix A.2.

Relative Permittivity = 4.5

Substrate Thickness = 62 mils

Central Operating Frequency = 6.7 GHz
Ring Radius = 198.38 mils

Width of Leg = 116.56 mils

Width of Ring = 54.29 mils
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Measurement Results

Fig. 4.27 shows the measured VCO frequency versus the differential voltage control signal.

A wide VCO tuning range of 1.5 GHz is obtained.
Differential Voltage Control of VCO
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Fig. 4.27 Differential Voltage Control

The graph of Fig. 4.28 shows the effect of controlling each varactor individually, with
VContu controlling the PMOS varactor and the VContd controlling the N+ Nwell varactor.
As shown on the graph, the varactors act in opposite manner to the changing voltage, thus

enabling differential control when used in tandem.

VCO Frequency With Varying Control Voltage
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Fig. 4.28 Control Using a Single Varactor

The measured performance of the CRC is summarized in Fig. 4.29, Fig. 4.30. and
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Fig. 4.31. Notice that the VCO signal is rather clean.
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Fig. 4.29 Output Signal of the CRC

In Fig. 4.29, the transient waveform displayed on the oscilloscope is shown. The re-
covered clock signal has an amplitude of about 114 mV, and a frequency of 6.1 GHz.
Once again, the output signal has a low amplitude, as the output stage was designed to

compromisc for higher speed.
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Fig. 4.30 Spectrum Analyzer Graph of the Output Signal of the CRC

In Fig. 4.30, the spectrum analyzer plot measuring the frequency of oscillation shows a

peak at 7.563 GHz, with minimal sideband interferences.
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Fig. 4.31 Phase Noise Measurement for the Output Signal

In Fig. 4.31, the phase noise graph of the output VCO signal is shown. This phase

noise plot has a measured phase noise of -103.18 dBc/Hz at a 1 MHz offset, at a carrier
frequency of 7.58 GHz. This is considerably better than the -70 dBc/Hz obtained from the
previous design of 5 GHz.

4.4 Comparison of Chip Implementations

A comparison of the different chip implementations is given in Table. 4.3.

Table 4.3 Design Comparison Table

Chip Presented in Section | Data Rate | VCO Clock | Tuning Range
4.1 1 Gbps 1 GHz 0.72-1.3 GHz
4.2 5.5 Gbps 5.5 GHz 5-6 GHz
4.3 13 Gbps 6.5 GHz 5.9-7.5 GHz
Chip Presented in Section | Voltage | Total Current Die Size
41 1.8V 20 mA 1.4x1.3mm
4.2 1.8V 23 mA 1.5x1.4mm
4.3 1.8V 36 mA 1.5x1.5mm
Chip Presented | Phase Noise Phase Noise PPhase Noise
in Section at 100kHz at IMHz at 10MHz
4.1 -57.60 dBc/Hz | -60.44 dBc/Hz | -106.50 dBe/Hz
4.2 -63.70 dBc¢/Hz | -70.32 dBe¢/Hz | -116.51 dBe/Hz
4.3 -56.8 dBc/Hz | -103.78 dBc/Hz | -121.57 dBe¢/Hz
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As can be seen from Table. 4.3, the last implementation has the highest data rate, and
the best oscillator performance in terms of phase noise. However, the current in the last
implementation is also the highest. with the majority of the current being consumed by
the oscillator.

The fastest implementation in Section 4.3 is comparable to recent work published in

the literature. A comparison to other work is given in Table. 4.4.

Table 4.4 Cowparison of to the Literature

Work Savoj’01 [30] | Hu'03 [31] | Hiok-Tiaq’03 [32] | CRC in this work
Technology 0.18 pm 0.25 pm 0.18 pym 0.18 pum
Voltage 1.8V 33V 1.8V 1.8V
Power 91 mW 132 mW 80 mW 69 mW
Data Ratc 10 Gb/s 1.25 Gb/s 3.125 Gb/s 13 Gb/s

A summary of the performance of the fastest chip of Section 4.3 is given in Table. 4.5.

Table 4.5 Performance Summary of the Chip in Section 4.3

Parameter Value
Average Data Rate 13 Gbps
VCO Frequency of Operation 6.1 to 7.6 Ghz
Capture Range 1.0 GHz
Power Supply 1.8V
Locking Time 0.5 psec
Phase Noise @7.58GHz -103.18 dBc¢/Hz @1MHz
Power Consumption 69 mW
Die Area 1.5 mm X 1.5 mm
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Chapter 5
Conclusion

The work in this thesis presented the development of clock and data recovery architectures
using a 0.18um TSMC process. The analysis of the CDR, and the theoretical understanding
of this unique circuit have been presented. Following, actual circuit implementations. and
the presentation of fabricated chips and measurements have been presented.

The first prototype used a simple sample-and-hold architecture with a ring oscillator,
and the second prototype used a quadrature mixer architecture with an LC-tank oscillator.
The last prototype was an improvement over the second, with a fully differential archi-
tecture working at half-rate with 13 Gbs NRZ input data, and was tested using a custom
made PCB using FR4-62” laminate from Nan Ya Plastic Corporation.

The work proved the feasibility of realizing a complete very high speed CDR on a
monolithic chip, and the possibility of its implementation in CMOS. Also, we demonstrated
that it was possible to have entire system clocking circuits on a single, relatively small-
sized die, without having to use off-chip inductors or capacitors. Overall, this opens up the

possibility of further larger implementations with more functionality.
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5.1 Future Improvements

There are further enhancements that can be made to this work. For example, the addition
of a retiming circuit to resample the data was omitted to casc testability. However, this
could be added in future iterations of the design process. Also, the architecture of the last
prototype can be extended to a quarter-rate architecture by doubling the phase detector,
and using an eight-phase oscillator. These improvements could further add functionality

and push the performance envelope of the CDR architectures investigated in this thesis.
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Appendix A

Matlab Code

A.1 PRBS Generation using LSFR

This matlab code uses the linear feedback shift register technique to generate a pseudo-
random binary sequence. The LFSR uses a Fibonacei-tvpe maximum sequence length

polynomial for a 16-bit register. The polynomial used in the LFSR code is given in Eq. (A.1)
pla) = X"+ X124 X34 X! (A1)

b_length = 16; %bit length
seq_length = 40000; %number of cycles
Test_bit = 0;

Test_value = 20113;

%Specifying output vector
High V = 1.2;

Low_V = -1.2;

1.82e9;
10e-12;

Pulse_time = 1/(2+Frequency) - Rise_time;

Frequency

Rise_time

%initial vector

store = ones(1,b_length);
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out_index=1;

time=0;

for indexa = 1l:seq_length,

%testing for no repetition

value = 0;

for indexd = 1l:b_length,
value = value + 2~ (indexd-1)*store(indexd) ;

end;

if value == Test_value,
Test_bit = Test_bit+1;

end;

hstoring LFSR sequence

sequence(indexa) = value;

Joutput file

output (out_index,1) = time;

output ((out_index+1),1) time + Pulse_time;

if store(16) ==

output (out_index,2) High_V;
output ( (out_index+1),2) = High_V;
else
output (out_index,2) = Low_V;
output ((out_index+1),2) = Low_V;

end;

time = time + Pulse_time + Rise_time;

out_index = out_index + 2;
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for indexb = 1:b_length,

%Fibonnaci LFSR Algorithm
xor(store(16) ,store(12));

temp
temp = xor (temp,store(3));

temp = xor (temp,store(1));
for indexc = 1:(b_length-1),
store(b_length-indexc+1) = store(b_length-indexc);

end;

store(1l) = temp;
end;
end;

save pwlfile_2us.txt output -ascii
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A.2 Balun Calculations

clear;
zring = 75;
zleg = 50;
fc = 6.7e9
er = 4.5

t = 62

% Widths and radius are given in mils

k = (zring/119.9)*(2%(exr+1))"0.5 + (0.5 * (er-1)/(er+1)
* (log(pi/2) +log(4/pi)/er));

wring = t *(1/(exp(k)/8 - 1/(4*exp(k))))

k = (zleg/119.9)*(2*(er+1))"0.5 + (0.5 * (er-1)/(er+1)
* (log(pi/2) +log(4/pi)/er));

wleg = t *(1/(exp(k)/8 - 1/(4xexp(k))))

radius = 3e8/(25.4e-6 * fc * sqrt(er) * (4xpi/3))
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