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Abstract 

The maturing of the telecommunications industry has seen the development and imple

mentation of deviccs tha.t work at high frequellcies of the clcctromagnctic spcctrum. \Vith 

the rapid deployment of optical networks, there is an increasing demand for low-cost and 

efficient communications circuitry. In order to interface with such high frequellcy signaIs 

at lower cast, there has heen a recent pllsh for very high freflllPl1cy circuits llsing low-cost 

fahrication technologies like digital CMOS. 

This thesis investigates the usage of legacy architectures èmd thc illlplclllentation uf 

different topologies using digital CMOS technology. Various Clock and Data Recovery 

Phase-Locked Loops have been implemented using a O.lSJ1m CM OS technology, and the 

process from modding to a,tual implementation will he presented. The design of the 

components of the loop, layout issues, and the performance of the various designs will be 

discussed. New fully-differential CMOS designs that are optilllized fur high-speed operation, 

yet providing stable lock with minimal jitter, with a targeted operation range from 1 GHz 

to 7 GHz, will be described in detail, as well as their operation and optimization. 
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Résumé 

L'évolution des télécommunications a causé le développement et l'implémentation de com

posants fonctiollnant à hautes fréquences. Avec le développelllent rapide des réseaux op

tiques, il y a une demande grandissante pour des circuits efficaces et peu coùteux. Pour 

réaliser une interface entre de tels circuits, un mouvement vers des technologies de fabrica

tion pen dispendieuses et capahles d'opération à hautes fréquences, telle CIVIOS llumérique, 

ont vu le jour. 

Cette thèse étudie l'usage d'architectures dans une teclmologie CMOS peu coùkusl'. 

Aussi, des implémentations de différentes topologies CMOS sont réalisées. En ayant recours 

à un procédé O.18f1m CMOS, plusieurs boucles à verrouillage de phase pour récupération 

d'horlog;c ct d'information ont ~t~ impl~mcnt~cs ct la m~t.hodolog;ic, en allant. de la Illod~li

sation ïdl'implémentation, sera présenté. La conception de composantes de la boucle. les 

détails de disposition et l'analyse de perforlllance des différents circuits seront discutés. Des 

circuits CMOS complètement différentiels, optimisés pour opération à de 1 GHz à 7 GHz, 

mais capahles de verrouillage avec bruit minimal seront décrits en détail en incluant leur 

op~ratioll d, km optimisation. 
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Chapter 1 

Introduction 

In this ag[~ of modern dcctronics, the most significant devdopment has hœn the information 

revolution of the past few decades. Electronic circuitry is ubiquitous in man}' countries, 

and plays a role in many aspects of our lives. It is found in each communication device 

of the average modern home. Many innovations have been made, to move the information 

revolution to the current stage today. HoweveL the most important invention that sparked 

the hllrst of devdopment in the dcctronic rcvolution \Vas the invention of the transistor. 

One thing led to another. and different circuit designs were used to implement different 

functions from this basic invention. 

Then, with the invention of television in the 1930s, it \Vas mandatory to have a method 

of synchronizing the scans in cathode ray tubes. This saw the development of the phase

lockcd lnop type of control circuit for devices whcrc dock sYllchronizatioll \Vas important. 

These days, this basic building block has found it 's way into signal generators, radios, 

televi:,;ion:,;, deep-:,;pace receivers and wirele:,;:,; devices. The depth of change:,; that the:,;e 

inventions have placed in daily life can be staggering, as we seek to adapt to technological 

change:,;. 

1.1 Background and Technologies 

With the ad vent and growth of the telecommunications industry, and the deployment of 

large-scale local-area computer lletworks in recent decades, mally tangible benefits from 

thcse innovations have tOllched the lives of many people. This growth lm." mrived III 

leaps and bounds since the 1960s, and is a direct result of improvelllents in t.he field of 
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integmteo circuits. Central to aIl this technologir:al aovancement is the abilitv of scielltists 

and engineers to pattern complex circuitry on slices of silicon so smaIl and thin, that you 

need a microscope to view the designs placed on them. 

The telecommunications industry has built huge networks that span different transmis

sion mediums, like twisted cable, coaxial, terrestrial radio channels, satellite radio channels 

and fiber optics. These communication connections rcly on the ability to transmit and 

receive information across a link. Fundamental to these transmitters and receivers is the 

ability to synchronize and recover data that needs to be transmitted. The dock and data 

recovery circuits based on phase-Iocked loop (PLL) architectures are of tell used as a crucial 

component to help satisfy this function. Basically, dock and data recovery circuits en able 

the recovery of the clocking signal and thereafter, the rc- timing alld recovery of the data 

signal using signal processing techniques. Clock recovery using PLL techniques euables 

more robust data regeneration, and reduces the effect of transmission distortion. 

Table 1.1 Operating Frequencies of Various Telecommunications :\"etworks 

Paramcters Twisted-Cahlc Wircll'ss 
Standard Modem Ethernet 802.3 IEEE 802.11b IEEE 802.11a Bluetooth 

Speed up to 56kbs lOMbps-lGbps 2.4 GHz 5-6GHz 2.45GHz 

Tremendous theoretical and engineering research has been poured into building more 

effective alld higher specd phase-Iocked loop architectures. With the current deruClml for 

high speed links, it is ever more crucial to be able ta pro duce high spced architectures 

that can satisfy these requirements. EspeciaIly due to the push in recent ycars for the 

development of wireless networks, it becomes ever more crucial to develop high-speed circuit 

designs with good power efficiency. For example, Table. l.1 shows the various standards 

amI their corresponding operatillg frequencies, and the higher frequency requirements are 

apparent. 

In Table. l.2, comparisons are made between the different wireless networks standards. 

It should be noted that the complexity of wireless standards has become ever more de

manding and difficult to implement, and the requirement for accurate, efficient, and ef

fective circuitry is more irnportallt th ail ever. The emergellcc of Bluetooth, ~02.11 and 

HiperLAN2 standards and their realization in actual hardware devices, has brought about 

a new growth market in the wireless consumer electronics in recent years. 

The maturing of wireless technologies, and a highly competitive market, have largely 



1 Introduction 3 

Table 1.2 Characteristics of High-Speed Wireless Networks [1] 

Characteristic 802.11 802.110 802.110. HiperLAN2 
Spectrnm 2.1 GHz 2.1 GHz fi GHz fi GHz 
l'vIax physical rate 2 ~[b/s 11 Mbit/s 54 Mb/s 54 Mols 
Max data rate, layer 3 1.2 Mb/s 5 Mb/s 32 Mb/s :32 Mb/s 

Meùiulii access control Carrier sense CS\fA/CA Central resource cOlltrol 
TDMA/TDD 

COllliP,ctivity Conn.-less COIIll.-less l'onn.-less COIln.-orienta ted 
Multicast Yes Yes Yes Yes 
QoS support (PCF) *2 (PCF) *2 (PCF) *2 AT~[/802. 

Ip/RSVP 1 DiffSl'l"v 
Frequency selection Frequency- DSSS Single Car- Single cilrrier with Dy-

hopping/DSSS rier namic Frequency Selection 
A uthentication No No No NAI/IEEE address/X.509 
Ellcryptioll 40-oit RC4 40-oit RC4 40-oit RC4 DES, :3DES 
Handover support (:\0) *3 (NO) *3 (NO) *:~ (No) *4 
Fixed nctwork support Ethernet Ethernet Ethernet Ethernet. IP. AT~1. 

UMTS, FireWire, ppp *5 
Maliagelllellt 1:\02.11 MIR 1:\02.11 MIR 1:\02.11 MIR HiperLA N2 1\ fIR 
Rilrlio Iink qualit.y cont.rol No No No Link adapt.ion 

driven the developmental process for more efficient lower powered circuits and smaller sil

iron die size requirements. In addition, giant leaps towards wireless standards in ronsurner 

markets will increase the need for high-speed circuitry at lower and affordable costs. In this 

respect, the greatcst cm;t reduction will l'OIlle as a result of building entire systelIls-on-chip, 

integrated ill1plell1entations using low-cost Cl\IOS technologies. 

1.2 Thesis Overview 

This thesis investigates the specific application of high-speed phase locked loops in dock 

and data recovery. The topics of design and specification, and the eventual conception of 

the actual prototypes in silicon, will be covered here. 

1.2.1 Objectives 

The theoretical specification of a phase-Iocked loop has typically assuIlled ideal operating 

conditions, and typically models lower frequencies of operation. However, once the cnvelope 

of high-speed operation is pushed, circuit parasitics become significant. Design specifica

tions becoUle harder to attain, and devicc restrictions arc forced on the circuit designer. 

The ll1ethods and techniques used to circumvent these barri ers will be discussed, and the 
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spœifics of high-speed design in CIvrOS tedmology will he rxamined in the context of dock 

and data recovery. 

1.2.2 Organization 

This thesis is organized logically by chapt ers in a manner that approximates typical design 

fiowti. Chapter 1 covers a basic introduction into phatie-locked loops and dock and data 

recovery circuits. A background of the subject is given, followed by a discussion of the 

basics of the design structure. 

Dctiign fiow typically st arts from high-levcl down to low lcvcl, and thc next few chapters 

follow this organization. Firstly, Chapter 2 discusses high-level modelling, and different 

types of loopti will be examined from firtit to third order loops. ati weIl as the tipecifics of 

feedback loop optimization using high-Ievel modelling. 

Next, Chapter 3 takes individual component blocks in the loop, and looks at each one 

in depth. Differcnt designs of each cOlllponent, with their advantageti and ditiadvantagcti, 

and their suitability, are considered for integration in CDR designs. There is an angle of 

high-speed considerations that will also be covered. 

Fillally, Chapter 4 examines two actual implementations in silicon, and experilllelltal 

results will be presented and analyzed. The specifics of the sample-and-hold and quadrature 

mixcr half-rate architcctures that havc Lccn implerncnted in a O.18jHll CMOS tedlllology 

are dissected. 

1.2.3 Contributions 

The general thesis work from conception to final implementation is presented. The contri

bution to research that this work makes, are given in this section. 

1. Firstly, the samplc-and-hold architecture is testcd, and thell an adaptation to thr 

quadrature mixer half-rate architecture from bipolar technologies, with improvements 

for high speed execution is presented. The methodology of thiti adaptation pro cess 

to a CMOS technology is presented, with three prototypes implelllented on chip. 

Following the adaptation fiow, each prototype is an improvement over the previous 

one, and they are cxamined in this framcwork. 

2. A full on-chip implementation of a high speed Clock and Data Recovery architecture 
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in CMOS technology, makes it fr,asihk to consider flltUIr, entire system-on-chip de

signs. A novel 13 Gbs architecture implementation is presented. It has the following 

characteristics. 

• The high-speed, quadrature LC-tank VCO has two cross-coupled pairs of COIIl

plcmcntary NMOS and PMOS. It runs at 7 GHz with a low currcnt cOllsumption 

of 28 mA. 

• The use of a differential varac:tor configuration to allow full control of the veo 
frequency, and a wide tuning range of 1.5GHz. 

• A quadrature-based phase detector, making use of a mixer configuration to im

plement high speed phase detection. 

• The use of a frequency detector in a mixer configuration to help the COR to 

lock. 

• A fully differential charge pump with two sets of differential cOlltrols, with highly 

linear output currents. 

• Submittcd for publication: Wen Tsern Ho and Mourad N. EI-Gamal, 

"Fully DifferentiaI 13 Gbps Clock Recovery Circuit for OC255 

SONET," Proc. IEEE International Symposium on Circuits and Sys

tems (ISCAS'05), May 2005. 

1.3 General Phase Locked Loop Structure 

In this section, the basic topology that forms the basis of clock and data reco\'ery will bc 

discussed. First, general phase locked loop topologies are introduced, followed specifically 

by the concept of dock and data recovery. As dock and data recovery is a subset of t.he 

general PLL structure, it is essential that the basics in PLL structures are weIl understood 

before dwelling into the realm of dock and data recovery. Further details of these concepts 

are introrl.llced by Krollpa [2]. 

1.3.1 Introduction 

Phase locked loops consist of various components placed in a feedback loop for the purpose 

of locking the phases of two signaIs together. In essence, this means forcing one signal, that 
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is ppnerated ,ü the ontpnt of the Ioop, ta move in tandem with the input signal. USllally, 

it would be common sense to consider that to synchronize two signaIs, only the frequency 

of the two signaIs needs to be Iocked together. However, there is aIso the important 

consideration of Iocking the phase of the two signaIs. 

Fig. 1.1 Concept of Phase in Periodic SignaIs 

SignaIs that are discussed are generally periodic in nature with a specific frequency and 

period. It is defined that a signal goes through one period in 27T radians. The phase of a 

signal is then defined as, during a particular point in time, at ,vhat portion of the cycle 

the wave is travelling at. If a signal has a phase of cP radians, it bas shiftcd cP/27T from the 

signal with reference zero phase. This is represented in mathel11atical fonn as in Eq. (l.I) 

x(t) = sin(wt + cP) . (l.1 ) 

The purpose of locking the phase of two signaIs is illustrated 1Il Fig. l.2, with the two 

siguaIs locked at a fixed phase differencc of cjJ. Then, the PLL can help accomplish the task 

of dock regeneration and dock synthesis, for which it is mainly used. By synchwnizing 

the two signaIs, it is possible to generate a clocking signal that transitions at a fixed phase 

away from the input signal. The PLL loop l11easures the phase difference between the input 

and output signal, and fixes this phase difference. Basically, the PLL loop uses an erraI' 

signal produccd from a rneasurement of the phase differencc bctwccn the input and output 

signal, and l11inil11izes this error signal through the use of a negative feedback lllechanislll. 
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Tirœ 

Tirœ 

Fig. 1.2 Locking of Phase Betwccn Signais 

1.3.2 Phase Locked Loop Topologies 

Therc me rnany differcnt types of PLL structures, but the general concept is usually based 

on the same basic topology. The most basic abstraction of the PLL architecture is shawn in 

Fig. l.3, which consists of a phase detector, a Ioop fil ter and a voltage-controlled oscillator 

(VCO). This is a basic Ioop, which more complex feedback Ioop designs are comlllonly 

based on. Only the most fundmental circuit blocks involved in a basic PLL fUllCtiOll are 

shawn, sa re-timing circuits and dividers are not shawn. 

Phase Voltage 
~ 

.. Loop Filter ~ Co ntro lied Detector ... 1--

Oscillator 

Fig. 1.3 I3asic Phasc Lockcd-Loop Architecturc 

The basic operation of this PLL depends on the feedback loop that allows the veo to 

producc a dock signal at a phasc and frcqucncy that arc rnatchcd \Vith the input signal. The 

phase detector measures the phase difference, and the loop filter converts this measurement 

into a control signal for the VCO. The feedback in the loop tends ta lock the phases of the 

input signal and the veo output, by kecping the phase measnremcnt nt a constant vaIne. 

The phase detector is a circuit that compares the phase of two inputs, and creates a 
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voltag~ signal has~d on th~ diff~r~nœ_ Th~ loop filt~r, paSSlV~ or active, dmnpms this 

voltage signal, and gives an output voltage to control the VCO. The VCO is a device that 

gives a stable output dock frequency depending on the input control voltage. 

1.3.3 Concept of Clock and Data Recovery 

NRZ Data 

1 o 1 o o 1 o 1 1 o 1 Repres ented Bits 

RZ Data 

lime 

Fig. 1.4 NRZ data 

Clock and data recovery (CDR) circuits are a subset of phase locked loop circuits, and 

have applications in rnost reccivers [3]. A data signal that arrives at a recciver is Ilot a 

pure dock signal, but consists of pulses (or other wave shapes) of randorn bits representing 

data. CDR circuits are used to synchronize an internaI dock with this input data signal, 

in order for the data to be sarnpled correctly for data recovery. 

Typically, the data signaIs have different encoding formats. Currentl}", the data fed into 

a CDR circuit is usually in the Non-Rcturu-tu-Zero (NRZ) format as shuwn in Fig. lA. 

This is in contrast \Vith the Return to Zero (RZ) format that requires the signal to return 

tu zero before representing the next data bit. It. should be noted that the CDR has ta be 

ahl~ to lork ont.o t.h~ dat.a (xlg~s of t.h~ NRZ dat.a d~spit.~ t.h~rc h~ing a Jark of a gllarank~d 

voltage transition in the NRZ data with each dock cyde. This distinction requires stricter 

design uf the phase dctector in CDR circuits. 

CDR circuits consist of various additional components. and arc usually based on PLL 

architectures, with the same feedback circuitry to ensure stability and accurate lock, and 

st.ring~nt rrit~ria for optimizat.ion and d~sign. A typical st.mctnr~ for a CDR cirruit wOllld 

have t.he structure in Fig. 1.5, which is a typical block diagram for a full dock and data 

recuvery architecture. It. shows other other components that are commonly used in CDR 

circuits. The re-timing circuit is used to re-sample the input data using the locked CDR 
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Rebming Data Out 
Circuit 

t .. 
!Jo 

Phase CMFB 
DetEctor 

-

~ 
Single-ended to Circuit 

Differe nti a 1 : ln 
1 nput Stage Quadrature 

Frequency Charge Loop CLK .. Phase r- ..... 
DetEctor 

..... 
Pump -FiltEr r- VCO Out 

DetEctor 

t 

Fig. 1.5 Clock and Data Recovery Architecture 

dock. Tlw charge pump is 8, circuit th8,t pushes currcnt or pulls current at the output node 

depending on the charge pump input signal. The common-mode feedback (CMFB) is a 

circuit that is used for differential architectures; in this case, the Cl\'IFB circuit maintains 

the average voltage of the differential output signal of the charge pump. This type of 

topology is definitely more difficult ta fully model at the system level. 
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Chapter 2 

High-Level Modelling 

First aml for~most in PLL and CDn designs is th~ st8.g~ of high-l~vd moddling. It is 

essential to have a good understanding of the dynamics of this unique feedback loop. in 

order to ensure loop stability and correct loop bandwidth optimizations. A discussion is 

given from first-order to third-order loops. followed by their optimization, and non-linearity 

and noise considerations. High-Ievel loop modelling is described by Rohde in [4] and [5]. 

2.1 Feed back Loop Theory 

The general configuration of a linear feedback system is shown in Fig. 2.1 with A(s) repre

senting the system function of the forward path, and B(s) representing the system function 

of the feedhack path. The input signal and output signal generated by the loop are consid-

...................................................................... -.... . . 
~t) + ~~t) %UT(t) 

A(s) -
- ~ 

B(s) ~ 

: H(s) ............ -.......... -........................ -......................... . 

Fig. 2.1 Closed Loop Transfer FUl1ctiol1 

ered as the phase signaIs CPIN and CPOUT respectively. and the error signal is given by CPr;RR, 
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which is jllst the differr,nœ hdwpen the input and output signal, as givrn hv Eq. (2.1) 

(2.1 ) 

By for,ding hack the ('rror signal q)r';l?fl, the for,dhack loop Sllppresscs the differrIlc(' 

hetween cp! N and rpOUT. Hence, the loop serves to generate a CPOUT as close as possible to 

CPlN. And the overall system closed loop gain is given by H(s) in Eq. (2.2) 

f orward gain 
H(s) = -------

1 + open loop gain 

A(s) 
1 + A(s)B(s) 

(2.2) 

A typical phase locked loop is shown in Fig. 2.2, where the modelling parallleters of each 

component are given. Notice that the phase detector pro duces a voltage signal proportional 

to the amount of the phase errar. The voltage contralled oscillator (VCO) creates the 

frequency signal that the loop tries to match in terms of phase and frequency, to the input 

signal. 

AIso, J(D represents the gain of the phase detector. F(s) represents the trallsfer function 

of the loop filter and J(vco represents the gain of the VCO. 

~IN P h3se Detector I/ERROR Loop Fiter Il CONTR~ voltage CortroBed OScillator 
r+ ---.:..:..., .. 

V ERROR = KD(4lCUT~J 
. 

V CONTRa. = F (s)V ERRCR 
. 

4l our = Ky cds" V CCNfROl 

~CUTt 

Fig. 2.2 Phase Locked Loop l\Iodel 

Typical specifications for a PLL are given in Table. 2.1. 

Table 2.1 Parameters and typical vaInes 

Parameter Units Typical Values 
J(PD Phase Detector Gain Volts/Radian 2 V/rad 
Kvco veo gain radians/second per volt 1 Grad.s-1/V 
F(s) Loop fil ter transfer function Dimensionless FUllction 

VlNPUT Input Signal Volts 1.8V sine wave at. l GHz 
Rs Source Impedance Ohms 50\1 

Vsupply Power Supply Volts 1.8V 
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From Fig. 2.2, the open loop gain is given hy 

/(DKvcoF(s) 
Open Loop Gain = A(s)B(s) = ------'--'

s 

This would give an overall transfer function 

KDKvcoF(s) 
H ove rail ( 5 ) = + K //" F ( ) 

5 D \VCO 5 

The system noise bandwidth is defined as 

1 lX Hnoise(W) = - B(jw)dw 
211" 0 

12 

(2.3) 

(2.4) 

(2.5) 

The error function is shown in Eq. (2.6), and is the ratio of the phase error to the input 

phase 
9~M 5 

H,.,..,.",.(s) = -- = 1 - Hou""(111(S) = /" ) 
9input 5 + KD/\\'COF(s 

(2.6) 

The steady-state error is the error when there are no more transient signaIs. It is found 

with the hnal value theorcm, which is shown in equation Eq. (2.7) 

:2 

() 1· h () () . ( ) . 5 . 9input 
error(steady_state) = lIll . t . input = llIn.'i . H s . ()input = lun , ( ) 

t-->= s-->O s-->O 5 + K D /\ \/CO F s 
. (2.7) 

2.2 First-Order Loops 

First order loops are just loops without a loop filter, and this would be cOllsidered as having 

the Ioop filtcr fllnction, P(s) = 1. This wOllld reslllt in a first-ordcr transfcr fllndion, as can 

be seen from Eq. (2.8) below. Varying the loop filter, as described in subsequent sections, 

will result in different transfer functions with higher-orders [6] 

(2.8) 

A bode plot of a first-order phase locked loop is shown in Fig. 2.3. Notice that there is 

only one pole, and there is a 20dBjdecade drop as the frequency increases, as well as a 90 

dcgrccs phasc lag. 

Without the use of a filter, phase changes in the input signal are not well suppressed 
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hv thc loop. Hcucc, thc first ordcr loop has morc difficulty in achicving a lock on the input 

signal. There is a limit to the operating range of the first order loop, and the loop may 

need to be set with an initial condition close to the locking region, in or der for ct lock to be 

possible. 

Bode Diagram 

IC 

·3C 

le 10 10 

Frequency (rad/sec) 

Fig. 2.3 Bode Plot for a First-Order PLL 

In fact, the maximum frequency deviation from the VCO natural frequency at which 

locking is still feasible is termed the capture range. The capture range of ct first order loop 

lS 

Capture range in rad/ s = K DK vco . (2.9) 

In order to achieve proper lock for first order loops without the use of ct filter, high 

loop gain is desirable. But at the same time, high loop gains will rende!" the Ioop more 

unstable, and more susceptible to noise. These limitations render the first-order loop rather 

UllUsable, and confined to academic discussioIl. 

Despite the impractical use of first order loops, vanous types of analysis can still be 
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maoe ahout it, which woulo hr usdul for fmthrr stuoy of phasr lo,kro loops. For rxamplr, 

the 3dB loop noise bandwidth for first-order loops with 1 H noise (W) 1 = ~ can he determined 

using Eq. (2.5) and simplified to 

(2.10) 

Examining the error function in response to various inputs is also useful. Using Eq. (2.7), 

with F(:-;) = 1 for a first-oroer loop, wr gd thr following 

. 52 . ()input 
()erroT(steady_state) = hm J( J( 

S~O 5 + D VCO 
(2.11) 

Using Eq. (2.11), we can make a table of the following useful results, sUllllllarizing the 

effect of different inputs to the loop. The effects of a phase step, phase ralllp, frequency 

ramp arc prcscntcu. 

Table 2.2 Steady State Respollse for First Order Loops 

Input Type ()inpul () error( sleadys laie) 

Step in Phase ~ 0 s 

Ramp in Phase Lw Lw 
-~ 

KDKVCO s-

Ramp in Frequency Lw/dt 
00 ~ 

As can be seen from the table summary of steady state errors of first-order loops, the 

first-order loop does not respond well to some changes in the input signal. If the first-order 

topology is Ilsro, it will rcquirc~ an initial conoition to for,e the loop to st art lo,king nt ct 

frequency that is close to the input signal. As such, the first-order loop is not really useful. 

2.3 Second-Order Loops 

This scction follows with a oiscussion of sccono oro cr loops using passivc filtrrs. I\Iost 

PLL designers place filters in the PLL in arder to introduce a second pole, that will aid in 

the locking of the PLL. In general, the introuuction of a passive nlter will have ct trau::ifcr 

function of F(s) 
1 + STi 

F(s) =--
1 + ST2 

(2.12) 



2 High-Level Modelling 
-=-----

15 

Note that if T2 is very larç;e, wc will have a pole close to zero freqllell,y as .'i -----7 0, and 

F(s) can be approximated by 

A 
If T2 is large, F(s);::; -, and F(O) -----700 • (2.13) 

S 

Different types of filters will have differellt parameters for Tl and T'].. Different example 

are shown in Fig. 2.4. In certain types of passive filters of second-order loops, Tl can be 

zero. 

hput 
R J\/V' Output 

1 
11 =0 IC 
~=RC 

hput 

Fig. 2.4 Passive Filter Types 

Substituting the loop filter transfer function iuto Eq. (2.4), we get the result in Eq. (2.14). 

Hem:e, with the simple passive loop filter of Fig. 2.4, the tnmsfer fUllctioll oecomes of 

second-order. 

K(STI + 1) 
Substitute K = KDKVCO, Hsecond_order(S) = ']. (1 K) Y 

5 T2 + 5 + Tl + \ 
(2.14) 

The boùe plot for the second-orùer loop, using the filter on the right of Fig. 2.4, is 

shown in Fig. 2.5. As the overall transfer function has one zero and two poles, the net 

effect at x is as if there was a single pole, like a first-order loop. And there is an overall 

phase change of 90 degrees, and a final 20dB/de,ade drop at high frequencies. 
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Bode Diagram 
IÜ 

1) 

ca 
~ Jü 
QJ 

""C 

~ ·c 
-20 Cl 

'" :i< 

-30 

-4Q 
v 

JO 10 10 10 

Frequency (rad/sec) 

Fig. 2.5 Bode Plot for Second-Order PLL 

lu order to simplify the CLuCLlysis in typical secoud order transfcr CluCllysis, substitutions 

for the undamped natural frequency W n and damping ratio ( of the system can be made as 

follows 

(2.1S) 

The magnitude of the frequency response is given by 

IH(s)1 = 

[ 
W W n ]2 1 + (-) (2ç - ~) 

W n J\ (2.IG) 
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Thr, phm.;r, rr,sponsr, is givr,n 

W 
2~-

I[ W w" 1 I[ W 1 LH(s) = tan- (-)(2~ - [() - tan- ~ . 
W n 1 _ (_)2 

(2.17) 

W II 

Examining the responses to different inputs, requires the analysis of Eq. (2.7) which 

can be restated as follows 

.) 

1 + STI . s- . einput 
Since F(s) = , and eerror(steady_state) = hm K K P() 

1 + .'iT2· ,,~() .'i + D \·co .'i 
(2.18) 

Bode Diagram 
20 

f;O 

45 

0; ., 
"C 

~ 90 
tU 
.c: 
"-

135 

10 10 10 ,'" 
Frequency (rad/sec) 

Fig. 2.6 Bode plot \Vith increasing ( 

The plot in Fig. 2.6 shows the effect of varying the value of ( on the bode plot. The 

siIllilarity to a typical second order graphical analysis can ue ouserved. Typically, in loup 

optimizations, it is desireable that the loop be critically damped. 

Recalling the possible situation in Eq. (2.13) with a pole as S ---+ 0, Table. 2.3 can be 
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constn lcteo. 

Table 2.3 Steady State Response for Second Order Loops 

Input Type ()input ()error(steadYstate) ()error(steadystate) if F(s) ~ 4 
Step in Phase ~ s61J 0 s s+KnKvcoF(O) 

Ramp in Phase 6;,) 6w 0 --;:F -,+KDKvcoF(O) 

RètIIlp in Frequency 6w/dt 6w/dt 6w/dt 
-S-3- s(s+K DKl"roF(O)) KnKvrn A 

2.4 Third-Order Loops 

The second-order Ioop has inherent jumps and rippling at the output of the Ioop filter, and 

additional filtering is required. A second capacitor is often added to achieve this additional 

filteriug. Au exmnple of a typicalloop filter for a thirù-orùer loop is shown in Fig. '2.7. 

nput 

Fig. 2.7 Loop Filter for a Third-orcler Loop 

The tram;[er function for this loop filter is given in Eq. ('2.19). 

(2.19) 

The overall transfer function is given by 

KDKvco(l + sRC) 
Ht.hirrLo/"d,,/" (s) = ----------------;;-2----'----------,3,-------

KDKVCO + s(l + KD!(FcoRC) + s (RC + RIC + RICd + s RRICG\ 
('2.'20) 
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A bode plot of the third-order Ioop transfer function is shown in Fig. 2.8. The oH'rali 

transfer function has one zero and three poles. and the net effect at 00 is as if there were 

two pales. There is an overall phase drop of 180 degrees, and a final 40dBjdecade drop at 

high frequencies. 

su 

cc 
~ 
al 
-c -50 ~ 
'c 
Cl 

'" :::;: 
-10C} 

-1S8 

·45 

Ci 
CD 
~ 
CD ·9O 

'" '" ..c 
a.. 

- 135 

180 

le 

Bode Diagram 

~-",."'-~-

~------~ 

~~"-~""""-

\ 
\~ 
G/- -~ 

.","-'''''------~ -. -.-
10 10 10 10 

Frequency (rad/sec) 

Fig. 2.8 Bode Plot for a Third-Order PLL 

Most loops used in practice will be of the third order, as the introduction of the ad

ditional pole gives the designer an added degree of freedom in designing the Ioop transfer 

function. Usually, the added pole is placed at a frequency such as to Iessen the effect of 

the zero in the transfer function. 

2.5 Charge Pump Based Loops 

In some cases, a charge pump (CP) may be added to the circuit design. This is primarily 

used when a phase and frequency detector (PFD) is added to the Ioop. A diagrarn of such 

a modified Ioop is shown in Fig. 2.9. 
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Frequency 
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Fig. 2.9 Charge Pump Based Loop 
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Modeling a loop with a charge pump Illerely entails few differences. A simplistic illlple

mentation of the PFD, charge pump, and loop filter is shown in Fig. 2.10. 

----, 
voo 

~--------------------
1 
1 

: <fl l N 
o 

1 
1 
1 
1 

o cu 0 I----~I----+--I .,.---------
1',00 
1 
1 
1 

: ~O 
1 

~--------------------~ 
PFD 

1 

1 
1 

,titf 
L_=-_ ~_~ ______ I 

CP LF 

Fig. 2.10 Simplified Diagram of PFD, Charge Pump, and Loop Filter 

In arder to model this type of loop, a substitution can be made in the trallsfer functions 

discnssed in previous sections. Making a substitution into Eq. (2.4), we get the following 

(2.21) 

The charge pump provides a charging CUITent lep, and Z(s) refers to the illlpedallce of 

the loop filter. :\'otice that, in comparison, F(s) refers to the transfer function of the loop 
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filt~r. In th~ cas~ of Fig. 2.10, t.h~ imp~dan('~ of th~ loop filt~r is giwn by 

1 1 
Z(s) = (R + -C,)II( -c ) 

s S '1 
(2.22) 

2.6 CDR Loops 

Nlodelling dock and data recovery loops requires the additional step of characterizing the 

input data. As explained previously, NRZ data is typically received by CDR circuits. 

The first step involves modelling the spectrum of this input NRZ data. As the input data 

involves a random bit sequence, it can be represented by the Eq. (2.23) bclow. The function 

p( t) reprcs~nts any arhitrary unit pulse of a data hit. Then, x( t) is 8. smllmat.ion of thC' 

individual pulses p(t - kTa ) at each time interval 

x(t) = L akP(t - kTa) where ak = ±1 and p(t) = u(t + ~a) - u(t _ ~a) 
k 

(2.23) 

Suppose p(t) is represented by a unit pulse of width Ta, then the spectrum of the 

random binary data can be analyzed using the Fourier transform of Eq. (2.23), and is given 

by Eq. (2.24). A plot of the power spectrum is given in Fig. 2.11. 

08 

Q> 0.6 
~ 
.~ 

,; 04 

0.2 

-4 -3 -2 -1 0 1 
Frequency, Hz XlO' 

Fig. 2.11 Power Spectrum of NRZ Data of 1 Cb/s 

(2.24) 
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For a square pulse si~mt! with a o.atCl. ratf' of 1 Gh/s, thf' fUllo.amf'lltal frcqllell('\' is SOO 

MHz. As Iloted from the power spectrulll, the even harmonics of 1 GHz, 2 GHz, 3 GHz and 

higher are missing. The energy of the data signal is only concentrated in the odd harmonies 

of l.5 GHz, 2.5 GHz, 3.5 GHz and higher. 

2.6.1 Random Data Generation 

For the purpose of testing of aetual CDR designs. the generatioll of random-bit data is re

quired. This is usually accomplished using "pseudo-random" binary sequences (PRBS), and 

is implernellted using linear feedback shift registers (LFSR). An exalllplc of ct 5-bit LFSR 

gellerator is shown in Fig. 2.12. In addition, an example of matlab code that has beell used 

for generating random data for simulation purposes has been included in Appendix A.1. 

1 

10lnP l D OLD 0 r--- D 0 t-- D 0 - D 0 

~ r-~ ~ > > 
CI II II II li 

ClK 

Fig. 2.12 S-Bit LFSR Gcncrator 

2.7 Loop Filter Optimization 

For the optirnization of the phase-Iocked loop, the loop filter is usually adjustcd to take 

into account stability and damping issues. Stability and damping are used to provide the 

typical framework for optimizing the loop filter. As loop filter optimizatioll is one of the 

most important issues in PLL o.esign [7], this section has bccn o.evot.co. to o.escribing this 

process. 

2.7.1 Stability Issues 

For stability, the feedback loop shown in Fig. 2.13 has to be checked. A detailed discussion 

of the stability of a PLL loop can be found in Gardner [8]. 
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• Ittt) + $~t) . . A(s) 

- ~ 

B(s) 14---

Fig. 2.13 Typical Feedhack Loop 

The open la op gain for Fig. 2.13 is given by 

0(5) = A(s)B(s) 

The closed loop gain is given by 

A(s) 
H(s) = 1 + A(s)B(s) 

23 

$OlJT(t) .. 

H(s) 

(2.25) 

(2.26) 

For the stahility condition to he satisficd, the following condition for the open loop 

response must be satisfied at aIl frequeneies. 

Stability Condition, IA(5)B(s)1 < 1 or LH(s) > -7[" (2.2ï) 

For the purpose of stability discussion, most Ioop filters can be approximated hy a 

Silllple siugle pole system charaderized by a time constant T. Thcu, thc open loop gain of 

the typical PLL is given by 

1 [{ D [{FCU 
Loop Filter Response F(s) = --, Open Loop Gain A(s)B(s) = ( ). (2.28) 

1 + ST 5 1 + ST 

The system of Eq. (2.28) has two poles at zero and l/T. As a rough guide for this two 

pole system, if the open loop frequency response crosses the O-dB line at -40 dB / decade, the 

stability condition of Eq. (2.27) would be violatcd, and instability lllay OCClU" in the closcd 

feedback loop. In arder for the loop ta be stable, it is usually required that the open-Ioop 

frequency response crosses the O-dB liue with a slope of -20 dB / decade. A consequeuce of 

this ruIe of thmnh is the condition for stahility as given in Eq. (2.29) helow. The loop 3-dB 
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handwidth is KnKvC'(), and the loop filter 3-0.13 handwidth is approximated as liT for this 

system. In addition, the la op filter bandwidth should be designed ta be lm·ger than the 

loop bandwidth. 

1 
KDKvco(Loop Bandwidth) < -(Loop Filter Bandwidth) 

T 
(2.29) 

Root Locus Plots 

Ta check the absolute stability of the closed loop, root locus techniques and the Nyquist 

criterioll can also be used to ellsure that the design is stable. As an example, a root locus 

diagram and a Nyquist diagram of the open loop gain A(s)B(s) of a second order system 

have been plotted in Fig. 2.14 and Fig. 2.15. 
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Fig. 2.14 Root Locus Plot of the Open Loop Gain of a Second Order System 

To check the stahility Hsing the root lOCHS plot, the root locHs of the opeIl loop rCSpOIlSf' 

(as in Eq. (2.25)) should be plotted. The details of drawing the root locus are omitted here, 

hut plot analysis is described. This plot basically salves for the lllovement of the rooLs of 

Eq. (2.30) below with respect to Ktweak. This equation is the denominator of the closed 
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loop fundion, and solving for the roots gives the poles of the r:losed loop fun,tion. 

(2.30) 

Thcrdore, hy plotting the root 10Clls of A(s)B(s), the stahility of the' r:losed loop \Vith 

respect to the change in Ktweak, can be observed. In this case, J\"tweak represents an ad

ditional gain factor that may be needed to optimize the open loop function, in order to 

influence the position of the closed loop fUllction poles. 

The lines represent the movement of the closed loop poles, and each position on these 

lines corresponds to a different value of KI/lI""k. The r:losed loop is ronsidcred stable, as 

long as all the roots corresponding to one value of Ktweak are all in the left-half-plane of 

the root locus plot. 

As can be observed in the left plot of Fig. 2.14, the loop is stable for all positive values of 

Ktweak. From the right plot of Fig. 2.14, the closed loop is unstable for increasingly negative 

K lw, .,,1. values, as ,an he scen from the movement of the' line into the right-half-pla,r\('. 

Nyquist Plots 

The Nyquist plot ln Fig. 2.15 hdow is also a plot created from the open Joop transfer 

function A(s)B(s). The details of constructing this plot are also omitted here. 

Nyquist Diagram 

., 
r) ~.J 

Real AXIS 

Fig. 2.15 Nyquist Plot of the Open Loop Gain of a Second Order System 
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In order to ensure the stabi!ity of the system, it is neœssary to ensnre t.hat the nnrn])('r of 

counterclockwise encirclements of the point (-1,0), is equal to the number of right-half-plane 

poles of the open loop function A(s)B(s). 

However, in general, the range of points on the real axis which have the number of 

counterclockwise encirclements equaling the open-Ioop right-half-plane poles, corresponds 

to the range of points (-1/ KtllJ('llk,O) which are stable. The stability of the closed loop 

function can be modified by changing the open loop transfer function, using Ktweakl in the 

same manner as in the previous discussion of root locus plots. 

In the case of Fig. 2.15, the stable region for the points (-1/ Kt,cmbO) , are the points 

outside the circle. 

2.7.2 Damping Issues 

Using the second-order equations for PLLs from Eq. (2.15), and approximating that the 

tiIlle constant T2 is significantly greater than Tl, the following equatiou for the damping 

ratio can be written 

1 1 1 
Loop Filter Response F(s) = ---. Damping Ratio ( = -

1 + :5T 2 KnKI'(.'oT 
(2.31) 

Designing t.he damping ratio to be withill 0.6 < ( < 0.8, will ensur(' that tllC' loop will 

not be too overdamped or underdamped. 

2.8 Non Linearities 

The !inear model for the phase detector and the VCO, in the form of the specification of 

parameters K D and Kvco, may be insufficient for modelling actual circuit Implementations. 

Phase dctectors can just act as sinusoidal functions of the input phase signal. For 

example, the voltage output of the mixer-type or sinusoidal phase detector cau be of the 

form in Eq. (2.32) below, which is nonlinear in nature. Usually, the analysis of these type 

of phase detectors involve examining the small signal behavior, and we simply linearize 

using small-signal approximations. 

VPD = Asin(.6.4» . (2.32) 
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For other types of non-linear behavior of m'tuaI implementatiolls of the phasf' oet,('ctor 

and VCO, higher or der term expansions could be used to more accurate!y model PLL 

behavior 

2 
K D (6rjJ) = KDO + KDl * 6rjJ + Km * 61;1 + .. . 

Kvco(tl.rjJ) = Kvo + KVl * 6rjJ + KI/2 * tl.rj} + .. . (2.33) 

2.9 Noise 

Phase noise is an important issue that has to be discussed in the design of phase locked 

loops [9]. An introduction to phase noise sources and their effects in the PLL will be given. 

There are many noise sources in a circuit, but the main sources that can be lllodelled in ct 

simulator are from resistors and transistors. These noise models can be extended to other 

components and taken into aCCollnt dllring noise simulation [10]. 

There is also noise from the varactors that are used to control the VCO if they are 

present. The noise of the varactors can be significant depending on the Q factor of the 

device. and empiricalmethods may be needed to mode! this. However, if a varactor diode 

is used, noise models for diodes can be used. 

2.9.1 Noise Sources 

Resistors create thermal noise and are modeled wi th the following Eq. (2.34). 

i~ = 4kT ~6f [k = l.38 * 10-23 JI K (Boltzmann's constant)]. (2.34) 

Transistors have various noise mechanisms that can be analyzed. Carriers in the tran

sistor CM OS channel move randomly, and generate a noise current modeled by Eq. (2.35) 

below. The exccss noise factor, " can vary fwm 2/3 (long channel) to 3 (short channel 

NMOS in Pl'vIOS substrate) depending on the type of channel. The value of ex is teclmology 

dependent, and is used to model the ratio of ideal to non-ideal 917l' Thermal noise is present 

regardless of the frequency, and tends to be present as wide-spectrum white noise. 

Thermal Noise, i~, = 4kT,9m 6f 
Cl' 

(2.35) 
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A noise phenomenon called the 1/f noise (also caIlcd fticker noise) hecallse of it's inverse 

dependence on frequency, is observed when carrier traps at the channel below the gate and 

the gate oxide interface of the transistor capture and release charge carriers in random. It is 

modeled by Eq. (2.36) below. It should be noted that 1/f noise has an inverse dependence 

on frequency and tends to be more significant at lower frequencies. 

2 

If' N 2 Kg.", Af 
1 oise, in = J'vV LC2 Ll 

OI 

(2.36) 

The gate and source voltages can be changing relative to each other, and this can 

inùucc noise in the channel by capacitive coupling. This gives a noise CUITent llloùeleù with 

Eq. (2.37). This type of noise has a direct squared dependence on frequency, and is more 

significant at higher frequencies. 

- - Cl' 21'iCgs f 2 
Induced Noise, i; = 4kT<'J-( Vs ) 6f 

gm 5 

Figure 2.16 places the different transistor noise sources in graphical perspective. 

lIf indue 
cc 

~ 
thermal 

±:::! 
ëi~--------~----~--------~ 
E 
<! 

frequency 

Fig. 2.16 Noise Spectrum of the Different Noise Sources 

2.9.2 Noise Modeling in the Loop 

(2.37) 

Besides lllodeling the loop noise by a simulation where the noise of each device is considered, 

the ove raIl loop noise can also be analyzed at the system level. 

The noise of each subcircuit in the CDR loop can be considered, and the ove raIl phase 

noise can be discussed qualitatively in this framework. The phase noise of the CDR input 
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Fig. 2.17 Modeling Various Noise Sources in a CDR 

VCO 
Kvcc/s 

29 

somœ b.c/JfN, th~ inh~r~nt nois~ of th~ phas~ dct~ctor b.c/Jf'fJ, and th~ phas~ nois~ of t.he 

VCO b.c/Jvco, are shown as additive noise sources in the overall loop in Fig. 2.17. 

The uverall transfer function for the phase nuise at the output, with the presence of 

these additive noise sources, is given in Eq. (2.38). A few observations can be made from 

this equation. The noise of the CDR input source and the phase detector have t.he same 

transfcr function, and can he tr~atcd as add~d togd.h~r. Th~se two noise sources ar~ 

generally transferred towards the output phase noise wit.h a lo\\" pass filter function. The 

VCO phase noise is t.ransferred differently t.owards the output, and is generally t.ransferred 

with a high pass filter function. 

KDKvcoF(s) , 5 

b.(P(}(l'r = K K F() (b.q;fN + b.c/Jf'n) + '+ V K F() (6c/J\'C'o) 
5 + D vca 5 ~ \ D Fca 5 

~ 
<l 

"E 

~ A !i!: 

~ ...... Sks 3 

frequency frequency 

Fig. 2.18 Output Noise Speetrulll of the Differeut Noise Sources 

(2.38) 

The typical nuise spectrulIl uf these variuus addit.ive nuise sources are shown III t.he 

Fig. 2.18. :\'otice that the phase noise of the CDR input source and the phase detector 

are plotted on the same graph. Generally, the phase detector introduces wide spectrum 

white noise. On the other hand, the input source introduces noise in the form of source 
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fœdthrough, and manifests itsdf as a frequellcy spur. The combination of these two is dear 

in the left-hand graph of Fig. 2.18. 

As for the noi~e contribution from the VCO, the VCO pha~e noi~e i~ highest at lower 

frcquencies and becomes smaller towards higher frequencies. The main noise mechanisllls 

in the VCO are thermal noise and l/f noise, which are then shaped by the loop, resulting 

in j2 anù j3 lloi~e fUllctioll~ respectively, at the output of the loop. 
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In this chapter, the various CDR components are described. Each component needs to 

fulfiU sorne design requirements that would enable aU the components to work together 

in a clm;eù loop. For the designer, it is still possible that the overaU loop may ue inop

erable after placing aU the painstakingly optimized components together. Therefore, it 

is recommended to plan at the system level, and specify requirements for each individual 

romp 0 llP.Ilt, hdoœ actllaUy dp.signing thp. romponp.nts individllally. TllP. followillg chaptn 

describes the common components of CDR design [11]. 

3.1 CDR Phase Detectors 

There are many different types of phase detectors. which use different mechallisms to detect 

the phase difference between two input signaIs. In this section. a basic description of phase 

ùdectors is given, followed uy a specifie look at CDR phase ùetcet.ors. 

3.1.1 Principle of Phase Detection 

A phase ddedor is a circuit t.hat. is ahle to give an output. that indicates the phase differcllce 

between its t.wo inputs. There are a few commonly-used types of CDR phase det.ectors, 

which are i) the mixer phase detectors, ii) the digital logic phase detectors. and iii) t.he 

sample and hold phase detectors. A simple phase detector can consist theoretically of just 
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a single XOR gate, or a more complicated XOR-hascd phase and frcqllcncy ddc,tor (PFD) 

circuit [12]. 

~A 
8 

Out 

Fig. 3.1 Basic XOR Gate Phase Detectar 

The XOR gate detector of Fig. 3.1 produces an output signal that has an average OC 

Ievel. This average OC Ievel is proportional to the phase difference between the two input 

phase signaIs. The use of a Ioop filter thereafter would generate an average OC Ievel, which 

then controls the VCO control voltage. 

3.1.2 Mixers 

Thc XOR gate phase detector of the previous section can be implemented using a Gilbert 

cclI, as shawn in Fig. 3.2. Differcnt typcs of COR phasc dctcctors cau bc dcsigucd usiug 

this basic mixer circuit. 

VDD 

A 

O----il 
B 

Fig. 3.2 A Gilbert ceIl can be Used as a Phase Detector 
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This circuit ads as an XOR gate with digital square input waw signais. Howewr, it 

behaves more like a mixer when operating at very high frequencies, especially when the 

input digital signaIs have a more sinusoidal nature than a square one. The operation of 

such ct mixer is illustrated in Fig. 3.3. 

Fig. 3.3 Basic Mixer-Based Phase Detector 

The final output of the mixer phase ddeetor can he filtcred h" a low pass fil ter, to giv(' 

the result in Eq. (3.1), which is proportional to the phase difference of the two input signais 

(3.1 ) 

The mixer itself can be used as a simple phase detector. but should be combined with 

a mixer-based frequency detector to provide COR phase detection. An example of such 

ct frequency detector called a quadricorrelator is shown in Fig. 3.4. However, quadrature 

outputs CL[\'[ and CLKQ of the VCO clock will be needed for this circuit. 

Fig. 3.4 Qlladricorrdator Enables CDR Phase Dctœtion 

3.1.3 Sample and Roid 

Another type of COR phase detectors involves sample and hold (S&H) circuits. The typical 

operation of such a circuit is described with the schematic in Fig. 3.5. 

The sample and hold COR phase ddcctor will sample the VCO dock on ('aeh NRZ 

data transition, and pro duce a zero-order hold output waveform. The wavcfonns in Fig. 3.G 

illustrate the concept of this detectol'. The voltage level of the S&H uutput signal refleds 
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VCO Clock ----- Zero-Order Hold 
~ Q~-~"'" 

V si n( mt +~ ) N RZ Data. â T Sampled Output 

Fig. 3.5 Operation of a Sample and RaId CDR Phase Detector 

the phase difference between the VCO dock and the NRZ data transitions. If there is no 

data transition in a certain bit period. the S&H output signal simply does not change. 

~ -pA !\ 1 VCOClock 

~~ S&H OUtput 

~ 1 1 1 1 Data Transition 

TIme 

Fig. 3.6 Waveform Diagram of a Sample and RaId Phase Detect.or 

The transfer function equation for the sam pie and hold phase detector can be modelled 

as follows 
H ()_ b""PDl-p--st:J.T 

PD 5 - ~T 5 . (3.2) 

A circuit example of the sample and hold architecture is shown in Fig. 3.7. 

VOUT 

Data 

Fig. 3.7 Circuit Diagram of a Sample and RaId CDR Phase Det.ector 
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3.1.4 Digital Logic 

Digitallogic is mainly used in lower frequency phase detection, as the clock transitions are 

less well defined at high frequencies. Alternatively, more robust edge detection techniques 

have to be applied, ta compensate for the higher tolerance requirements for data transi

tions. Howcver, the techniques used in di~ital lo~ir phétsc dctectors arc very COlllmon in 

many irnplementations of CDR circuits, as in a recent bang-bang phase detcctor [13]. Two 

common architectures are presented here. the Hogge [14] and Alexander CDR [15] phase 

detectors. 

The Alexander CDR Phase Detector 

Fig. 3.8 Alexander CDR Phase Detector 

The Alexanùer phase ùctector ùepenùs on the ùetection of the phase position of the 

dock with respect to the data. The data signal is sampled at three points as illustrated on 

the right of Fig. 3.8. Depending on the values of the three samples, a logic table cau be 

constmcted as in Table. 3.1. 

Table 3.1 Logic Table for Alexander Detector 

a b c A B PD Out early-Iate 

0 0 0 0 0 0 No Decision 
0 0 1 1 0 1 Late 
0 1 0 1 1 0 No Decision 
0 1 1 0 1 -1 Early 
1 0 0 0 1 -1 Earh' 
1 0 1 1 1 0 N a Decision 
1 1 0 1 0 1 Late 
1 1 1 0 0 0 No Derision 
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This tahl~ shows th~ logi~ d~cision of whcth~r th~ dock is IRt~ or carly with resp<,ct to 

the data transitions. It should be noted that when there is no data transition, there is no 

decision in the Alexander detector. The output of the detector can then be passed through 

a low pass filter as in typical PLLs. 

The Hogge CDR Phase Detector 

The Hogge detector is an architecture that makes use of a simple logic cornpanson to 

generate the output, and perform the function of a CDR phase detector. 

Dm -I-1 r---·-1 .... __ _ 

CLK J J'JlSUU U U LfUL 
A --.J U L--.f"L.JL-.. 
B ----fL.JL _ n __ J1L---__ 

Time 

Fig. 3.9 Hagge CDR Phase Detectar 

This phase detector, shown in Fig. 3.9, generates two signais A and B. Examining the 

transition diagram to the right of Fig. 3.9, signal A is a reference signal that has a pulse 

width directly related to the period of the clock. Signal B is high in between the referellce 

A ami the data signal. The diff~r~ne~ of A and B is passed throngh a low pass fil ter to 

generate the clock control voltage. When the clock is not locked to the data, the two signaIs 

A and B have differing pulse widths, and thus cause overall movement in the clock control 

voltage. On the other hand, when the clock is locked to the data, the two signaIs A and 

B are identicaL except A will be delayed compared to B. The difference of signal A and B 

av~rag~s to :wro, and this will kœp th~ dock control voltag~ constant to maintain Iode 

3.2 The Charge Pump 

The concept of the charge pump. and its effect on the transfer function \vas discussed in 

th~ pr~violls chapt~r. In this s~ction, th~ circllitry of th~ charg~ pllmp is pr~s~llt~d. 
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3.2.1 Single-Ended Charge Pump 

The basic charge pump used in PLL loops is shown in Fig. 3.10. The left half depicts 

the concept of the charge pump as being composed of switched currents, and the right half 

shows an implementation using CMOS transistors. The switches affect whether the CUITent 

saurer will pull current from, or push current onto, the charge capacitor. The upper half 

supplies the pull-up current and the lower half supplies the pull-down current. 

UP 

DaWN 

CP 
Out 

Fig. 3.10 Single-Ended Charge Pump 

The singlc-ended CMOS charge pUInp uses a PMOS transistor as the switch for the 

pull-up current, and an NYIOS transistor as the switch for the pull-down current. This ar

rangement is more efficient and symmetric than using NMOS transistors for both switches, 

siner an ~MOS transistor in the upper hranch may not switch off the cnrreut effectivcly. 

The problem with this arrangement is the difficulty in matching the current sources ta ac

cOInlllodate proccss variations, and the proLleIn of supply fccdthrough aHectillg the groUllÙ 

of the capacitor. 

Another difficulty is that the control signal for the upper brandI has to be a comple

ment of the UP signal. If an inverter is required for this, it will affect the wavdonn of 

the UP signal, and unbalance the pull-up branch, as well as introduce a delay that may 

be significant at higher frequencies. Overall at higher frequencies, there is a problem of 

balancing the pull-up and pull-down function in the single-ended charge pump. 
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3.2.2 The DifferentiaI Charge Pump 

A methoù to solve the problem of single-ended charge pumps, is to use a fully-differential 

architecture [16]. With the use of proper layout techniques, the effect of pro cess variation 

and transistor mis match on charge pump operation can be minimized. A differentiai charge 

pllmp architecture is shown in Fig. 3.11. 

L-----------------~----+---~~C~p-~U~P~LOWPASS 
CP _DOWN FlLTER 

Fig. 3.11 DifferentiaI Charge Pump 

The differelltiai design ensures that the UP and DüWN signaIs pull the saIlle curreut 

at the output, as long as the control input signaIs are consistent with each other. The 

drawback of differentiai designs is that it is more complicated to implement in the overall 

PLL architecture. 

3.3 Voltage Controlled Architectures 

The VCO is an essential component of the PLL as it pro duces the clock signal that has 

to synchronize with the inpnt data signal. There are mmally two types of VCOs nsed, 

normally ring oscillators and LC tank oscillators. 

3.3.1 Ring Oscillators 

The priuciple of a ring oscillator is depicted in Fig. 3.12, with tluee single-stage differential 

ampli fiers in cascade. The idea is to have any circuit disturbance propagate and amplify 

through the feedback, creating enough instability in the oscillator feedback to produce a 

sustained endless oscillation. 
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VCO Output 

Control 

Fig. 3.12 DifferentiaI Ring Oscillator 

In order for oscillation to set in, the total phase shift of the ring oscillator has to be HlO°. 

Therefore, more than three amplifiers in cascade are typically nceded in the feedback loop. 

The frequency of oscillation of the ring oscillator is controlled by adjustillg the propagation 

delay of each amplifier stage. It is for this reason that each amplifier stage can he termed 

a delay cell. The delay adjustment can be implemented by controlIing the current in the 

amplifier stage, and one such amplifier ccll is shown in Fig. 3.13. 

Fig. 3.13 Single Delay CclI of il Ring Oscillator 

By controlIing the voltage of VControl+ and VContro/-, the CUITent fiowillg through the 

dday cclI can be adjusted. Increasing VColltrol+ will lead to an increase in currcnt in thc 

delay ce Il , and a corresponding decrease in the overall delay time. Increasing VControl- will 

increase the resistance in the resistive load of the differential amplifier pair, and result in a 

corresponding increase in the overalI delay time. Thus the pair of VC"ntro/+ and VC(}Tlfr,,/

exert differelltial control over the frequency of the ring oscillator. 
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3.3.2 LC Tank Oscillators 

Another oscillator used in PLLs is the LC tank oscillator. The differential version is more 

commonly used than the single-ended one because of better supply rejectiou, aud the higher 

Q factor achievable. 

VDD 

Fig. 3.14 Le Tank Based Oscillator 

A simple LC Tank Oscillator in Fig. 3.14 shows the cross-coupled differential pair t.hat 

proviops thp npgative rpsistance reqllirerl for oscillation. Thp diorlp-like symbol with the 

arrow across it represents the varactor. The inductors and varactors form the Le tank of 

the oscillator and control the resonant frequency of the oscillator. L is the total induc

tance, whereas C is the total capacitance of the varactors and parasitic capacitances at the 

oscillating nodes. The oscillation frequency is given in Eq. (3.3), and the values of Land 

C oirectly affect the rcsonant freqllency. 

1 
Jo = ----;:::=== 

2nV[LC]tank 
(3.3) 

Usually, the value of L is fixed by employing two fixed-value inductors in the oscillator, 

ami the frequency of this oscillator is only adjusted uy controllillg the v<:tractor cont.rol 

voltage VControl to adjust the value of C in the tank. Usually. the Q factor of the varactor 
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is not very high, and rcœnt research has focused on improving the' Q factor of this devicc, 

in order to improve signal purity in the oscillation [17]. 

3.4 Varactors 

Varactors arc mainly used to control the frcqucncy of oscillation of Le tank oscillators 

only, and are not used in ring oscillators, because ring oscillators can have their frequencies 

purely controlleù utiing circuit biatiillg teclllli4Ueti. There are variouti typeti of varactorti that 

are used: i) the varactor diode, ii) MOS varactors, and iii) N+ NweU varactors. which are 

described in this section. AU of the varactor topologies described throughout Section 3.4 

can he impkmented in the CMOS proœss. 

3.4.1 Varactor Diodes 

A varactor diode is used in t.he manner depided in Fig. 3.15, and was userl in most carly 

oscillator designs. 

ai n+ p+ r 
V ~oo ..... t_rd_--II:k1 V O~PCI 

Fig. 3.15 Varactor Diode 

The voltage input to the n+ doped region iti utied to control the capacitance at the output 

of the p+ doped region, and as VControl increases with respect to VOutput. the capacitanCE' 

decreases. The diode should not be forward biased, as that will negatc the use of the diode 

as a varactor. 

3.4.2 MOS Varactors 

The MOS varactors arc deriverl from trarlitional Pl\fOS anrl NIVIOS transistors, with the 

corresponding varactor configurations shown on the left hand side and right hand side of 

Fig. 3.16, retipectively. 
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Fig. 3.16 PMOS (leU) and NMOS (right) Based Varactors 

The drain and source are tied together for both MOS transistor types and the}' cons ti

tute the control terminal VControl of the device. The output of the varactor at which the 

Le tank is attached, is the gate of the transistor. 

The boùy terminal of the PMOS transistor has to be biased to V ùù or the rail voltage. 

For the PM OS var act or , VControl should be kept below this bulk terminal voltage. In 

addition, as VCont1.o1 increases, the capacitance of the varactor increases. 

On the other hand, the NMOS transistor has to be biased to gronnd. The VCo1lfro/ has to 

be kept above this bulk terminal voltage. The behavior is different for the NMOS varactor, 

as VControl increases, the capacitaIlce of the varactor ùecreases. 

3.4.3 N + Nwell Varactors 

Another type of varactor is the n+ in Nwell type of varactor, shown in Fig. 3.17. 

Fig. 3.17 N + Nwdl Varactor 

The nwell is biased by the voltage of the n+ doped regions, which is the VContro/ for 

this varactor. The output is aIso the gate of this ùevice. This Il + Nwell configuration is 

derived by eliminating the p+ doped regions of the PM OS transistor. As VControl illcreases 

with respect ta VOutput, the capacitance decreases. 
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3.4.4 Varactor Comparison 

Figure 3.18 give~ a graphical compari~on of the effect~ of the variou~ varactor~ di~cu~~ed 

previously. 

·'.PMOS 
' •. 

j Diode 
" 

........ 

"t:1l't\'1 

Fig. 3.18 Tuning Characteristics of VCOs using a Diode Varactor, a Pl\10S 
Varactor, and an N+ Nwell Varactor 

The Diode, PMOS, and N+ Nwell varactor~ are each u~ed to tune a VCO, and the 

change in the VCO frequency with respect to the change in control voltage is plotted. A 

higher capacitance causes a decrease in the frequency of the oscillator. As can be seen in 

the figure, illCrect~illg the control voltage for the n + llwdl varactor and the diode, re~ult~ in 

ct decrease in capacitance, and hence an increase in the frequency of oscillation. The PMOS 

varactor has the inverse effect with a change in control voltage. Further information on the 

characteristics of these varactors is given in [18]. 

3.4.5 Modelling Varactors 

In general. varactors can be modelled with the schematic depicted in Fig. 3.19. 

Fig. 3.19 Varactors Modelling 

The parameters Rp, L p and Cp model the parasitic resistance. parasitic inductance 

looking into the device, and the para~itic capacitance acro~~ the varactor. The parameter 
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11(: rnodds the resistance looking into the gate, and c:,. and Il,. arc Ilscd to model the' 

variable nature of the varactor. More detailed modelling information can be found in [19]. 

3.4.6 Three Terminal Varactors 

A three terminal varactor is shown in Fig. 3.20, which is a combination of the previous 

types of varactors. 

Fig. 3.20 Three Terminal Varactor 

The operation of this three terminal varactor can be sUl11marized in Table. 3.2. 

Table 3.2 Summary of Three Terminal Varactor Operation 

Capacitance seen at Effect of increasing voltages of 
Output Node Gate Drain(n+ ) Source(p+ ) 
Gate Increase Decrease Increase 
Drain(n+ ) Increase Decrease Increase 
Source(p+ ) Increase Decrease Increase 

It is possible to use the source (p+) as the output node. and control the capacitance 

seen at this output node with the gate and drain voltages. As t.he gat.e alld drain voltages 

each affect the output capacit.anœ in an opposing manner, this nwthod can lw cOTlsideI"cd 

a fonn of differential control of t.he varactor. For further analysis of this varactor, refer to 

[20]. 
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3.5 Loop Filters 

Loop filters are used to filter out high frequency phase changes, and assist in locking the 

veo control signal to the required control voltage. There are different types of loop filters, 

which can basically be classified into passive and active type loop filters. 

In general, when comparing different types of loop filters, the biggest distinguishing 

factor would he whether they are passive or active filters. Active filters giw better de

fined filtering characteristics and better control over the filtering function, but have more 

complexity as they use active arnplifiers. In contrast, passive filters have more design lim

itations, but have fewer design variations, and are thus easier to design. Another design 

consideration is the or der of the fil ter, and this is discussed in Section 2.1. There are more 

types of filter variation descrihed in other works, hnt thev are less crucial for thr' purpOSr' 

of eDR design. 

3.5.1 Passive Loop Filters 

In Fig. 3.21, the left circuit shows a single-ended loop filter, and the right circuit shows 

a differential loop filter. The effects on the overall transfer function, and modelling the 

Input 
0.5 R 

C Cl Output 

0.5 R 

Fig. 3.21 Passive Loop Filters: Single Ended (left), and DifferentiaI (right) 

specifies of this particular filter have been covered in the previous chapter on thircl order 

loops. In order for the differelltial loop filter to oe oalallccd, the resistors arc dividcd in 

two, and placed symmetrically between the differential terminaIs. 
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3.5.2 Active Loop Filters 

In Fig. 3.22, two exampleti of pŒtiible loop filterti for a t.hird-order PLL arc shown. These 

are named active filters because of the addition of amplifiers in them. which usually contains 

active devices like transistors, and do not just consist of passive components like resist.ors 

étnd cétpétcitors. 

OUtput 

Fig. 3.22 Examples of Active Loap Filteni 

The t.ransfer function for the loop filter on the left of Fig. 3.22 is given by 

F(s) = _1_, 1 + sR2 (Cl +, C2 ) . 

RIC I 8(1 + sR2 ( 2 ) 
(3.4 ) 

The transfer function for the loop filter on the right of Fig. 3.22 is given by 

(3.5) 

3.6 Cornrnon Mode Feedback Circuits 

When lIsing differentiétl circuits, it is often neccssétry to métke lIse of corn mon mode fccdhétck 

circuits (CMFB) [21]. The common mode voltage refers to the average of the two voltages 

of a differential signal. 

The reason for using these CMFB circuits is that the overall loop feedback determines 

the differential voltages, but does not affect the common mode voltage. Therefore, it may 

he neccssary, especiétlly bdore ét differentiétlloop filter, to métintétin the COlllmon mode \cvc\ 

of the filter. These CMFB circuits sense the change in common mode voltage levels, and 

adjutit the DC biatiing currentti or voltageti of the circuitti charging the loop filter. An 

example of a CMFB circuit is given in Fig. 3.23. 
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Fig. 3.23 Cornrnon l\Iode Feedback Circuit 

In this circuit, the feedback mechanism works by trying ta balance the currents in each 

brandi, as indicated in Fig. 3.23, ta be equal ta one unit of 1 (the biasing current of one 

CUITent source). By seeking ta keep the total of the currents in the transistors directly 

COllllcctcd ta VDiff (thc diffcrential signal), cqual ta 2[, this circuit balanccs thc avcragc of 

the voltage levels of the differential signal. In this sense, it then generates a corresponding 

change by feedback, in the output signal VOut , that controls the biasing voltages or currents 

in the previous stage feeding the CMFB circuit. 

Many different types of CMFB circuits exist, but the gelleral conccpt of averaging 

the differential signais and fœdback is sirnilar ta that described prcviously. However, the 

analysis of the CMFB circuit is outside the scope of this work, but cau be cxamiued in [22]. 

3.7 High-Speed Architecture Considerations 

As signal frequencics arc rampcd ta highcr frcqllencies in circuits, the unit y-gain frcquf'ncy 

(h·) of the transistors may Hot be high enough ta provide sufficient bandwidth for signal 

propagation. As the periods of signais become smaller, the maximum possible rise and 

fal! times of signaIs become stricter. Slew rate limiting and distortion Illay set in as the 

transistors become un able ta keep up with ideal behavior. As such, therc are some special 

considerations for high-spœd designs [23]. 
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3.7.1 MOS Current-Mode Logic Circuits 

In phase detectors, where the highest frequency of switching is required in order to detect 

data edges and dock transitions, there is a high potential for failure due ta excessive device 

parasitics and speed limitations in the design. A method that has been used to alleviate this 

sitnation in CMOS technologies is the use of (\10S Current-l'vlode Logic) l\ICML circuits 

[24]. A l'vICML inverter is shown in Fig. 3.24. This type of gate design is based on Current 

l'vIode Logic (Cl'vIL) , which was originally used in bipolar circuits. 

VDD 

Fig. 3.24 MOS CUITent-Mode Logic Inverter 

The various parameters for tuning this l\ICML gate are the signal voltage swing. resis

tanœ R, and the bias voltage Vu r AS of the current sonrœ. Increasing the value of Vu r AS 

increases the CUITent in the MCML gate, and speeds up the inverter, with a corresponding 

increase in gate power consulllption as a tradeoH·. 

The idea ta MCl'vIL gates is that by setting the signal voltage swing ta be srnall, there 

will be less of slew rate limiting of the signal at the output of the gate. The value of 

H determines the optimal signal voltage swing of the signais passing throllgh the gatc. 

Therefore, the higher the resistance, the larger the maximum signal voltage swing, but 

as more slew rate limiting needs to be factored in, the gate will have a lmver maximum 

frequency. There is thus another tradeoff between higher signal swing for better signal 

integrity and higher operating frequencies. 
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3.7.2 VCO Operating Frequency 

For the PLL to even work at high frequencieti, the VCO hati to be able to generate high 

dock speeds. The MCML inverters can be cascaded to be used as ring oscillators for high 

frequency operation, but buffers will be required as these optimized ]'vICML inverterti tend to 

he 11nahle to drive large capacitative loads. As explained previollsly, the[(' is an important 

tradeoff between power consumption and oscillation frequency for such oscillators. 

Utiually, ring oticillatorti are unable to reach the highetit detiign frequency tipecificationti, 

and Le tank oscilla tors tend to be used to provide these high docking frequencies. Specifi

cally, higher currents can be used to boost the oscillating frequency of the LC tank oscillator. 

With this, there iti abo a design trade-off uctWCCll frequellcy and power cOlltiurnption. Ati a 

VCO designed for high frequencies can consume a high current, it is neccssary to consider 

the power hudget of the overall design hefore setting the oscillation frequency. 
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This chapter covers the different architectures implemented in this research work. The 

first architecture to be tested consists of a sample-and-hold architecture, followed by an 

adaptation into a quadrature mixcr half-ratc architccturc, thcll a final improvcIIlcllt in thc 

last implementation. Basically half-rate architectures [25] enable data recovery at twice 

the data rate of full-rate architectures, while using the same VCO dock speed. 

4.1 A 1Gbps Simple Sample-and-Hold Architecture 

The principle of the sample and hold phase detector was explained in the previous chapter. 

This implementation is based on the dpsign by Anand pt al. [26]. 

Single- f-t.. Sample and f-t.. Charge f-t.. Loop f-t.. 
Recovered 

Input 
Endedto Hold Phase Pump Filter VCO Crock 

Data 
Differentiai r-.... Detector ~ (CP) f-t.. (LP) f-t.. . 

t 

Fig. 4.1 Overall Chip Architœture Block Diagrarn 

A chip was implemented based on the functional block diagram of Fig. 4.1. The dual ar-
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rows hetwœn each hlock signify differential signalling. I3asically in this implcmcntation, the 

sample-and-hold phase detector is combined with a voltage-to-current-type charge pump 

and a ring oscillator. 

4.1.1 Design Components 

Phase Detector 

The circuit diagram of the sample-and-hold phase detector is given in Fig. 4.2. 

Fig. 4.2 Sample and Rold Phase Detector 

This phase detector operates similarly to a master-slave flip-flop, but uses the concept 

of sample-and-hold explained in Section 3.1.3. The first stage on the left side of Fig. 4.2, 

converts the input differential voltage signal (DATA IN) into a control signal for the CUITent 

sources of the following stages. Hence, the two differential signaIs are used to tum on and 

turn off the events of the following sampling circuits. 

The two sampling stages (second and third stage) are identical. Each stage consists of 

a differential pair, whose purpose is to ho Id the voltage sample on the holding capacitors. 

The diH"crential pairs arc activated for sampling Ly the sillluitaneous turning on of the 

current source below the pair, and the transistor loads above the pair. Therefore, the two 

differential stages are turned on alternately by voltage transitions in the data signal, and 

the sampled voltage lcvd of the VCO dock signal reaches the output aftrr two data signal 

transitions. 
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Charge Pump 

Fig. 4.3 Voltage-to-Current Charge Pump 

The: charge: pllmp llse:d in this imple:me:ntation is shown in Fig. 4.3. This voltage:-t.o

current type charge pump converts the input signal into a control signal for the current 

source, which then moves current on and off the loop filter that is placed at the output 

of the charge pump. The charge pump on the left side of Fig. 4.3 shows the circuitry for 

this signal conversion, and the right si de consists of the Common Mode Feedback (C:\IFB) 

circ1lit llse:d to control the: common mode: volt.age: of the: charge: pllmp 01ltp1lt signal. The: 

CMFB circuit controls the common mode voltage by adjusting the biasing of the charge 

pump transistor loads. The common mode voltage of the charge pump output can be fixed 

by setting the voltage of VBJAS in the CMFB circuit. 

Ring Oscillator VCO 

A ring oscillator is used in this CDR implementation. It consists of three identical single 

delay ceUs as shown in Fig. 4.4. The oscillator in this CDR implementation consists of 

a ring oscillator with thrr:r: dday stages, with cach stage corre:sponding t.o the dday cclI 

shown in Fig. 4.4. This delay ceU makes use of an interpolation technique to adjust the 

delay. There are two paths to the input signal in this delay ceIl, with Path2 having a longer 

delay consisting of two cascaded differential pairs. In contrast, the signal path of Path1 
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VCO CELL IN 

Fig. 4.4 Delay CeU in VCO Charge Pump 

has only one differential pair stage. 

Through the technique of delay interpolation, the fine control and coarse control signaIs 

adjust the delay of the delay ceU, by adjusting the currents powering the two different delay 

paths. By turning one delay path on with higher current preferentially ta the other delay 

path, that delay path can be activated more than the other one. The overall delay is thell 

more inftllenced hy the activated dday path. 

4.1.2 Simulations and Measurements 

Fabrication 

A micrograph of the first fabricated chip is shawn in Fig. 4.5(a), which has been imple

mented using the CMOS O.18/Lm process. The on-chip capacitors occupy a large area of 

the chip on the left, and the ring oscillator can be seen in the marked right part of the 

micrograph. The thrcc dday stages of the ring oscillat.or can he ohserved t.o he dearly 

divided on the chip layout. In addition, care was taken during the layout process, to CliS ure 

proper isolation between the different ceUs, t.o prevent interference and to minimize noise. 

The chip was tested using the PCB test board shown in Fig. 4.5(b). This is a test 

package provided by CY!C for chip prototype testing, and this test board is a gelleric 

design. Thus, cust.om connections arc nccded to route t.he power, ground supplies and 

signaIs ta the appropriate SMA connectors. This PCB has average performance, and is less 

suitable for high speed operation as there are package losses at such frequencies. 
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(a) Chip Micrograph (b) PCB-TF2 Board 

Fig. 4.5 Chip Micrograph and Test Board 

Results 

The results of the measurements are given in Fig. 4.6, Fig. 4.7, and Fig. 4.8. 

Fig. 4.6 Transient Signal at the Output 

In Fig. 4.6, the: transie:nt wavcform from an oscilloscope: me:asure:me:nt is shown. Thr 

oscilloscope used was the Tektronix TDS 8000 Digital Sampling Oscilloscope. The output 

signal shown in Fig. 4.6 has an amplitude of about 300 IllV, and a frequency of 900 MHz. 

Figure 4.7 is a graphical plot from a spectrum analyzer measuring the frequency of 

oscillation. The measured spectrum has a peak at 1.2935 GHz, with sorne observable 
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Lastly, in Fig. 4.8, the phase nOlse graph of the output VCO signal is shawn. This 

phase noise plot is obtained using the Agilent E440A PSA Series Spectrum Analyzer, and 

a measureel phase noise of -60.44 elBe/Hz is ouserveel at a 1 MHz offset, at a carrier frequcllcy 

of 848.1 MHz. 



4 Clock and Data Recovery Implementations 56 

4.2 Full-Rate 5.5Gbps Quadrature Quasi-Mixer Implementation 

This architecture is an improvement over the previous architecture of Section 4.1. This 

uovel implemeutation in CMOS technology can run at higher frequencies due to the use 

of high-speed mixer architectures [27] in the speed-critical components of the design. The 

basic block diagram of the overall architecture is shown in Fig. 4.9. 

ln 
o ~ ata 

ri'" 

4-

~ 
Phase 

Detector 

Quadrature 
Phase 

Detector 

t 

- ~ 
Recovered 

-... Frequency + Charge ....... Loop r--. Quadrature Clock Sigmif j Detector Pump Filter VCO -

Fig. 4.9 Quadrature Mixer Ralf-Rate Architecture 

The input data signal is fed into the two phase detectors. These two phase detectors 

are both clocked by the VCO, except one of them is clocked with a 90o phase-shifted VCO 

signal from the quadrature VCO dock. The outputs of the two phase detectors are thell 

fed into a frequency detector. 

The frequency detector helps pull the loop frequeIlcy towards the data frequellcy, 

whereas the phase detector helps maintain a constant phase difference between the data 

signal and the VCO dock signal. The frequency detector thus pro duces an additional 

charge pllIUp control signal to aid the PLL lock. Therefore, the charge pnmp needs to have 

two sets of differential control signaIs, one from the phase detector and the other one from 

the frequency detector. 

4.2.1 Design Components 

Phase Detector 

This section describes the details of this implementation. The VCO l'uns at a frequency 

of around .5.5 GHz, and the data runs at around .5.5 Gbps. The CDR componellts of this 



4 Clock and Data Recovery Implementations 57 

impl~m(mtation, that ar~ r~pr~s~nt~d in Fig. 4.9 ar~ d~scrih~d n~xt. 

First Stage 

Fig. 4.10 Phase Detector 

Th~ ph8.s~ dd~ctor of th~ archit~dur~ is giv~n in Fig. 4.10. This circuit is an improY~

ment over the simpler sample and hold architecture of Fig. 4.2. It basically works as a type 

of dual-edge triggered flip-flop that samples the voltage value of the dock and each data 

transition of the input data. However, this circuit operates in a quasi-mixer mode, as the 

voltage signais are kept small to enable higher speeds of operation. As the phase detector 

is r~qnir~d to work at a high fr~qu~ncy, transistors of smaller widths ar~ us~d thronghollt 

the flip-flop. 

The first stage consists of two quasI-mIxer cells which feed the second stage mIxer 

cell. The l\RZ data is thus l1lixed with the dock in these two stages. Overall, this circuit 

pro duces an output beat signal that has a voltage level corresponding to the phase difference 

bdwœn th~ data and dock signaIs. Finally, the third stag~ is a buff~r stag~ that is wqnir~d 

because the small transistors of the previous stage cannot sufficiently drive the output loads. 
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Fig. 4.11 Freqllency Detector 

Frequency Detector 

The frcquency detector of Fig. 4, Il acts as a high speed detector of the difference in 

frequency, but only in combination with the two phase detectors fed with a veo dock in 

qUél,dratme, The two signais from the PD and QPD phase dctectors él,re rnixerl, mld used 

to pro duce a beat signal that depend on whether the frequency of the veo dock is higher 

or lower than the dock of the data signaL 

The circuits of the first stage mix the QPD and PD inputs, and are then rnultiplexed 

by the second stage circuit, The output of this frequency detector has tluee states. If the 

frequency of the veo dock and the NRZ data arc dose enough to C'ach other, the out.puts 

are kept high. If the frequency of the veo is higher or lower than that of the data, one of 

the outputs will oscillate. 

Specifically, if the frequency of the veo is greater than the frequellcy of the data signal, 

the signal of FDdown stays at 1.8V, while the signal of FDup beats at. a specific frequency. 

This heat frequency is dependent on the magnitude of the differencc in frequencics hetwcC'Il 

the VCO and data. On the other hand, the situation is reversed wh en the frequency of the 

data signal is greater than the frequency of the VCO. 
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Charge Pump 

CP G'H 
-, 

Charge Pump 

Loop Filter 

Fig. 4.12 Charge Pump 

Charge pumps are needed to supply currents to, and sink currents hom, the loop filter. 

Most charge pumps use digital signaIs to control charges movement. Therefore, work 011 

charge pumps tends to emphasize the accuracy of the circuit using digital control signaIs. 

However, this is not neccssarily suitablc in high-spccd phase locked loops, as the cliIllination 

of the digital control signaIs would reduce voltage spiking. For the circuit of Fig. 4.12, the 

charge pump moves incremental charges depending on the amplitude and frequency of the 

controlling input signaIs, in contrast to the operation of the time-controlled fixed-current 

charge pumps. 

An important design issue is the difficulty of matching the pull-up and pull-down cur

rents of the charge pump. The use of complementary current mirrors, as in Fig. 4.12, keeps 

the pull-up and pull-down currents reasonably equal. This charge purnp is fully balanced 

by the arrangement of the differential pairs, and is rninimally affected by pro cess variations 

and design imbalances. 

Table 4.1 Charge Pump Operation 

Condition Contu Contd 
FDup and FDdown high No change :\'0 change 

FDllp drops low Bises Falls 
FDdown drops low Falls Rises 

PD high and PDb low Falls Rises 
PDb low and PD high Rises Falls 
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Th~ charg~ pump in Fig. 4.12 has two controlling diff~rcntiaJ inputs from th~ phasr 

detector (PD and PDb) and the frequency detector (FDup and FDdown). The differential 

output of this charge pump is at Contu and Contd. The frequency detector moves differen

tial charges as long as there is a frequency difference. The FDup and FDdown signais are 

both high at the same time by default, if there is no frequency shifting required, as detected 

by thc FD. Howcvcr, if thc frCqUCllCy drifts, onc of thc voltagcs of FDup or FDdown will 

drop, and will result in frequency correction. The PD moves charges depending on the 

amount of phase difference, and pro duces a beat signal that moves the VCO dock into 

phase with the input data signal. A summary of the charge pump operation is given in 

Table. 4.1. 

Thc COlIlIIlon modc fccdback circuit is also shown in thc middlc of Fig. 4.12, and this 

circuit keeps the common mode level of the output of the charge pump at a constant level. 

The loop filter that is connected to the charge pump is on the right side of Fig. 4.12. 

NMOS LC-tank oscillator 

Outo Quie Outd Qutb 

Qutd Outo 

Fig. 4.13 Quadrature Voltage Controlled Oscillator 

Instead of the ring oscillator used in the previous architecture of Section 4.1, an Le -tank 

oscillator is uscd that is givcn in Fig. 4.13. Highcr Q factors arc achicvablc with an LC-tank 

oscillator, and they are able to drive larger capacitative loads. There are four quadrature 

outputs, which are Outa, Outb, Oute and Outd. This quadrature VCO uses two tied NMOS 

cross-cou pIed pairs to create the signais in quadrature, which are then used to drive the 
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two ph<l,s~ rl~k('tors. 

Sufficiently high gain in the cross-coupled pair is required to cause sufficient instability 

and cause oscillation. As the :\1\10S cross-coupled pairs generate the main part of the 

oscillation, they have relatively larger widths compared to the PI\'IOS pair. The PMOS 

pairs in this oscillator are optional, and are placed there just to keep the VCO signal 

oscillating betwcen the rail voltage (V fJfJ) and ground. They are not sized sufficiently 

large enough to contribute the necessary gain (gm), required for oscillation. If the PMOS 

pairs were omitted, the VCO signal would have a DC level equal to the rail voltage, and 

would require a following DC voltage shifter stage, before the VCO signal can be used 

elsewhere in the PLL. Xote that the inductors of this VCO are integrated on the same 

silicon chip. 

Front Stage for Data Input 

VIN 
SINGLE 

VDD 

Fig. 4.14 Single-Ended to DifferentiaI Couverter 

VDD 

= 

The input stage for the data input is shown in Fig. 4.14. This circuit converts a single

cnded signal into a differential signal. It is used as the input stage, as it is difficult to 

generate a differential input NRZ data signal. This stage uses a two stage differelltial pair 

with active load, to generate the fully differential signal. Finally, a pair of inverters is used 

to buffer the output signal to the following stage. 
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4.2.2 Simulations and Measurements 

Fabrication 

This modified CDR was implemented in a cmosp18 process with the micrograph shown in 

Fig. 4.15. 

Fig. 4.15 Chip Micrograph 

The oll-chip inductors are shown at the top-lefL and the 100 pF capacitors are at the 

bottom of Fig. 4.15. The large capacitanœs of the loop filter and t.lw large indlldor reqllired 

for the lower frequency, dominate the area of the die. 

Simulations 

" r 

9eJ~m 

> 800m -
7~0m 

tim~ (, ) 

Fig. 4.16 Control Signal Lock Simulat.ion 
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In Fil!;. 4.16, the simlliation shows t.hat the control signal of the veo locks to the 

input data frequency under simulation. Notice that the movement of the control signal is 

linear, and this is due to the improved linear charge pump, which provides constant current 

pumping to the loop filter. The locking time in this simulation is about 600 ns. 

Measurements 

The results of measurement for this implementation are shown in Fig. 4.17, Fig. 4.18. and 

Fig. 4.19. 

Fig. 4.17 'fransient Signal at the Output 

In Fig. 4.17, the transient waveform displayed on the Tektronix TDS 8000 Digital 

Samplillg Oscilloscope is shown. The output signal has an amplitude of about 14 m V, and 

a frequency of 5.586 GHz. The output signal has a lower voltage amplitude, as the output 

stage was designed ta sacrifice amplitude for a higher specd of operation. 
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Fig. 4.18 Spectrum Analyzer Graph of Output Signal 

In Fig. 4.18, a graphical plot from a spectrum analyzer measuring the frequency of 

oscillation shows a peak at 5.76 GHz, with small sideband interferences. 
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Fig. 4.19 Phase Noise Measurement of the Output Signal 

In Fig. 4.19, the phase noise graph of the output VCO signal is shawn. This phase noise 

plot has a measured phase noise of -70.32 ciBe/Hz, observed at a l MHz offset for a carrier 

frequency of 5.762 GHz. Note the lower phase noise compared to the first design, despite 

a five time increase in the operating frequency. 
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4.3 Modified Ralf-Rate 13Gbps Quadrature Quasi-Mixer Clock 

Recovery (CRC) Implementation 

4.3.1 Design Components 

Phase Detector 

In order ta achieve a higher data rate, modifications to the previous design of Section -1.2 

wr,rr, rna(k. Thr, phasr, ddœtor and thr, veo havr, hœn rr,plaœd to work at highr,r frr,-

quencles. 

81 

82 
PO OUT 

Fig. 4.20 Phase Detector 

The phase detector of Fig. 4.9 does not work at half rate, and a modified phase detector 

using the same sample and hold principle is used, which is shown in Fig. 4.20. In Fig. 4.9, 

the non-rdllrn to ZNO (NRZ) signal is fr,d in as DATA, and thr, VCO signal is fr,d in as 

CLK. Nodes in Fig. 4.20 (BI) like QI, Q1b, Vbias and CLKb are connected ta oUler nodes 

with the same labels in the two circuit blocks B2 and B3. Both the upper and lower circuits 

operatc like mixers in the small signais regime, mixing the data input with the dock signal. 

Proper sizing of the transistors attached to the dock signal ensures mixer operation. 

Once more, a differential bufrer B3 is required tu buffer the output sigual and regcneratc 
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t.h<~ small voltage signaIs, as small transistor sizes have hccn uscd to incrcasc the spccd of 

operation. Overall, this circuit pro duces an output beat signal that has a voltage level 

corresponding to the phase difference between the data and dock signaIs. 

FuUy Complementary LC-Tank VCO 

Outo Qute Qutd Outb 

Outb Outo Oute 

Fig. 4.21 Complementary Quadrature VCO 

The veo of Fig. 4.13 has been replaced with the faster veo of Fig. 4.21 using a fully 

complementary architecture with PMOS cross-coupled pairs and buffers to balance the 

NMOS part of the circuit. In contrast to the veo of Fig. 4.13, the PMOS cross-coupbl 

pairs are sized large enough to provide sufficient gain (gm) and ensure oscillation. By 

using properly gain-balanced complementary pairs in contrast to NMOS-only or PMOS

only oscillators, the largest transistor size is reduœd. Overall, the widths of the NMOS and 

PMOS transistors will be similar, and this allows a more balanced veo layout on chip. 

The frequency of this veo is tuncd using varactors that are cOlltrollcd differentially, as 

described in the next section. The bias current of this veo is also set higher to increase 

the frequency of oscillation. Again, the inductors used are on-chip inductors. 

A Differentiai Varactor 

Typically, a veo is tuned using only one type of varactor [28]. In this work, two types of 

varactors are comhincd. Namdy, an N+ Nwdl varactor and a PMOS varactor. as shown in 
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V Centra 00111 

Fig. 4.22 DifferentiaI Varactor Control in VCO 

Fig. 4.22. The differential varactors used in the VCO are derived from a combination of Cl 

PMOS vmactor and a N + Nwell varactor, and is set np as shawn in Fig. 4.22. This cnahles 

a unique differential control, and the combination can be viewed as a new differential 

varactor. The operation of the varactor is summarized in Table. 4.2, 

Table 4.2 Effect of Varactor Control on VCO 

Control Line Varactor Used Capacitance at VCO Frequency of VCO 

VControlup PMOS Increases Decreases 

VContTulDuwn N+ Nwell DeCI'cases InCl'eases 

One of the hendits of this varador is the inhcrcnt widcr cffective rangc of voltage' 

control. Instead of only having l.8 V, as in the case of a single-ended control voltage, one 

now h<:ts effectively twice the voltage control range when using this differential v<:tracto!'. 

Output Buffer 

Vin 

VDD Vout 

R 

Fig. 4.23 VCO Output Buffer 
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As thr VCO is srnsitive to loading, an output huffer is required to transmit the signal 

off-chip. The circuit of Fig. 4.23 is used to buffer the VCO signal off-chip. It is a cascade 

stage using PMOS, that lowers the overall DC voltage level of the buffered off-chip VCO 

signal. 

Using a current bias in the extra transistor on the right of Fig. 4.23, lowers the driving 

requiremellt of the cascade stage. These two design fcatures dl"ectively lowcr the power 

requirernent of the output buffer, and hence allows the output stage to drive an off-chip 

output node at a higher frequency. 

4.3.2 Simulations and Measurements 

Fabrication 

The cmosp18 chip of this modified design of a dock recovery circuit (CRC) is shown in 

Fig. 4.24. 

Fig. 4.24 Chip Micrograph 

The on-chip inductors are at the bottom-right, and the 80 pF capacitors are at the left 

of Fig. 4.24. With the higher frequency of operation, the inductors have higher quality 

fadors OIl chip. The loop filter capacitancc is also smalleL as a higher VCO frequency 

allows a higher loop filter bandwidth. 
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Transient Response 

Ul ,: /Contd 

> 

200m~~~~~~~~~~~~~~~~ 
0.0 5(110n 1.0u 1.5u 2.0u 

time ( s ) 

Fig. 4.25 Control Signal Lock Simulation 

Simulations 

The circuit simulation in Fig. 4.25 shows a lock on two different input data rates. The first 

tirne period of 111sec shows a lock outo a 13 Gbps input data, and the second 1 tLSec period 

shows a lock onto a 13.6 Gbps input data. As can be seen from Fig. 4.25, the CRe has 

a fast locking timc of about 0.5 Il,sec. The srnall voltage oscillations on top of the control 

signal have an amplitude of about 90 m V, and are due to the constant beating of the phase 

detector signal. 

Test Balun 

Fig. 4.26 Test PCB and Balun 

As a fully differential signal was required as the input to this chip for test purposes, and 

a fully differential signal source is unavailable, a custom PCB was required. The fabricated 
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pen is shown in Fig. 4.26, and a halun is visihle at the top of the pen. The cllstom 

desiglled balun is used to convert a single ended input into a differential signal, with the 

following parame ter 

(4.1) r = 4n 
:3 * Je * yE;. 

The radius of the balun is designed using Eq. (4.1), where r is the radius of the ring, ~,. 

is the relative permittivity and Je is the central operating frequellcy of the bahm. and 

( 4.2) 

The impedance of the balun ring and balun leg traces had to be 75n and 50n re

spectively. The width of the ring and leg microstrips can be found USillg the microstrip 

Impedance Eq. (4.2), where L is the thickness of the suhstrate and Zn is the microstrip trace 

illlpedance [29]. 

The values for the balun in the FR4-62" glass cloth base epoxy resin and fiame retardant 

copper clad laminate, are given below. The l'vIATLAB code for performing the calculations 

is givell in Appendix A.2. 

Relative Permittivity = 4.5 

Substrate Thickness = 62 mils 

Central Operating Frequency 

Ring Radius = 198.38 mils 

Width of Leg = 116.56 mils 

Width of Ring = 54.29 mils 

6.7 GHz 
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Measurement Results 

Fig. 4.27 shows the measured VCO frequency versus the differential voltage control signal. 

A wide VCO tuning range of 1.5 GHz is obtained. 
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The graph of Fig. 4.28 shows the effect of controlling each varactor individually, with 

VContu controlling the P:vIOS varactor and the VContd controlling the N + Nwell varactor. 

As shown on the: graph, the: varaetors aet in opposite: manne:r to the: ehanging voltage:, tlms 

enabling differential control when used in tandem. 
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VCO Frequency With Varying Control Voltage 
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Fig. 4.28 Control Using a Single Varactor 

The measured performance of the CRC is summarized in Fig. 4.29, Fig. 4.30. and 
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Fig. 4.:31. Notiœ that the VCO signal is rather dean. 

Fig. 4.29 Output Signal of the CRC 

In Fig. 4.29, thc transiellt wavefonll clisplayecl on the oscilloscope is shown. The re

covered dock signal has an amplitude of about 114 mV, and a frequellcy of 6.1 GHz. 

Once agaill, the output signal has a low amplitude, as the output stage was desigued to 

compromise for higher spœd. 

:0 AgIIent 13:14:32 M.y 6. 2884 BW/Avg 
M,ri 7.563 8 GH Res BW 

~~~m 0d rB""m -,-_,-'-A::.:tt.""n-=.10'-'d:=.B.,.--..,.-____ -,-'-2""5"".87....:d""Bm,lo~~:·000080 ~~~ 
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dB/ 
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t(f): 
FTun s., 

IFile Operation Status. A:\SCREN663.01F file saved 

....... 1. Video BW 
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Man 

VBW/RBW 
1.00000 

Average 
100 
Off 

Fig. 4.30 Spectrum Analyzer Graph of the Output Signal of the CRC 

In Fig. 4.30, the spcctrum analyzer plot rneasuring the frequcucy of oscillation shows ct 

peak at 7.563 GHz, with minimal sideband interferences. 
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Fig. 4.31 Phase Noise ~Ieasurement for the Output Signal 
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In Fig. 4.31, thr phase nOlSp graph of thr output VCO signal is shawn. This phasr 

noise plot has a measured phase noise of -103.18 dBc/Hz at a 1 :\IHz offset, at a carrier 

frequency of 7.58 GHz. This is considerably better than the -70 dBc/Hz obt.ained from the 

previous design of 5 GHz. 

4.4 Comparison of Chip Implementations 

A cOlllparison of thc ùiffercIlt chip illlplelllentatiolls is given in Table. 4.3. 

Table 4.3 Design Comparison Table 

Chip Presented in Section Data Rate VCO Clock Tllning Range 
4.1 1 Gbps 1 GHz 0.72-l.3 GHz 
4.2 5.5 Gbps 5.5 GHz 5-6 GHz 
4.3 13 Gbps 6.5 GHz 5.9-7.5 GHz 

Chip Presented in Section Voltage Total Current Die Size 
4.1 l.8V 20 mA 1.4xl.3mm 
4.2 l.8V 23 mA l. 5x l. 4mm 
4.3 l.8V 36 mA l. 5x 1. 5mm 

Chip Presented Phase Noise Phase Xoise Phase Noise 
in Section at 100kHz at IMHz at lOMHz 

4.1 -57.60 dBcjHz -60.44 dBcjHz -106.50 dBcjHz 
4.2 -63.70 dBcjHz -70.32 dBcjHz -116.~1 dBcjHz 
4.3 -56.8 dBcjHz -103.78 dBcjHz -12l.57 dBcjHz 
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As can he se en from Tahle. 4.3, the last implementation has the highest rlata rate, anrl 

the best oscillator performance in terms of phase noise. However, the CUITent in the last 

implementation is aIso the highesL with the majority of the current being consuIlled by 

the oscillator. 

The fastest implementation in Section 4.3 is comparable to recent work published in 

the literature. A curnparison to other wurk is given in Table. 4.4. 

Table 4.4 COlllparison of to the Litcraturc 

Work Savoj'Ol [30] Hu'03 [31] Hiok-Tiaq'03 [32] CRC in this work 
Technology 0.18 j.Lm 0.25 j.Lm 0.18 j.Lm 0.18 j.LIll 

Voltage 1.8 V 3.3 V 1.8 V 1.8 V 
Power 91 mW 132 mW 80mW 69mW 

Data Rate 10 Gb/s 1.25 Gb/s 3.125 Gb/s 13 Gb/s 

A summary of the performance of the fastest chip of Section 4.3 is given in Table. 4.S. 

Table 4.5 Performance SumlIlary of the Chip in Section 4.3 

Parameter Value 
Average Data Rate 13 Gbps 

VCO Frequency of Operation 6.1 to 7.6 Ghz 
Capture Range 1.0 GHz 
Power Supply 1.8 V 
Locking Time 0.5 j.Lsec 

Phase Noise @7.58GHz -103.18 dBc/Hz @lMHz 
Power Consllmption 69 mW 

Die Area 1.5 mm X 1.5 mm 
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Chapter 5 

Conclusion 

The work in this thesis p[(~sented the devdopment of dock and data recovery at'rhitectmes 

USillg a O.1SJ.Lm TSMC process. The analysis of the CDR, and the theorctical ullderstallding 

of this unique circuit have been presented. Following, actual circuit implementat.ions. and 

the presentation of fabricated chips and measurements have been presented. 

The first. prot.otype used a simple sample-and-hold architecture with a ring oscillator, 

and the second prot.otype used a quadrat.me mixer architectme with an LC-tank oscillator. 

The last prototype was an improvement over the second, with a fully differelltial archi

tecture working at half-rate with 13 Gbs NRZ input data, and was tested using a custom 

made PCB using FRA-62" laminate from Nan Ya Plastic Corporation. 

The work proved the feasibilit.y of realizing a complete very high speed CDR on a 

monolithir chip, and the possibility of its implementation in CMOS. Also, wc delllonstratcd 

t.hat. it was possible t.o have ent.ire syst.em clocking circuits on a single, relatively srnall

sized die, without having to use off-chip inductors or capacitors. Overall, this opens up the 

possibility of further larger implementations with more functionality. 
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5.1 Future Improvements 

There are further enhancements that can be made to this work. For example, the addition 

of a rctillling circuit to rcsamplc thc data was ornittcd to casc tcstability. Howcvcr, t.his 

could be added in future iterations of the design process. Also, the architecture of the last 

prototype can be extended to a quarter-rate architecture by doubling the phase detector, 

and using an pight-phasp oscillator. Thpsp improvpmpnts could fmthpr add functionality 

and push the performance envelope of the CDR architectures investigated in this thesis. 
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Appendix A 

Matlab Code 

A.l PRBS Generation using LSFR 

This matlab code uses the linear feedback shift register technique to generate a pseudo

ranoom binary se:qlle:nœ. The: LFSR llSCS a Fibonacci-tvpc maximuIll scque:ncc lcngth 

polynomial for a 16-bit register. The polynomial used in the LFSR code is given in Eq. (A.l) 

() 
",16 ",12 v3 vi px =A +A +A +A 

b _length = 16; %bit length 

seq_length = 40000; %number 

Test bit = O' - , 

Test value = 20113 ; -

%Specifying output vector 

High_V = 1.2; 

Low_V = -1.2; 

Frequency 

Rise time 

1.82e9; 

10e-12; 

of cycles 

Pulse_time = 1/(2*Frequency) - Rise_time; 

%initial vector 

store = ones(l,b_length); 

(A.l) 



A Matlab Code 

out_index=l ; 

time=O; 

for indexa l:seq_length, 

%testing for no repetition 

value = 0; 

for indexd = l:b_length, 

value = value + 2-(indexd-l)*store(indexd); 

end; 

if value == Test_value, 

Test_bit = Test_bit+l; 

end; 

%storing LFSR sequence 

sequence (indexa) = value; 

%output file 

output(out_index,l) = time; 

output«out_index+l),l) = time + Pulse_time; 

if store(16) == 1 

el se 

end; 

output(out_index,2) = High_V; 

output«out_index+l),2) = High_V; 

output (out_index,2) = Low_V; 

output«out_index+l),2) = Low_V; 

time = time + Pulse_time + Rise_time; 

out index out index + 2; 
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end; 

for indexb = l:b_length, 

end; 

%Fibonnaei LFSR Algorithm 

temp xor(store(16),store(12)); 

temp xor(temp,store(3)); 

temp xor(temp,store(l)); 

for indexe = 1: (b_length-1) , 

store (b_length-indexe+1) 

end; 

store (1) temp; 

store(b_length-indexe); 

save pwlfile_2us.txt output -asell 
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A.2 Balun Calculations 

elear; 

zring = 75; 

zleg = 50; 

fe 6.7e9 

er 4.5 

t = 62 

% Widths and radius are given in mils 

k (zring/119.9)*(2*(er+l))-0.5 + (0.5 * (er-l)/(er+l) 

* (log(pi/2) +log(4/pi)/er)); 

wring = t *(1/(exp(k)/8 - 1/(4*exp(k)))) 

k = (zleg/119.9)*(2*(er+l))-0.5 + (0.5 * (er-l)/(er+l) 

* (log(pi/2) +log(4/pi)/er)); 

wleg = t *(1/(exp(k)/8 - 1/(4*exp(k)))) 

radius = 3e8/(25.4e-6 * fe * sqrt(er) * (4*pi/3)) 
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