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Abstract

Frequency synthesizers based on phase-locked loop (PLL) are ubiquitous components in

RF communication systems. Frequency synthesizer PLLs must comply with the strin-

gent requirements of RF systems such as noise, linearity, locking time, stability, and

power consumption. The continuous shrinkage of the technology dimensions and power

supply values exacerbated the situation and made the design more daunting especially at

high frequencies. Integrability and long-life batteries have become extremely important

targets in modern life. The ability to incorporate multiple standards in one device has

recently stimulated a great deal of interest and brought to existence applications such as

software-defined radio (SDR) and cognitive radio (CR). Such applications require very

wide tuning range frequency synthesizers to cover multiple standards. The ability to

cover this wide range with a single frequency synthesizer PLL is very desirable in terms

of cost, area, and power.

In this thesis, we tackle high frequency synthesis in light of the challenges imposed by

modern CMOS technologies. More specifically, we tackle two design challenges. The first

challenge is the need for wide tuning-range frequency synthesizer PLLs; and the second

challenge is the need for analog circuits, including frequency synthesizer PLLs, that can

operate from supply voltages below 0.6 V as predicted by semiconductor roadmaps for

the next decade. In response to these technology demands, we provide three different IC

implementations with measurement results to verify the theoretical findings. We demon-

strate two frequency synthesizer PLLs in 65 nm CMOS technology. The first PLL focuses

on wide tuning-range for applications such as SDR and CR, while operating from a sup-

ply voltage as low as 1.2 V. A continuous frequency range from 156.25 MHz to 10 GHz is

achieved using a single frequency synthesizer PLL. The second PLL focuses on sub-1 V

operation to generate a low-noise output. This PLL operates from a 0.55 V power supply

and consumes 3 mW of power. The designed PLLs show comparable performance with

the state-of-the-art PLLs in the literature in CMOS and other technologies. Further-

more, a third IC implementation of an ultra-low-voltage operational-transconductance-

amplifier (OTA) is presented. The OTA combines different low-voltage techniques along

with a novel biasing technique that allows operation from a supply voltage as low as 0.35

V. The ultra-low-voltage OTA can be used as a building block for the design of other

biasing circuitry at low voltage such as bandgap references and voltage regulators.
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Résumé

Les synthétiseurs de fréquence utilisant une boucle à phase asservie (PLL) sont om-

niprésents dans les composants des systèmes de communication radio- fréquence (RF).

Les synthétiseurs de fréquence doivent se conformer aux exigences rigoureuses des systèmes

RF tels que le bruit, la linéarité, le temps de verrouillage, la stabilité et la consom-

mation d’énergie. La réduction continue des dimensions de la technologie et des ten-

sions d’alimentation ont exacerbés les difficultés de conception surtout pour les hautes

fréquences. Intégrabilité et longue durée de vie des batteries sont aussi devenues des ob-

jectifs extrêmement importants dans la vie moderne. La capacité d’incorporer plusieurs

standards dans un seul appareil a récemment suscite un grand intérêt dans des appli-

cations telles que la radio logicielle (SDR) et la radio cognitive (CR). Ces applications

nécessitent des synthétiseurs de fréquence avec une large plage de syntonisation pour

couvrir plusieurs standards. La capacité à couvrir cette gamme avec un seul PLL est

très souhaitable en termes de coût, de taille de puce et de consommation d’énergie.

Dans cette thèse, nous nous attaquons à deux défis de conception concernant la

synthèse haute fréquence. Le premier est la conception de PLLs avec de larges plages

de syntonisation. Le deuxième est lié au besoin de circuits analogiques, y compris les

PLLs, fonctionnant avec des alimentations en dessous de 0.6 V. Ceci conformément aux

prédiction des semiconductor roadmaps pour la prochaine décennie. En réponse a ces

défis, nous fournissons trois implémentations différentes avec mesures expérimentales

vérifiant les résultats théoriques obtenus. Nous décrivons deux PLLs pour synthétiseurs

de fréquence utilisant une technologie CMOS 65nm. Le premier PLL se concentre sur la

large plage de syntonisation pour des applications telles que SDR et CR, tout en fonction-

nant sous une tension aussi basse que 1,2 V. Une gamme de fréquence continue de 156,25

MHz à 10 GHz est réalisée en utilisant un seul PLL. Le deuxième PLL se concentre sur

les opération sub-1 V pour générer un signal à faible bruit. Ce PLL fonctionne sous une

alimentation de 0,55 V et consomme 3 mW de puissance. Les PLLs conçus présentent

des performances comparables aux PLLs dans la littérature la plus récente utilisants le

CMOS et d’autres technologies. En outre, un troisième implémentation en tension-ultra-

basse d’un amplificateur opérational de transconductance (OTA) est présentée. L’OTA

combine différentes techniques de basse-tension avec une nouvelle technique de polarisa-

tion qui permet le fonctionnement sous une tension d’alimentation aussi basse que 0,35

V. L’OTA à tension-ultra-basse peut être utilisé comme un composant de base pour la

conception d’autres circuits à basse-tension tels que les références de gap d’énergie et les

régulateurs de voltage.
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Chapter 1

Introduction

RF communication today is a multibillion industry. The rapid advance in CMOS tech-

nology had a great impact on modern RF systems. Whether it is improvement in the

transceiver architecture, the transistor-level circuit design, or energy saving; circuit de-

signers continue to find innovative ways to maximize the benefits as technology advances.

The most common variable feature of CMOS technology is the transistor channel-length

which continues to scale down in newer technologies following Moore’s law prediction.

Fig. 1.1 shows the transistor channel-length over the past two decades in standard CMOS

technologies.

The continuous downscaling of the transistor channel-length has many advantages

especially in digital design as it allows more transistors to be integrated in the same
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Figure 1.1: Transistor channel-length in CMOS processes over the past two decades
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Figure 1.2: Predicted supply voltage VDD over the next decade

area. This means more functions per area which has led to reduced cost per product.

Furthermore, the reduced channel-length has led to increased transitional frequency fT

of the transistor [1]. The transitional frequency of today’s CMOS technologies is in the

range of several hundred GHz which allowed for the design of high frequency circuits

in multi-GHz range. High frequency circuits usually require smaller passive devices, i.e.

inductors and capacitors. The reduced transistor dimensions along with the reduced size

of passive devices have allowed new possibilities and larger scales of integration. While

old RF receivers struggled to integrate as many components on the same die, nearly

fully-integrated System-on-Chip (SoC) has become a trend in today’s RF design [2].

Of course, this downscaling comes with many challenges for circuit designers such

as non-ideal behavior of transistors, models complexity and inaccuracy, reduced pre-

dictability due to process variations, exacerbated effect of mismatch, and so on. Design

techniques at both system-level and transistor-level must continue to evolve and adapt

to challenges posed by modern CMOS technologies.

Another trend in CMOS technology is the continuous reduction of the supply volt-

age. The trend toward smaller channel-length MOS transistors operated by a single

low-voltage power-supply has been stimulated by the growing demand of fast digital cir-

cuits as well as low power portable devices. Fig. 1.2 shows the supply voltage for high

performance high VDD transistors over the next decade according to the predictions of the

most recent semiconductor roadmap [3]. Supply voltage values have scaled down from

few volts in older technologies to sub-1 V values in modern deep submicron technologies.
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Figure 1.3: Supply-voltage and threshold-voltage scaling over the past decade

The predicted supply voltage is expected to fall below 0.7 V in less than a decade from

now. Reducing the supply voltage VDD reduces both the dynamic power (∝ VDD
2) and

the leakage power (∝ VDD), which leads to extended battery life time. Nevertheless, this

reduction in supply voltage poses a great challenge in modern CMOS technologies since

it affect many design aspect of analog and RF circuits; more particularly the voltage

headroom available at the input and output of the circuit. The problem is exacerbated

by the fact that the threshold voltage of the transistor did not scale down at the same

rate as the supply voltage to reduce leakage current in digital circuits. Fig. 1.3 shows

both supply-voltage and threshold-voltage scaling over the past decade [4]. This imposes

a limit on the number of transistors that can be stacked and exacerbates the process

variations.

In addition to power saving in digital circuits, some applications require extremely

low supply voltages such as biomedical systems [5], hearing-aid devices [6], and solar

cells applications [7]. For instance, solar cells, shown in Fig. 1.4, produce a dc voltage of

about 0.5-0.6 V, and a dc current Icell per cell. More often than not, some cells (M) are

connected in series to produce sufficient voltage (M × 0.6 V) to operate other devices,

while the rest of the cells are connected in parallel to provide sufficient current driving

capability (N × Icell), as shown in Fig. 1.4. The maximum solar cell current driving

efficiency is achieved if all the solar cells are connected in parallel. This requires the

devices connected to the solar cell to be able to operate at supply-voltages as low as 0.6
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Figure 1.4: Solar cell structure

V.

In addition to advances in technology, market demands play a critical role in today’s

design trends. Driven by a huge base of consumers, multibillion businesses strive to meet

the needs of a wide range of users with innovative and continuously-improved products.

Transceivers and wireless communication are in the core of today’s applications. Their

use is omnipresent in many of these applications such as cellular system, Bluetooth, WiFi,

Global Positioning System (GPS), activity and health monitoring, tracking devices, and

biomedical applications. Because of the ubiquity of wireless applications, many wire-

less devices today provide communication using more than one standard, e.g. a cellular

phone with WiFi and Bluetooth. This multi-functionality is very common in today’s

life.

A direct solution to providing multiple standards in one device would be to inte-

grate multiple transceivers on the same chip to reduce cost and area size. However,

since many transceivers are similar in architecture the possibility of reconfigurability of

the same transceiver to cover multiple bands seems very promising. A great deal of

research has been carried out on multi-band transceivers [8]. A general architecture of a

multi-band receiver is shown in Fig. 1.5. The receiver components are designed to meet

different standards when tuned to operate in different bands.

The idea of a multi-band transceiver can be extended to a generic single transceiver

that can cover a wide continuous range of frequencies and accommodate multiple stan-

dards. This allows the design of a universal single-transceiver device as conceptually

depicted in Fig. 1.6. Using a single transceiver to cover all desired bands allows for
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Figure 1.6: Concept of a universal single-transceiver device

greater integrability that can dramatically reduce the cost and the size of the device.

First envisioned by Mitola [9], a software-defined radio provides a universal radio

platform that can be configured to receive any modulated signal at any band, channel

width, resolution etc over a wide spectrum of frequencies within acceptable specifica-

tions. Shown in Fig 1.7, Mitola envisioned that RF signal received by the antenna can
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be directly converted into a digital stream that can be processed by means of software.

Although conceptually desired due to its programmability and adaptability, the direct

conversion of the RF signal into digital is impractical as it places a huge demand on

the front-end analog-to-digital converter (ADC) [10]. The high speed and resolution

requirements of the ADC result in high power dissipation. In addition, the broadband

compatibility results in low receiver sensitivity and allows interference from other ad-

jacent signals, both which reduce the receiver dynamic range and deteriorate the per-

formance. Therefore, an alternative architecture for an RF receiver with intermediate

frequency (IF), shown in Fig. 1.8, is often used. The alternative architecture relaxes

the requirements on the ADC, and increases the receiver sensitivity and interference tol-

erance. Consequently, it shifts the demand onto the analog blocks. The proposed IF

receiver requires smart antennae, tunable filters, and a local-oscillator (LO). The latter

is usually implemented using a wide-range frequency synthesizer PLL which must meet

the system specifications.

1.1 Motivation

This work is primarily motivated by two main technology demands. The first is the

need for wide tuning-range frequency synthesis as a solution that allows hardware re-

configurability through the integration of a multitude of communication standards in a

single high-speed low-power chip. The second is the need for analog circuits, including
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frequency synthesizers, that can operate efficiently with the next generation sub-1 V

power-supply voltages expected in the near future.

1.1.1 Wide Tuning-Range Frequency Synthesis

Wide-range frequency synthesizer PLLs are highly desirable, yet their design is greatly

challenging. The demand for wide tuning-range is more pronounced in applications

such as measurement instrumentation, software-defined radio (SDR) [9], ultra-wide band

(UWB) receivers [11], and cognitive radio (CR) [12]. Covering a wide frequency range

using the minimum number of components is of paramount importance in terms of cost,

area and power saving. Furthermore, the frequency synthesizer needs to adhere to the

stringent requirements of noise, speed and spurs attenuation for all the standards that

are covered by the receiver range, all without compromising area and power consump-

tion.

In addition to the challenge posed by the design of PLL building blocks for wide

tuning range, the high-level modeling and prediction of the performance become very

arduous due to the large variations in the loop parameters. These variations should

be modeled properly and accounted for from the onset of the design. Therefore, it is

important to follow a top-down methodology that is tailored for wide-range frequency

synthesizer PLL and is able to predict the performance of the loop.

PLL design using top-down approach starting at system-level behavioral models has

become a standard procedure today. Many narrow-band PLL designs were demonstrated

using this approach. With the advent of many applications that require wide frequency-
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Figure 1.9: An ultra-low voltage SoC with on-chip PLLs

range of operation, the top-down approach remains the most favorable. Many state-of-

the-art wide-range frequency synthesizer PLLs were presented in the literature. Nev-

ertheless, accurate prediction of the performance of the fabricated chip by accounting

for variations due to wide-range operation was not clearly addressed in the literature.

While the design of narrow-band PLLs using top-down approach is widely used, and

many wide-range PLL circuit designs have emerged recently in response to technology

demand; we aim at closing the gaps between the two trends by adapting available top-

down approach to wide-range PLL design. Possible variations in the parameters of the

PLL building blocks due to wide-range operation are predicted and investigated; and

the variations are incorporated in the behavioral models. Experimental measurements

are carried out to evaluate the accuracy of these predictions and deduce final conclusions.
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1.1.2 Sub-1 V Operation

A system-on-chip (SoC) usually requires a clock generation source to drive multiple on-

chip blocks. An ultra-low voltage SoC is depicted in Fig. 1.9. It is advantageous to

generate a sufficient range of frequencies from a single frequency synthesizer PLL to save

power and area. In general, PLLs tend to be one of the most power consuming compo-

nents. Being able to reduce the operating supply voltage of the frequency synthesizer

PLL can further reduce power consumption and help integrate the analog part with the

digital core by operating from the same supply on a single chip.

Another challenge that arises from low-voltage operation, for both analog and digital

circuits, is the need for biasing circuits that operate in the sub-1V range, such as voltage

regulators, bandgap references, and operational-amplifiers (op-amps). Providing solu-

tions for these peripheral circuits will facilitate the design of efficient and robust digital

circuits in the sub-1 V range, and will allow further integrability of the analog circuits

on the same integrated circuit (IC).

1.2 Primary Contribution

The thesis deals with the design of frequency synthesizer PLLs and tackles the challenges

of high frequency operation, wide tuning-range requirement, and low-voltage low-power

constraints. We also tackle many of the challenges encountered in the design of sub-1 V

CMOS circuits. The major contributions of this thesis can be divided into the following

categories:

1.2.1 Wide Tuning-Range Frequency Synthesizer PLLs

The need for wide range frequency synthesizer PLLs has intensified in recent years, an so

has the need for design methodology tailored for wide range operation. In this thesis, we

investigate the large variations in the PLL components due to wide-range operation to

ensure better predictability of the performance before tape-out without running closed-

loop transistor-level simulations of the PLL. A top-down approach to design wide range

PLLs is demonstrated. That includes high-level behavioral modeling of the main building

blocks of the PLL, design and layout of the individual components at the transistor level,

and physical implementation on an IC prototype. With the design of an integer-N PLL

that covers a continuous frequency range from 156.25 MHz to 10 GHz in 65 nm CMOS

technology, we demonstrate how including these variations at the system level improves
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the accuracy of the predicted performance and reduces measurement errors. This part

of the thesis work is described in Chapter 4 and in the this paper:

• Abdelfattah O.; Gal. G.; Roberts G.; Shih I.; Shih Y., ”A Top-Down Design

Methodology Encompassing Components Variations Due to Wide Range Operation

in Frequency Synthesizer PLLs ,” accepted for publication in IEEE Transactions

on Very Large Scale Integration Systems (TVLSI) in December 2015.

In addition, we provide an optimization methodology of the performance of the LC-tank

voltage-controlled oscillator (VCO) in terms of tuning range, phase noise, and power to

assist the designer make the critical choices based on the available budget. The design

of wide tuning-range VCOs as critical blocks in the PLL was tackled mainly in Section

4.2.1. and in this paper:

• Abdelfattah O.; Shih I.; Roberts G.; Shih Y., ”Optimization of LC-VCO Tuning

Range under Different Inductor/Varactor Losses Limitations,” IEEE 27th Cana-

dian Conference on Electrical and Computer Engineering (CCECE), pp.1-5, May

2014.

The lack of a detailed qualitative and quantitative analysis for loop filter options in the

design of PLLs makes the optimization process difficult and demands lots of trial-and-

error steps. In this thesis, we provide an explicit comparison between different loop

filter topologies and their effect on design parameters such as locking time, reference

spurs attenuation, phase noise, and loop phase-margin. A quantitative comparison is

provided, whenever possible, to assist the designer in selecting the optimum design for

the desired specifications. The design of loop filters in frequency synthesizer PLLs was

discussed mainly in Section 3.5. and partly in the following paper:

• Abdelfattah O.; Shih I.; Roberts G.; Shih Y., ”Analytical comparison between pas-

sive loop filter topologies for frequency synthesizer PLLs,” IEEE 11th International

NEW Circuits and Systems Conference (NEWCAS), pp.1-4, Jun. 2013.

1.2.2 Ultra-Low-Voltage Frequency Synthesizer PLLs

The constant downscaling of power supply voltage will make it necessary for analog com-

ponents to work in the sub-1 V range in the next generations. Different techniques need

to be used to allow the PLL components to work effectively at high frequency with these

supply voltage values. In this thesis, we make use of the top-down approach and deploy
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different low-voltage design techniques to achieve a competitive performance with the

state-of-the-art ultra-low-voltage PLLs in the literature. The design and implementa-

tion of a low-noise frequency synthesizer PLL that operates from a 0.55 V supply and

covers the frequency range from 860 MHz to 1.22 GHz is presented in Chapter 5 and

summarized in this paper:

• Abdelfattah O.; Shih I.; Roberts G.; Shih Y., ”A 0.55-V 1-GHz Frequency Synthe-

sizer PLL for Ultra-low Voltage Ultra-low Power Applications,” IEEE 6th Latin

American Symposium on Circuits and Systems (LASCAS), Feb. 2015.

1.2.3 Sub-1 V Peripheral Circuits

Both analog and digital circuits operating in the sub-1 V range need robust peripheral

circuits such as voltage regulators, bandgap references, and op-amps. Circuit design

and implementation for ultra-low voltage op-amp, bandgap reference, and low drop-out

(LDO) voltage regulator is presented in Chapter 6.

We present an operational-transconductance-amplifier (OTA) that operates from a

sub-1 V power supply while achieving rail-to-rail input range. The proposed OTA com-

bines two different ultra-low-voltage techniques to allow both minimum supply volt-

age operation and rail-to-rail input common-mode range. A novel biasing technique is

also proposed to enhance the performance of the OTA. Using the proposed technique

eliminates the need for extra biasing circuitry and ensures robustness against process

variations under ultra-low-voltage conditions. Furthermore, the proposed technique sub-

stantially enhances the common-mode rejection and power-supply rejection of the OTA.

The design of an ultra-low voltage op-amp that operates from a supply voltage as low as

0.35 V was demonstrated in the following papers:

• Abdelfattah, O.; Roberts G.; Shih I.; Shih Y., ”An Ultra-Low-Voltage CMOS

Process-Insensitive Self-Biased OTA with Rail-to-Rail Input Range,” accepted for

publication in IEEE Transactions on Circuits and Systems I (TCAS-I) in July 2015.

• Abdelfattah O.; Shih I.; Roberts G.; Shih Y., ”A 0.35-V Bulk-Driven Self-Biased

OTA with Rail-to-Rail Input Range in 65 nm CMOS,” IEEE International Sym-

posium on Circuits and Systems (ISCAS), pp. 257-260, May 2015.

An example for the design of an ultra-low-voltage bandgap reference was demonstrated

in this paper:
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• Abdelfattah O.; Shih I.; Roberts G.; Shih Y., ”A 0.6 V-Supply Bandgap Reference

in 65 nm CMOS ,” IEEE 13th International NEW Circuits and Systems Conference

(NEWCAS), Jun. 2015.

1.2.4 MOS Transistor Modeling

The design of analog components at the transistor level can be tedious and daunting due

to the complexity of the transistor models which are becoming even more complex as

CMOS technology advances. Therefore, characterizing the MOS transistor in an efficient

and practical way can help reduce the design time and obviate the need to deal directly

with the complex models. A simple tool to design analog CMOS circuits based on

extracting some dimension-independent parameters of the transistor was built and used

throughout the circuit design process in this thesis. This work is discussed in details in

Section 2.4. and in the following paper:

• Abdelfattah O.; Shih I.; Roberts G., ”A simple analog CMOS design tool using

transistor dimension-independent parameters,” IEEE International Symposium on

Circuits and Systems (ISCAS), pp. 1067-1070, May 2013.

In summary, this thesis covers three main topics. The design of wide-tuning range

frequency synthesizer PLLs is covered in Chapter 4 and aims at providing a more accurate

prediction of the performance in the presence of components variations. The design of

ultra-low-voltage frequency synthesizer PLL is detailed in Chapter 5 using similar top-

down design approach. Finally, in Chapter 6 we propose a novel OTA design for sub-1

V applications and demonstrate its use as a building block for other ultra-low-voltage

circuits.

1.3 Thesis Overview

The thesis is divided into seven chapters. Following the first introductory chapter, Chap-

ter 2 covers several topics that are deemed as necessary tools in our top-down approach

to PLL design. First, an overview of the PLL from a system perspective is presented.

The behavior and representation of the main building blocks of the PLL are discussed

from a system point of view. Key parameters and definitions to quantify the performance

of the PLL are also described. Noise sources, representation, and optimization in PLL

design are discussed in further details. Next, we briefly discuss the system-level specifi-

cations of the PLL and how these specifications can be mapped into circuit parameters.
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A short introduction to Verilog-A language is presented to enable behavioral modeling

of the PLL building blocks in the chapters to come. We end the chapter by introducing

a simple tool developed to characterize the MOS transistor using a set of normalized

parameters. This tool will be used in the transistor-level design of the CMOS circuits

used throughout the following chapters.

Chapter 3 covers the design of the individual building blocks of the PLL; namely

VCO, PFD/CP, frequency dividers, and loop filter. For each of the VCO, PFD/CP, and

frequency dividers, we present the principle of operation, non-idealities, performance

metrics, and behavioral modeling using Verilog-A. Examples of transistor-level imple-

mentation of each of these blocks are presented and discussed. Finally, we discuss the

various choices available for the design of the loop filter which directly impact the per-

formance of the PLL. Analytical comparison between different loop filter topologies and

orders are presented with detailed qualitative and quantitative analysis.

In Chapter 4, a top-down approach for the design of wide tuning-range frequency

synthesizer PLLs is presented. The design methodology is based on a top-down ap-

proach that bridges the high-level behavioral modeling of the PLL building blocks and

the transistor-level design of each block. The suggested behavioral models capture the

variations in the performance of the PLL building blocks and their effect on the overall

performance of the PLL. The methodology is capable of predicting the noise performance

and loop dynamics of the PLL, while avoiding lengthy and impractical brute-force closed-

loop simulations of the PLL at transistor-level. To verify the design approach, an integer-

N frequency synthesizer PLL that covers a continuous frequency operating range from

156.25 MHz to 10 GHz is designed, modeled, and fabricated in a 65 nm general-purpose

CMOS technology. The measurement results from the fabricated chip are compared with

the simulated results from the high-level behavioral models of the PLL building blocks,

and conclusions are deduced.

In Chapter 5, an ultra-low-voltage PLL that operates from a supply voltage of 0.55

V is presented. The design choices of the building blocks of the PLL are discussed.

Ultra-low-voltage design techniques are utilized in the circuit implementation of the PLL

components. To verify the validity of the design, the PLL was fabricated in a general-

purpose 65 nm CMOS technology. The PLL covers a frequency range from 860 MHz

to 1.22 GHz, and consumes 3 mW while operating from a 0.55 V supply. Measurement

results and simulation results are compared and discussed.

In Chapter 6, the design of the peripheral circuits needed for the ultra-low-voltage

operation in the sub-1 V range is demonstrated. An ultra-low-voltage OTA is proposed
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to tackle the challenges of low voltage operation in modern CMOS technologies. The

proposed OTA simultaneously allows both minimum supply voltage operation and rail-

to-rail input common-mode range. The proposed OTA deploys a novel self-biasing tech-

nique that significantly enhances the common-mode and power-supply rejection and also

ensures robustness under expected levels of process variations. The proposed self-biasing

technique eliminates the need for an extra biasing circuitry, allowing saving in area and

power consumption. To verify the theoretical findings, a three-stage OTA for low-voltage

application is designed and fabricated in a 65 nm CMOS technology. The proposed OTA

provides a gain of 46 dB at a supply voltage of 0.5 V and a gain of 43 dB at a supply

voltage of 0.35 V. Furthermore, bandgap reference and voltage regulator that operate

from sub-1 V power-supply were designed utilizing the proposed ultra-low-voltage OTA.

Simulation results are provided to verify the operation principles of the two circuits.



Chapter 2

PLL Design Using Top-Down

Approach

In this chapter, we introduce the concepts and tools that will be used throughout the PLL

design. The design process follows a top-down approach in transitioning from system

level to transistor level. First, we introduce the PLL and its components from a system

perspective with emphasis on frequency synthesis application. We discuss the different

representations of noise in PLLs. Next, we discus the system-level specifications of the

PLL and the use of behavioral modeling to describe the different PLL components.

Finally, we introduce a MOS transistor characterization tool that will be used in the

transistor-level design of the PLL components.

2.1 PLL from a System View

PLLs have a myriad of applications such as clock generation and distribution, de-skewing,

jitter reduction, clock recovery, and frequency synthesis. The scope of this thesis is fo-
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Figure 2.1: A block diagram of a conceptual frequency synthesizer

15



PLL Design Using Top-Down Approach 16

LO

RF

IF

Channel SelectBand Select

L

Figure 2.2: A general architecture of a heterodyne receiver

cused on frequency synthesis. A frequency synthesizer, conceptually depicted in Fig.

2.1, generates multiple frequencies from a stable extremely low-noise reference signal.

The output frequency of the synthesizer is usually controlled by a digital code to gen-

erate different output frequencies with a well-controlled step size. PLL-based frequency

synthesizers are indispensable components in most wireless transceivers. A general archi-

tecture of a heterodyne receiver is shown in Fig. 2.2. The need for a clean local oscillator

(LO) to up-convert the transmitted data in a transmitter or down-convert the received

data in a receiver necessitates the use of a PLL-based frequency synthesizer to meet the

stringent specifications in wireless standards.

A basic frequency synthesizer PLL block diagram is shown in Fig. 2.3. The main

components of a typical implementation are: voltage-controlled oscillator (VCO), phase-

frequency detector (PFD), charge pump (CP), loop filter (LF), and programmable di-

vider. The division ratio N is sometimes distributed between a fixed prescalar division

ratio P and a smaller programmable division ratio M , where N = P ×M . The addition

of a prescalar relaxes the speed requirement of the programmable divider.

In brief, a PLL is a negative feedback system that forces the phase of a scaled output

signal to follow the phase of a clean reference signal. It is imperative to bear in mind

that the variable of interest here is the signal phase. The comparison process occurs in

the PFD where voltage pulses proportional to the difference in phase between the two

input signals are generated. These PFD output pulses control the CP switches, and force

the CP to source or sink current at its output. The CP output current is converted to a

stable dc voltage VCTRL using a low-pass filter. VCTRL tunes the output frequency of the

VCO such that the phase of the divided-down VCO output signal is equal to the phase

of the reference signal.
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Based on whether the division ratio N is an integer or a rational number, frequency

synthesizer PLLs can be classified into two types: integer-N PLLs or fractional-N PLLs.

An integer-N PLL synthesizes frequencies that are multiple of the reference frequency

fref . Therefore, the smallest step size that can be implemented using an integer-N PLL

is limited by the reference frequency. If a fixed prescalar with a division ratio P is used,

then the step size becomes P × fref , which further limits the achievable frequency reso-

lution. On the other hand, a fractional-N PLL allows the use of a step size that is equal

to a fraction of the reference frequency. Therefore, a fractional-N PLL can produce a

smaller step size compared to an integer-N PLL for the same reference frequency. How-

ever, the fractional-N PLL produces spurious tones at offset frequencies that are fraction

of the reference frequency. The proximity of the spurs from the carrier makes them hard

to filter out by the loop. Delta-sigma (∆Σ) techniques are often used to shape the noise

and lower the spurs power at the expense of more complexity. In addition, for the same

step size a fractional-N PLL allows the use of a higher reference frequency compared to

an integer-N PLL to produce the same output frequency. A higher reference frequency

means that a smaller division ratio N can be used. This helps reduce the close-in noise

at the output of the PLL as will be explained later in this chapter. In cases where the

required frequency step size is already large, using a fractional-N PLL to produce the

same output frequency allows the use of a very high frequency for the reference signal.

A reference oscillator with a very high frequency, if available, can be very expensive in

Figure 2.3: A block diagram of a basic frequency synthesizer PLL



PLL Design Using Top-Down Approach 18

practice. Therefore, the use of fractional-N PLLs is avoided in cases where the required

step size is large. Only integer-N PLLs will be used throughout this thesis. However,

most of the discussion applies equally to both integer-N and fractional-N PLLs.

2.1.1 PLL Components

A PLL can be treated as a linear system if its loop bandwidth is much smaller than its

reference frequency. As shown in [13] and [14], a reference frequency that is at least 10

times the loop bandwidth is considered a safe margin to overlook the sampling effect of

the PFD and approximate the PLL as a linear system. In order to analyze the PLL from

a system-level, one needs to understand the behavior of its main building blocks to model

them properly. In this section, we introduce the basic behavior of each component in

the PLL system. A more detailed analysis and circuit implementation will be discussed

in further details in Chapter 3.

VCO

AVCO generates an output frequency ωout = 2πfout that is dependent on an input control

voltage VCTRL. The derivative of the output frequency with respect to the control voltage

is defined as the VCO gain KV CO; that is

KV CO =
dωout

dVCTRL

. (2.1)

If we assume, for simplicity, that the VCO gain is constant over some control voltage

range, then we can obtain the linear relationship

ωout = KV CO × VCTRL . (2.2)

The phase is the variable of interest in the PLL system locking process. The signal

phase, in general, is the integration of its frequency. Therefore, the output phase φout(t)

is related to the output frequency as

φout(t) =

∫

ωout(t) dt = KV CO

∫ t

0

VCTRL(τ) dτ . (2.3)

The equivalent Laplace representation of the relationship between the output phase

and the control voltage is given as

φout(s)

VCTRL(s)
=

KV CO

s
. (2.4)
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It can be seen from Eq. (2.4) that due to its integrating nature the VCO introduces

a pole at dc in the PLL system. In general, a PLL has at least one pole at dc. The PLL

type is determined by the number of poles it has at dc. A PLL that has only one pole

at dc is a type I PLL.

PFD/CP

A PFD compares the phases of the reference signal and the divided-down VCO signal

and produces an output (usually voltage pulses) that is related to the phase difference

∆φP between the two inputs.

A common implementation of PFD is the tri-state PFD which produces two outputs

(UP and DN) that control the switches of a subsequent circuit called the charge pump

(CP). The PFD/CP block diagram implementation is shown in Fig. 2.4. The charge

pump consists of two ideally matched current sources that pump charges into or out-

of the output node. If the reference signal phase is leading the feedback signal phase,

the PFD generates pulses at its UP output instructing the CP to source current to the

output node in order to accelerate the VCO signal and force it to be in phase with the

reference signal. On the other hand,if the feedback signal phase is leading the reference

signal, the PFD generates pulses at its DN output instructing the CP to sink current

from the output node forcing the VCO to slow down until the loop is locked in phase.

The CP current ICP charges or discharges the output node for a time length ∆tP that is

proportional to the phase difference between the two inputs. The average output current

< iP > over the reference period Tref is

< iP >=
∆tP
Tref

ICP =
∆φP

2π
ICP . (2.5)

Thus, the PFD/CP can be represented as a fixed gain KP that in this case is given

as

KP =
< iP >

∆φP

=
ICP

2π
. (2.6)

It is important to note that the PFD/CP works as a discrete sampling component.

The linearization model is valid only if the loop bandwidth is much smaller than the

reference frequency.
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Figure 2.4: A block diagram of the PFD/CP

Frequency divider

A frequency divider generates an output signal whose frequency is a scaled down by

some division ratio N compared to the frequency of the input signal. Since the phase is

the integral of the frequency, the phase of the output signal will also be divided by N .

Therefore, the output phase of the divider φdiv(t) is related to the output phase of the

VCO by

φdiv(s)

φout(s)
=

1

N
. (2.7)

Loop filter

The loop filter converts the CP current pulses into a voltage that controls the VCO

output frequency. Thus, it has an impedance transfer function and will be denoted here

as Z(s). The loop filter is a low-pass filter that smooths the non-linear pulses to produce

a dc voltage that controls the VCO. The loop filter affects the loop dynamics as well as

the frequency response of the PLL.

Fig. 2.5 shows two possible implementations of a simple loop filter. More details

and comparison between different possible implementations will be discussed in Section

5 of Chapter 3. In the first-order filter shown in Fig. 2.5(a), the capacitor C1 integrates

the CP current and converts it into voltage, while the resistor R1 introduces a zero that

stabilizes the loop. The impedance of this loop filter is given by

Z(s) =
1 + sC1R1

sC1

. (2.8)
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In order to further smooth the ripples of the control voltage, the second-order loop

filter shown in Fig. 2.5(b) can be used. The impedance of this loop filter is given by

Z(s) =
1 + sC1R1

sCT

1

1 + a1(sC1R1)
(2.9)

where a1 = C2/CT and CT = C1 + C2.

2.1.2 Frequency Response of the PLL

After modeling the individual components of the frequency synthesizer PLL, the lin-

earized model of the PLL can be constructed as shown in Fig. 2.6. The loop-gain

transfer-function of the PLL is given by

LG(s) =
KPKV COZ(s)

N.s
. (2.10)

The loop-gain transfer-function of the PLL using the first-order loop filter in Fig.

2.5(a) is given by

LG(s) =
KPKV CO

N
.
1 + sC1R1

s2.C1

, (2.11)

and the loop-gain transfer-function of the PLL using the second-order loop filter in Fig.

2.5(b) is given by

LG(s) =
KPKV CO

N
.
1 + sC1R1

s2.CT
.

1

1 + a1(sC1R1)
. (2.12)

Note from both Eqs. (2.11) and (2.12) that the PLL has two poles at dc, which makes

it a type II PLL where the resistor R1 is used to introduce a zero to ensure the loop

stability. Note also that the order of the transfer function in both equations, also known
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Figure 2.5: Loop filter examples: (a) first-order (b) second-order
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as the PLL order, is one degree higher than the order of the loop filter. Therefore, the

PLL described by Eq. (2.11) is a second-order PLL, while the PLL described by Eq.

(2.12) is a third-order PLL.

Both PLLs in Eqs. (2.11) and (2.12) have two poles (ωp1 and ωp2) at dc and one

zero (ωz) where

ωz =
1

R1C1
. (2.13)

while the third-order PLL described in Eq. (2.12) has one extra pole (ωp3) where

ωp3 =
1

a1R1C1
. (2.14)

The magnitude and phase of the loop-gain of the third-order PLL is shown in Fig.

2.7. As illustrated in the figure, the two poles at dc cause the magnitude to have a slope

of -40 dB per decade, and the phase shift to be -180◦ at low frequency. The zero at

ωz increases the slope to -20 dB per decade, and more importantly increases the phase

shift above -180◦. The amount by which the phase shift is above -180◦ at the cross-over

point is defined as the phase margin PM , and the cross-over frequency point at which

the loop-gain magnitude is equal unity is defined as the loop bandwidth (ωc). The

loop bandwidth can be obtained by equating the loop-gain expression in Eqs. (2.11) and

(2.12) to unity.

The phase margin expression is given as

PM = tan−1

(

ωc

ωz

)

− tan−1

(

ωc

ωp1

)

− tan−1

(

ωc

ωp2

)

− tan−1

(

ωc

ωp3

)

+ 180◦ (2.15a)

PM = tan−1

(

ωc

ωz

)

− tan−1

(

ωc

ωp3

)

. (2.15b)

Figure 2.6: Linearized model of the frequency synthesizer PLL
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In the case of a second-order PLL ωp3 = ∞, and the phase margin expression in Eq.

(2.15b) is reduced to the term tan−1(ωc/ωz) only. Thus, the loop bandwidth ωc should

be selected high enough to ensure enough phase margin in the loop.

In the case of a third-order PLL, it is advantageous to select ωc that maximizes the

phase margin to ensure stability over a wide range of variations in the loop parameters.

The maximum phase margin (PMmax) is determined by differentiating Eq. (2.15b) with

respect to ωc [15]. One can find that the phase margin is maximized when

ωc =
√
ωz.ωp3 =

1

R1C1
√
a1

, (2.16)

which results in maximum phase margin given by

PMmax = tan−1

(

1√
a1

)

− tan−1(
√
a1) = tan−1

(

1− a1
2
√
a1

)

(2.17)

where a1 = C2/(C1 + C2). For example, to design a third-order PLL with a maximum

phase margin of 60◦, a1 should be chosen to be 0.072, which results in C2
∼= 0.08C1.

More details on higher order PLL design will be provided in Section 5 of Chapter 3.

The closed-loop transfer-function of a general order PLL is given by

φout(s)

φref(s)
= N.

KPKV CO

N.S
.Z(s)

1 +
KPKV CO

N.S
.Z(s)

. (2.18)

Figure 2.7: The magnitude and phase of the loop-gain of the third-order PLL
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For a first-order loop filter, the closed-loop transfer-function of the resulting type II

second-order PLL is given by

φout(s)

φref(s)
= N.

KPKV CO

N.C1
.(R1C1s+ 1)

s2 +KPKV COR1s+
KPKV CO

C1

. (2.19)

Another point of interest in the closed-loop frequency response of a PLL is the

transfer-function of the phase error φe, where φe = φref − φout/N . The transfer-function

is given by

φe(s)

φref(s)
=

s2

s2 +KPKV COR1s+
KPKV CO

C1

. (2.20)

If a frequency step is applied at the input; that is fref(s) = 1/s in Laplace domain,

this will result in a ramp in the input phase; that is φref(s) = 1/s2 in Laplace domain.

The steady-state phase error of a type II second-order PLL can be evaluated using the

final value theorem as

φe(t = ∞) = lim
s→0

sφe(s) = s.

(

1

s2

)

.
s2

s2 +KPKV COR1s+
KPKV CO

C1

= 0 .

Therefore, the phase error in this example is zero. In general, the absence of steady-

state phase error in type II PLLs is due to the existence of two integrators at dc in the

loop; one is caused by the phase integrating nature of the VCO and the second is caused

by the capacitor C1 that integrates the CP current. Due to this feature, type II is the

most common implementation of PLL in practical IC designs.

2.2 PLL Noise

Ideally, a PLL should produce a pure single tone at the desired frequency the loop

is tuned to. However, there are many non-idealities that affect the output signal in

practice and result in deviation from the expected clean signal. A typical PLL output

signal measurement using a spectrum analyzer shows a frequency spectrum similar to

that shown in Fig. 2.8. It can be seen that in addition to the carrier signal the spectrum

shows two sidebands that extend around the carrier signal as well as some discrete spurs

at different frequencies in the vicinity of the carrier signal.
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Figure 2.8: A typical frequency spectrum of a PLL output signal

2.2.1 Output Spectrum Noise Representation

If we assume that the PLL has a fixed limited output amplitude, then the phase fluctu-

ation φn(t) modulate the output signal vout(t) as follows

vout(t) = A cos[ωoutt+ φn(t)] (2.21)

where ωout is the carrier frequency, A is the carrier amplitude, and φn(t) is the random

phase fluctuations from the desired phase ωoutt.

If we assume that the phase fluctuation is a single tone at a frequency ωm; that is

φn(t) = φp sin(ωmt) (2.22)

where φp is the amplitude of the phase fluctuation, then the output signal is given by

substituting Eq. (2.22) in Eq. (2.21) which yields

vout(t) = A cos[ωoutt + φp sin(ωmt))] . (2.23)

By applying basic trigonometric properties, Eq. (2.23) can be simplified as

vout(t) = A

{

cos(ωoutt) +
φp

2
[cos(ωout + ωm)t− cos(ωout − ωm)t]

}

. (2.24)

Therefore, a single tone phase fluctuation at frequency ωm yields two sidebands at an

offset frequency ωm from the carrier. The same argument can be applied to the spurious
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tones where the phase fluctuation term φn(t) is considered a spurious tone at a frequency

offset from the carrier. Spurs are usually generated in an integer-N PLL at multiples of

the reference frequency due to mismatch in the CP or other forms of leakage. On the

other hand, fractional-N PLLs, due to their inherent fractional division process, produce

spurs at fractions of the reference frequency.

Oftentimes, the spectrum analyzer measures the power spectrum density (PSD) of

the output signal in a 1-Hz bandwidth and normalizes it to the carrier power. The

measured value is called the single-sideband (SSB) phase noise or simply the phase

noise L{ωm} [16], which can be expressed as

L{∆ωm} = 10 log

(

Pnoise(ωout + ωm)

Pcarrier(ωout)

)

(2.25)

where Pcarrier(ωout) is the carrier power and Pnoise(ωout+ωm) is the noise power in a 1-Hz

bandwidth at an offset ωm from the carrier.

The phase noise can be related to the phase fluctuation amplitude φp by substituting

into Eq. (2.25) the corresponding terms from Eq. (2.24), which yields

L{ωm} = 10 log

[ 1
2
(Aφp/2)

2

1
2
A2

]

= 10 log

(

φ2
p

4

)

. (2.26)

Since φ2
rms =

1
2
φ2
p, we can write

L{ωm} = 10 log

(

φ2
rms

2

)

= 10 log
(

φ2
n,out

)

(2.27)

where φrms is the root mean square of the of the PSD in rad2/Hz, also known as the rms

jitter, and φ2
n,out = φ2

rms/2 is the magnitude of the SSB phase noise spectrum.

The integral rms phase error σφ in degrees over the frequency range from ωm,min

to ωm,max is defined as

σφ =
180◦

π

√

∫ ωm,max

ωm,min

2 φ2
n,out(ωm) dωm , (2.28)

which corresponds to integral rms phase jitter σt (in seconds) given by

σt =
σφ

ωout
× π

180◦
. (2.29)
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Figure 2.9: Conversion of amplitude noise into timing jitter

2.2.2 Phase Noise and Timing Jitter

Noise in a PLL originates from different sources; some of which are extrinsic to the

PLL components (e.g. power supply and substrate noise, coupling and interference from

adjacent circuitry), and some of which are intrinsic such as passive and active devices

noise (e.g. thermal noise, flicker noise, shot noise). We will focus here on the intrinsic

sources of noise, as the extrinsic sources can be easily isolated and accounted for. In

general, noise appears at the output of the PLL as timing jitter in time domain or phase

noise in the frequency domain. Based on the nature of the noisy component, the timing

jitter can be classified into two types: synchronous (or phase-modulated) jitter, and

accumulating (or frequency-modulated) jitter [17, 18].

Synchronous jitter represents the fluctuation in the delay of the transition at the

output with respect to the input. It is used with components that are driven by an

input such as phase-frequency-detector (PFD), charge pump (CP), frequency dividers,

and voltage signal buffers.

To extract the synchronous jitter from driven components, the threshold-crossing

event is observed at the output. Assume a noiseless periodic output signal v(t). Because

of the noise added to the output, the threshold crossing events are displaced by an

amount nv(t). Thus, the noisy output becomes vn(t) = v(t) + nv(t). In order to convert

the displacement in amplitude nv(t) into displacement in time (i.e. timing jitter), the

slew rate of the periodic signal at the time of the threshold-crossing event is required.

This is depicted in Fig. 2.9.

Synchronous jitter is usually characterized by the edge-to-edge jitter σee [18] that

relates the variance of the noise amplitude nv(t) to the slew rate of the periodic signal



PLL Design Using Top-Down Approach 28

at the threshold crossing tc as

σee =

√

var (nv(tc))

dv(tc)/dt
. (2.30)

On the other hand, accumulating jitter represents the uncertainty of the output tran-

sition with respect to a previous output transition. It is usually used with autonomous

components that do not have a driving input such as reference oscillator and voltage

controlled oscillator (VCO). Accumulating jitter is usually characterized by cycle (or pe-

riod) jitter σc [19]; that is the variance of the time period Tn to the average time period

Tavg and is given by

σc =

√

√

√

√ lim
N→∞

[

1

N
.

N
∑

n=1

(Tn − Tavg)2

]

. (2.31)

Oscillator noise is usually viewed in the frequency domain as phase noise around the

oscillation frequency. In the absence of flicker noise, the cycle jitter and the phase noise

are related as

σc =

√

φ2
n(ωm)

ω2
m

ω3
o

(2.32)

where φ2
n(ωm) is the phase noise magnitude in rad2/Hz at an offset frequency ωm from

the oscillation frequency ωo [18, 19].

2.2.3 Noise Representation in PLL Linearized Model

Each PLL component contributes to the total noise at the output in a different way.

Using the PLL linearized model, the noise generated by each component can be added

at the output of each component as shown in Fig. 2.10. More often than not, the noise

generated by the PFD/CP, frequency divider, and the loop filter is referred back to the

input as one combined noise source, while the VCO noise is referred to the output as

shown in the linearized PLL model in Fig. 2.11. The transfer function Hin(s) from the

input referred noise to the output of the PLL is given by

Hin(s) =
φn,out(s)

φn,in(s)
= N

KV COKP

N
Z(s)

s+
KV COKP

N
Z(s)

(2.33)
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Figure 2.10: Different noise sources in a PLL linearized model

where Kvco is the VCO gain, KP is the charge pump gain, N is the frequency divider

ratio, and Z(s) is the loop filter impedance. The input-referred noise undergoes a low-

pass filter as implied by Eq. (2.33), and appears amplified by the divider ratio at the

output for frequencies less than the loop bandwidth. Thus, it is called in-band noise.

Given the loop gain LG(s) expression in Eq. (2.10), we can rewrite

Hin(s) = N
LG(s)

1 + LG(s)
. (2.34)

The transfer function HV CO(s) from the VCO noise to the output of the PLL is given

by

HV CO(s) =
φn,out(s)

φn,V CO(s)
=

s

s+
KV COKP

N
Z(s)

. (2.35)

The VCO noise undergoes a high-pass filter as implied by Eq. (2.35), and dominates the

out-of-band noise; that is for frequencies higher than the loop bandwidth.

Rewriting the transfer function HV CO(s) in terms of the loop gain LG(s), we can

write

HV CO(s) =
1

1 + LG(s)
. (2.36)

It is important to note here thatHin(s) is a low-pass filter whileHV CO(s) is a high-pass

filter; and both transfer functions have the same 3-dB bandwidth which is determined

by LG(s).
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Figure 2.11: Noise sources in a PLL linearized model combined into two main sources
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Figure 2.12: Contribution of noise components at the output of the PLL

2.2.4 Noise Optimization in PLL Design

The variance of the jitter at the output of the PLL is related to the area under the phase

noise spectrum and is given (in rad2) as

σ2
φ,PLL

=

∫ ∞

0

2 φ2
n,out(ωm) dωm (2.37)

The total phase noise at the output of the PLL is a combination of the in-band noise

scaled by the transfer function Hin(s) and the out-of-band noise (i.e. VCO noise) scaled

by the transfer function HV CO(s), as shown in Fig. 2.12. Therefore, the variance of the

jitter at the output of the PLL is equal to the summation of the variance of the jitter at
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the output of the PLL due to in-band noise and the variance of the jitter at the output

of the PLL due to VCO noise [20], i.e.

σ2
φ,PLL

= σ2
φ,in

+ σ2
φ,V CO

. (2.38)

Assume a given open-loop gain LG0(s) with an arbitrary 3-dB bandwidth ωc,0 that

results in a closed-loop in-band transfer function Hin,0(s) where

Hin(s) = Hin,0

(

s.
ωc,0

ωc

)

(2.39)

and a closed-loop VCO noise transfer function HV CO,0(s) where

HV CO(s) = HV CO,0

(

s.
ωc,0

ωc

)

. (2.40)

The variance of the jitter at the output of the PLL due to in-band noise is given by

σ2
φ,in

=

∫ ∞

0

2 φ2
n,in(ωm)|Hin(jωm|2 dωm (2.41)

=

∫ ∞

0

2 φ2
n,in(ωm)|Hin,0(jωm.

ωc,0

ωc

)|2 dωm (2.42)

= 2 φ2
n,in(ωm)

(

ωc

ωc,0

)∫ ∞

0

|Hin,0(jωm)|2 dωm (2.43)

where s = jωm.

Thus,

σ2
φ,in

= 2N2φ2
n,in(ωm)

(

ωc

ωc,0

)∫ ∞

0

∣

∣

∣

∣

LG0(s)

1 + LG0(s)

∣

∣

∣

∣

2

dωm . (2.44)

Similarly, the variance of the jitter at the output of the PLL due to VCO noise is

given by

σ2
φ,V CO

=

∫ ∞

0

2 φ2
n,V CO(ωm)|HV CO(jωm)|2 dωm . (2.45)

If the 1/f 2 region at the output spectrum is dominant, the VCO phase noise can be

expressed as

φ2
n,V CO(ωm) = φ2

n,V CO(ωr).

(

ω2
r

ω2
m

)

. (2.46)
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Figure 2.13: Selection of optimum fc to minimize total PLL jitter

where φ2
n,V CO(ωr) is the measured VCO noise at a certain offset frequency ωr.

Substituting Eqs. (2.40) and (2.46) into Eq. (2.45), we can write

σ2
φ,V CO

=

∫ ∞

0

2 φ2
n,V CO(ωr)ω

2
r |HV CO,0(jωm.

ωc,0

ωc

)|2 dωm

ω2
m

(2.47)

= 2 φ2
n,V CO(ωr)ω

2
r

(

ωc,0

ωc

)
∫ ∞

0

|HV CO,0(jω)|2
dωm

ω2
m

. (2.48)

Thus,

σ2
φ,V CO

= 2 φ2
n,V CO(ωr)ω

2
r

(

ωc,0

ωc

)
∫ ∞

0

∣

∣

∣

∣

1

s [1 + LG0(s)]

∣

∣

∣

∣

2

dωm. (2.49)

The results in Eqs. (2.44) and (2.49) imply that increasing the 3-dB bandwidth

increases the output jitter due to the in-band noise where as decreasing the 3-dB band-

width increases the output jitter due to VCO noise. It can be shown that the optimum

3-dB bandwidth at which the total output jitter is minimized [20] is expressed as

ωc,opt = ωc,0

√

√

√

√

√

√

φ2
n,V CO(ωr)ω

2
r

N2φ2
n,in(ωm)

.

∫∞

0

∣

∣

∣

1
s[1+LG0(s)]

∣

∣

∣

2

dωm

∫∞

0

∣

∣

∣

LG0(s)
1+LG0(s)

∣

∣

∣

2

dωm

. (2.50)

Substituting Eq. (2.50) with typical values of LG0(s) and fc,0 into Eq. (2.46), it can

be shown [20] that

φ2
n,V CO(ωc,opt) ≃ N2φ2

n,in(ωm) (2.51)
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which implies that in order to minimize the jitter at the output of the PLL, the optimum

3-dB bandwidth ωc,opt must be selected approximately where the spectrum of the in-band

noise (scaled by N2) and the spectrum of the VCO noise intersect, as shown in Fig. 2.13.

Furthermore, by substituting Eq. (2.50) into Eqs. (2.44) and (2.49), we obtain

σ2
φ,in

= σ2
φ,V CO

= σ2
φ,PLL

/2 , (2.52)

which means that designing a PLL with optimum 3-dB bandwidth ωc,opt results in equal

contribution to the output jitter from the in-band noise and the VCO noise.

2.3 System-Level Design

The PLL design is performed at two different levels: system level and transistor level.

The PLL is often a part of a larger system. At the system level, the general behavior of

the PLL and its components is decided and described using behavioral models. Next, if

the performance is deemed satisfactory, each component will be designed at the transistor

level.

2.3.1 PLL Design Specifications

Based on the end-application or the communication standards that need to be cov-

ered, a frequency synthesizer PLL must meet certain specifications such as frequency

range, channel spacing, phase noise, jitter, output spurs, transient behavior, and power

consumption. To obtain these specifications, the system-level requirements need to be

mapped into circuit parameters.

Frequency range and channel spacing

A frequency synthesizer must cover the entire frequency range allocated for the commu-

nication standard of the application. It should also allow switching between the channels

within that frequency range with a step size equal to the channel spacing in that fre-

quency range. These specifications are obtained directly from the system-level frequency

planning dictated by the standard. For example, a receiver for GSM-900 standard must

cover the frequency range 935-960 MHz with channel spacing of 200 kHz [21].
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Figure 2.14: Effect of phase noise on the output in the presence of large interferers

Phase noise and jitter

The frequency synthesizer PLL should provide a pure tone at the desired LO frequency

to mix with the RF input signal and downconvert it to IF as depicted by Fig. 2.14.

Because of the phase noise of the LO, if an interferer (or a blocker) Ab exists in the

vicinity of the input RF signal, the skirt of the LO phase noise will downconvert that

interferer to IF as well. The system-level specifications dictate that the ratio of the

power of the downconverted interferer due to the LO phase noise, i.e. Pb, to the power

of the desired channel, i.e., Ps must be less than a certain value. Assuming that the loop

bandwidth is smaller than the channel spacing which is often the case, the phase noise

profile of the PLL is approximated by C/f 2 where C is a constant [22]. To obtain the

value of C, a large interferer is applied at the adjacent channel center frequency; that is

at fmin and fmax frequency offsets from the lower and upper limits of the desired channel,

respectively, as shown in Fig. 2.14. Thus, the downconverted phase noise power to the

desired channel power is given by

Pb

Ps

= a

∫ fmax

fmin

C

f 2
df (2.53)
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where a = 10Ab/10.

Solving for the constant C and assuming the existence of n blockers, one can write the

phase noise expression of the PLL in the 1/f 2 region as

L{f} = 10 log









Pi/Ps

∑n
i=1 ai(

1

fmini

− 1

fmaxi

)
/f 2









. (2.54)

For example, IEEE 802.11a/g standard requires a dual-band receiver at 2.4 GHz and 5

GHz with channel spacing of 20 MHz [22]. The receiver is tested with two blockers; one

is 16 dB above the desired channel at 20 MHz offset and the second is 32 dB above the

desired channel at 40 MHz offset from the center of the desired channel. The numerator

in Eq. (2.54) can be calculated by substituting a1 = 40 (Ab1 = 16 dB), fmin1 = 10 MHz

and fmax1 = 30 MHz for the first blocker, and a2 = 1585 (Ab2 = 32 dB), fmin2 = 30 MHz

and fmax2 = 50 MHz for the second blocker. For Pb/Ps of less than -20 dB, Eq. (2.54) is

given by

L{f} = 10 log

(

420

f 2

)

. (2.55)

Thus, we conclude that the PLL must have phase noise less than -94 dBc/Hz at 1 MHz

offset from the carrier, assuming the corner frequency of the VCO is below 1 MHz.

In addition, to reduce the effect of noise on the signal constellation the rms jitter

must be less than a certain value. For example, IEEE 802.11a/g standard requires that

the integrated jitter remains less than 1 ◦. Both phase noise and rms jitter requirements

must be achieved simultaneously.

Output spurs

Another source of signal corruption in a frequency synthesizer PLL is the output spurs,

which can downconvert undesirable signals in adjacent channels. For a blocker that is

Ab dB higher than the desired channel at an offset frequency f , to achieve a spurs power

to desirable-channel power ratio of Pspur/Ps, the synthesizer output spurs (in dB) at f

must satisfy

Aspur ≤ (Pspur/Ps) |dB −Ab. (2.56)
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Locking time

The speed of a frequency synthesizer is often characterized by the locking time. The

locking time is defined as the time it takes the frequency synthesizer in the unlocked state

to enter the locked state and settle at the desired carrier frequency. For an approximated

second-order PLL [15], the locking time to α of the final frequency value in response to

a small change ∆n in the divider ratio N can be approximated as

TL ≃ 1

ζωn
ln

(

∆n

N |α|
√

1− ζ2

)

(2.57)

where ζ is the second order damping factor, and ωn is the loop natural frequency which

is directly related to the loop bandwidth ωc. In general, the larger the loop bandwidth

of a PLL, the shorter its locking time.

Power consumption

While achieving the desired performance, a frequency synthesizer PLL is required to

have minimum power consumption. This is particularly important for portable devices

where battery lifetime is a great concern. Minimizing the power consumption in a PLL

can be in conflict with other desirable performance such as noise and frequency tuning-

range [23]. Careful optimization of the design is required to concurrently achieve all the

targeted specifications.

2.3.2 PLL Behavioral Modeling

When designing a large system with a complex set of parameters such as the case in

PLL design, transistor-level simulations of the entire system using SPICE are too slow

and often impractical to verify some performance metrics. Therefore, a top-down design

approach is often adopted instead. In this approach, the system is constructed of several

building blocks with adjustable parameters that allow the overall system optimization

using a system simulator such as Simulink. Next, the specifications of the individual

building blocks are derived and the transistor-level circuits are designed and laid out.

At last, the constructed system is simulated, if possible, at the transistor-level to verify

functionality and/or performance.

It is very advantageous to verify the system functionality and predict its performance

form the system level using behavioral models prior to transistor-level design of the in-

dividual blocks. This approach ensures that the system will perform as expected if the
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1 ‘ in c lude d i s c i p l i n e s . v a m s

2 module r e s i s t o r (p , n ) ;

3 parameter real r=0; // r e s i s t a n c e va lue in ohms

4 inout p , n ;

5 e l e c t r i c a l p , n ;

6 analog

7 V(p , n) <+ r ∗ I (p , n ) ;

8 endmodule

Listing 2.1: Linear resistor behavioral model in Verilog-A

individual blocks are designed as modeled in the system-level. This also helps circumvent

the need to overdesign the individual blocks or, even worse, redesign the blocks if the

overall system does not meet the targeted specifications. If it turns out that the specifi-

cations of a certain individual block are too stringent to achieve, one can return to the

system-level and modify the block model to ensure that the specifications are achievable.

Therefore, the models should be malleable to update and changes that come late in the

design process. This allows studying and understanding the impact of such changes on

the entire system, and can provide insight to possible reparation. The top-down design

approach is not meant to dispose of transistor-level simulations entirely, but to reduce

the overhead cost of lengthy simulations to verify each performance metric, thus increas-

ing the effectiveness of the design process. The transistor-level simulations can still be

used selectively in some cases such as verifying functionality, ensuring proper interface

between some building blocks, and start-up conditions.

The ability to use high-level behavioral model and the transistor-level interchangeably

as design blocks is an asset. Verilog-A is a widely used platform that allows combining

the two representations in analog circuit design [24]. Analog components can be de-

scribed on a behavioral-level in Verilog-A language using a set of concise statements

with adjustable parameters. Models of analog components using Verilog-A language will

be used frequently throughout this thesis. Therefore, an introduction to the basics of this

language can serve to familiarize the reader with the language. More details regarding

each individual block will be tackled separately each time we present a new model.

An example of an analog component described in Verilog-A is shown in Listing 2.1.

This simple model represents a linear resistor r whose behavior is governed by the

relationship between the voltage across its terminals V (p, n) and the current flowing
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through the resistor I(p, n), which is given by

V (p, n) = r × I(p, n) . (2.58)

In this model, Line 1 instructs the code to include a file of disciplines. A discipline

in Verilog-A language is a collection of related signal types. An example to that is the

electrical discipline that contains voltages and currents. Line 2 defines the basic building

block, called module, by listing its name, resistor, and its ports, p and n. Ports are

connection points of the component. In Line 3, a parameter r that represents the resistor

value is given the type real and the default value of zero. Using the parameter statement

allows the value to be specified when the module is instantiated. Line 4 specifies the

resistor ports type as inout, that is bidirectional, as opposed to the unidirectional types

input and output. The definition of p and n as electrical in Line 5 dictates that the

signals at the ports are voltages or currents. The keyword analog in Line 6 precedes an

analog process that describes a continuous time relationship in the statement to come.

The module behavior is described in Line 7. The operator < + signifies a contribution

statement that forces the expression on the left side of the operator to be continuously

equal to the expression on the right side. Finally, the endmodule keyword in Line 8

terminates the module.

A more illustrative example of a Nyquist analog-to-digital converter (ADC) is shown

in Listing 2.2, where the input of the ADC is a continuous-time analog signal and the

converted output is a set of scaled quantized binary bits produced at each clock edge.

In this model, a bus [0:bits-1]out of integers is used to represent the output bits.

The genvar integer variable is a special variable used as an index in for loops. The model

introduces two important functions, cross and transition, that will be used frequently in

the models that will be built in the chapters to come. The cross function initiates the

conversion process each time the first argument crosses zero in the direction specified

in the second argument; that is when the clock edge makes a transition and crosses the

threshold in the positive direction specified by +1 in the second argument. Using -1

in the second argument creates the event when the first argument crosses zero in the

negative direction, while using zero in the second argument creates an event when the

first argument crosses zero in either direction. The conversion process is carried out in

a for loop that compares each sampled input with the midpoint of the full-scale value,

and produces the corresponding binary output. The transition function takes the binary

constant values and generates a smooth waveform at the output to avoid discontinuity

due to the abrupt changes in the binary values. The constant values go in the first
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‘ i n c lude d i s c i p l i n e s . v a m s

module adc ( out , in , c l k ) ;

parameter integer b i t s = 8 from [ 1 : 2 4 ] ; / / r e s o l u t i o n in b i t s

parameter real f u l l s c a l e = 1 . 0 ; / / input range 0 to f u l l s c a l e (V)

parameter real td = 0 ; // de lay from c lock to output ( s )

parameter real t t = 0 ; // t r a n s i t i o n time of output ( s )

parameter real vdd = 5 . 0 ; // vo l tage l e v e l of l o g i c 1 (V)

parameter real thresh = vdd /2 ; // l o g i c th r e sho ld l e v e l (V)

parameter integer d i r = 1 ; // +1/−1 for r i s i n g / f a l l i n g edge

input in , c l k ;

output [ 0 : b i t s −1] out ;

vo l tage in , c l k ;

vo l tage [ 0 : b i t s −1] out ;

real sample , midpoint ;

integer r e s u l t [ 0 : b i t s −1] ;

genvar i ;

analog begin

@( c r o s s (V( c l k )−thresh , +1) or ( i n i t i a l s t e p ) begin

sample = V( in ) ;

midpoint = f u l l s c a l e / 2 . 0 ;

for ( i = b i t s −1; i >= 0 ; i = i−1 ) begin

i f ( sample > midpoint ) begin

r e s u l t [ i ] = vdd ;

sample = sample−midpoint ;

end else begin

r e s u l t [ i ] = 0 . 0 ;

end

sample = 2.0∗ sample ;

end

end

for ( i = 0 ; i < b i t s ; i = i + 1) begin

V( out [ i ] ) <+ t r a n s i t i o n ( r e s u l t [ i ] , td , t t ) ;

end

end

endmodule

Listing 2.2: A behavioral model of an analog-to-digital converter in Verilog-A
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argument of the transition function, while the second argument represents the transition

delay. The third argument represents the transition time; that is the rise time and fall

time. The fourth argument is optional in case the rise time is not equal to the fall time.

If used, the fourth argument represents the fall time, and the third argument represents

the rise time only in this case. It is important to notice that the transition function

maintains a history of the arguments it uses; that is the output at each event depends

on the previous input to the function.

2.4 Transistor-Level Design

The PLL is a mixed-signal system that consists of a combination of analog and digital

circuits. While the design of the digital part of the PLL can be automated; the analog

counterpart is often the bottleneck of the design [25]. In digital design, the MOS transis-

tor operates as a switch to render what is defined as ”0” logic level or ”1” logic level. The

Boolean logic abstraction, determined by well-defined noise margins, allows the design

of digital circuits using hardware description languages (HDLs). The complexity of the

transistor level is circumvented and the design is carried out at higher abstraction levels

(i.e. gates and registers). In contrast, analog circuits often operate between the voltage

limits defined by the aforementioned logic-levels. Analog circuit design is performed at

the transistor level, where each transistor is biased and sized accordingly to realize a de-

sired performance. This involves a lot of tweaking and redesign in order to arrive at the

desired performance. This results in an increase in the time-to-market and consequently

the cost of creating the final design.

In this section, we present an approach to fully characterize a transistor in any CMOS

technology using a set of dimension-independent parameters. The proposed approach

creates a layer of abstraction that circumvents the SPICE transistor model complexity

and replaces it with a set of normalized parameters. The approach allows for devel-

oping a unilateral sequence of steps to design analog circuits without further iteration

or adjustment. The proposed approach combined with the designer’s knowledge of the

circuit operation facilitates the realization of a procedural methodology to solve for near

optimal, if not optimal, circuit behavior. The required small and large-signal behavior

is achieved, while the dc biasing at each node in the circuit is defined at the same time.

The proposed approach is utilized to characterize NMOS and PMOS transistors in a 65

nm CMOS technology which will be used throughout this thesis.
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2.4.1 Evolution of MOS Transistor Modeling

Traditionally, long-channel devices were characterized in their strong inversion saturation

region by the well-known square-law model [26] as

ID =
1

2
µCox

W

L
(VGS − VTH)

2(1 + λVDS) (2.59)

where µ is the electrons or holes mobility, Cox is the oxide capacitance, and λ is the

channel length modulation factor. The former equation gives good insight to the under-

standing and prediction of MOS transistor behavior. However, the square-law model is

a very simplified form of the relationship between the current and the voltages at the

MOS transistor terminals. A lot of second order factors are neglected in order to reach

to this well-put simplified equation. As technology scaled down, the previously neglected

non-idealities manifested more effectively which resulted in large deviations from the

results obtained from the model. Attempts to include the effect of some non-idealities

in the square-law model such as velocity saturation and mobility degradation have been

reported [27], [28]. However, the further shrinking in technology aggravated the effect of

these second-order non-idealities and rendered all the attempts futile. In addition, the

square-law model and its modified forms assume sharp transition between the triode and

saturation regions where strong inversion occurs. However, most of the time transistors

need to operate at the edge of saturation for optimal performance where the transition in

this region is in reality smooth and continuous. An attempt to incorporate the continu-

ous transition between the two regions along with the MOS transistor non-idealities was

presented in [29,30]. A single equation that describes the MOSFET behavior is given by

ID = IZ [ ln
2(1 + e

VP − VSB

2φt )− ln2(1 + e

VP − VDB

2φt )] , (2.60)

where IZ , VP and n are given by:

IZ = 2µCox
W

L
nφ2

t ,

n =









1− γ

2

√

VGB − VTH0
+ (

γ

2
+
√
2φF )









−1

.

where φt is the thermal voltage kT/q, VP is the pinch-off voltage and given by (VGB −
VTH0

)/n and all other symbols have their usual meanings.



PLL Design Using Top-Down Approach 42

Obviously, the model becomes more complicated and the designer loses insight as

more non-idealities are incorporated. Currently MOS transistors are described in indus-

try using software models that contain several hundred lines of code to include short-

channel effects, e.g. BSIM and EKV models [25, 31]. Therefore, between the absence of

a simple compact model and the complexity of an accurate model, the transistor char-

acterization conundrum needs to be tackled.

Due to the complexity of equation-based transistor models [26, 27], a new trend to-

wards a graphical approach has emerged. This was initiated by the gm/ID methodology

presented by Silveira et al [28]. The proposed method is valid in all regions of opera-

tion of the MOS transistor. The methodology is based on the relationship between the

transconductance efficiency gm/ID and the normalized current ID/(W/L). This relation-

ship is unique for all transistors of the same type in a certain technology. Therefore, all

process parameters (e.g. µ,Cox,λ) are implicitly incorporated to characterize the tran-

sistor. However, the designer does not have to worry about these parameters during the

design process. Although the gm/ID methodology offers a convenient tool towards de-

sign automation, its application to short-channel devices suffers from the following main

shortcomings:

• The dependency of the generated graphs on the drain-to-source voltage VDS is ne-

glected. The gm/ID curve is often generated at VDS around VDD/2. However, even

the small error in VDS can impair the accuracy of the dc biasing point. This, in

turn, leads to discrepancies between that predicted and that generated by simu-

lation and affects the subsequent stages that may rely on the dc biasing of the

preceding stage.

• The effect of the transistor parasitics is neglected, e.g. assuming that the load

capacitance is much larger than the parasitic capacitance of the transistor. The

intrinsic capacitance, if comparable to the load, may change the positions of the

poles and zeros and affect the overall frequency response, especially in multi-pole

systems.

• The voltage swing constraint at the input and the output of the transistor is not

evaluated properly. In long-channel devices, the edge of saturation is determined

by the overdrive voltage (VGS − VTH). However, this is very pessimistic for short-

channel devices. Owing to the velocity saturation phenomenon that occurs at high

lateral electric field, the saturation in short-channel devices occurs at a much lower
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value than the overdrive voltage, allowing for more voltage swing headroom at the

output.

• Accurate prediction of the noise performance of the system is not introduced. The

noise requirements are very stringent in some analog and RF circuit applications

and require prior prudence.

2.4.2 The MOS Transistor Normalized Parameters

The premise of the gm/ID methodology is the relationship between gm/ID ratio and the

normalized current ID/W . This facilitates the prediction of the small signal parameters

under the assumption that the current is linearly proportional to the transistor width

W . This can be mathematically expressed as:

ID = WIDN
(2.61)

where IDN
is the normalized-to-width transistor drain-current, and it is a function of

VGS, VDS, and L. Similarly, it can be deduced that the small signal parameters gm and

gds are also linearly proportional to the transistor width W for a given biasing, i.e.,

gm =
∂ID
∂VGS

=
∂(WIDN

)

∂VGS
= W

∂IDN

∂VGS
(2.62)

gds =
∂ID
∂VDS

=
∂(WIDN

)

∂VDS

= W
∂IDN

∂VDS

(2.63)

where gm and gds are the transconductance and the output conductance of the transistor,

respectively. Similarly, the main transistor capacitive parasitic components (Cgs, Cdb and

Cgd) are also linearly proportional to the transistor width W . The proportionality is valid

in all regions of operation in both long and short-channel devices for the aforementioned

parameters. The correlation coefficient R of the linearity of each of these parameters

and the width is verified through simulation to be for all intents and purposes equal to

unity. Therefore, the normalized parameters (gm/W , gds/W , ID/W , Cgs/W , Cgd/W ,

Cdb/W ) can be used independently of the transistor width as circuit design tools. Fur-

thermore, the resulting relationships are unique for all transistors of the same type from

the same batch. Although the drain-to-bulk capacitance Cdb may show some variation

with the number of fingers, usually this effect is small. In addition, as technology scales

down, the oxide capacitance Cox increases, and so do Cgs and Cgd; while the junction

capacitance Cdb decreases. For example, a minimum-feature NMOS transistor with a
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Figure 2.15: Examples of generated normalized parameters at L = Lmin

Figure 2.16: Transistor model

width of 1 µm in 65 nm CMOS technology has Cgd more than 1000 times larger than

Cdb. Therefore, the total capacitance at the transistor drain is dominated by Cgd (i.e.

Cdrain = Cgd + Cdb ≃ Cgd).

Another point to contend with is the previously mentioned fact that the gm/ID ratio is

a function of VGS and VDS of the transistor, as well as the transistor L. Clearly, neglect-

ing VDS will result in an arbitrary error that renders the drain voltage undetermined.

Tracing back the transistor behavior in terms of node voltages and current, while making

the transistor width W the dependent variable will ensure the drain-source voltage is set

correctly.

The voltage input-referred thermal noise of the MOSFET channel is given from

surface-potential-based model [29, 30] by

Svn(f) = 4kTγ/gd0 (2.64)

where gd0 is the output conductance at VDS=0, and γ is often referred to as the white
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Figure 2.17: The MOS transistor characterization tool

noise gamma factor. For long channel devices, gd0 is equivalent to gm [30]. The theoretical

long-channel value of γ is 2/3. However, in modern sub-micron technologies this factor

rises to 1 or 2 due to velocity saturation and channel-length modulation [30]. Therefore,

γ is dependent on channel length and region of operation (determined by dc biasing), but

independent of the transistor width. On the other hand, gd0 is a special case of gds when

VDS=0. Therefore, it is also linearly proportional to the transistor width and dependent

on the dc biasing. The two terms γ and gd0 can be lumped into one term gdeq that is

linearly proportional to the transistor width and dependent on the dc biasing, where

gdeq = gd0/γ . (2.65)

The normalized gdeq will be evaluated at the different biasing conditions, and will also

be used to incorporate the noise requirement in the design. To collect the normalized set

of parameters for a specific type of transistor of a fixed length in a specific technology,

VGS and VDS are swept from 0 to VDD with a reasonable step size. The transistor width

W is set to any arbitrary value. The proportionality will hold as long as the width is large

enough to avoid border effects [31]. A set of parameters are extracted and normalized

by the transistor width. A 3-D illustration example of the normalized transconductance

and normalized Cgs as function of VGS and VDS is shown in Fig. 2.15. Analog circuit

designers usually fix the channel length to (2-3) times the minimum channel length to

avoid severe short-channel effects such as threshold variation, and to improve the output

impedance of the transistor, which increases proportionally to L2. However, another

dimension can be augmented to incorporate different channel lengths. This does not add
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much complexity to the modeling as practical constraints limit the allowable channel

length to some discrete values rather than a continuous range as in the case of VGS

and VDS. Using a multiple of some small dimension is a reasonable approach [32], i.e.

L = Lmin, L = 1.5Lmin, L = 2Lmin, . . . , L = 3.5Lmin.

Effectively, a transistor Tx of a particular type in a particular technology can be

envisioned as a black box where the dc biasing and the channel length represent the

input and the normalized parameters represent the output. The normalized-to-width

parameters as well as VDsat
are shown in Fig. 2.16, where VDsat

is a function of VGS only.

The extracted parameters are evaluated by the transistor model used by the simulator

without the need to directly deal with the model complexity. A simple tool with the

graphical-user-interface (GUI) shown in Fig. 2.17 was built. The tool is used throughout

the thesis to characterize MOS transistors that will be used in designing different PLL

components such as VCO, CP, prescalar, and voltage buffers.

2.5 Summary

In this chapter, we covered several topics that were deemed as necessary tools in our top-

down approach to PLL design. First, an overview of the PLL from a system perspective

was presented. The behavior and representation of the main building blocks of the

PLL were discussed from a system point of view. Key parameters and definitions to

quantify the performance of the PLL were described. Noise sources, representation, and

optimization in PLL design were discussed in further details. Next, we briefly discussed

the system-level specifications of the PLL and how these specifications can be mapped

into circuit parameters. A short introduction to Verilog-A language was presented to

enable behavioral modeling of the PLL building blocks in the chapters to come. To close

the design cycle, we finally developed a simple tool to characterize the MOS transistor

using a set of normalized parameters. This tool will be used in the transistor-level design

of the CMOS circuits used throughout the following chapters.



Chapter 3

PLL Building Blocks: Circuit

Design and Behavioral Models

In this chapter, we discuss the design of the main building blocks of the PLL. General

behavioral models in Verilog-A will be demonstrated for each block for the use of system-

level simulations. Examples of transistor-level circuit implementation of each component

are discussed.

3.1 Voltage-Controlled Oscillator

A voltage-controlled oscillator (VCO) is one of the most crucial components of a PLL

system. Ideally, a VCO takes a control voltage VCTRL as an input and generates an

output frequency that is dependent on the input. Different circuit implementations of

the VCO may result in different noise performance, power consumption, area size, and

frequency range. Therefore, deep understanding of the trade-offs between the different

VCO architectures and circuit implementations is very important to meet the design

specifications.

3.1.1 VCO Types

Different VCO types are used in different PLL applications based on the system re-

quirements. In this section, we briefly discuss some of these VCO types, their circuit

implementation, and their main advantages and disadvantages.

47
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Figure 3.1: The concept of multivibrator oscillator

Multivibrator (Relaxation) Oscillator

A multivibrator (or relaxation) oscillator in its simplest form is constructed by period-

ically charging and discharging a capacitor using a current source [33]. The concept is

illustrated in Fig. 3.1 where an active circuit generates a current ICH that changes its

polarity periodically causing the voltage on the capacitor to switch between V +
P and V −

P .

The frequency of oscillation fo is given by

fo =
ICH

2CVPP

(3.1)

where VPP = V +
P − V −

P . Frequency tuning can be achieved by varying one of the param-

eters of the equation.

A circuit implementation example is shown in Fig. 3.2. A multivibrator oscillator

based on Schmitt trigger comparator uses both positive feedback and negative feedback

loops to cause periodic oscillation at the output. Assume that the voltage at both inputs

(V+ and V−) and the output Vout is initially zero. If any noise causes the input voltage

V+ to go above zero, then due to the bistable nature of the circuit the output will satu-

rate to VDD causing the voltage V+ to saturate at VDD/2. At the same time, the output

voltage will charge the input voltage V− through the RC circuit causing the voltage

V− to go above VDD/2. This means that the input voltage V− is now greater than the

input voltage V− which causes the output voltage to flip and saturate at −VDD and the

input voltage V− will saturate at −VDD/2, and the cycle continues. The frequency of

oscillation is obtained by differential equation analysis of the circuit [34] and is given by

fo =
1

2 ln(3)RC
. (3.2)
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Figure 3.2: A Schmitt trigger multivibrator oscillator

The main advantage of this type of VCOs is its simplicity. It can be implemented

using discrete or integrated components without occupying large area. However, this

type of VCOs has usually inferior noise performance [35] and its maximum frequency is

limited by the speed of the op-amp. When noise performance or high frequency operation

is demanded, other VCO types must be considered.

Ring Oscillator

A ring oscillator is often built from a chain of odd number of inverters as shown in Fig

3.3(a) where the output of the last inverter is fed back into the input of the first inverter.

A single-ended inverter stage is shown in Fig 3.3(b). A ring oscillator with differential

stages can also be implemented to reduce the effect of supply and substrate noise at the

output [36]. The use of differential stages allows the use of even number of stages if the

polarity of one stage is reversed. The frequency of oscillation depends on the number of

stages N and the propagation delay tp of each stage, i.e. fo = 1/(2Ntp). The propagation

delay of a single stage driving a capacitive load can be estimated as

tp =
CLVTH

ID
(3.3)

where VTH is the threshold voltage which is usually defined at VDD/2.

Thus, the oscillation frequency can be expressed as

fo =
ID

N CL VDD

. (3.4)
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Figure 3.3: A ring oscillator: (a) architecture (b) single-ended stage inverter

Tuning can be achieved by varying any of these parameters; namely the driving cur-

rent, the load capacitance, the number of stages, or the supply voltage. Ring oscillators

can operate at very high frequency, provide wide tuning range, occupy small area size,

and consume low power. These advantages make ring oscillators the popular choice in

many applications especially in digital and microprocessor applications. Nevertheless, de-

spite their enhanced noise performance compared to multivibrator oscillators, the phase

noise of ring oscillator does not meet the stringent requirement of most RF standards

and applications.

LC Tank

In an LC-tank oscillator, the oscillation frequency is determined by the resonance of the

LC tank, i.e. f0 = 1/(2π
√
LC). The concept of LC oscillators is depicted in Fig. 3.4.

The tank has losses due to parasitics associated with non-ideal inductors and capacitors.

These losses are modeled with a finite resistance in parallel with the tank. An active

circuitry is used to outweigh the losses by providing an effectively negative resistance

to sustain the oscillation. LC oscillators, in general, have superior noise performance

compared to other oscillator types which makes them widely preferred in applications

that require low jitter such as RF transceivers. Tuning is usually achieved by varying

the capacitance of the tank.
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Figure 3.4: The concept of LC oscillators

There are different circuit implementations to the LC oscillator shown in Fig. 3.4.

A pair of cross-coupled NMOS or PMOS transistors is often used to generate a negative

resistance equal to −2/gm. A combination of NMOS and PMOS cross-coupled transistors

can be used to create the complementary CMOS LC oscillator architecture shown in

Fig. 3.5 with the equivalent small-signal model of the tank. This architecture is widely

used due to its high transconductance efficiency and superior noise performance [37],

[38]. A biasing tail current-source is used to limit the current drawn from the supply,

thus limiting the oscillation amplitude and the power consumption. The complementary

CMOS LC oscillator generates larger negative resistance for the same biasing current

compared to a single cross-pair LC oscillator. In addition, utilizing the architecture

symmetry and using PMOS tail current-source allow further reduction of the noise in

the 1/f 3 region [37]. This architecture can be optimized for wide tuning range while

maintaining the phase noise at low level. The main disadvantage of LC VCOs is the use

of inductors which results in large area size.

Since the circuit is symmetric around its vertical axis, and since the varactors Cv

are usually connected in series to share the control voltage, one can write:

Ltank = 2L (3.5)

2Ctank = Cv + CL + Cpar,p + Cpar,n (3.6)

where CL is the load capacitance from the next buffer stage, and Cpar,n(p) = Cgs,n(p) +

Cdb,n(p) + 4Cgd,n(p) where Cgs, Cdb, and Cgd are the transistor parasitic capacitances.
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Figure 3.5: (a) Complementary CMOS LC-VCO and (b) equivalent small-signal model

The tank losses due to the varactor and inductor can be combined in one parallel con-

ductance gtank, where:

2gtank = gL + gv (3.7)

where gL and gv are the losses equivalent conductance of the inductor and varactor,

respectively.

The negative conductance generated by the cross coupled active devices gact must

compensate for the tank losses to sustain oscillation. Usually, some safety oscillation

factor (kosc ≈ 2− 3) is considered to account for variations, where:

gact = kosc × gtank (3.8)

The tank differential voltage amplitude is given by the approximate relationship:

Vout
∼= 2Itank/gtank (3.9)
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3.1.2 Phase Noise

In this section, we discuss the sources of phase noise in an oscillator. The characterization

of the phase noise profile of an oscillator is explained in the light of two widely used

models; namely Leeson’s model and Hajimiri’s model.

Leeson’s Model

An LC-oscillator, in general, consists of a lossy LC-tank resonator and an active circuit

to compensate the resonator losses. In order to predict the noise at the output voltage

of the tank, the general LC-oscillator architecture shown in Fig. 3.4 is considered. The

impedance of the LC-tank for small offset frequency ∆ω from the center frequency ω0

can be approximated by

|Z(ω0 +∆ω)| ≃ j
ω0L

2∆ω
ω0

(3.10)

and since the quality factor Q of the tank can be written as

Q =
Rp

ω0L
, (3.11)

one can rewrite the tank impedance as

|Z(ω0 +∆ω)| ≃ Rp

2Q

ω0

∆ω0
(3.12)

where Rp = 1/gtank is the equivalent parallel resistance of the tank due to the tank losses.

There are two main sources of noise in this model. The first one is the thermal noise

of the tank parallel resistance Rp which can be represented as a parallel current source

with mean-square spectrum density of īn
2
/∆f = 4kT/Rp. The second noise source is

the active circuit that provides the negative resistance. The noise of the active circuit

includes both thermal noise and flicker noise. It is customary in the Leeson’s model to

combine the thermal noise of the tank resistance and the active circuit into one equivalent

noise source expressed as

īn
2

∆f
=

4kTF

Rp

(3.13)

where F is called the excess noise factor due to active devices.

Leeson’s model assumes that an oscillator is a linear time-invariant (LTI)system.
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Thus, the mean-square noise voltage at the output of the oscillator can be obtained as

v̄n
2

∆f
=

īn
2

∆f
× |Z(ω0 +∆ω)|2 = 4kTFRp

(

1

2Q

ω0

∆ω0

)2

(3.14)

This relationship is valid as long as the LTI system assumption holds, which allows

multiplication in the frequency domain. The thermal noise expression obtained in Eq.

(3.14) include both amplitude and phase noise-power, which are equal at equilibrium.

Since most practical oscillators deploy an amplitude limiting mechanism, the effect of

amplitude noise is usually negligible and the total noise power is dominated by the phase

noise power which is half of that obtained in Eq. (3.14). Taking this into consideration

and normalizing the result to the carrier signal power Psig, one can write the normalized

single-sideband noise spectral density as

L{∆ω} = 10 log

[

2kTF

Psig

(

1

2Q

ω0

∆ω0

)2
]

(3.15)

which is often referred to as phase noise, and has units of dBc/Hz. As evident from Eq.

(3.15), one can decrease phase noise by improving the tank quality factor or by increasing

the output voltage swing to increase the carrier signal power.

The expression in Eq. (3.15) represents the 1/(∆ω)2 region in the oscillator phase

Figure 3.6: A typical phase noise profile of an oscillator
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noise profile shown in Fig. 3.6. Measurements of practical oscillators shows that the

measured phase noise spectrum flattens out at large frequency offsets from the carrier

creating a noise floor that is due to the reduced loop gain of the oscillator positive

feedback at high frequency or due to added noise from output buffer or measurement

instrumentation. In addition, the expression in Eq. (3.15) neglects the flicker noise of

the active circuit. When added to the total noise, the flicker noise causes the phase

noise spectrum to increase for small frequency offsets creating a 1/(∆ω)3 region. The

frequency value at which the 1/(∆ω)2 region and the 1/(∆ω)3 region intersect is referred

to as the ∆ω1/f3 corner frequency. When these factors are taken into consideration, the

expression in Eq. (3.15) can be modified to

L{∆ω} = 10 log

[

2kTF

Psig

{

1 +

(

1

2Q

ω0

∆ω0

)2
}

(

1 +
∆ω1/f3

∆ω

)

]

(3.16)

where the unity factor in the term inside the curly braces accounts for the noise floor,

and the term in the second parentheses accounts for the behavior in the 1/(∆ω)3 region.

Hajimiri’s Model

Although Leeson’s model provides a powerful insight to major sources of noise in an

oscillator, the model fails to predict the measured oscillator noise spectrum accurately.

This is due to limitations of the model imposed by the assumptions made through the

derivation. First, the assumption of a time-invariant system is not justified. As verified

in [38], oscillators are time-variant systems. Second, the excess noise factor F is difficult

to predict and is usually considered an empirical fitting parameter. Third, the corner

frequency ∆ω1/f3 is assumed to be equal to the 1/f corner frequency of the active de-

vice. However, such assumption is baseless and fails to provide a reasonable prediction

in the presence of more than one flicker noise source in the active circuit of the oscillator.

Finally, the derivation was based on an LC oscillator model. Although the concept is

usually extended to other oscillator types (e.g. ring oscillators), the analogy is not clear

and a general theory to explain noise in oscillators is needed.

Hajimiri and Lee [38] provide a general theory of phase noise in electrical oscillators

based on the assumption of a linear time-variant (LTV) system. The theory scrutinizes

the major assumptions of both linearity and time-invariance adopted by Leeson’s model.

In reality, oscillators are amplitude-limiting components which make them inherently

non-linear. Nevertheless, it can be proven by simulations and experiment that the rela-

tion between injected noise and output phase is, in fact, linear [38]. In other words, if
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Figure 3.7: LC oscillator: (a) excitation with a current impulse (b) impulse response

noise perturbation is injected into the oscillator and the amount of noise is much smaller

in magnitude than the carrier, the linearity assumption between noise and output phase

still holds.

On the other hand, the assumption that oscillators are time-invariant systems is

baseless. Fig. 3.7 shows how the output waveform of an LC oscillator responds to noise

disturbance injected at two different times. If the current impulse occurs at the zero

crossing, the output phase shift is maximized while the amplitude remains constant.

However, if the current impulse is injected when the voltage amplitude is maximum the

amplitude will increase but the output phase will not be affected. Therefore, the amount

of phase shift at the output depends on the time the noise disturbance is injected. Thus,

it is reasonable to conclude that an oscillator is a linear time-variant (LTV) system where

the output phase depends on the time the noise is injected into the system.

An LVT system can still be characterized by its impulse response. Therefore, the

relation between the output phase shift φ(t) and an input impulse i(τ) can be written as

φ(t) =

∫ t

−∞

hφ(t, τ) i(τ)dτ , (3.17)

where hφ(t, τ) is the impulse response function.

Knowing that an impulse input generates a step change at the output phase, one can
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rewrite the impulse response function as

hφ(t, τ) =
Γ(ω0τ)

qmax
u(t− τ) (3.18)

where u(t) is the unit step function, qmax is the maximum change in the charge on the

output capacitor, and Γ(x) is the impulse sensitivity function (ISF) and is a dimensionless

frequency-and-amplitude-independent function periodic in 2π. The output phase relation

can be expressed as

φ(t) =
1

qmax

∫ t

−∞

Γ(ω0τ) i(τ)dτ . (3.19)

Since the ISF is periodic, it can be expressed as a Fourier series

Γ(ω0τ) =
c0
2
+

∞
∑

n=1

cn cos(nω0τ + θn) (3.20)

where cn are the real coefficients of the series and θn can be neglected if the noise sources

are uncorrelated.

Substituting Eq. (3.20) into Eq. (3.19), we obtain

φ(t) =
1

qmax

[

c0
2

∫ t

−∞

Γ(ω0τ) i(τ) dτ +

∞
∑

n=1

cn

∫ t

−∞

Γ(ω0τ) i(τ) cos(nω0τ) dτ

]

. (3.21)

The ISF can be found by injecting a current impulse at different phase shifts from

0 to 2π and measure the resulting output phase difference ∆φ at steady state. For a

narrow impulse where the injected charge ∆Q is equal to the area of the impulse, i.e.

∆Q = i(τ)dτ , the ISF can be expressed as

Γ(ω0τ) =
Qmax

∆Q
∆φ . (3.22)

The ISF depends on the oscillator topology and the shape of the output waveform.

Fig. 3.8 shows typical output voltage waveforms and their corresponding ISF waveforms

for an LC oscillator and a ring oscillator.

Once the ISF is evaluated and the output phase is calculated, the next step is to

determine the effect of this phase shift on the output signal waveform which is clearly a

non-linear relation. A phase shift ∆φ results in an output waveform expressed as

vout(t) = cos [ω0t+ φ(t)] , (3.23)
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Figure 3.8: Typical ISF of (a) LC oscillator (b) ring oscillator

where A is the amplitude of the output waveform.

Therefore, a complete system representation of an oscillator responding to noise injec-

tion consists of a cascade of two blocks as shown in Fig. 3.9. The first block represents a

linear time-variant system that converts the input noise into phase shift, while the second

block is a non-linear system that translates the phase shift into voltage representation

at the output waveform.

Eq. (3.21) implies that injecting a sinusoidal whose frequency is near any multiple k

of the oscillation frequency ω0, i.e.

i(t) = Ik cos [(kω0 + ωm)t] (3.24)

will result in two equal sidebands at an offset ωm even though the injection occurs near

some integer multiple of the oscillation frequency. This can be verified by substituting

Eq. (3.24) into Eq. (3.21). For ωm << ω0 and k = n, one can write

φ(t) =
Ik ck

2qmaxωm
sin(ωmt) . (3.25)

If the output waveform is a sinusoidal, the transformation from phase to voltage is

described by the non-linear sinusoidal equation

vout = cos [ω0t+ φ(t)] . (3.26)
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v

Figure 3.9: Oscillator as a cascade of two systems

Phase noise is defined as the single-sideband noise power with respect to the carrier

which for a single tone injection is given by

L{ωm} = 10 log

(

Ik ck
4qmaxωm

)2

. (3.27)

If a single tone injection is replaced with a thermal white noise source, the resulting

phase noise becomes

L{ωm} = 10 log









ī2k
ωm

∑∞

k=1 c
2
k

4q2maxω
2
m









. (3.28)

Using Parserval’s theorem, we can write

∞
∑

k=0

c2k =
1

π

∫ 2π

0

|Γ(x)|2 dx = 2Γ2
rms , (3.29)

which reduces the phase noise expression in the 1/f 2 region to

L{ωm} = 10 log









ī2k
ωm

Γ2
rms

2q2maxω
2
m









. (3.30)

where Γrms is the rms value of the ISF.

To include the flicker noise, assume the noise source has the following 1/f noise

shape

¯i2k,1/f = ī2k .
ω1/f

ωm
(3.31)



PLL Building Blocks: Circuit Design and Behavioral Models 60

Figure 3.10: Conversion of flicker and thermal noise into phase noise

where ω1/f is the 1/f corner frequency. Using Eq. (3.30), the phase noise in the 1/f 3

region can be expressed as

L{ωm} = 10 log









ī2k
ωm

c20

8q2maxω
2
m

.
ω1/f

ωm









. (3.32)

The 1/f 3 corner frequency in the phase noise profile of the oscillator can be found by

equating Eqs. (3.30) and (3.32) which results in

ω1/f3 = ω1/f .
c20

4Γ2
rms

= ω1/f .

(

Γdc

Γrms

)

. (3.33)

where Γdc is the dc value of the ISF.

The interesting result of this equation shows that the 1/f 3 corner frequency is not
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Figure 3.11: Generation of VCO signal using the idtmod function

necessarily the same as the 1/f corner frequency as was assumed in Leeson’s model.

More interestingly, the 1/f 3 corner frequency can be reduced by reducing Γdc which can

be achieved through controlling the rise- and fall-time symmetry.

Fig. 3.10 summarizes the mechanism by which white noise and flicker noise are down-

converted such that the phase noise around the carrier frequency ω0 is the summation of

not only the noise close to ω0 but also all the noise components in the vicinity of mω0;

each is weighted by cm. The flicker noise gets eventually upconverted and weighted by c0

to form the 1/f 3 noise near the carrier. Hajimiri’s model is considered the most accurate

and most reliable in understanding the mechanism of phase noise in oscillators.

3.1.3 Behavioral Modeling in Verilog-A

In order to examine the VCO performance at the system level, a behavioral model that

describes the VCO operation should be developed. In this section, we discuss the basic

behavioral model of a VCO using Verilog-A language. A VCO generates an output

waveform whose frequency is a function of the input voltage, i.e. fout = KV CO .VCTRL,

whereKV CO is the VCO gain in rad/V or Hz/V. In case of a linear VCO,KV CO = (fmax−
fmin)/(Vmax−Vmin) where fmin and fmax are the minimum and maximum frequency range

limits, and Vmin and Vmax are the minimum and maximum control-voltage range limits.

A VCO can be modeled in continuous time by integrating the input control voltage

over time to generate the phase of the output signal [24], i.e.

φ(t) = 2π

∫

KV CO.VCTRL(t) dt . (3.34)

The output voltage waveform can be generated directly from the phase using a sine

function, i.e.

vout = sin [φ(t)] , (3.35)



PLL Building Blocks: Circuit Design and Behavioral Models 62

‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module vco ( out , in ) ;

parameter real Vmin=0;

parameter real Vmax=Vmin+1 from (Vmin : i n f ) ;

parameter real Fmin=1 from ( 0 : i n f ) ;

parameter real Fmax=2∗Fmin from (Fmin : i n f ) ;

parameter real ampl=1; // output amplitude input in ; output out ;

vo l tage out , in ;

real f r eq , phase ;

analog begin

//compute the f r eq from the input vo l tage

f r eq =(V( in)−Vmin)∗ (Fmax−Fmin )/(Vmax−Vmin)+Fmin ;

//phase i s the i n t e g r a l of the f r eq modulo 2∗ pi

phase = 2∗ ‘M PI∗ idtmod ( f r eq , 0 . 0 , 1 . 0 , −0.5) ;

// generate the output

V( out ) <+ ampl∗ s i n ( phase ) ;

end

endmodule

Listing 3.1: Verilog-A model of a sinusoidal VCO

Figure 3.12: Output of the idtmod function

Fig. 3.11 depicts the steps used in the VCO model to generate the continuous-

time output voltage waveform. A Verilog-A model that generates a sinusoidal output

waveform is shown in Listing. 3.1.

The code utilizes the idtmod function to convert the frequency into phase [24].

The idtmod function combines time integration and modulus operation to ensure that

the phase is limited to 2π. The first four arguments of the idtmod function take the

integrand x(t), initial condition I.C., modulus m, and offset O.S.; and generates an

output given as

y(t) =

[(∫ t

0
x(τ) dτ + I.C.−O.S.

)]

mod m+O.S . (3.36)
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where y(t) is bound between O.S. and O.S.+m. The operation of the idtmod function

is depicted in Fig. 3.12.

‘ i n c lude ” cons tant s . vams”

‘ inc lude ” d i s c i p l i n e s . vams”

module vco ( out , in ) ;

parameter real Vmin=0;

parameter real Vmax=Vmin+1 from (Vmin : i n f ) ;

parameter real Fmin=1 from ( 0 : i n f ) ;

parameter real Fmax=2∗Fmin from (Fmin : i n f ) ;

parameter real Vlo= 1 , Vhi=1; // min & max amplitude

parameter real t t =0.01/Fmax from ( 0 : i n f ) ; // t r a n s i t i o n time

parameter real t t o l=1u/Fmax from (0 : 1 /Fmax ) ; // t o l e r an c e time

input in ; output out ;

vo l tag e out , in ;

real f r eq , phase , Vout ;

analog begin

//compute the f r e q from the input vo l tag e

f r e q =(V( in)−Vmin)∗ (Fmax−Fmin )/ (Vmax−Vmin)+Fmin ;

//phase i s the i n t e g r a l of the f r e q modulo 2∗ pi
phase = 2∗ ‘M PI∗ idtmod ( fr eq , 0 . 0 , 1 . 0 , −0.5) ;

// de te c t the thr e sho ld c r o s s i n g s at +pi /2 and −pi /2

@( c r o s s ( phase+‘M PI/2 , +1, t t o l ) ) begin

Vout = Vhi ;

end

@( c r o s s ( phase+‘M PI/2 , +1, t t o l ) ) begin

Vout = Vlo ;

end

// generate the output

V( out ) <+ t r a n s i t i o n (Vout , 0 , t t ) ;

end

endmodule

Listing 3.2: Verilog-A model of a square-waveform VCO

A similar VCO model that generates an output square waveform is shown in Listing.

3.2 [18]. The cross function is used to detect the time at which the phase crosses the

+π/2 and the −π/2 thresholds. The transition function generates a 50% duty-cycle

square waveform whose time period is equal T where T = 1/fout.

One of the main advantages of system-level behavioral modeling approach using

Verilog-A language is that it allows incorporating the jitter performance of the VCO
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in the model. As was shown in Chapter 2, oscillator noise van be viewed in the fre-

quency domain as phase noise around the oscillation frequency. In the absence of flicker

noise [18], [19], the cycle jitter and the phase noise are related as

σc =

√

φ2
n(ωm)

ω2
m

ω3
o

(3.37)

where φ2
n(ωm) is the phase noise magnitude in rad2/Hz at an offset frequency ωm from

the oscillation frequency ωo.

The VCO model shown in Listing 3.3 generates a square waveform with the effect of

the jitter included in the waveform transitions [18].

When the expression inside the cross function is zero, the transition is made and the

jitter is updated. Assume a square-wave with a 50% duty-cycle, then the time interval

of the high-logic is equal to that of the low-logic and is equal ∆T/2. The jitter is

updated every interval and added to the two transitions of the output square waveform

at each time interval, where the cycle jitter is distributed over the two time intervals, i.e.

Ti/2 = T/2+∆Ti/2 where the variance in the time interval is related to the time period

and the cycle jitter as

var

(

∆T

2

)

=
var(T )

2
=

σ2
c

2
. (3.38)

Therefore, we can write

(

∆T

2

)2

=
σ2
c

2
× δ2i (3.39)

where δi is a zero-mean unit-variance Gaussian random process, and is generated at each

cross statement to determine the exact time the phase crosses the threshold.

Thus, the variation in the time period is given by

∆Ti =
√
2.σc.δi . (3.40)

The output frequency after adding the jitter becomes fouti = 1/(T + ∆Ti). By

substituting Eq. (3.40), the dithered output frequency is

fouti =
fout

1 +
√
2.σc.δi.fout

. (3.41)

A similar expression can be derived for sinusoidal output VCOs with the 2 factor is

replaced with 1 since the sine function is a continuous function and the jitter can be
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‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module vco ( out , in ) ;

input in ; output out ; vo l tage out , in ;

parameter real Vmin=0;

parameter real Vmax=Vmin+1 from (Vmin : i n f ) ;

parameter real Fmin=1 from ( 0 : i n f ) ;

parameter real Fmax=2∗Fmin from (Fmin : i n f ) ;

parameter real r a t i o=1 from ( 0 : i n f ) ;

parameter real Vlo= 1 , Vhi=1;

parameter real t t =0.01/Fmax from ( 0 : i n f ) ;

parameter real j i t t e r =0 from [ 0 : 0 . 2 5 /Fmax ) ; // VCO cyc l e j i t t e r

parameter real t t o l=1u∗ r a t i o /Fmax from (0/Fmax ) ;

parameter real outStar t=i n f from (1/Fmin : i n f ) ;

real f r eq , phase , dT, del ta , prev , Vout ;

integer n , seed , fp ;

analog begin

@( i n i t i a l s t e p ) begin

seed = −561;

d e l t a = j i t t e r ∗ s q r t ( 2 ) ;

fp = $fopen ( p e r i o d s . m ) ;

Vout = Vlo ;

end

f r eq = (V( in)−Vmin)∗ (Fmax−Fmin) / (Vmax−Vmin)+Fmin ;

// apply the f r equency d iv ider , add the phase no i s e

f r eq = ( f r eq )∗ (1 + dT ∗ f r eq ) ;

// phase i s the i n t e g r a l of the f r eq modulo 1

phase = idtmod ( f r eq , 0 . 0 , 1 . 0 , −0.5) ;

// update j i t t e r twice per per i od

@( c r o s s ( phase −0.25 , +1, t t o l ) ) begin

dT = de l t a ∗ $rd i s t normal ( seed , 0 , 1 ) ;

Vout = Vhi ;

end

@( c r o s s ( phase + 0 . 25 , +1, t t o l ) ) begin

dT = de l t a ∗ $rd i s t normal ( seed , 0 , 1 ) ;

Vout = Vlo ;

i f ( $abstime >= outStar t )

$ f s t r obe ( fp , ”%0.10 e ” , $abstime−prev ) ;

prev = $abstime ;

end

V( out ) <+ t r a n s i t i o n (Vout , 0 , t t ) ;

end

endmodule

Listing 3.3: Verilog-A model of a square-waveform VCO including jitter
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Figure 3.13: A typical circuit implementation of a tri-state PFD followed with a CP

injected once per period. The resulting dithered output frequency in this case is

fouti =
fout

1 + σc.δi.fout
. (3.42)

The periods of oscillation are saved in a MATLAB file for further processing where

the phase noise spectrum can be plotted using the relationship between cycle jitter and

phase noise defined in Eq. (4.18).

3.2 Phase-Frequency Detector

A PFD provides both phase and frequency detection capabilities to allow the PLL to

lock at the desired frequency. A common implementation is the tri-state PFD which

produces two outputs (UP and DN) that control the switches of a subsequent circuit

called the charge pump (CP). The PFD/CP block diagram implementation is shown in

Fig. 3.13.

The tri-state PFD is a finite-state-machine (FSM) that implements the state diagram

shown in Fig. 3.14. The three available states are 00, 01, and 10. The fourth state i.e. 11

is avoided by the AND gate that resets the D-FFs. The operation of the PFD is shown

in Fig. 3.15. At the rising edge of the leading input signal, i.e. in this case the reference
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Figure 3.14: State machine representation of the PFD

Figure 3.15: PFD output in response to input phase difference

signal, the UP signal switches to high until the arrival of the rising edge of the lagging

signal, i.e. in this case the feedback signal, which causes the DN signal to switch high as

well. When both UP and DN are high, the D-FFs reset which causes both UP and DN

signals to go low again waiting for the next rising edge of an input signal.

When the UP (or DN) signal switches to high, it causes the charge pump to turn on

the UP (or DN) current source to charge (or discharge) the output node. The average

output current of the charge pump < iP > versus the phase difference between the

input signal is shown in Fig. 3.16. It can be noted that the linear range of the phase

detection is (-2π, 2π). Outside this range, the waveform is periodic of 2π to provide the

frequency detection capability. If one of the two input signal has higher frequency than

the other input, the corresponding D-FF will receive more rising edges over the same

time interval. This causes the output of one of the D-FFs to remain high for longer time,

thereby causing the voltage at the output node to increase or decrease until frequency

acquisition is achieved.
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Figure 3.16: Ideal phase characteristics of a PFD/CP

3.2.1 Non-idealities and limitations

Despite the simplicity of the PFD shown in Fig. 3.13, this architecture may suffer from

some practical limitations. The non-idealities of the PFD characteristics due to the dead

zone and blind zone are discussed here with solutions to mitigate these limitations [39].

Dead zone

If the difference between the reference signal and the feedback signal is small, we expect

to ideally observe narrow pulses at the outputs of the D-FFs turning on the CP current

sources for a short while as shown in Fig. 3.15. Nevertheless, because the UP and DN

signals have finite transition time, the situation is different in reality. Assume that the

reference signal is leading the feedback signal as shown in Fig. 3.17. If the rising edge

of the reference signal is followed closely by a rising edge of the feedback signal, both

the UP and DN signals may not have time to reach the maximum level. Once both the

UP and DN signals are slightly above the the threshold of the AND gate, the D-FFs

will reset as shown in Fig. 3.17(a) while the CP current sources remain off. This means

that the PFD/CP does not respond to small phase differences and the PLL is effectively

in open-loop operation and in-band noise will appear at the PLL output without any

filtering. This phenomenon is called the dead zone. The PFD/CP characteristic curve

due to the dead-zone phenomenon is shown in Fig. 3.18.

To mitigate this problem, both the UP and DN signals must be allowed to reach

to their maximum value (to fully turn on the CP current sources) before allowing the

AND gate to reset the D-FFs. This can be done by inserting a delay, e.g. a chain of

inverters, after the AND gate such that the two D-FFs are not reset immediately at the

AND gate threshold. As shown in Fig. 3.17(b), in this case the UP and DN signals
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Figure 3.17: PFD response to small phase difference (a) without delay (b) with delay

Figure 3.18: Phase characteristics of a PFD/CP in the presence of a dead zone

will reach their maximum values turning on both current sources of the CP before both

sources are turned off again at the reset of the D-FFs.

Blind zone

Blind zone in a PFD appears due to missing edges that are not detectable because the

PFD is in the reset mode. Fig. 3.19 illustrate the effect of the blind zone. The reference

signal is leading the feedback signal which causes the UP signal to be high until the

rising edge of the feedback signals arrives. At this time, the DN signal also goes high and

after a short delay the two D-FFs reset. However, while the PFD is in the reset mode, it
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Figure 3.19: Missing edge due to blind zone in PFD

remains blind to any events at the input. If a rising edge arrived during the reset period

as shown in Fig. 3.19, it will not be detected. The blind zone usually occurs when the

phase difference is close to ±2π. It affects the settling behavior of the PLL and slows

down the locking time. The PFD/CP characteristic curve due to the blind zone is shown

in Fig. 3.20 where the reversed polarity of the current near ±2π is due to the missing

edges at the input during the reset mode. The blind zone effectively reduces the phase

detection range from (-2π, +2π) to (-φin, +φin) where

φin = 2π(1− tRST .fin,max) (3.43)

where tRST is the reset duration time and fin,max is the maximum input reference fre-

quency [39].

Therefore, the use of high reference frequency increases the likelihood of blind-

zone events in the PFD. To mitigate this problem, the reset time of the PFD should be

minimized and the maximum operating frequency must be examined carefully.
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Figure 3.20: Phase characteristics of a PFD/CP in the presence of a blind zone

Figure 3.21: A general architecture of CP

3.3 Charge Pump

A typical charge pump, shown in Fig. 3.21, consists of two ideally matched current

sources, i.e. IUP = IDN = ICP , that pump charges into or out-of the output node.

The CP current charges or discharges the output node for a time length ∆tP that is

proportional to the phase difference between the two inputs. The average output current
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< iP > over the reference period Tref is

< iP >=
∆tP
Tref

ICP =
∆φP

2π
ICP . (3.44)

Thus, the PFD/CP can be represented as a fixed gain that in this case is given as

KP =
< iP >

∆φP
=

ICP

2π
(3.45)

3.3.1 Non-idealities and limitations

There are many practical considerations and performance limitations that need to be

considered in the operation of any CP. Here, we discuss some of the main sources of

these limitations that result in non-ideal behavior.

Output range

Each current source in Fig. 3.21 is usually implemented using at least one MOS transistor

in the saturation region. A PMOS transistor is often used to implement IUP whereas

an NMOS transistor is often used to implement IDN . The output-voltage range wherein

both transistors are in saturation limits the valid operating region of the CP. As shown

in Fig. 3.22, the maximum operating range of a typical CP is VDD − VDsat,N − |VDsat,P |
where VDsat is the saturation voltage of the MOS transistor and is given by

|VDsat| = |VGS| − |VTH | =
√

2ICP

µCox

(

L

W

)

. (3.46)

Therefore, for the same CP current large W/L transistor ratio is usually needed

to reduce |VDsat| and maximize the operating range. However, large transistors may

slow down the CP and limit the operating frequency. Thus, the trade-off between wide

operating-range and high operating-speed must be considered.

Current mismatch

Even within the operating range of the CP, the UP and DN currents are not exactly the

same due to finite output impedance of the current-source transistors. Variations in the

two currents, if considerable, can affect the PFD/CP gain, i.e. KP = ICP/2π, thereby

changing the loop dynamics. In addition, mismatch between the two currents results

in spurs in the output spectrum of the PLL at an offset frequency that is equal to the
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Figure 3.22: Output current of a CP versus the output voltage

reference frequency.

To estimate the reference spurs at the PLL output, assume that the UP and DN

switches are closed at the same time. Due to the mismatch between the two currents,

the current difference will flow into the loop filter thereby changing the control voltage

of the VCO. This extra net charge should be corrected in the next reference cycle to

change the control voltage in the opposite direction. The resulting ripples at the control

voltage of the VCO will have the same frequency as the reference, and will appear at the

PLL output as spurs at an offset frequency that is equal to the reference frequency.

The magnitude of the reference spurs in dBc with respect to the carrier in a second-

order loop filter PLL [16] is given by

Ps/Pc = 20 log

[

∆t2RST ∆I KV CO

4πC2

(1 +
∆I

ICP

)

]

(3.47)

where ∆tRST is the PFD reset time, ICP is the CP current, ∆I is the CP current mis-

match, and C2 is the second-pole capacitor of the loop filter.

It is evident from Eq. (4.29) that reducing the loop bandwidth (increasing C2), the

VCO gain and the PFD reset time; and increasing the CP current are all desirable

characteristics to reduce the reference spurs at the PLL output.

Transistors speed

The switches and the current sources in the CP do not turn on and off instantaneously,

but require finite time to fully turn on or off. Even if the PFD is designed to be dead-
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zone free, the CP should respond quickly enough to ensure high loop-gain at small phase

difference [16]. The switching speed can be a limiting factor of the reference frequency.

In addition, the difference in switching speed between the UP and DN currents can

exacerbate the mismatch between the two current sources, thereby generating spurs at the

output of the PLL. Therefore, it is highly recommended to match the transconductance

of both current sources to ensure equal switching speed and reduce reference spurs.

Charge sharing

In Fig. 3.21, there is a parasitic capacitance associated with the drains of the current-

source transistors. When the switches are open, these nodes are charged to the supply

rails. When the switches close a charge transfer occurs between these nodes and the loop

filter capacitor. This charge sharing, if substantial, can cause spikes in the CP current

and result in spurs at the output of the PLL.

To mitigate this problem, the voltage at these intermediate nodes should be kept

close to the voltage at the CP output [40]. This can be done using single transistors or

op-amps that operate in negative feedback. Unless the spurs from charge sharing are a

major concern, extra circuitry should be avoided to reduce complexity.

Noise contribution

The CP is a major contributor to the in-band noise of the PLL. The thermal and flicker

noise of the current-source transistors is given by

ī2n = 4kTγgm +
K

f
(3.48)

where γ is the white noise gamma factor and K is the 1/f flicker noise constant.

When the PLL is in the locked state, the two current sources are on only for a time

interval tCP where

tCP = tRST

(

1 +
∆I

ICP

)

(3.49)

where tRST is the PFD reset time.

Thus, the total noise at the output of the CP is

¯i2n,total =
( ¯i2n,N + ¯i2n,P

)

.
tCP

Tref
(3.50)
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Figure 3.23: CP topologies with switches at (a) gates (b) drains (c) sources

where ¯i2n,N and ¯i2n,P are the noise currents associate with the NMOS and PMOS current

sources, respectively.

The input-referred noise of the CP is obtained by dividing the expression in Eq. (3.50)

by the PFD/CP gain KP = ICP/2π [16], which results in

|φn,CP (f)|2 =
(

2π

ICP

)2
(

¯in,N
2
+ ¯i2n,P

)

tRST

(

1 +
∆I

ICP

)

fref (3.51)

Therefore, increasing the CP current is a key to reducing both reference spurs and

in-band noise contribution at the expense of increased power consumption.

3.3.2 Circuit implementations

The three main typical circuit topologies of a CP are shown in Fig. 3.23 [41]. The

three topologies use simple current mirrors to generate the UP and DN current of the

CP. However, they differ in the position of the CP switches. The switches can be at

the gates of the current-source transistors(Fig. 3.23(a)), in series with the drains of the

current-source transistors (Fig. 3.23(b)), or in series with the sources of the current-

source transistors (Fig. 3.23(c)).

In the gate-switched topology shown in Fig. 3.23(a), a maximum stack-up of two

transistors is used; which makes this topology very useful in low-voltage applications.

However, the switching time can be a limiting factor in case of high CP currents because

of the relatively large gate capacitance which requires long time to charge or discharge.

To alleviate this problem, the switches can be located at the drains as shown in
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Figure 3.24: CP circuit implementation with current steering switches

Fig. 3.23(b). The drain and source capacitances are often much smaller than the gate

capacitance which enhances the switching speed. In this topology, when the switches

are off the drain of the current-source transistors are pulled to the supply rails. When

the switches turn on, the voltage at the drains of the current-source transistors makes a

fast transition from near the supply rail voltage to the control line voltage; forcing the

transistors from the linear region to the saturation region. This results in a high peak

current that is dependent on the control-line voltage. This excess current is difficult to

control and may result in significant spurs at the PLL output.

In the topology shown in Fig. 3.23(c), the switches are located at the sources

which guarantees fast switching. When the switches are off, the sources of the current-

source transistors are charged to the control-line voltage rather than the supply rails.

When the switches turn on, the sources of the current-source transistors start charging

or discharging slowly while both |VGS| and |VDS| increase together causing the CP current

to change smoothly. This topology is often preferred over drain-switched topology when

fast switching and low spurs are desired.

The switching speed can be further improved by using the current steering topology

shown in Fig. 3.24. However, this comes at the expense of increased power consumption

since a current is always available in the branches of the CP to enhance speed. In

addition, the complexity is increased because of the need for the complimentary UP and

DN input which should be considered during the design of the PFD.
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3.3.3 Behavioral Modeling in Verilog-A

In order to simulate the PFD/CP at the system level, a behavioral model that describes

the operation of the combined PFD/CP is developed. The model should also include

the effect of the PFD/CP noise on the PLL jitter. In most mathematical analysis, we

describe the CP output noise in terms of the output noise current. However, this can be

difficult for simulators to incorporate because of tight tolerance and small step size that

may be required [18]. It is more convenient to convert the current noise into timing jitter

and refer it to the input of the PFD/CP as synchronous jitter. The CP behavioral model

in Listing 3.4 implements a finite-state machine with three output levels i.e. −Iout, 0,

and Iout. The output is incremented or decremented depending on which input is making

a transition at the input. The output current is assumed constant over the entire output

voltage range. The timing of the output transitions is displaced in time by a random

synchronous jitter at the threshold crossing.

‘ i n c l ude d i s c i p l i n e s . v a m s

module pfd cp ( out , r e f , fb ) ;

input r e f , fb ; // inputs : r e f e r e n c e & feedback s i g n a l s

output out ;

e l e c t r i c a l r e f , fb , out ;

parameter real Iout=100u ;

// d i r=1 for p o s i t i v e edge t r i g g e r

parameter integer d i r=1 from [ −1 : 1 ] exclude 0 ;

parameter real t t=1n from (0 : i n f ) ;

parameter real td=0 from ( 0 : i n f ) ;

parameter real j i t t e r =0 from [ 0 : td /5 ) ; // edge−to−edge j i t t e r

parameter real t t o l=1p from ( 0 : td /5 ) ; // t t o l << j i t t e r

integer s tate , seed ;

real dt ;

analog begin

@( i n i t i a l s t e p ) seed = 716 ;

@( c r o s s (V( r e f ) , d i r , t t o l ) ) begin

i f ( s t a t e > −1) s t a t e = s ta t e − 1 ;

dt = j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

end

@( c r o s s (V( fb ) , d i r , t t o l ) ) begin

i f ( s t a t e < 1) s t a t e = s ta t e + 1 ;

dt = j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

end

I ( out ) <+ t r a n s i t i o n ( Iout ∗ s tate , td + dt , t t ) ;

end

endmodule

Listing 3.4: Verilog-A model of a PFD/CP including jitter
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To extract the input-referred jitter of the PFD/CP at the transistor level, the PFD/CP

block should be driven with two periodic inputs with some offset phase to produce a

representative periodic output. The output current noise spectrum is integrated over the

bandwidth of the PLL. To achieve that, the noise spectrum is multiplied by the in-band

noise transfer function of the PLL. The integrated noise represents the variance of the

current noise at the output of the CP. This variance must be divided by two to account

for the two transition events in each time period. The current noise in A is converted to

input-referred noise in seconds by dividing the current noise by the PFD/CP effective

gain in A/s. The effective gain is calculated by dividing the PFD/CP gain KP (in

A/cycle) by the reference period Tref .

Derived from Eq. (4.24) in Chapter 2, the edge-to-edge jitter of the PFD/CP [18] is

then given by

Jee,PFD/CP =
Tref

KP

√

var(iout)

2
, (3.52)

which is the value used in Listing 3.4.

3.4 Frequency Dividers

Frequency dividers are very critical components in the design of frequency synthesizer

PLLs. Along with the VCO, frequency dividers limit the maximum operating frequency

of the PLL. In addition, the range of operating frequencies that a frequency synthesizer

PLL can generate is limited by the range of the division-ratio of the frequency divider.

Here, we discuss the main divider architectures used in the design of frequency synthesizer

PLLs.

3.4.1 Prescalar

A prescalar is a frequency divider with a constant division ratio P , where P is often be-

tween two and four. A prescalar is usually a simple circuit compared to programmable di-

viders and can operate at very high frequency. Therefore, they are usually used to divide

down the VCO output to relax the speed requirement of the subsequent programmable

divider. The most common architectures that are used as high-frequency prescalars are:

CML-based prescalar, regenerative frequency divider (RFD), and injection-locked fre-

quency divider (ILFD). The decision to use a particular prescalar architecture is often
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Figure 3.25: A conventional circuit implementation of injection-locked divider (ILFD)

based on the trade -off between maximum operating frequency and desired frequency

range.

Injection-locked frequency divider (ILFD)

Injection-locked frequency dividers (ILFD) feature the highest operating frequency and

lowest power consumption among high frequency dividers implemented in CMOS tech-

nologies [42]. The schematic of a conventional ILFD is shown in Fig. 3.25. The op-

eration principle utilizes the inherent frequency doubling at the common node of the

cross-coupled transistors. This is done by injecting the input signal and forcing the res-

onant frequency to lock at half the input frequency by properly selecting the resonant

frequency of the resonator. The main drawback of this topology is the narrow locking

range. According to the analysis shown in [43], the locking range of an ILFD is

∆ωL ≃ ω0

Q
.
2

π
.
Iinj
Iosc

(3.53)

where ω0 is the resonant frequency, Q is the quality factor of the resonator, Iinj is the

injected current, and Iosc is the oscillation current.



PLL Building Blocks: Circuit Design and Behavioral Models 80

Figure 3.26: The concept of operation of an RFD

Regenerative frequency divider (RFD)

An alternative to ILFD that can cover a wider frequency range is the regenerative fre-

quency divider (RFD). The concept of an RFD is depicted in Fig. 3.26 [44] where a

mixer in a feedback loop with two inputs ωin and ωout generates an output with the

components ωin − ωout and ωin + ωout. By properly selecting the cut-off frequency of the

filter to eliminate ωin + ωout, the loop locks to satisfy the relation ωout = ωin − ωout; i.e.

ωout = ωin/2.

Fig. 3.27 shows a possible implementation of an RFD in using MOS transistors [44].

The locking range of this RFD is

∆ωL ≃ ω0

Q

(

2

π
gmR

)2

(3.54)

where gm is the transconductance of the bottom differential pair of the mixer and R is

the equivalent parallel resistance of the resonator tank.

To compare the locking range of ILFD and RFD topologies, we equate ∆ωL in Eqs.

(3.53) and (3.54), which yields

1

π
g2mR

2 =
Iinj
Iosc

(3.55)

From Eq. (3.55), we notice that even if we assume that the injection current of an

ILFD is equal to the oscillation current i.e. Iinj = Iosc, we need a gmR of only 1.8 to

produce the same locking range. Therefore, we conclude that an RFD provides wider

frequency operating range compared to an ILFD.
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Figure 3.27: A circuit implementation of an RFD

CML-based divider

The maximum operating frequency range of a CML-based divider is often less than

that of an ILFD or RFD. However, a CML-based divider provides a wider operating

range than both ILFD and RFD. The schematic of a conventional CML-based divider

is shown in Fig. 3.28 [45]. The circuit is simply a D flip-flop realized using CML logic

where the differential output feeds back into the differential input. In order to improve

the maximum operating frequency, inductors can be connected in series with the load

resistor to reduce the rise and fall times. However, this comes at the expense of reduced

operating range and increased area size [45].

3.4.2 Programmable Divider

A programmable divider is a necessary component in frequency synthesizer PLLs. The

output frequency of the VCO is varied by changing the division ratio of the programmable

divider. Due to the complexity of their architectures, programmable dividers usually

have lower maximum operating frequency than prescalars or fixed-ratio dividers. Most

programmable dividers are based on one of two topologies: dual-modulus programmable

divider [46] and divide-by-N programmable dividers [47].
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Figure 3.28: A circuit implementation of a CML-based divider

Dual-modulus programmable divider

The basic cell that is used in building a dual-modulus programmable divider is shown in

Fig. 3.29. The circuit is a 2/3 divider. If modin=0, the bottom path of the circuit will

be interrupted and the circuit will divide by 2. If modin=1, the output will be fin/2 if

p=0 and fin/3 if p=1. The signal modout has the same frequency as fout but with a delay

of half input-cycle.

A programmable divider can be constructed by cascading multiple 2/3 divider cells

as shown in Fig. 3.30 [48]. The operation of the programmable divider in Fig. 3.30 is

as follows. The modn signal propagates backward in the chain at each input clock cycle.

If the mod signal is active the associated cell will divide by 3 if p=1 and divide by 2 if

p=0. The output frequency can be controlled by the control word p0 p1 . . . pn−1, and

the divider ratio ranges from 2n to 2n+1-1.

The structure of a dual-modulus programmable divider is very modular. The same

2/3 divider cell can be used to implement the multiple stages of the divider which can

lead to a compact layout and reduce design time. Another advantage of the dual-modulus

programmable divider is that the control input has small loading which allows the divider

to operate at high frequency. The main disadvantage, however, is that the division range

is limited to a less-than-two factor.

A modified circuit shown in Fig. 3.31 extends the division range by simply inserting

few OR gates at the higher significant bits of the control word [46]. The dual modulus

programmable divider shown in Fig. 3.31 sets the mod inputs of some 2/3 divider cells
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Figure 3.29: A 2/3 divider cell

Figure 3.30: A conventional architecture of dual-modulus programmable divider

to 1; which effectively shortens the effective length of the divider to m when the control

input bits of these cells are high. By independently selecting m and n, the divider ratio

is extended to cover the range between 2m and 2n+1-1.

Divide-by-N programmable divider

As an alternative to dual-modulus programmable divider, a divide-by-N divider extends

the division ratio to cover the range from two to 2n − 1 where n is the number of stages

of the divider. A general architecture of a divide-by-N programmable divider is shown
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Figure 3.31: A dual-modulus programmable divider with extended division range

Figure 3.32: An architecture of a divide-by-N programmable divider

in Fig. 3.32 [47]. The outputs of the stages are set to the value of the division ratio by

the input control circuitry. The outputs are also fed to the end-of-count (EOC) detector.

The EOC detector shown in Fig. 3.33(a) detects when the outputs of all stages are zero

which indicate the end of the counting process.

The counter starts counting down until the outputs of all the stages become zero.

At this point, the EOC detector instructs the control circuit to reload the division ratio

to reinitialize the counting and repeat the process. The frequency of the output signal

is equal to fin/N where N is in the range of 2 to 2n − 1.

In general, divide-by-N programmable dividers are slower than dual-modulus pro-

grammable dividers due to the complexity of their control circuitry. Since the speed of

the divide-by-N divider is limited by the reloading process, a modification on the EOC

detector circuit was proposed by Chang et al [47]. In the proposed EOC detector shown
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Figure 3.33: Circuit diagram of EOC detector (a) conventional (b) by Chang et al

in Fig. 3.33(b), the RELOAD signal is activated when the counter value reaches 0000012

instead of 0000002; which gives the reloading process two clock periods instead of one

clock period to execute. Thus, the maximum operating frequency is enhanced.

3.4.3 Behavioral Modeling in Verilog-A

A behavioral model that describes the frequency divider using Verilog-A language is

shown in Listing 3.5 [18]. The module counts the input transitions using the cross func-

tion to detect threshold crossing. At each threshold crossing, the count is incremented,

and when the count reaches to the final value ratio the count is reset to zero. If count

is above the midpoint n is set to high, and if it is below the midpoint n is set to low. A

random jitter is added at every transition with rms value equal to the edge-to-edge jitter

extracted from the transistor-level divider block.

To extract the edge-to-edge jitter of a frequency divider, the divider block is driven

with a representative input. At the threshold crossing, both the threshold-crossing am-

plitudes and the slew rate are evaluated using the simulator periodic-steady-state (PSS)

strobe analysis as shown in Fig. 3.34. The power spectral density Snv
of the strobed

noise is integrated to compute the total noise at the sample points i.e.

var (nv(tc)) =

∫ f0/2

0

Snv
(f, tc) df . (3.56)

The edge-to-edge jitter is then computed from Eq. (4.24) as

σee =

√

var (nv(tc))

dv(tc)/dt
. (3.57)
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‘ i n c l ude d i s c i p l i n e s . v a m s

module d i v i d e r ( out , in ) ;

input in ; output out ; e l e c t r i c a l in , out ;

parameter real Vlo=−1, Vhi=1;

parameter integer r a t i o=2 from [ 2 : i n f ) ;

parameter integer d i r=1 from [ −1 : 1 ] exclude 0 ;

// d i r=1 for p o s i t i v e edge t r i g g e r

parameter real t t=1n from (0 : i n f ) ;

parameter real td=0 from ( 0 : i n f ) ;

parameter real j i t t e r =0 from [ 0 : td /5 ) ;

parameter real t t o l=1p from ( 0 : td /5 ) ;

integer count , n , seed ;

real dt ;

analog begin

@( i n i t i a l s t e p ) seed = −311;

@( c r o s s (V( in)−(Vhi + Vlo )/2 , di r , t t o l ) ) begin

// count input t r a n s i t i o n s

count = count + 1 ;

i f ( count >= r a t i o )

count = 0 ;

n = (2∗ count >= r a t i o ) ;

// add j i t t e r

dt = j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

end

V( out ) <+ t r a n s i t i o n (n ? Vhi : Vlo , td+dt , t t ) ;

end

endmodule

Listing 3.5: Verilog-A model of a frequency divider including jitter

Figure 3.34: Strobed noise at the threshold-crossing points of signal vn(t)
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3.5 Loop Filter

Frequency synthesizers are designed for a given set of specifications such as phase noise,

locking time, frequency range, step size, and loop phase margin. The loop filter plays a

crucial role in determining the performance of the PLL. The loop filter affects both the

in-band and out-of-band phase noise contribution to the overall phase noise, as well as

the amount of attenuation imposed on the reference frequency spurs. In addition, the

loop filter affects loop dynamics (e.g. locking time, overshooting and peak time) and

loop stability (usually ensured by sufficient phase margin). In general, the loop filter is

the most flexible PLL block under the control of the designer.

Techniques to design various passive and active loop filters are widely discussed in the

literature [16], [49]. However, the lack of a detailed qualitative and quantitative analysis

makes the job of loop filter selection daunting and demands lots of trial-and-error steps.

In this paper, we provide an explicit comparison between different passive loop filter

topologies and their effect on design parameters such as locking time, reference spurs

attenuation, phase noise, and loop phase margin. A quantitative comparison is provided

(whenever possible) to assist the designer in selecting the optimum design for the desired

specifications.

As shown in Chapter 2, the closed-loop transfer-function of a PLL with respect to

the input-referred in-band noise is given by

Hin(s) =
φout(s)

φref(s)
=

Fout(s)

Fref(s)
= N.

KPKV CO

N.s
.Z(s)

1 +
KPKV CO

N.s
.Z(s)

(3.58)

The output response to a small change ∆n in the divider ratio N (i.e. ∆n < 0.04N)

can be approximated [15] as

Fout(s) ≃ N.

KPKV CO

N.s
.Z(s)

1 +
KPKV CO

N.s
.Z(s)

.

(

1 +
∆n

N

)

Fref(s). (3.59)

The locking (settling) time to α of the final value for an approximated second order

PLL can be given as

TL ≃ 1

ζωn

ln

(

∆n

N |α|
√

1− ζ2

)

(3.60)
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where ζ is the second order damping factor, α is the fraction of the final value, and ωn

is the loop natural frequency, and it is directly related to the loop bandwidth ωc which

is the frequency at which the magnitude of the transfer function is unity.

The reference spurs attenuation can be found by evaluating the magnitude of the

transfer function φout(s)
φref (s)

at s = jωref , where ωref is the reference frequency. The amount

of attenuation depends on the ratio ωref/ωc rather than the absolute values of ωref and

ωc. The attenuation deteriorates by 20logN where N is the divider ratio. The loop

stability can be maintained by ensuring sufficient phase margin. The phase margin not

only affects the stability but also affects the loop dynamics such as locking time and

overshooting. It can be proved by extensive simulations that a PLL with phase margin

around 50◦ results in the minimum locking time [15], [50].

3.5.1 Passive Filter Design

Passive filters are preferred over active filters when noise performance is very critical.

The two main types of passive filters, namely RC network and LC ladder, are analyzed.

RC Filters

The simplest type II PLL RC loop filter is shown in Fig. 3.35(a). It consists of a capacitor

C1 in series with a resistor R1. The series combination results in a pole at dc and a zero

at 1/R1C1. The loop filter is first order and the resulting PLL is second order. The PLL

design in this case is very simple, since second order systems are very well understood.

If an additional capacitor C2 is added in parallel for further spurs attenuation as

shown in Fig. 3.35(b), then the loop filter becomes second order, and the resulting PLL

is third order.

Figure 3.35: RC network loop filters: (a) 1st order (b) 2nd order (c) 3rd order
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In this case, the filter impedance is given by:

Z(s) =
1 + τ1s

sCT

.
1

1 + a1(τ1s)
(3.61)

where a1 = C2/CT and CT = C1 + C2.

The resulting loop gain of the third order PLL is expressed as

LG(s) =
KV COKP

N
.
1 + τ1s

s2CT

.
1

1 + a1(τ1s)
. (3.62)

The loop gain magnitude and phase response of a third order PLL is shown in Fig.

3.36. The loop phase margin PM is defined as the phase shift at which the loop gain

magnitude is unity and can be expressed in this case as

PM = tan−1(τ1ωc)− tan−1(a1(τ1ωc)). (3.63)

Selecting ωc to yield the maximum phase margin can ensure stability over wide range

reducing susceptibility to other parameters variations. The maximum phase margin can

be found by differentiating Eq. (3.63) with respect to τ1ωc. This will result in the phase

margin being maximized when τ1ωc = 1/
√
a1. Thus,

PMmax = tan−1(1/
√
a1)− tan−1(

√
a1). (3.64)

Figure 3.36: Loop gain response of a third-order PLL
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The relationship between a1 and PMmax is shown in Fig. 3.37. For instance, in

order to obtain PMmax = 50◦ to maximize locking time, a1 is chosen to be 0.1325.

Since the loop gain magnitude is unity at the loop bandwidth ωc, CT can be evaluated

from Eq. (3.62) as

CT =
KV COKP/N

ω2
c

.

√

1 + (τ1ωc)
2

1 + [a1(τ1ωc)]
2 . (3.65)

Once CT is calculated, one can directly calculate C1 and C2 from a1 and CT , i.e.

C2 = a1CT , C1 = CT − C2.

The impedance of a general nth order RC filter can be expressed as

Z(s) =
1 + τ1s

sCT
.

1

1 + a1(τ1s) + a2(τ1s)2 + . . . + an(τ1s)n
(3.66)

where

a1 =
CT − C1

CT

+
n
∑

i=3

τi
τ1

i−1
∑

j=1

Cj

CT

+

∑n−1
i=4 Ci

∑i−1
j=3Rj

τ1

j−1
∑

k=1

Ck

CT

(3.67)

and CT =
∑n

i=1Ci.

The phase margin of a PLL with nth order RC filter is

PM = tan−1(τ1ωc)− tan−1

(

a1(τ1ωc)− a3(τ1ωc)
3 + . . .

1− a2(τ1ωc)2 + a4(τ1ωc)4 + . . .

)

. (3.68)
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Figure 3.37: Maximum phase margin vs. ratio a1
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Alternatively, the RC filter impedance in Eq. (3.66) can be rewritten [15] as

Z(s) =
1 + τ1s

sCT
.

1
∏n

i=2 (1 + τis)
(3.69)

where τ1 = R1C1, τ2 ≃ τ1.C2/CT , and τi = RiCi for i = 3, 4, . . . , n. The approximations

are valid provided that Ci ≪ C1 and
Ci

Ci+1
+ Ri+1

Ri
≫ 1. This results in ai ≪ a1 and τi ≪ τ1

for i = 2, 3, 4, . . . , n, and Eq. (3.68) can be approximated as

PM ≃ tan−1(τ1ωc)− tan−1(a1(τ1ωc)) , (3.70)

and PMmax can be approximated as a function of a1 expressed as

PMmax ≃ tan−1(1/
√
a1)− tan−1(

√
a1). (3.71)

Therefore, higher order filter can be designed to yield a1 that results in the desired

maximum phase margin. For example, a1 for a third order filter can be written using

Eq. (3.67), and given that C2 ≪ C1, as

a1 = 1− C1

CT
+

τ3
τ2
.
C2

CT
.
C1

CT
. (3.72)

Therefore, the capacitors relationships can be expressed as

C2

CT
≃

C1

CT
+ a1 − 1

τ3
τ2
.
C1

CT

(3.73)

and

C3

CT

= 1− C1

CT

− C2

CT

. (3.74)

Similarly, a1 for a fourth order filter can be written as

a1 = 1− C1

CT
+

τ3
τ2

C2

CT

(

C1

CT
+

C2

CT

)

+
τ4
τ3

τ3
τ2

C2

CT

(

C1

CT
+

C2

CT
+

C3

CT

)

+
τ3
τ2

C2

CT

C4

C3

(

C1

CT
+

C2

CT

)

(3.75)

and

C4

CT
= 1− C1

CT
− C2

CT
− C3

CT
. (3.76)

The capacitor values should be chosen to satisfy these equations while keeping the

aforementioned approximation valid.
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The poles ratios determination is very critical in RC filters. Since RC networks can

have only simple real poles, it can be proved that for the capacitor values to be positive,

the pole ratio τi+1/τi must be less than 1 [50]. In addition, extensive simulations in [50]

show that for third and fourth order RC filters, choosing τ3/τ2 and τ4/τ3 between 0.5 and

0.6 yields the maximum benefit of the extra poles while maximizing Cn to avoid being

loaded by the oscillator capacitance.

Once the poles ratios are chosen, the capacitance ratios can be solved numerically

or graphically to choose the proper capacitance values. Fig. 3.38 shows the capacitor

ratios for third order RC filters for pole ratio τ3/τ2 = 0.6.

The condition on the loop gain at the loop bandwidth can be utilized approximately

to calculate CT as

CT =
KV COKP /N

ω2
c

.

√

1 + (τ1ωc)
2

[a1(τ1ωc)− a3(τ1ωc)3 + . . .]2 + [1− a2(τ1ωc)2 + a4(τ1ωc)4 + . . .]2
.

(3.77)

If ai ≪ a1, then CT can be reduced to

CT =
KV COKP/N

ω2
c

.

√

1 + (τ1ωc)
2

1 + [a1(τ1ωc)]
2 . (3.78)

In order to compare the extra attenuation added by the increase of the order of

.

C3/CT

C2/CT C1/CT

(0.07,0.012)

 

Figure 3.38: The relationship between the capacitor ratios in a 3rd-order RC loop filter



PLL Building Blocks: Circuit Design and Behavioral Models 93

the loop filter, simulations were executed for PMmax = 50◦ using different orders of

RC filters. The locking time TL is calculated for a frequency step of ∆n = 0.03N , and

is normalized to the reference cycle Tr. The reference spurs attenuation As in dB is

calculated for a divider ratio of unity. For a PLL with a divider ratio of N , an extra

20 logN should be added. Therefore, the simulation results can be used as a reference to

any PLL design using the general RC filter shown in Fig. 3.35(c). Simulation results for

locking time and spurs attenuation for different orders of RC filters are shown in Table

3.1 for PMmax = 50◦.

The general design procedure for (n+1)th order PLL using an nth order RC filter is

as follows:

1. Select PMmax = 50◦ and find corresponding a1 and τ1ωc.

2. Select the loop bandwidth ωc that achieves the desired locking time and oscillator

noise filtering, and find τ1.

3. Select the order of the RC filter that achieves the desired spurs attenuation.

4. Given KV COKP/N , calculate CT .

5. Using numerical or graphical approach, solve for the capacitor ratios, and select

C1,C2, . . . , Cn.

6. Calculate τ2,τ3, . . . , τn from the chosen pole ratios.

7. Calculate the resistor values: Ri = τi/Ci .

8. If the noise contribution from Ri is large, return to step 5 and adjust the capacitors

values.

Table 3.1: Reference spurs attenuation and locking time for different RC loop filters

n τ1ωc

ωref

ωc
=10

ωref

ωc
=20

ωref

ωc
=50

ωref

ωc
=100

ωref

ωc
=200

As
TL

Tr
As

TL

Tr
As

TL

Tr
As

TL

Tr
As

TL

Tr

2 2.75 -31 12 -43 23 -59 58 -71 116 -83 230

3 2.75 -31 12 -46 23 -68 58 -85 116 -103 230

4 2.75 -31 12 -59 23 -92 58 -116 116 -140 230
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LC-Ladder Filters

Since the reference frequency is often small (in the range of kHz or few MHz), the size

of the resulting filter components is usually large. Therefore, it is not very uncommon

to use off-chip loop filters. Off-chip filters provide the advantage of extra flexibility to

account for process variations in the fabricated chips. If an off-chip filter is implemented,

area is no longer a considerable concern. Therefore, LC ladder filters can be used.

LC ladder filters (such as Butterworth and Chebychev) provide faster roll-off at the

cut-off frequency since the poles can be positioned in the complex plane [51]. In addition,

LC components are ideally noiseless, which makes it appealing to build very low-noise

PLLs. However, there are many practical challenges that can weigh off the advantages

of LC filters.

In order to use LC ladders in higher order type II PLLs, a first order RC filter (needed

to form a pole at dc) is cascaded with the LC ladder. The LC ladder will form the extra

poles that result in the extra roll-off at the frequency 1/τ2 , and will achieve the desired

attenuation at the reference frequency. This is conceptually illustrated in Fig. 3.39.

Ln-1

C�-�C�
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C� L
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Figure 3.39: Structure and response of an nth-order LC-ladder loop filter
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The filter impedance of the nth-order loop filter in Fig. 3.39 is given by

Z(s) =
1 + τ1s

s
.

1

a0 + a1

(

τ2
τ1
τ1s

)

+ .+ . . + an−1

(

τ2
τ1
τ1s

)n−1 . (3.79)

and the phase margin is

PM = tan−1(τ1ωc)− tan−1











a1

(

τ2
τ1

)

(τ1ωc)− a3

(

τ2
τ1

)3

(τ1ωc)
3 + . . .

a0 + a2

(

τ2
τ1

)2

(τ1ωc)
2 + a4

(

τ2
τ1

)4

(τ1ωc)
4 − . . .











(3.80)

where a0, a1, . . . , an are the normalized Butterworth/Chebychev coefficients, and the

pole ratio ensures converting the cut-off frequency to the desired value.

The condition of unity loop gain at the loop bandwidth results in

KV COKP /N

ω2
c

.

√

1 + (τ1ωc)
2

[a1(τ1ωc)− a3(τ1ωc)3 + . . .]2 + [a0 − a2(τ1ωc)2 + a4(τ1ωc)4 + . . .]2
= 1 .

(3.81)

To find τ1ωc that results in maximum phase margin PMmax, Eq. (3.80) must be

differentiated with respect to τ1ωc for different τ2/τ1 ratios. For a desired PMmax, certain

τ1ωc and τ2/τ1 should be selected.

In order to illustrate the procedure, a second order Butterworth section is considered.

When cascaded with a preceding capacitor-resistor stage, this will result in a third order

loop filter. The coefficients of a normalized second order Butterworth are: a0 = a2 = 1

and a1 =
√
2. Therefore, Eq. (3.80) becomes

PM = tan−1(τ1ωc)− tan−1











√
2

(

τ2
τ1

)

(τ1ωc)

1−
(

τ2
τ1

)2

(τ1ωc)2











. (3.82)

This equation is differentiated with respect to τ1ωc for different values of τ2/τ1 .

The roots of the derivative equation will always result in one τ1ωc that is real and

positive, and that will yield maximum phase margin. To satisfy the condition of unity

gain at loop bandwidth, the value of (KV COKP/N) /ω2
c should meet Eq. (3.81) where

τ1ωc and τ2/τ1 are the values chosen to yield the desired PMmax. This imposes some
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Figure 3.40: Effect of lowering the zero-frequency on loop-gain attenuation

constraints on choosing the values of KV COKP/N and the loop bandwidth ωc in the LC

ladder filter design. The absence of the term CT that appears in the RC network filters

reduces the flexibility of the design. Solving the second-order LC ladder equation for

PMmax = 50◦ results in τ2/τ1 = 0.09 and (KV COKP/N) /ω2
c = 0.37 . In a typical PLL

design, (KV COKP/N) /ω2
c ranges between 10−14 and 10−6. Therefore, achieving a large

value of (KV COKP/N) /ω2
c requires dramatic reduction in the loop bandwidth ωc which

offsets the benefit of the low noise of LC filters.

The reason for the added complexity in the design of LC filters is that the extra

roll-off at 1/τ2 caused by the poles in the complex plane deteriorates the phase margin

and makes it difficult to stabilize the loop. To ensure stability, we end up pushing the

loop bandwidth ωc to a very low frequency to guarantee that the added phase shift at

1/τ2 will not cause the loop to become unstable. If designed to yield maximum phase

Table 3.2: Spurs attenuation and locking time for 3rd order Butterworth filter

n τ1ωc

τ2
τ1

ωref

ωc
=10

ωref

ωc
=20

ωref

ωc
=50

ωref

ωc
=100

ωref

ωc
=200

As
TL

Tr
As

TL

Tr
As

TL

Tr
As

TL

Tr
As

TL

Tr

3 10− log(K/ω2
c ) 10log(K/ω2

c)−0.34 -46 9 -64 18 -88 46 -106 91 -124 182
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margin at loop bandwidth, ωc will dramatically be reduced to cope with the added phase.

Alternatively, in order to achieve larger loop bandwidth, the zero can be pushed to

a very low frequency (instead of 1/τ1), and the filter is designed to yield the desired

phase margin at ωc (but not PMmax). This can be mathematically done by plugging

in the value (KV COKP/N) /ω2
c of the design and solving Eq. (3.80) and (3.81) for τ1ωc

and τ2/τ1. Pushing the zero towards low frequency results in less attenuation of the

oscillator phase noise at low frequency, that is, in the 1/f 3 region. Fig. 3.40 illustrates

the effect of lowering the zero frequency on the loop gain response and on the oscillator

noise filtering. One can find general formulae of τ1ωc and τ2/τ1 for a third order LC

filter using an arbitrary (KV COKP/N) /ω2
c . Table 3.2 shows the case of a third order

Butterworth where K = (KV COKP/N) /ω2
c . It is worth noting that the inductors and

capacitors are assumed to be ideal in the simulations. Accounting for finite quality factor

of these elements may require slight modification as noise can be introduced due to the

resistive parasitics. In general, LC loop filters remain impractical mainly due to loop

stability concerns they introduce.

3.5.2 Active Filter Design

Although active devices contribute additional noise to the in-band noise of the PLL, their

use is sometimes inevitable. Typical example is when the oscillator varactor has a larger

voltage range than the supply rails of the charge pump, or when the output voltage of

the charge pump is reduced due to the series resistor in the RC network.

Active filters can be derived from their corresponding passive filters. The resulting

active filter has similar properties to the passive filter derived from. Fig. 3.41 shows

gain incorporation in RC networks, where the gain is added to the first stage. Another

advantage of using active loop filters is that it allows omitting the charge pump by con-

necting the differential active device directly to the PFD [16]. A second-order differential

active loop filter is shown in Fig. 3.42 This topology can be adopted if the charge pump

non-linearity and noise are the most demanding elements to meet the in-band specifi-

cations [16]. The gain of the active filter provides an extra degree of freedom and the

absence of inductors allows implementing higher order filters on-chip. Incorporating ac-

tive components allows locating the poles and zeros anywhere in the complex plane. The

additional noise depends on the active devices used in the design. In addition, op-amp

non-idealities can deteriorate the performance of the overall filter. Therefore, more care

should be given to the active devices design.
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As opposed to the classical design methodology in which the open-loop gain and

the pole/zero locations are set to meet a certain phase margin to ensure stability, the

PLL closed-loop transfer function can be chosen directly from the onset by the designer.

Therefore, the PLL can be designed to yield certain transfer function and response, and

the loop filter impedance can alternatively be derived and implemented. This can be

done by solving Eq. (3.58) for Z(s), i.e.

Z(s) =
s

KV COKP/N
.

Hfb(s)

1−Hfb(s)
. (3.83)

where the feedback transfer function Hfb(s) = Hin(s)/N .

Assume the desired PLL transfer function is

Hfb(s) =
a0

bnsn + bn−1sn−1 + . . . + b1s+ b0
, (3.84)

then substituting Eq.(3.84) into Eq.(3.83), the loop filter impedance is given by

Z(s) =
N.s

KV COKP
.

a0
bnsn + bn−1sn−1 + . . . + b1s+ (b0 − a0)

. (3.85)

As can be noted, the resulting filter impedance has a zero at dc. However, to obtain a

type II PLL, the loop filter must have a pole at dc to make the total number of integrators

in the loop equal two.

In order to introduce an extra pole at dc in the PLL transfer function Hfb, two

methods will be discussed here.

Figure 3.41: An nth order active loop filter
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Figure 3.42: Second-order differential active loop filter

Lead-Lag Filter

Rather than implementing the transfer function in Eq.(3.84), the transfer function is

modified by multiplying it by a lead-lag filter as proposed in [52]. Thus, the new transfer

function is

Hfb(s) =
a0

bnsn + bn−1sn−1 + . . . + b1s+ b0
.
1 + s/ωz

1 + s/ωp
. (3.86)

where practical zero-to-pole ratio ωz/ωp value are in the range of 1/10 and 1/3 [52].

By expanding Eq. (3.86) and substituting it into Eq. (3.83), we obtain

Z(s) =
N.s

KV COKP
×

a0

(

1 +
s

ωz

)

(

bn
ωp

)

sn+1 +

(

bn−1

ωp
+ bn

)

sn +

(

bn−2

ωp
+ bn−1

)

sn−1 + . . . + b1 −
b0
ωp

− a0
ωz

s+ (b0 − a0)

.

(3.87)

If we set a0 = b0 and b1 −
b0
ωp

− a0
ωz

= 0, then

ωz =
b0ωp

b0 − b1ωp
, (3.88)
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and the filter impedance becomes

Z(s) =
N

KV COKP
.
1

s
×

a0

(

1 +
s

ωz

)

(

bn
ωp

)

sn−1 +

(

bn−1

ωp
+ bn

)

sn−2 + . . . +

(

b2
ωp

+ b3

)

s+

(

b1
ωp

+ b2

) . (3.89)

As clearly evident from the equation, a pole has been introduced in the impedance

filter at dc which allows implementing a type II PLL.

Zero Positioning

Another method to introduce a pole at dc in the impedance filter is by proper positioning

of the zeros in the PLL transfer function Hin(s) as suggested in [53]. By introducing a

zero in Eq. (3.84), we can write

Hfb(s) =
a1s + a0

bnsn + bn−1sn−1 + . . . + b1s+ b0
, (3.90)

By setting a0 = b0 and a1 = b1 in Eq. (3.90), we can write

Hfb(s) =
b1s + b0

bnsn + bn−1sn−1 + . . . + b1s+ b0
, (3.91)

and the filter impedance becomes

Z(s) =
N

KV COKP
.
1

s
.

b1s+ b0
bnsn−2 + bn−1sn−3 + . . . + b3s+ b2

. (3.92)

Similar to the expression in Eq.(3.89), the resulting loop filter from this method has a

pole at dc and allows type II PLL implementation. The main advantage of this method

is that it results in a loop filter of one order less than that obtained by introducing a

lead-lag filter

3.6 Summary

In this chapter, we discussed the design of the individual building blocks of the PLL;

namely VCO, PFD/CP, frequency dividers, and loop filter. For each of the VCO,

PFD/CP, and frequency dividers, we discussed the principle of operation, non-idealities,
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performance metrics, and behavioral modeling using Verilog-A. Examples of transistor-

level implementation of each of these blocks were presented and discussed. Finally, we

discussed the various choices available for the design of the loop filter which directly

impact the performance of the PLL. Analytical comparison between different loop filter

topologies and orders was presented with detailed qualitative and quantitative analysis.



Chapter 4

Top-Down Design Including Loop

Variations in Wide-Range PLLs

In this chapter, we demonstrate a complete methodology to model, design, and imple-

ment wide tuning-range frequency synthesizer PLLs using a top-down approach. Math-

ematical equations that illustrate the contribution of the different sources of noise in

the PLL are presented. Behavioral models that encompass the non-idealities of the

PLL components are described using Verilog-A language. The PLL components are

designed and noise performance of each component is evaluated using transistor-level

simulations. The extracted jitter from the individual blocks is used to find the over-all

system noise. The proposed methodology takes into account the variations in the loop

dynamics due to changes in the VCO gain and noise, frequency divider ratio, and charge

pump current. While optimizing the PLL for maximum tuning-range, the methodology

also considers the trade-off between noise, speed, and reference spurs attenuation. The

design and implementation of an integer-N frequency synthesizer PLL that covers a con-

tinuous frequency range from 156.25 MHz to 10 GHz using a 65 nm CMOS technology is

demonstrated in this chapter. Measurement results to verify the accuracy of the models

and validate the predictions made by simulations are provided.

4.1 Design Methodology

To improve the yield of a silicon implementation in circuit design, designers need to be

able to predict and verify the performance of the circuit before the chip tape-out in a

fast and effective way. In general, design verification is an extremely important step

102
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in circuit design. The availability of an accurate and fast verification method to design

circuits is critical in speeding the design process and reducing the total turn-around time.

In PLL design, this is even more complex. Due to the mixed-signal nature of the PLL

where the signal type (i.e. analog or digital) and the operating frequency vary from

one block to another, transistor-level closed-loop simulations become very burdensome.

Predicting the transient behavior or the phase noise of a PLL through brute-force closed-

loop simulations at transistor-level is impractical mainly due to long settling time of the

PLL especially for large frequency divider ratios, which also requires large computation

memory [54]. The simulations may also suffer from convergence problems due to the

different operating frequencies involved in the circuit. The design of wide-range PLLs

poses greater challenge due to the vast changes in the loop parameters. In a wide-range

PLL, large variations in the VCO gain and jitter, charge pump current, and frequency

divider ratio are expected. These variations directly affect the PLL transient behavior

and noise performance.

Therefore, we need a methodology to precisely predict the performance of the PLL

without brute-force closed-loop simulations at transistor-level. The methodology should

also incorporate the variations in the performance of each block and its effect on the entire

PLL to accommodate for wide frequency-range operation. Open-loop simulations of the

individual blocks at the transistor-level are feasible and can be achieved in short time

and using affordable computational memory. By incorporating the data collected from

the transistor-level open-loop simulations into behavioral models of the PLL building

blocks, one can predict the closed-loop performance of the PLL from system-level.

The approach pursued in the design of the wide-range frequency synthesizer PLL

presented in this chapter follows the flow chart shown in Fig. 4.1. First, the specifications

of the frequency synthesizer PLL are decided upon by the designer. Second, an initial set

of behavioral models of the PLL components are built. The initial behavioral models may

not encompass all the variations in the loop due to wide range operation such as changes

in the VCO loop gain and jitter, non-constant charge pump current, etc. However, the

specifications of each component can be set at this step, and the closed-loop performance

is evaluated at system-level where only behavioral models of the PLL components are

used. Next, if the specifications are not met, the designer needs to go back to the initial

models and place more stringent specifications on some components to achieve the desired

performance at closed-loop. If the specifications are met we can proceed with the circuit

design of the individual blocks of the PLL using the specifications set in the initial

behavioral models as a design budget. Transistor-level simulations of each component
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Figure 4.1: Flow chart of design methodology of wide-range PLL
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Figure 4.2: Schematic view of the PLL frequency synthesizer

of the PLL are performed at open-loop, and the performance data is extracted and

incorporated in the behavioral models of the PLL components. The augmented models

must incorporate the effect of wide range operation on the performance of the individual

building blocks. Next, the closed-loop performance of the wide range PLL is evaluated

at the system-level using the new behavioral models. If some specifications are not met,

the designer can introduce modifications on one or more components, e.g. loop filter,

at the system-level and then apply the same modification at the transistor-level of the

component design. Once all the specifications are met, one can finally proceed to the

silicon prototype implementation.

4.2 PLL Building Blocks for Wide-Range Operation

The overall architecture of the proposed integer-N PLL to cover the frequency range of

156.25 MHz to 10 GHz is shown in Fig. 4.2. Two VCOs with a buffer selector form the

VCO bank which is used to generate an octave of frequency (5-10 GHz) which is further

divided by two using a high-frequency prescalar to generate the frequency range (2.5-5

GHz). A chain of dividers is used with a multiplexer to generate the lower frequencies

(156.25 MHz - 2.5 GHz). The VCO bank generates the output frequency range over 16

different bands using the binary control digits B0 to B3. In order to be able to predict

the performance of the PLL, each component needs to be designed at the transistor-level

where parameters such as jitter and operating range are extracted. Behavioral models

that describe the individual components and take into account the parameters extracted

from the transistor-level simulations are developed. The components are then assembled
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Figure 4.3: (a) Complementary CMOS LC-VCO and (b) equivalent small-signal model

and the overall performance of the PLL is evaluated.

4.2.1 Wide Tuning-Range VCO

The VCO part of a frequency synthesizer PLL determines the maximum operating fre-

quency and the frequency range of operation. Ensuring wide frequency-range operation

of the VCO can minimize the number of VCOs required in the design of the PLL. LC

tank VCOs can operate at high oscillation frequencies while providing superior noise

performance compared to other topologies. Optimizing LC-VCOs for wide tuning range

will provide the solution for desired low-noise and wide-range performance. A compli-

mentary CMOS LC-VCO circuit implementation is shown in Fig. 4.3 with equivalent

small-signal model.
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• VCO Tuning-Range Optimization

The tuning range metric (TR) is defined as:

TR = 2× fmax − fmin

fmax + fmin
% (4.1)

where fmax and fmin are the maximum and minimum oscillation frequency, respectively.

By lumping the load capacitance CL and the parasitic capacitance Cpar in Fig. 4.3

into one capacitance Cfix, which represents the fixed capacitance, we can rewrite Eq.

(3.6) as

2Ctank = Cv + Cfix . (4.2)

Thus, the tuning range can be written as:

TR = 2×

√

Cv,max

Cv,max
− Cfix

Cv,min
−
√

1 +
Cfix

Cv,min
√

Cv,max

Cv,max
+

Cfix

Cv,min
+
√

1 +
Cfix

Cv,min

% . (4.3)

Therefore, the tuning range can be maximized by increasing the varactor ratio Cv,max

Cv,min

and minimizing the fixed capacitance Cfix.

The LC-VCO phase noise in the 1/f 2 region at an offset frequency fm can be expressed

using Hajimiri’s model as

L{fm} =
1

8π2f 2
mCtank

2V 2
max

∑

n

(
ī2n
fm

Γ2
rms,n) . (4.4)

Minimizing the tank losses, by maximizing the quality factor Q of the inductor and

varactor, reduces the active conductance gact required to compensate for the tank losses.

This reduces the noise terms ī2n/fm and hence improves the phase noise. In addition,

less power is consumed since the required transistor transconductance is reduced. This

results in smaller transistors widths and hence smaller fixed capacitance Cfix, which con-

sequently increases the tuning range.

Passive components

Designing high-Q inductors and varactors is of paramount importance as it results in

lower phase noise, less power consumption, and wider tuning range. The quality factor
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QL of an inductor L [55] can be expressed as

QL =
L/CP (1/ωCP − ωL)− (Rs +Re)

2/ωCP

[(Rs +Re)2/ωCP ]2
(4.5)

where the term CP represents the parasitic capacitance associated with the dimensions

of the inductor, Rs and Re are the parasitic resistances associated with metal loss and

eddy loss, respectively.

If the inductor losses are lumped into one equivalent parallel conductance gL, then

we can write:

gL ∼= 1

QLωL
(4.6)

In general, the quality factor decreases as the value of the inductor increases. This

was verified by optimizing different inductor values for maximum quality factor. Fig.

4.4 shows the maximum quality factor obtained versus the inductor value for different

frequencies.

Nonetheless, Eq. (4.5) indicates that the quality factor of the inductor is a function

of the inductor value as well as some other parasitic dimension-independent parameters.

Eq. (4.6) indicates that the term LQL determines the value of gL of an inductor at a

given frequency. Both LQL and gL are plotted versus the inductor value for different

frequencies, as shown in Fig. 4.5. Therefore, although the quality factor degrades when

larger inductor values are realized, the term LQL increases causing the equivalent parallel

conductance to decrease which results in less inductor losses for larger inductor values.

On the other hand, there are various ways to implement a varactor, such as pn

junction, inversion-mode MOS, and accumulation-mode MOS. The accumulation-mode

varactor exhibits the best phase noise performance among the aforementioned types [56].

The accumulation-mode varactor can be modeled [57] as shown in Fig. 4.6.

Rp is the polysilicon gate resistance, while Rch is the channel resistance. Lp is the

gate inductance. More often than not, the varactor is partitioned into fingers (Nf) and

segments (Ns) to reduce Lp and Rp so that they are negligible to Rch. Therefore, the

equivalent series resistance Rs can be given by:

Rs
∼= α

Vg − Vg0

L

WNsNf
(4.7)

where α and Vg0 are proportionality constants.

The combination of the series capacitance Cs and the parasitic fringing capacitance
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Figure 4.5: LQL and gL vs. inductor value

Cf form the total capacitance of the varactor Cv. The series capacitance Cs is responsible

for the varactor tuning range, and it is given by:

Cs =
CoxCdep

Cox + Cdep
LWCoxNsNf (4.8)
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Figure 4.6: A cross section of an accumulation-mode varactor and its equivalent model

On the other hand, Cf is the parasitic fringing capacitance that limits the varactor range,

and is given by:

Cf = βWNsNf (4.9)

where β is a proportionality constant.

The quality factor Qv of a varactor can be approximated by:

Qv =
ωLg − 1/ωCv

Rs

∼= 1

ω(Cs + Cf)Rs
(4.10)

The equivalent conductance loss can be given by:

gv =
ωCv

Qv
(4.11)

It can be seen from Eqs. (4.8) and (4.9) that increasing W , Ns, or Nf increases both

Cs and Cf , and consequently results in minimal change in the tuning range. On the other

hand, increasing L increases Cs without affecting Cf . Nevertheless, increasing L increases

both Rs and Cs which results in severely deteriorating Qv as can be seen in Eq. (4.10).

Therefore, the varactor finger length sets the main trade-off between Cv,max/Cv,min ratio

and quality factor to optimize the varactor. Fig. 4.7 shows the tuning range and the

minimum quality factor of a varactor (W =1 µm , Ns = Nf =4) in a 65 nm CMOS

process measured at 10 GHz. It should be also noted that the minimum Qv will occur

when VCTRL is minimum. In this case, although the series resistance Rs is minimized,

the varactor operates in the strong accumulation region which results in high capacitance

which reduces the quality factor as can be seen from Eq. (4.10).
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Figure 4.7: Minimum Qv and Cv,max/Cv,min vs L

Figure 4.8: Equivalent input conductance of a cross-coupled pair

Cross-coupled transistor pair

The active transconductance gact provided by each cross-coupled pair is equal to the

equivalent negative conductance looking into the drain terminals as shown in Fig. 4.8.
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The active transconductance gact can be expressed as:

−gact =
1

2

[

gm(1− j
f

fT
)− gds

]

(4.12)

where fT = gm/Cgs is the transistor transitional frequency.

For f ≪ fT , the active transconductance reduces to (gm − gds)/2. For higher fre-

quencies (above few GHz), the degradation of the active transconductance due to the

low impedance created by Cgs should be considered.

Optimization for maximum tuning-range

First, the dc biasing at the different nodes of the VCO should be decided. In our case, a

65 nm CMOS technology is used with a maximum supply voltage of 1.2 V. The output

voltage is set at 0.5 V, while the source of the PMOS cross-coupled pair is set at 1.0 V.

Minimum channel-length is selected for the cross-coupled transistors to minimize thermal

noise contribution. The normalized-to-width parameters gm/W , gds/W , gact/W , Id/W ,

and Cpar/W are evaluated under these dc biasing conditions as suggested in Section

2.4.2 [58]. From Eq. (4.12), gact = (gm−gds)/2. The extracted values are shown in Table

4.1 for NMOS and PMOS transistors.

The same current flows in the NMOS and the PMOS transistors in each branch when

the output differential voltage is zero. Therefore, the transistor widths ratio Wp/Wn is

set to 2.55.

The design procedure is shown in Fig. 4.9. The procedure starts with a targeted

maximum oscillation frequency fT
max. The load capacitance due to the connected buffer(s)

is chosen. Next, the passive components are designed. The inductor value is chosen, and

the inductor is optimized for maximum quality factor at this value. The minimum

varactor value Cv,min and the varactor ratio Cv,max/Cv,min are chosen, and the varactor

is optimized to yield the maximum Q for that ratio. The losses equivalent conductance

Table 4.1: Normalized parameters for VGS = VDS = 0.5 V

NMOS PMOS

gm/W 866 µS/µm 341 µS/µm

gds/W 120 µS/µm 63.4 µS/µm

gact/W 373 µS/µm 139 µS/µm

Id/W 97 µA/µm 38 µA/µm

Cpar/W 1.51 fF/µm 1.56 fF/µm
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Figure 4.9: Design procedure to optimize the VCO tuning range

of the inductor and varactor is evaluated, and the tank losses equivalent conductance

can be expressed as:

2gtank = gL + gv ∼=
1

QLωL
+

ωCv

Qv
(4.13)

After choosing a sufficient oscillation factor, gact = gact,n + gact,p is calculated from

Eq. (3.8). The normalized active transconductance provided by the two cross-coupled

pairs gact/Wn is equal to gact,n/Wn + (Wp/Wn)(gact,p/Wp).

The widths of the cross-coupled transistors are determined by dividing the calculated

gact by the normalized gact. The bias current is then calculated by multiplying the tran-

sistor width by Id/W . The parasitic capacitance Cpar is calculated by multiplying the

transistor width by Cpar/W . The resulting maximum oscillation frequency fR
max is then

calculated. If fR
max < fT

max, increase the initial targeted value of fT
max.

The combination of the inductor L and Cv,min+CL dictates the maximum oscillation

frequency. To maximize the tuning range, start with minimum L to maximize Cv,min,

and thus reduce the Cfix/Cv,min ratio in Eq. (4.3). If the resulting current exceeds the

power consumption budget, the value of L is increased gradually at the expense of re-

duced tuning range and higher phase noise.
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Figure 4.10: Tuning-range and power vs. inductor value for different VCOs

Note that for low oscillation frequencies (<5 GHz) 2gtank ∼= gL = 1/QLωL and the

tank losses are dominated by the quality factor of the inductor, whereas for high oscil-

lation frequencies (>20 GHz) 2gtank ∼= gv = ωCv/Qv and the tank losses are dominated

by the quality factor of the varactor.

Appendix A provides further details on using the simulator to extract the losses of

the LC-VCO passive components, the negative transconductance provided by the active

components, and the oscillation factor kosc = gact/gtank.

Design example

To demonstrate how to design a wide tuning range VCO, a VCO in the range of 6 to 10

GHz is designed. First the dc biasing is set. The output voltage is set at 0.5 V, while

the source of the PMOS cross-coupled pair is set at 1.0 V. Minimum channel length

transistors are used to minimize thermal noise. Therefore, the transistors parameters of

Table I can be used. A bank of three varactors, that creates eight bands of operation,

is used to reduce the VCO gain. The three varactors are binary weighted and can be

turned on and off to switch between bands using a 1.5 V supply voltage to maximize the

maximum allowable voltage of the varactors in this technology. The design steps were

followed as suggested. Three VCOs were designed using similar layout and post-layout

simulations were carried out. The three designs have the same minimum oscillation

frequency and have the same kosc ∼= 3 to ensure consistent comparison. As can be noted
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Figure 4.11: Carrier frequency versus control voltage of the VCO

 

Figure 4.12: Micrograph of the fabricated wide tuning-range VCO

in Fig. 4.10, using smaller inductor resulted in wider tuning range, while the power

consumption increased. The reason is because reducing the inductor value results in

larger gL as shown in Fig. 4.5. In addition, reducing the inductor value requires larger

varactor value Cv for the same oscillation frequency which in turn increases gv as shown

in Eq. (4.11).

The design with the maximum tuning range was fabricated and the chip performance

was measured using Agilent E4445A spectrum analyzer, and Agilent MXA N9020A signal

analyzer for the phase noise measurements. The micrograph of the chip is shown in Fig.
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Table 4.2: Comparison between wide tuning range VCO designs

Reference Technology Frequency range TR (%)
PN@1MHz

(dBc/Hz)

Power

(mW)

JSSC’07 [59]
90 nm

bulk CMOS
4.5-7.1 GHz 45 -109 14

ESSCIRC’00 [60]
180 nm

SiGe
5.6-7.3 GHz 26 -117 2.4

JSSC’03 [61]
130 nm

SOI CMOS
3.0-5.6 GHz 58 -109 3

CSIC’06 [62]
90 nm

bulk CMOS
9.3-10.9 GHz 16 -109 7.5

JSSC’05 [63]
180 nm

bulk CMOS
6.2-9.1 GHz 38 N/A 14

This VCO
65 nm

bulk CMOS
5.6-10.2 GHz 58 -83 11

4.12. The frequency ranges for the eight different bands are shown in Fig. 10. The

overlap between the bands in this design is about 40 MHz. The frequency ranges for

the eight different bands are shown in Fig. 4.11. The resulting tuning range is between

5.6 and 10.2 GHz, which is about 58% according to Eq. (4.1). A comparison with other

wide tuning range VCOs in the literature is demonstrated in Table 4.2. Due to some

malfunction in the output buffer, the worst case phase noise at a carrier frequency of 9.16

GHz is -83 dBc/Hz and -91 dBc/Hz at 1 MHz and 10 MHz offset of a carrier frequency of

9.16 GHz, respectively. The design error was avoided later in the design of wide tuning-

range VCOs of the PLL. Nevertheless, the concept of wide tuning-range optimization of

the LC-VCO was successfully demonstrated.

• Design of VCO Bank for the Frequency-Range 5-10 GHz

In a general linear-model of a PLL, the VCO block is expected to generate an output

frequency that is dependent on an input control voltage VCTRL. In a VCO with a lim-

ited frequency range, the values of VCTRL are usually limited to the range wherein the
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Figure 4.13: Schematic of the VCO bank: Two VCOs with selector buffers

relationship between VCTRL and the output frequency fout is approximately linear, i.e.

fout = KV CO . VCTRL (4.14)

where KV CO is the VCO gain and is assumed to be constant.

Another important consideration in evaluating the performance of an oscillator is

noise. Oscillator noise is usually viewed in the frequency domain as phase noise around

the oscillation frequency. The LC-VCO phase noise L{∆f} in dBc/Hz in the 1/f 2 region

at an offset frequency ∆f [38] can be expressed as

L{∆f} = 10 log |φn,V CO(∆f)|2 (4.15)

where

|φn,V CO(∆f)|2 = 1

8π2∆f 2Ctank
2V 2

max

∑

n

(

ī2n
∆f

Γ2
rms,n

)

, (4.16)

Vmax is the maximum voltage swing of the tank, Ctank is the output capacitance of the

tank, Γrms,n is the root-mean-square value of the impulse sensitivity function (ISF) due
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to each noise source, and the ī2n/∆f terms represent the noise spectral density due to

transistor drain current and tank losses.

In time domain, oscillator jitter is usually characterized by cycle (or period) rms jitter

σc [19]; that is the variance of the time period Tn to the average time period Tavg and is

given by

σc =

√

√

√

√ lim
N→∞

[

1

N
.

N
∑

n=1

(Tn − Tavg)2

]

. (4.17)

In the absence of flicker noise, the cycle jitter and the phase noise are related [18], [19]

as follows:

σc =

√

|φn,V CO(∆f)|2∆f 2

f 3
o

(4.18)

where φ2
n,V CO(∆f) is the phase noise magnitude in rad2/Hz at an offset frequency ∆f

from the oscillation frequency f0.

In a PLL that operates over a limited frequency range, the phase noise, and thus

the timing jitter, is assumed to be the same over the entire range of the input control

voltage, i.e.

σc = σc0 (4.19)

where σc0 is constant and is independent of oscillation frequency, and control voltage.

While these assumptions may be acceptable in a PLL that operates over a limited

tuning-range, the variations in the VCO gain and jitter pose a great challenge in predict-

ing the performance of a wide-range PLL where multiple frequency bands and multiple

VCOs are possibly needed. Some techniques were proposed in the literature to linearize

the VCO and reduce the jitter variations [64], [65]. However, this comes most of the time

at the expense of reduced frequency range and extra circuitry. Therefore, a practical

solution is to allow these variations in the VCO performance while accounting for them

in the behavioral model of the VCO to ensure accurate prediction of the overall PLL

performance [66]. To account for the variations in the VCO gain and the noise, both the

output frequency and the cycle jitter are expressed in each frequency band as high-order

non-linear functions of the control voltage, i.e.

fout = a0 + a1.VCTRL + a2.VCTRL
2 + a3.VCTRL

3.... (4.20)
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Figure 4.14: Block diagram of the wide-range VCO modeling procedure

and

σc = b0 + b1.VCTRL + b2.VCTRL
2 + b3.VCTRL

3 .... (4.21)

where ai and bi are the high-order polynomial regression coefficients.

The cycle jitter causes variation ∆T in the time period of the oscillation T = 1/fout,

thus dithering the output frequency i.e. `fout = 1/(T + ∆T ). As shown in Chapter 3,

for a square waveform the time-period variation ∆T is related to the cycle jitter σc as

∆T =
√
2.σc.δ, where δ is a zero-mean unit-variance Gaussian random process. Thus,

the dithered frequency becomes

`fout =
fout

1 +
√
2.σc.δ.fout

. (4.22)

The procedure followed in accounting for wide-range variations in the VCO is shown

in Fig. 4.14. The output frequency and the cycle jitter are calculated as functions of

the input control voltage and the frequency band using Eqs. (4.20) and (4.21), respec-

tively. The calculated cycle jitter is added to the output frequency using a Gaussian

random process using Eq. (4.22). The phase of the output waveform is generated from

the dithered frequency `fout by integration process followed by a modulus operation to

limit the generated phase to 2π. A voltage square waveform is then generated from the

phase by comparing the phase to two threshold values that represent the transitions in

the output waveform, i.e. in this case ±π/2.

In this design, two LC-tank VCOs are optimized for wide tuning-range to cover the

frequency range 5-10 GHz [23]. The first VCO oscillates between 4.9-7.4 GHz, while

the second VCO oscillates between 7.1-11 GHz when the control voltage VCTRL is swept
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Figure 4.15: The frequency bands of the VCO with respect to VCTRL

between 0.2 and 0.9 V. Some margin around the frequency limits and sufficient overlap

between frequency bands were considered to account for process variations. Fig. 4.13

shows the schematic of the proposed VCO bank. The enable switch EN ensures that

only one VCO and one selector buffer are working at a time to drive the load resistors.

The VCO bank operates in 16 different frequency bands that can be determined using

the binary inputs B0-B3 as shown in Fig. 4.13. Fig. 4.15 shows the 16 frequency bands

of the VCO with respect to VCTRL. When covering such a wide range, variations in the

VCO gain KV CO and phase noise (and jitter) are inevitable. Fig.4.16 show the resulting

variations in the VCO gain and the cycle jitter over the frequency bands of the VCO

bank from transistor-level simulations. By using Eqs. (4.20) and (4.21), the proposed

behavioral model of the VCO bank covers the desired frequency range incorporating

variations in terms of VCO gain and jitter.

VCO noise dominates the out-of-band noise of the PLL. Thus, the PLL loop band-

width should be large enough to suppress the noise in the vicinity of the output oscillation

frequency. The phase noise corner frequency is around 400 kHz for the two VCOs in this

design. Thus, the phase noise in the 1/f 3 can be neglected if the PLL loop bandwidth

remains above 400 kHz [19]. A behavioral model of the two VCOs, that is based on

the procedure described in this section, is presented using Verilog-A language in Listing

4.1. The VCO module has two inputs: voltage control and frequency band code; and

generates an output waveform whose frequency corresponds to the input. The module

parameters such as the low and high voltage levels as well as simulation parameters such
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Figure 4.16: Variations in (a) VCO gain and (b) cycle jitter with respect to frequency

as tolerance time and transition time are defined in the module.

Depending on the band code and the control voltage, the module decides which fre-

quency band the VCO operates in. Based on which of the 16 bands shown in Fig. 4.16

is the operating frequency band, the oscillation frequency and the resulting cycle jitter

are calculated. To account for the wide range variations in VCO gain and jitter, the os-

cillation frequency and the cycle jitter in each frequency band is described with respect

to VCTRL using a third order fitting curve. The timing jitter is added to the transitions

in a similar way detailed in Listing 3.3.

4.2.2 Reference Oscillator

The reference oscillator has a phase noise profile similar to that of a VCO. However, the

oscillator noise contributes to the in-band noise of the PLL. It is very important to use a

clean reference oscillator to ensure low noise contribution even at large frequency divider

ratios. The 100 MHz off-chip crystal oscillator used to drive the input has a phase noise

as low as -104 dBc/Hz at 100 Hz. The measured phase noise profile of the reference

oscillator is shown in Fig. 4.17. If we assume a dominant 1/f 2 region in the vicinity of

the oscillation frequency, then using Eq. (4.18) the cycle jitter is equal 0.6 fs.

The behavioral model of the reference oscillator is similar to that of a VCO but with

a fixed-jitter single oscillation-frequency and without the dependence on an input control

voltage or frequency bands. The behavioral model of the reference oscillator is shown in

Listing 4.2.
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‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module VCO model ( in , b i t s f r e q , out ) ;

input in , [ 0 : 3 ] b i t s f r e q ; output out ;

e l e c t r i c a l out , in , d e l t a i n , [ 0 : 3 ] b i t s f r e q ;

parameter real Vlo = 0 , Vhi = 1 . 1 ;

parameter real t t = 1e−13 from (0 : i n f ) ;

parameter real j i t t e r En = 1 from [ 0 : 1 ] ;

// enable or d i s a b l e VCO j i t t e r

parameter real t t o l = 1 f ;

real Kvco , f r eq , phase , dT, del ta , prev ,

Vout , f req band , j i t t e r ;

integer n , seed , fp ;

analog begin

@( i n i t i a l s t e p ) begin

seed =− 561 ;

fp = $fopen (”˜/ periods PLL .m” ) ;

// save pe r i od s to a matlab f i l e

Vout = Vlo ;

end

$d i s con t i nu i ty ( 0 ) ;

// check f r equency band

f r eq band=f l o o r (V( b i t s f r e q [ 0 ] )+0 . 4 )

+2∗( f l o o r (V( b i t s f r e q [ 1 ] )+0 . 4 ) )

+4∗( f l o o r (V( b i t s f r e q [ 2 ] )+0 . 4 ) )

+8∗( f l o o r (V( b i t s f r e q [ 3 ] ) + 0 . 4 ) ) ;

// curve f i t t i n g of f r equency & j i t t e r

case ( f r eq band )

0 : begin

f r eq=−3.85 e8∗V( in )∗V( in )∗V( in )

+5.44 e8 ∗V( in )∗V( in )+1.75 e8∗V( in )+4.88 e9 ;

j i t t e r =(−17.10 ∗V( in )∗V( in )∗V( in )+5.06

∗V( in )∗V( in )+15.44 ∗V( in )+17.36)

∗1E−15∗ j i t t e r E n ;

end

.

.

15 : begin

.

end

endcase

// add phase no i s e

f r eq = f r eq ∗(1 + dT ∗ f r eq ) ;

.

.

.

V( out ) <+ t r a n s i t i o n (Vout , 0 , t t ) ;

end

endmodule

Listing 4.1: Verilog-A model of the wide-range VCOs
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Figure 4.17: Measured phase noise of the reference oscillator

‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module r e f o s c ( out ) ;

output out ;

e l e c t r i c a l out ;

parameter real f r eq=1 from ( 0 : i n f ) ;

parameter real Vlo=−1, Vhi=1;

parameter real t t =0.01/ f r eq from ( 0 : i n f ) ;

parameter real j i t t e r =0.6e−15 from [ 0 : 0 . 1 / f r eq ) ;

integer n , seed ;

real next , dT ;

analog begin

@( i n i t i a l s t e p ) begin

seed = 286 ;

next = 0.5/ f r eq + $abstime ;

end

@( timer ( next ) ) begin

n = ! n ;

dT = j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

next = next + 0.5/ f r eq + 0.707∗dT ;

end

V( out ) <+ t r a n s i t i o n (n ? Vhi : Vlo , 0 , t t ) ;

end

endmodule

Listing 4.2: Verilog-A model of the reference oscillator
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Figure 4.18: Reference oscillator input buffer

4.2.3 Input Buffer

The off-chip oscillator generates a 3.3 V square wave at 100 MHz. This signal needs to

be converted down to the PFD voltage-level, i.e., 1.2 V and buffered before feeding the

PFD. To achieve that, the level-shifter input buffer shown in Fig. 4.18 is used. The first

inverter consists of a thick-oxide complimentary pair of transistors to handle the large

input signal, while second inverter uses regular thin-oxide transistors. Both inverters

operate from a 1.2 V supply. If not designed properly, the input buffer contribution

to the in-band noise can be significant [67, 68]. Considering thermal noise only, the

input-referred noise of each inverter stage is given by

|φn,buf(f)|2 =
4kT

(gm,N + gm,P )2
[(γgd0)N + (γgd0)P ] (4.23)

where gm is the transconductance of the transistor, gd0 is the output conductance at

zero drain-to-source voltage, and γ is the white noise gamma factor. Therefore, the

widths of the input buffer transistors are made large to increase the transconductance of

the transistors to ensure that the noise contribution of the buffer is negligible [68].

The jitter of the input buffer is characterized by the edge-to-edge rms jitter σee [18]

that relates the variance of the noise amplitude nv(t) to the slew rate of the periodic

signal at the threshold crossing tc as

σee =

√

var(nv(tc))

dv(tc)/dt
. (4.24)
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Figure 4.19: Edge-to-edge jitter of the input-buffer

‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module H L Leve l Sh i f t e r ( out , in ) ;

input in ; output out ; e l e c t r i c a l in , out ;

parameter real Vlo=0, Vhi=1.1;

parameter integer d i r =1;

// d i r=1 for p o s i t i v e edge t r i g g e r

parameter real t t=1n from (0 : i n f ) ;

parameter real td=0 from ( 0 : i n f ) ;

parameter real j i t t e r =50e−15;

// i n c l ude edge−to−edge j i t t e r

parameter real t t o l =10 f ;

parameter real s h i f t i n g f a c t o r =3;

//Vout=Vin/ s h i f t i n g f a c t o r

integer count , n , seed ;

real dt , Vout ;

analog begin

@( i n i t i a l s t e p ) seed =−311;

@( c r o s s (V( in )−(Vhi+Vlo )/2 , di r , t t o l ) )

begin

dt = j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

end

Vout=V( in )/ s h i f t i n g f a c t o r ;

V( out ) <+ t r a n s i t i o n (Vout , td+dt , t t ) ;

end

endmodule

Listing 4.3: Verilog-A model of the input buffer
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To extract the edge-to-edge jitter from the designed buffer, the simulator periodic steady

state (PSS) noise analysis is used. To do so, the buffer is driven by a representative

input, and the simulator computes the input to output delay variations as well as the

output slew rate at each threshold crossing. If the noise voltage amplitude nv(tc) is

defined as the difference between the jittery voltage amplitude at the time crossing tc

and a reference threshold voltage, the variance of the power spectral density |nv(f, tc)|2
of the noise amplitude at the threshold crossing points [18] is given by

var(nv(tc)) =

∫ fout/2

0

|nv(f, tc)|2 df (4.25)

where fout is the frequency at the output of the buffer, which in this case is equal to the

reference oscillation frequency. Applying Eq. (4.24), the extracted edge-to-edge jitter

is 50 fs. The extracted jitter should then be included in the behavioral model of the

input buffer. Shown in Listing 4.3, the behavioral model of the input buffer divides the

voltage-level by the shifting factor, and the edge-to-edge jitter is added at the threshold

crossing of each rising edge of the output.

4.2.4 Phase-Frequency Detector

The PFD needs to operate at a frequency as high as the reference frequency; that is 100

MHz. Dynamic-logic PFD architectures provide an attractive solution due to their high

speed operation and dead-zone elimination. The dynamic-logic PFD shown in Fig. 4.20

was proposed in [39]. The circuit eliminates the dead-zone by ensuring that the outputs

are directly used to reset the PFD without any intermediate logic.

Furthermore, the modification proposed in [69] ensures that the blind zone is elim-

inated by inserting a delay element in the path of the input signal. The modified PFD

is shown in Fig. 4.21. The blind-zone occurs when an input rising-edge occurs while

the PFD is in the reset mode which causes the PFD to fail to detect the transition. By

creating a delayed version of the reference and feedback signals with a delay larger than

the reset time, the delayed versions of the reference and feedback signals arrive after the

reset operation is executed. This allows the PFD to properly allow the detection of the

input rising edges.
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Figure 4.20: Circuit diagram of a dynamic-logic PFD

Figure 4.21: Circuit diagram of the modified dynamic-logic PFD

4.2.5 Charge Pump

In a PLL that operates over a limited range, the CP operating range is limited and the

up and down output currents of the CP are assumed to be equal and have approximately

a constant value regardless of the output voltage over the specified range. In order to

allow modeling of wide range operation of the CP, the model should incorporate the

variation of the CP output current ICP as well as the mismatch between the up-current

IUP and the down-current IDN of the CP with respect to the output voltage.

The CP proposed in [70] is shown in Fig. 4.22. This structure utilizes the switch

on-resistance as a degeneration resistor to increase the output impedance of the up and
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Figure 4.22: CP schematic
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Figure 4.23: Output CP current vs. output voltage
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down current sources. A modification is applied to the CP proposed in [70] by using low

threshold-voltage VTH transistors MN3 and MP3 in the feedback loop extends the usable

range to 0.2-0.9 V as shown in Fig. 4.23. The output resistance of the charge pump is

Rout ≃ gm2ro2ro1 × gm3(ro3 ||ro4) . (4.26)

The charge pump output resistance reduces the effect of channel-length modulation

without the use of extra cascoding which can limit the minimum power supply and the

operating range.

In order to include the current variations in the behavioral model of the CP, the

up-current IUP and the down-current IDN at the output of the CP need to be expressed

as functions of the output voltage. To do so, each of the two currents is modeled as two

linear segments: one in the saturation region and one in the triode region as shown in

Fig. 4.23.

Thus, the up-current and the down-current are given by

IUP =















IUPmax
− IUPmax

− IUPsat

VDD − |VDsatP
| Vout : Vout ≤ VDD − |VDsatP

|

IUPsat
− IUPsat

VDD − |VDsatP
|(Vout − |VDsatP

|) : Vout > VDD − |VDsatP
|

(4.27)

IDN =















IDNsat
+

IDNmax
− IDNsat

VDD − VDsatN

(Vout − VDsatN
) : Vout ≥ VDsatN

IDNsat

VDsatN

Vout : Vout < VDsatN

(4.28)

where VDsatN (P )
is the saturation voltage of the N(P)MOS current source transistor of

the charge pump, and the parameters IUPmax
, IUPsat

, IDNmax
, and IDNsat

are defined as

in Fig. 4.23. The linearized expressions are used in the behavioral model of the CP to

account for ICP variations. Based on whether the reference input or the feedback input

is high, the current is pumped into or out-of the output node. The behavioral model

should also account for the timing jitter that the CP adds to the overall PLL. Thus, the

timing jitter is added at the crossing time of the output current waveform.

The CP is a major contributor to both the reference spurs and the in-band noise at

the output of the PLL. The reference spurs occur at the output due to mismatch in the

up and down currents. The extra charge supplied to the loop filter due to mismatch need

to be compensated for at the next reference cycle edge, which results in voltage ripples

on the VCO control voltage. The magnitude of the reference spurs in dBc with respect
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Figure 4.24: Output current noise of the CP versus frequency

to the carrier in a second-order loop filter PLL is given by

Ps/Pc = 20 log

[

∆t2RST ∆I KV CO

4πC2

(1 +
∆I

ICP

)

]

(4.29)

where ∆tRST is the PFD reset time, ICP is the CP current, ∆I is the CP current mis-

match, and C2 is the second-pole capacitor of the loop filter.

The noise contribution of the CP is significant only during the locked state on-time;

that is when both transistors are on. The input-referred noise of the CP is given by

|φn,CP (f)|2 =
(

2π

ICP

)2
(

¯in,N
2
+ ¯i2n,P

)

∆tRST

(

1 +
∆I

ICP

)

fref (4.30)

where ¯i2n,N and ¯i2n,P are the noise sources that represent the up and down current sources

of the CP, respectively.

Increasing the CP current can reduce both reference spurs and in-band noise con-

tribution at the expense of increased power consumption. The charge pump current is

designed to be around 1.2 mA for output voltage around the middle of the supply.

To extract the edge-to-edge jitter of the PFD/CP cascade, the PFD/CP is driven

with two representative inputs with a fixed time delay and the PSS noise analysis is

applied at the output current. Taking into account the loop filter attenuation at higher

frequencies, the noise variance var(n) is calculated by integrating the output current

noise spectrum density until the attenuated out-of-band noise is negligible. The output

current noise over the frequency range of interest is shown in Fig. 4.24. Derived from
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Eq. (4.24), the edge-to-edge jitter of the PFD/CP is then given by

Jee,PFD/CP =

√

var(nv(tc))/2

ICPfref
. (4.31)

The extracted jitter of the PFD/CP is 144 fs. The behavioral model of the PFD/CP

should include both the jitter effect and the mismatch effect. The Verilog-A model of

the PFD/CP used in this design is given in Listing 4.4.

‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module PFD CP ( re f , vco , out ) ;

input r e f , vco ; inout out ;

e l e c t r i c a l r e f , vco , out ;

parameter integer d i r = +1;

parameter real vth = 0 . 5 5 ; // thr esho ld

parameter real t t = 4e−10 from ( 0 : i n f ) ;

parameter real td = 1e−12 from [ 0 : i n f ) ;

parameter real j i t t e r = 144 e−15;

parameter real t t o l = 1e−15 from (0 : i n f ] ;

real i out , s tate , dt ;

integer seed ;

analog begin

dt=j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

@( c r o s s (V( vco)− vth , di r , t t o l ) )

begin

i f ( s t a t e >−1)

s t a t e =( f l o o r ( s t a t e + 0 . 5 ) −1);

i f (V( out )<0.2) begin

i ou t = 6e−3∗V( out ) ;

end

else

i ou t =0.061 e−3∗V( out )+1.188e−3;

end

@( c r o s s (V( r e f )− vth , di r , t t o l ) )

begin

i f ( s tate <(1 ) )

s t a t e = ( s ta t e +1);

i f (V( out ) > 0 . 94 ) begin

i ou t=−7.04e−3∗V( out )+8.09e−3;

end

else

i ou t=−0.08e−3∗V( out )+1.25e−3;

end

I ( out)<+

t r a n s i t i o n ( i ou t ∗ s tate , td+dt , tt , tt , t t o l ) ;

end

endmodule

Listing 4.4: Verilog-A model of the PFD/CP
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4.2.6 Frequency Dividers

The divider ratio N in a wide-range PLL is a very important parameter because N can

vary significantly over the operating range. In this design, N varies between 50 and 100.

This corresponds to large variations in noise, phase margin, loop bandwidth and other

loop dynamics of the overall PLL. The effect of these variations should be considered

from the early stages to ensure accurate prediction of the performance of the wide-range

PLL. A frequency divider model must also account for the jitter contribution on the

overall PLL.

Figure 4.25: Six-bit programmable counter schematic

Figure 4.26: Control-logic circuit of the programmable counter



Top-Down Design Including Loop Variations in Wide-Range PLLs 133

Several frequency dividers are needed in the proposed PLL architecture. A pro-

grammable frequency divider is used for frequency synthesis. Due to the complexity of

its programming circuitry, the programmable divider speed is limited. The programmable

divider is preceded by a fixed divide-by-2 prescalar to relax the maximum operating fre-

quency requirement. In addition, a multiple of divide-by-2 blocks are used to generate

the lower frequency bands as shown in Fig. 4.2, where a multiplexer is used to select the

required band.

The six-bit programmable divider shown in Fig. 4.25 was used. Similar to the

divide-by-N architecture discussed in Section 3.4.2, the divider consists of a cascade of

six flip-flops (FFs) and a control logic circuitry to generate the timing signals required for

making the proper transitions. As suggested in [71], the programmable divider shown in

Fig. 4.25 includes several modifications on the conventional divide-by-N programmable

divider. To ensure simpler circuit and enhance the speed of the front-end of the divider,

the first flip-flop (FF1) is designed with no set or reset capabilities, whereas both FF2

and FF3 are designed with no reset capability. In addition, the programming control

circuitry shown in Fig. 4.26 ensures that all the set and reset signals (except ST3) are

active for two clock cycles while ST3 is active for one clock cycle. This architecture

has the capability to operate at high speed (above 5 GHz) and provide a wide range of

division ratios, i.e, from 2 to 2M -1, where M is the number of stages.

Figure 4.27: CML-based prescalar
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Figure 4.28: Edge-to-edge jitter of the frequency dividers

The prescalar is made of two cascaded D-latches (to form a D-FF) with the output

of the second D-latch connected to the input of the first latch with reversed polarity as

shown in Fig. 4.27. The use of current-mode logic (CML) allows extending the operating

frequency above 10 GHz [45].

The fixed divide-by-2 blocks operating at lower frequencies are designed in a similar

way using D-FFs. However, the D-FFs used in this case are based on CMOS logic to

save power due to relaxed speed requirement.

The thermal and flicker noise of the transistors used in the dividers circuitry result

in timing jitter at the output of the divider. The jitter from the prescalar and the pro-

grammable divider can be referred to the input of the PLL and represented as one jitter

source φ2
n,div(f). The edge-to-edge jitter of the frequency dividers can be extracted in

a similar way to that performed with the input buffer. The edge-to-edge jitter at the

output of the dividers is shown in Fig. 4.28. The extracted jitter from the cascade of

the prescalar and the programmable divider is 252 fs. The behavioral model of a pro-

grammable divider must include both the variation in the divider ratio and the extracted

edge-to-edge jitter [18]. The timing jitter is added at threshold crossing of each rising

edge of the output waveform. The behavioral model of the programmable divider used
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in this design is described using Verilog-A language in Listing 4.5. The corner frequency

of the flicker noise of the programmable divider is about 930 kHz which was added to

the resulting phase noise spectrum to account for that extra noise source.

‘ i n c l ude ” cons tants . vams”

‘ i n c l ude ” d i s c i p l i n e s . vams”

module Div ider ( out , in ) ;

input in ; output out ; e l e c t r i c a l in , out ;

parameter real Vlo=−1, Vhi=1;

parameter r a t i o=50 from [ 2 : i n f ) ;

// d i v i d e r r a t i o

parameter integer d i r =1;

parameter real t t=1n ) ;

parameter real td=0;

parameter real j i t t e r =252e−15;

// edge−to−edge j i t t e r

parameter real t t o l =10 f ;

integer count , n , seed ;

real dt ;

analog begin

@( i n i t i a l s t e p ) seed =−311;

@( c r o s s (V( in)−(Vhi+Vlo )/2 , di r , t t o l ) )

begin

count = count + 1 ;

i f ( count >= r a t i o )

count = 0 ;

n = (2∗ count >= r a t i o ) ;

dt = j i t t e r ∗ $rd i s t normal ( seed , 0 , 1 ) ;

end

V( out)<+t r a n s i t i o n (n?Vhi : Vlo , td+dt , t t ) ;

end

endmodule

Listing 4.5: Verilog-A model of the programmable divider

4.2.7 Loop Filter

Since the loop filter is to be integrated on-chip, area is a major concern. Therefore, a

second-order RC loop filter is used as shown in Fig. 4.29. The thermal noise of the

resistor R1 is the only major contributor to the PLL noise. In order to find the noise

contribution from the loop filter only, the charge pump and the VCO are both assumed

to be open circuit. A noise current in is developed from the thermal noise voltage vn

associated with the resistor R1 [16]. The loop filter noise referred to the input of the
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PLL is given by

|φn,LF (f)|2 = (
2π

ICP

)2
4kT.(2πf)2

(2πf)2 + (
C1 + C2

R1C1C2
)2
. (4.32)

To ensure simplicity of the design, a loop filter with fixed component values is used to

avoid switching between filters or components based on operating conditions. Therefore,

the performance of the PLL using the selected loop filter components must be examined

carefully over the entire operating range.

4.2.8 Frequency Calibration

In order to reduce the VCO gain, a varactor bank was used in the LC tank of each VCO

as shown in Fig. 4.13. Reducing the gain of the VCOs improves both the reference spurs

attenuation performance, as suggested in implied in Eq. (4.29), as well as the phase

noise of the PLL. This requires a VCO calibration circuit to set the coarse tuning of the

varactor bank. The calibration method suggested in [72] is employed here. The circuit

is shown in Fig. 4.30. The control voltage of the VCO bank is compared to reference

voltages that represent the range within which VCTRL is allowed to settle, i.e. in this case

0.2-0.9 V. If VCTRL is out of this range, depending on whether VCTRL is greater than the

maximum threshold voltage VH or lower than the minimum threshold voltage VL, the

logic counter is instructed to count up or down to switch between the bands until VCTRL

settles within the allowed range.

�  R

R1

C1

C2 66 

i�

Figure 4.29: Loop filter noise
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Wide range PLLs require the allowed settling range of VCTRL to be also wide, which

requires the threshold voltages to be near the supply rails. Therefore, different designs

for the two comparators are used using Schmitt trigger topology to operate under the

two extreme conditions and to account for the variations in VCTRL before settling. The

two circuits are shown in Fig. 4.31, where the hysteresis region is set by the sizing ratio

of the load transistors and the cross-coupled transistors [73].

4.3 Design Optimization

There are several design parameters that need to be considered when optimizing the

performance of a wide-range PLL. That includes noise, spurs attenuation, and phase

margin.

Each PLL component contributes to the total noise at the output in a different way.

The noise generated by the PFD/CP, frequency divider, and the loop filter can be referred

back to the input, while the VCO noise is usually referred to its output. The transfer

Figure 4.30: Frequency calibration circuit for (a) VH and (b) VL
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Figure 4.31: Schmitt trigger comparators

function with respect to the input referred noise is given by

Hin(s) =
φn,out(s)

φn,in(s)
= N

KV COKP

N
Z(s)

s+
KV COKP

N
Z(s)

(4.33)

where s = j2πf , KV CO is the VCO gain in rad/s, KP = ICP/(2π) is the charge pump

gain in A/rad, N is the frequency divider ratio where N = 2×M , and Z(s) is the loop

filter impedance. It is important to note here that KV CO, KP , and N are variable. The

input-referred noise undergoes a low-pass filter as implied by Eq. (4.33), and appears

amplified by the divider ratio at the output for frequencies less than the loop bandwidth.

Thus, it is called in-band noise.

The transfer function with respect to the VCO noise is given by

HV CO(s) =
φn,out(s)

φn,V CO(s)
=

s

s+
KV COKP

N
Z(s)

. (4.34)

The VCO noise undergoes a high-pass filter as implied by Eq. (4.34), and dominates the

out-of-band noise; that is for frequencies higher than the loop bandwidth.

The total noise at the output of the PLL is the summation of the input-referred noise,

scaled by the transfer function in Eq. (4.33), and the VCO noise scaled by the transfer

function in Eq. (4.34); that is

|φn,out(f)|2 = |Hin(s)|2.|φn,in(f)|2 + |HV CO(s)|2.|φn,V CO(f)|2 (4.35)



Top-Down Design Including Loop Variations in Wide-Range PLLs 139

 ! " # $ %&%&

'%(

'%&

'#

'!

')

'(

&

*+,-+,./012334,2/5.6789+851:.;<=>?

@
86
87
85

18
.0
-
+
70
.4
,,
85

+
4
,2
/
5
.;
A
B
?

 ! " # $ %&%&
! 

!!

!"

!#

!$

"&

*+,-+,.*012334,2/5.6789+851:.;<=>?

C
D
4
08
.E

4
7F
25
.;
A
8F
78
80
?

 ! " # $ %&

G

)

 

!

*+,-+,./012334,2/5.6789+851:.;<=>?

H
/
/
-
.I
4
5
A
J
2A
,D
.;
K
=
>?

L477287.6789+851:.;<=>?

L477287.6789+851:.;<=>?

L477287.6789+851:.;<=>?

 !"

 #"

 $"

C
D
4
08
.E

4
7F
25
.;
A
8F
78
80
?

H
/
/
-
.I
4
5
A
J
2A
,D
.;
K
=
>?

@
86
87
85

18
.0
-
+
70
.4
,,
85

+
4
,2
/
5
.;
A
B
1?

Figure 4.32: Simulated variations in PLL parameters.
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Figure 4.33: Simulated noise contribution from different PLL components

where

|φn,in|2 = |φn,PFD/CP |2 + |φn,div|2 + |φn,buf |2 + |φn,LF |2. (4.36)

The integral rms phase error (in degrees) at the output of the PLL is given by

σφ =
180◦

π

√

∫ fmax

fmin

2|φn,out(f)|2 df . (4.37)

which corresponds to an rms phase jitter (in seconds) given by:

σt =
1

fo

σφ

360◦
(4.38)

where fo is the oscillation frequency.

In order to optimize the noise performance of the PLL, the 3-dB frequency of the

PLL transfer function should be chosen at the cross point of the VCO output noise

spectrum and the output-referred in-band noise spectrum [20]. If the 3-dB bandwidth is

chosen narrower than the optimum value, the VCO noise will prevail; and if chosen larger

than the optimum value, the in-band noise will dominate at the output of the PLL. The
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choice of the bandwidth affects also the locking time and reference spurs attenuation [74].

Large bandwidth results in fast response and reduced locking time, but deteriorates the

reference spurs attenuation. To further attenuate the reference spurs, an additional pole

can be added to the loop, by increasing the loop filter to third order. All these trade-offs

should be considered when optimizing the PLL performance. The design of wide-range

PLLs poses an additional challenge. Since the loop dynamics vary substantially over the

wide frequency range (due to variations in the divider ratio, the VCO gain, the charge

pump gain, etc.), the performance metrics need to be evaluated over the whole range to

ensure that the performance is met. A sufficient phase margin over the entire range is

needed to ensure the stability of the loop.

Parameters such as phase margin, loop bandwidth, and reference spurs attenuation

can be evaluated in MATLAB by including the variations in the VCO gain and divider

ratio in the loop transfer function. Fig. 4.32 shows the response over the entire frequency

range and bands. The noise performance of the PLL is best examined using the behav-

ioral models developed through this paper. The contribution of each block at the output

of the PLL can be visualized in Fig. 4.33. Depending on the offset frequency from the

carrier, different regions are dominated by different noise sources. In Fig. 4.33, region A

is dominated by reference noise, region B is dominated by the thermal and flicker noise

of the frequency dividers, and region C is dominated by the VCO noise. In addition

to verifying the operation of the PLL over the entire range, the models are expected to

predict the phase noise of the PLL in the different regions. The MATLAB code used to

calculate the phase noise from the periods of the output signal of the PLL is described

in Appendix B.

4.4 Measurement Results

To verify the methodology and the models presented in this chapter, the proposed wide-

range PLL was fabricated in a 65 nm general-purpose CMOS technology. Fig. 4.34

shows a microphotograph of the die. The PLL occupies an area of 1.5 × 1.5 mm2 in-

cluding the pads. The core VCOs cover a frequency range between 5 and 10 GHz, and

are shown in the bottom right corner. Each VCO is placed in a p-type inside an n-well,

and surrounded with two guard rings; one on the p side and one on the n-well to en-

sure maximum decoupling from substrate and digital noise. The digital components, i.e,

PFD/CP, dividers, and MUX, are located to the left of the VCOs and each is surrounded

with a guard ring as well. The loop filter is implemented on-chip and can be seen on
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Figure 4.34: A microphotograph of the fabricated frequency synthesizer PLL

the top right corner. Output buffers are matched to 50 Ω to drive the high-frequency

probes used in the measurements. On-chip decoupling capacitors are used extensively in

free spaces around the chip to allow effective filtering of high frequency noise from the

supplies.

Measurements were carried out on a Cascade Microtech probing station using SG

Z-probes (up to 20 GHz) and Agilent MXA E4445A spectrum analyzer (up to 13.2 GHz).

The measurements were performed by directly probing on the unbonded pads shown in

Fig. 4.34. Fig. 4.35 shows the measurement set-up using the high-frequency probe. Fig.

4.36 shows the measured output spectrum and the simulated and measured phase noise

at 8 GHz carrier frequency.
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Figure 4.35: Measurement test-bench for high-frequency probing
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Figure 4.36: Simulated and measured phase noise for 8 GHz carrier frequency.
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To examine the accuracy of the predictions obtained from the behavioral models,

Fig. 4.37 compares the measured phase noise with the simulated results from the models

for the core frequency range (5-10 GHz) at different offset frequencies from the carrier

frequency. To ensure overall accuracy, the selected offset frequencies belong to regions

dominated by different noise sources as shown in Fig. 4.33. The shadowed area in Fig.

4.37 represents the uncertainty range of the simulated phase noise from the PLL behav-

ioral model without considering the variations in KV CO, N , and cycle jitter. Depending

on initial values of KV CO, N , and cycle jitter selected in the design, the predicted phase

noise can be anywhere in this range. The black dotted markers represent the simulated

phase noise from the behavioral model of the PLL taking into account these variations.

The phase noise of five different chips was measured. The red and blue markers represent

the average and the median values of the measured phase noise at the different offset

frequencies, respectively. In addition to its importance in ensuring the PLL stability

and predicting other loop parameters, it is evident from Fig. 4.37 that the behavioral

models provide a more accurate prediction of the noise performance of the PLL. In the

case wherein no variations are considered, the phase noise error prediction can be quite

significant. When the variations are considered, we notice that the measured data follows

the trend predicted by simulations. The VCO generating the lower frequencies exhib-

ited lower phase noise than expected by simulation which resulted in some discrepancies

at 10 MHz and 20 MHz offset frequencies. This can be attributed mainly to process

variations and measurement errors. The phase noise measured in the region dominated

by the in-band noise, although follows the same trend, is higher than that predicted by

simulations. This is likely to be due to process variations and contributions from supply

and substrate noise which were unaccounted for. The average error in the measured

phase noise when the variations are considered compared to simulations is 2.2 dB, 5.0

dB, 2.4 dB, 2.4 dB, and 2.2 dB at 100 Hz, 1 kHz, 1 MHz, 10 MHz, and 20 MHz offset

frequencies, respectively.

For the completion of the measurement results, Fig. 4.38 shows measured phase

noise as a function of the carrier frequency for frequency offsets of 10 kHz, 100 kHz, and

10 MHz over the entire range of the PLL (156.25 MHz - 10 GHz). The measured rms

jitter, integrated between 100 Hz and 20 MHz for each carrier frequency, in seconds is

shown in Fig. 4.39. Fig.4.40 shows the measured reference spurs with respect to the

carrier (in dBc) versus the carrier frequency. The measured spurs range is between -25

and -55 dBc.

Table 4.3 summarizes the PLL performance and compares it to other wide-range PLLs
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Figure 4.38: Measured phase noise vs. carrier frequency

in the literature. The proposed PLL operates from a low supply voltage, i.e. 1.2 V, and

consumes low power compared to the other wide-range PLLs. In addition, the proposed

PLL has the largest loop bandwidth which implies having the fastest switching response.

The proposed PLL uses CMOS technology to cover a continuous frequency range be-

tween 156.25 MHz and 10 GHz, and provide a noise performance that is comparable to

that achieved by SiGe BiCMOS technology.
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Table 4.3: Comparison between wide-range frequency synthesizer PLLs

Reference JSSC’10 [75] JSSC’11 [76] VLSI’14 [77] TCAS’15 [78] This work

Technology
0.25µm

SiGe BiCMOS

0.18µm

SiGe BiCMOS

65 nm

CMOS

28 nm

CMOS

65 nm

CMOS

Supply voltage 2.5 V, 3.3 V, 5 V 1.8 V, 3.3 V 1.8 V 1.2 V 1.2 V

Chip size 4.0mm × 1.2mm 2.1mm × 2.1mm 0.32mm × 0.22mm 0.03 mm2 1.5mm × 1.5mm

Core frequency range 20.4 - 27.6 GHz 4 - 8 GHz 2.7 - 7 GHz 8 - 16 GHz 5 - 10 GHz

Total frequency range
0.6-4.6, 5.1-6.9, 10.2-

13.8, 20.4-27.6 GHz

0.125-32 GHz

(continuous)

2.7 - 7 GHz

(continuous)

2 - 16 GHz

(continuous)

0.156-10 GHz

(continuous)

Reference frequency 100 MHz 20 MHz 54 MHz 22.6 MHz 100 MHz

Loop bandwidth 10-200 kHz 100 kHz 350 kHz 1 MHz 2.9-6.6 MHz

Phase noise

(output frequency=fc)

fc= 3 GHz fc= 6 GHz fc= 7 GHz fc= 8 GHz fc= 8 GHz

@10kHz -105 dBc/Hz -81 dBc/Hz N/A N/A -90 dBc/Hz

@1MHz -122 dBc/Hz -117 dBc/Hz -108 dBc/Hz N/A -98 dBc/Hz

@10MHz -142 dBc/Hz -140 dBc/Hz N/A -132 dBc/Hz -121 dBc/Hz

rms phase jitter 0.28 ps 1.36 ps 0.56/1.1 ps <0.68 ps 0.7 ps

Reference spurs <-70 dBc <-70 dBc N/A <-48 dBc -25 to -55 dBc

Loop filter on-chip off-chip on-chip on-chip on-chip

Power consumption 680 mW 273 mW 14 mW 129 mW 42 mW
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4.5 Summary

An approach to design wide tuning-range frequency synthesizer PLLs was demonstrated.

The design methodology is based on a top-down approach that bridges the high-level

behavioral modeling of the PLL building blocks and the transistor-level design of each

block. The suggested behavioral models capture the variations in the performance of

the PLL building blocks and their effect on the overall performance of the PLL. The

methodology is capable of predicting the noise performance and loop dynamics of the

PLL, while avoiding lengthy and impractical brute-force closed-loop simulations of the

PLL at transistor-level. To verify the design approach, an integer-N frequency synthesizer

PLL that covers a continuous frequency operating range from 156.25 MHz to 10 GHz

was designed, modeled, and fabricated in a 65 nm general-purpose CMOS technology.

The measurement results from the fabricated chip are in accordance with the simulated

results from the high-level behavioral models of the PLL building blocks.



Chapter 5

Frequency Synthesizer PLL for

Ultra-Low-Voltage Operation

In accordance with the prediction of continuous downscaling of the supply voltage in

CMOS technology, several attempts have been made to design frequency synthesizer

PLLs operating from sub-1 V power-supply. It is highly desired to generate a wide range

of frequencies from a single frequency synthesizer to save power and area. In general,

PLLs tend to be one of the most power consuming components. Several PLLs that op-

erate from a sub-1 V power-supply have been reported [79–83].

In this chapter, we extend the use of the top-down methodology to ultra-low-voltage

PLLs to achieve low noise performance. We present an ultra-low-voltage ultra-low-power

frequency synthesizer PLL that covers the frequency range from 860 MHz to 1.22 GHz

and operates from a supply voltage of 0.55 V. Due to reduced power supply and rela-

tively high threshold voltage, different techniques need to be employed to tackle these

challenges.

5.1 Circuit Design of PLL Components

A general architecture of an integer-N PLL is shown in Fig. 5.1. In order to adapt the

PLL design to sub-1 V operation, several low-voltage design techniques are employed.

The voltage controlled oscillator (VCO) is based on a reduced version of the conventional

LC-tank VCO that is made more adaptable to low-voltage operation. The charge pump

(CP) uses a gate-switching based topology to provide well-matched currents over a wider

150
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Figure 5.1: A general architecture of an integer-N PLL

range, while the phase-frequency detector (PFD) is a conventional architecture. The

prescalar uses a dynamic-logic circuit to allow high speed operation and relax the speed

requirement of the programmable divider. The design of the building blocks of the PLL

is explained in details in this section.

5.1.1 Ultra-Low-Voltage VCO

The VCO is a critical component in determining the performance of the PLL. As the

power supply voltage decreases, the degradation in the VCO performance becomes more

pronounced. The decision between using a ring-based VCO and an LC-based VCO

must be made based on the application requirements in terms of noise, area and power.

On one hand, ring VCOs offer an attractive solution in terms of area and power. The

absence of passive components allows compact design of ring VCOs, while their easy-

to-achieve start-up condition allows much less power consumption than LC-VCOs. On

the other hand, ring VCOs fail to offer a practical solution compared to LC-VCOs in

applications such as RF communication systems where noise requirements are highly

stringent. Several techniques were proposed to allow low noise along with low-voltage

operation in LC-VCOs. The transformer feedback LC-VCO suggested in [84] replaces

the inductor in a conventional LC-VCO with a transformer. That increases the output

voltage swing by allowing the drain and the source of the cross-coupled transistors to

swing beyond the supply rails, which in turns reduces phase noise. The class-C LC-

VCO suggested in [85] improves the phase noise by ensuring saturation operation of the

transistors while employing a large capacitor in the tail current. This architecture is also

applicable to low-voltage VCO design [86].
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Figure 5.2: Low-voltage LC-VCO schematic

Figure 5.3: Simulated phase noise of the low-voltage VCO for 1 GHz carrier frequency

In our design, we use an LC-VCO due to its superior noise performance compared to

a ring-VCO-based architecture. The architecture shown in Fig. 5.2 was suggested in [87]

to reduce phase noise through forward biasing of the bulk of the cross-coupled transistors
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Figure 5.4: PFD architecture for low-voltage PLL

while working from a nominal supply voltage. The tail current transistor is replaced

with a resistor to limit the supply current from reaching high values. This also has the

advantage of reducing the noise in the 1/f 3 region. In addition to its improved noise

performance, this architecture is a good candidate to ultra-low-voltage operation due to

reduced threshold voltage of the transistors and reduced number of stacked transistors.

An accumulation-mode MOS varactor is used to control the oscillation frequency of

the VCO. The bulk of the transistors is biased through a 5 kΩ resistor to prevent any

unexpected high current that may forward bias the junction. The VCO consumes 2 mW,

and covers the frequency range of 0.86-1.22 GHz. The simulated phase noise profile of

the VCO for 1 GHz carrier frequency is shown in Fig. 5.3. Simulated phase noise of the

VCO at 1 MHz offset frequency from the carrier is -114 dBc/Hz, which corresponds to

cycle jitter of 63 fs.

5.1.2 PFD/CP

With the reference oscillator frequency used in this design as low as 10 MHz, a conven-

tional PFD architecture based on two D-flip-flops and a delayed RESET AND-gate can

work successfully. The schematic of the PFD is shown in Fig. 5.4.

The design of a low-voltage CP, however, poses a greater challenge. Since cascoding

transistors should be avoided in low-voltage operation, gate-switched CPs are preferred.

Selecting the proper CP current is very important. Small CP current results in increased
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Figure 5.7: Output current noise of the low-voltage PFD/CP

CP mismatch and noise contribution, while large current results in high power consump-

tion and requires large transistors which drastically increases the switching time of the

CP. In low-voltage operation, the CP usually dominates the in-band noise. The CP

architecture, shown in Fig. 5.5, was proposed in [79]. The architecture is based on gate-

switched CP, with the modification of adding two feedback transistors MFn and MFp

between the control voltage VCTRL and the gates of the current source transistors of the

CP. This modification suggested in [79] reduces the mismatch between the charging and

discharging currents, which widens the usable frequency tuning range as shown in Fig.

5.5. The CP output current is about 550 µA in the mid-range of the supply voltage. The

feedback transistors reduce the mismatch between the charging and discharging currents,

thus widens the usable frequency tuning range as shown in Fig. 5.6 with a maximum

mismatch of less than 15% over the output voltage range of 0.1-0.45 V.

The variance of the output current noise over the frequency range of interest is cal-

culated by integrating the output current spectrum shown in Fig. 5.7. The extracted

jitter of the PFD/CP is about 50 ps.
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Figure 5.8: Prescalar architecture and schematic

Figure 5.9: Structure of the used 6-bit programmable counter

5.1.3 Frequency Dividers

A frequency synthesizer PLL needs a programmable divider circuit to synthesize the

required oscillation frequency at the output of the PLL. The divider chain in this de-

sign consists of a divide-by-2 prescalar followed by a 6-bit programmable counter. The

prescalar circuit should work at high speed (above 1 GHz) and low-voltage conditions.

The prescalar circuit shown in Fig. 5.8 was proposed in [80]. The circuit achieves high

operating frequency by utilizing dynamic logic to charge and discharge the internal nodes

during the precharge and evaluation periods. The circuit is applicable to low-voltage by

using a maximum stack of three transistors and forward biasing the bulk of the PMOS

transistors. The prescalar relaxes the speed requirement of the programmable counter

which is usually speed-limited due to the complexity of its programming circuitry. The

programmable counter used here is similar to that used in Chapter 4. The circuit is

designed to operate at input frequency above 500 MHz. The programmable counter
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Figure 5.11: Third-order loop filter

structure is shown in Fig. 5.9. The noise amplitude spectrum at the output of the di-

viders is shown in Fig. 5.10. The extracted jitter from the cascade of the two dividers is

3.8 ps.

5.1.4 Loop Filter

The loop filter should be optimized for the desired PLL performance in terms of noise,

locking time, reference spurs attenuation, and stability. Based on these parameters, one
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can decide for the loop filter topology and order [74]. In our design, a third-order RC

off-chip filter is used. The filter design is shown in Fig. 5.11. The loop filter components

must be selected such that the transitional frequency of the PLL is around the frequency

value at which the noise spectral density of the VCO is equal to that of the in-band

noise (mostly dominated by the CP). This approach optimizes the noise performance

and ensures minimum jitter at the output of the PLL [20].

5.2 Noise Contribution

Since the PLL components do not show large variations over the frequency range covered

by the PLL, simple behavioral models like the ones shown in Chapter 3 can be utilized.

The reference oscillator used in this design generates a 10 MHz signal with very low

jitter. The phase noise of the reference oscillator is as low as -145 dBc/Hz at 1 kHz offset

from the carrier. Therefore, the reference oscillator contribution to the output noise is

negligible. As simulations showed in the previous section, the input-referred jitter of the

PFD/CP is the highest. Thus, the dominant source of in-band phase noise at the output

of the PLL comes from the PFD/CP block. On the other hand, the out-of-band noise



Frequency Synthesizer PLL for Ultra-Low-Voltage Operation 159

Figure 5.13: Micrograph of the fabricated chip

is dominated by the VCO. The simulated total phase noise profile of the PLL is shown

in Fig. 5.12. Region A in Fig. 5.12 is dominated by in-band PFD/CO noise, whereas

region C is dominated by VCO noise. Phase noise in region B is a combination of the

both PFD/CP noise and VCO noise.

5.3 Experimental Measurements

The circuit was fabricated in a 65 nm CMOS technology. The chip micrograph is shown

in Fig. 5.13. The active area of the PLL is 1.2 mm2. The third-order RC filter was im-

plemented off-chip. The measurements were performed using Agilent E4445A spectrum

analyzer. The measured output spectrum at 1.2 GHz is shown in Fig. 5.14. Fig. 5.15

shows the simulated and measured phase noise of the PLL at 1.2 GHz. It can be seen

that at 1.2 GHz the measured phase noise in the PFD/CP dominated region is slightly

higher than that predicted from simulations. The discrepancy between simulated and

measured results was higher for lower carrier frequencies. These deviations can be due to

process variations, supply/substrate noise, and/or noise coupling between components

that was not accounted for in noise simulation at the system-level. The PLL covers the
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Figure 5.14: Measured output spectrum of the PLL at 1.2 GHz
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Figure 5.15: Phase noise of the PLL at 1.2 GHz
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frequency range from 860 MHz to 1.22 GHz, and consumes 3 mW dc power. Table 5.1

compares the PLL performance to other ultra-low voltage ultra-low power PLLs in the

literature with supply-voltage less than 0.6 V. A figure-of-merit (FoM) that combines

phase noise and frequency tuning range TR(%) is used to compare the different PLLs as

defined in [88]

FoM = L{∆f} − 20 log(
f0
∆f

.
TR

10
) + 10 log(

Pdiss

1mW
) (5.1)

where lower FoM signifies better PLL performance.

The measurement results show that the achieved performance is competitive with

the state-of-the-art ultra-low-voltage PLLs. The design in [81] achieves an excellent FoM

based on Eq. (5.1). It should be noted, however, that this was achieved due to the

emphasis on wide tuning-range using ring oscillator at the expense of deteriorated phase

noise compared to other low-voltage PLLs. In this design, we aimed at achieving a

balanced performance between phase noise and tuning range.

5.4 Summary

In this chapter, an ultra-low-voltage PLL that operates from a supply voltage of 0.55

V was presented. The design choices of the building blocks of the PLL were discussed.

Bulk-biasing technique was exploited in the design of the VCO and the prescalar to

allow sub-1 V operation. The design of the CP utilizes a gate-switched architecture with

negative feedback to reduce mismatch between the up and down currents. To verify

the validity of the design, the PLL was fabricated in a general-purpose 65 nm CMOS

technology. The PLL covers a frequency range from 860 MHz to 1.22 GHz, and consumes

3 mW while operating from a 0.55 V supply. The measured phase noise at 1 MHz offset

from a 1 GHz carrier is -107 dBc/Hz, and the rms jitter is 6.1 ps.



Table 5.1: Comparison between ultra-low voltage PLLs in the literature

Reference VLSI’07 [79] TCAS’09 [80] TCAS’11 [81] JSSC’12 [82] ASSCC’12 [83] This work

Technology 180 nm 130 nm 90 nm 130 nm 65 nm 65 nm

Supply voltage 0.5 V 0.5 V 0.5 V 0.5 V 0.5 V 0.55 V

Chip area 1.32 mm2 0.04 mm2 0.074 mm2 0.074 mm2 0.64 mm2 1.2 mm2

VCO topology LC Ring Ring Ring LC LC

Output frequency range 1.90-1.94 GHz 360-610 MHz 0.40-2.24 GHz 400-433 MHz 5.54 GHz 0.86-1.22 GHz

Phase noise @1MHz offset -120 dBc/Hz -95 dBc/Hz -87 dBc/Hz -92 dBc/Hz -105 dBc/Hz -105 dBc/Hz

rms phase jitter N/A 8.0 ps 9.6 ps 5.5 ps N/A 6.1 ps

Reference spurs -44 dBc N/A N/A -38 dBc -65 dBc -30 dBc

Power consumption 4.5 mW 1.25 mW 2.08 mW 440 µW 1.6 mW 3 mW

FoM -165 -164 -174 -146 N/A -167



Chapter 6

Peripheral Circuits for Sub-1 V

Operation

Both analog and digital parts of any IC chip require a stable and clean supply voltage.

More specifically, analog and RF circuits are often sensitive to supply noise and fluctu-

ations, which places stringent requirements on supply specifications. Therefore, linear

drop-out (LDO) voltage regulators are often used in these applications. Operating from

ultra-low supply voltages poses some extra challenges in the design of peripheral circuits

such as op-amps, bandgap references, and voltage regulators.

A typical circuit that provides a stable supply voltage using an LDO voltage regula-

tor is shown in Fig. 6.1. It consists of a PMOS pass-transistor and an error amplifier

(EA) that ensure that the output voltage is a scaled value of the reference voltage. The

reference voltage is usually generated from a temperature and supply insensitive circuit

called bandgap reference (BGR).

In this chapter, we demonstrate the design and implementation of various building

blocks for ultra-low voltage applications in a 65 nm CMOS technology. This includes

op-amps, bandgap references, and voltage regulators. The proposed circuits combine

several techniques to address the challenges that arise from sub-1V operation.

6.1 Ultra-low-Voltage Op-Amps

The op-amp is the most ubiquitous building block in analog circuits. Therefore, it is

very crucial to design an ultra-low voltage op-amp that can be used as a building block

in other peripheral circuits for sub-1V operation. The continuous downscaling of the

163
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Figure 6.1: A conventional LDO voltage regulator

supply voltage and transistor channel-length in modern CMOS technologies has drasti-

cally deteriorated the performance of CMOS op-amps. Most notably, the device intrinsic

gain, output voltage swing, and common mode input range were reduced. To increase

the intrinsic gain, the vertical approach by using conventional cascoding techniques is

no longer usable with nowadays low supply voltages. Instead, moving horizontally using

multi-stage cascading seems inevitable despite the challenges in the required frequency

compensation schemes to maintain stability. To improve the usable range at the input

and the output, several low-voltage design techniques were proposed such as bulk-biasing,

self-cascoding, floating-gate transistors, and voltage shifting [89, 90]. Some low-voltage

analog circuit designs based on these techniques were reported [91–102].

In this section, we propose an ultra-low voltage operational-transconductance ampli-

fier (OTA) that operates at supply voltage as low as 0.35 V while providing an acceptable

performance. The low-voltage techniques deployed in the design are discussed in details.

The proposed OTA combines two different ultra-low-voltage techniques to meet design

requirements at the input stage. Mainly a pseudo-differential amplifier technique and

bulk-driven MOS transistors are used to achieve rail-to-rail input-range with ultra-low-

voltage power-supply. A novel biasing technique is also proposed to enhance the perfor-

mance of the OTA. Using the proposed technique eliminates the need for extra biasing

circuitry and ensures robustness against process variations under ultra-low-voltage con-

ditions. Furthermore, the proposed technique substantially enhances the common-mode

rejection and power-supply rejection of the OTA.
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Figure 6.2: Rail-to-rail input stage using complementary differential pairs

6.1.1 Design of Input-Stage

The design of an input-stage with a rail-to-rail input common-mode range (ICMR) is

a real challenge in low-voltage circuits. A common technique to achieve rail-to-rail

ICMR utilizes complementary differential pairs as shown in Fig. 6.2. Over the full

input common-mode supply range of 0 to VDD, at least one of the two complementary

differential pairs is always on to provide sufficient transconductance. Near the middle

of the supply range, both differential pairs are fully on boosting the overall transcon-

ductance level. The minimum supply voltage using this architecture is expressed as

VDDmin
= VGSn

+ |VGSp
|+2|VDsat

|, where VGSn(p)
is the gate-to-source voltage of the input

N(P)MOS transistor and VDsat
is the saturation voltage of the biasing current source of

each differential pair. If the supply voltage drops below VDDmin
, both differential pairs

may simultaneously turn off creating a ”dead-zone” for values of input common-mode

near the middle of the supply range [99]. Another suggested technique to achieve input

rail-to-rail operation is through the use of depletion-mode transistors. Several designs

that utilize an NMOS depletion-mode differential pair as an input stage have been re-
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ported [95, 99]. Nevertheless, depletion-mode transistors are not always available in a

standard CMOS technology. A bulk-driven differential pair, however, offers an alterna-

tive to a gate-driven input stage. If the supply voltage for the circuit is less than a single

p-n junction diode drop, a bulk-driven differential input-stage can operate over the entire

input range of the circuit without the risk of forward-biasing this diode. The p-n junction

is formed at the interface of the n-well and the source region of the PMOS transistor.

Despite the low transconductance obtained from bulk-driven transistors, access to the

bulk terminal is often available for at least the PMOS transistors.

In this section, we discuss two low-voltage techniques, namely the pseudo differential

pair and the bulk-driven transistor. The first technique helps reduce the minimum limit

on the operating supply voltage VDDmin
, while the second technique achieves the desired

rail-to-rail operation at the input.

Pseudo Differential Pair

The pseudo differential pair, shown in Fig. 6.3(a), is similar in architecture to the

conventional differential pair but has the tail current source removed [103], [104]. The

resulting topology enables a differential stage with a maximum transistor stack-up of

two. By eliminating the VDsat constraint of the tail current source, the minimum supply

voltage is reduced while the input common-mode range and the output voltage swing are

enhanced. The main drawback of this circuit is the severe deterioration in common-mode

and power-supply rejection. In order to ameliorate this degradation, a common-mode

feedforward (CMFF) replica circuit, shown in Fig. 6.3(b), can be used to sense the input

voltage level and set the voltage at the gate of the current source load [104]. The circuit

common-mode rejection ratio (CMRR) and power-supply rejection ratio (PSRR) will

then be given by

CMRR = PSRR ≃ 1

2
gm2(ro1 ||ro2), (6.1)

where gm is the transconductance of the transistor and ro is its output resistance.

Bulk-Driven MOS Transistor

Similar to a conventional gate-driven MOS transistor, the gate-source voltage of a bulk-

driven transistor is fixed to a level slightly above the threshold level to create a conducting

channel between the source and drain regions. However, the channel is modulated by

the ac input signal applied to the bulk terminal instead of the gate terminal as shown
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Figure 6.3: Pseudo differential pair (a) without CMFF (b) with CMFF.
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Figure 6.4: Bulk-driven PMOS transistor: (a) circuit operation (b) cross section.

in Fig. 6.4(a). Thus, the minimum input voltage is not limited by the threshold voltage

of the transistor. This technique circumvents the threshold voltage requirement, thereby

extending the allowable operating range [90, 91]. In many ways, the operating princi-

ple of a bulk-driven transistor is very similar to that of junction-field-effect-transistor

(JFET) operating in its depletion mode. For illustration purposes, a cross section of the

bulk-driven transistor is shown in Fig. 6.4(b).

Despite the elimination of the threshold requirement, the resulting structure suffers

from several drawbacks compared to its gate-driven counterpart. First, the transconduc-
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Figure 6.5: (a) Circuit schematic (b) Block diagram representation of proposed OTA

tance of the bulk-driven transistor gmb
is considerably less than the transconductance of

the gate-driven transistor, i.e. gmb
≃ ηgm, where η is between 0.2 and 0.4. Second, the

transitional frequency of the bulk-driven transistor is lower than that of a gate-driven

transistor which results in reduced speed and bandwidth. Third, the noise performance

of the bulk-driven transistor is worse than that of a corresponding gate-driven transis-

tor, mainly due to the lower transconductance of the resulting JFET structure. Finally,

access to the bulk terminal is available in a standard N(P)-well process through the

P(N)MOS transistors only. Care must be taken not to exceed the pn-junction voltage of

about 0.6 V when the bulk is forward biased.
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6.1.2 The Proposed Biasing Technique

Fig. 6.5 shows the proposed three-stage OTA without biasing and without frequency

compensation. Fig. 6.5(a) shows the circuit schematic whereas Fig. 6.5(b) shows a

block diagram representation of the amplifying stages. As depicted in Fig. 6.5(a), the

OTA consists of three stages. The first stage uses a PMOS bulk-driven pseudo differential

pair to simultaneously exploit the advantages of both techniques described in Section II.

The second stage is a common source stage with a current mirror load, while the third

stage is a common source stage with a current source load. The minimum supply voltage

is VDDmin
= |VGS1| + VGS2 . Thus, if the transistors operate in the subthreshold region,

i.e. |VGS| < |VTH |, then VDDmin
can be even less than the sum of the threshold voltages

of the NMOS and PMOS transistors. In this technology, the threshold voltage of the

transistors used in the design is 0.3 V for both NMOS and PMOS transistors.

In Fig. 6.5, the biasing voltages VB1 , VB2, and VB3 can be generated using a

separate biasing circuit such as a current mirror or a voltage reference, which in this case

corresponds to ac ground as shown in the equivalent ac representation in Fig. 6.6(a).

An alternative biasing technique is proposed in Fig. 6.6(b), which does not require a

biasing circuit to generate these node voltages. In this scheme, three short connections

are applied. The first is from the output of the CMFF circuit voFF
to vB1 , the second is

between vB1 and vB2 , and the third is between vout1 and vB3 .

The proposed biasing is applied to the OTA in Fig. 6.5(a). The implementation of

the proposed biasing technique is shown in Fig. 6.7. The proposed OTA uses the CMFF

circuit of the first stage to bias the gates of transistors M1, and M5 and uses vout1 to bias

the gate of transistor M8 as indicated by the dashed lines in Fig. 6.7. Consequently, the

OTA becomes self-biased without the use of any extra biasing circuitry. The proposed

self-biasing technique results in 27% reduction in power consumption compared to a

circuit which uses a separate biasing circuitry (assuming a 1:1 current mirror biasing and

the availability of a constant reference current). In addition to saving area and power

with this biasing approach, the OTA sensitivity to common-mode voltage, supply noise,

and process variations is significantly reduced.

Impact on Common-Mode Rejection

Assume that ADM1 and ACM1 are the differential-mode gain and common-mode gain of

the first stage, and ADMFF
and ACMFF

are the differential-mode gain and common-mode
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Figure 6.6: ac representation of OTA with (a) separate biasing (b) proposed biasing

gain of the CMFF circuit. One can write

vout1 = ADM1vinDM
+ ACM1vinCM

(6.2)
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Figure 6.7: Implementation of the proposed biasing technique on the three-stage OTA.

vB1 = ADMFF
vinDM

+ ACMFF
vinCM

(6.3)

where vinDM
= v+in − v−in and vinCM

= (v+in + v−in)/2.

By subtracting Eq. (6.2) from Eq. (6.3) and rearranging the result, one can express

vB1 as

vB1 = vout1 − (ADM1 − ADMFF
)vinDM

− (ACM1 − ACMFF
)vinCM

(6.4)

If the CMFF circuit is designed such that ADM1 ≫ ADMFF
and ACM1 = ACMFF

, then

Eq. (6.4) is reduced to

vB1 = vout1 − ADM1vinDM
(6.5)

In differential-mode ADM1vinDM
= vout1 which reduces the term vB1 to zero. Since vB2

is shorted to vB1 , vB2 is also equal zero. Therefore, the biasing of vB1 and vB2 remains at

ac ground in response to differential input. In common-mode vinDM
= 0 which reduces

Eq. (6.5) to vB1 = vout1 . By connecting the output of the first stage to both inverting

and non-inverting terminals of the second stage in common-mode, the differential-mode

gain of the second stage becomes zero and the common-mode signal is multiplied by

the common-mode gain only. Further, by ensuring that the second stage is inverting in

common-mode, the output of the first stage and the output of the second stage will have

opposite polarity and can be canceled out by summing vout1 and vout2 in the third stage.

To illustrate the enhancement in the common-mode rejection capability of the self-
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Figure 6.8: Equivalent circuit for common-mode (a) separate biasing (b) self-biasing

biasing property, a comparison of the amplifier of Fig. 6.5(b) with and without self-

biasing is performed. Specifically, Fig. 6.8 illustrates the common-mode half-circuit [105]

equivalent representation for this amplifier with and without self-biasing. In the case of

the half-circuit of the amplifier with separate biasing shown in Fig. 6.8(a), the gates of

transistors M1, M5, and M8 are connected to ac ground. Assuming that the current-

mirror transistors M4 and M6 have the same aspect-ratio, the common-mode gain ACM



Peripheral Circuits for Sub-1 V Operation 173

is found to be

ACM =
vout

vin,CM
≃
(

gmb1
gm3gm7

gm2

)

(ro5 ||ro6)(ro7 ||ro8) (6.6)

and the corresponding CMRR is

CMRR = |ADM

ACM
| = 1

2
gm2(ro1 ||ro2) (6.7)

In the case of self-biasing circuit of Fig. 6.8(b), the gates of transistors M1 and

M5 are biased by the CMFF circuit. Thus, the gates of transistors M1, M5, and M8

are effectively connected to vout1 in response to common-mode signals. This results in

significant improvement in the CMRR partly due to the reduced output impedance of

transistor M1 of the first stage. However, most of the common-mode rejection occurs in

the second and the third stages. The second stage acts as a pseudo-differential amplifier

where the output of the first stage vout1 is a common-mode input to transistors M3 and

M5. If transistors M3 and M5 are designed to have the same aspect ratio and, thereby

realize the same transconductance, the differential gain will be zero while the common-

mode gain can be approximated as −gm3/gm4 . In the third stage, the inverted signal

vout1 and the non-inverted signal vout2 are summed at the output node vout. The total

common-mode gain can be obtained by analyzing the equivalent small-signal for the

circuit in Fig. 6.8(b) and is given by

ACM ≃
(

gmb1

gm1 + gmb1
+ gm2

)

(

gm4gm8 − gm3gm7

gm4

)

(ro7 ||ro8) (6.8)

and the CMRR is now given by

CMRR =
1

2

(gm1 + gmb1
+ gm2)gm3gm4gm7

gm4gm8 − gm3gm7

(ro1 ||ro2)(ro5 ||ro6) (6.9)

The expressions in Eqs. (6.8) and (6.9) show that the common-mode gain can be

theoretically reduced to zero and the CMRR set to infinity if the condition gm4gm8 =

gm3gm7 is met. The improvement in the CMRR is obtained by dividing the expression

in Eq.(6.9) by that in Eq.(6.7), which results in

∆CMRR =
(gm1 + gmb1

+ gm2)gm3gm4gm7

gm2(gm4gm8 − gm3gm7)
(ro5||ro6) (6.10)

It is interesting to evaluate the CMRR of these two amplifier configurations by using

small-signal parameters listed in Table 6.1 on page 182. In the case of the self-biasing

amplifier, the CMRR is expected to be 61 dB. In contrast, the expected CMRR for
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Figure 6.9: Improvement in CMRR due to self-biasing technique

the amplifier with separate biasing is found to be 18 dB. This is a 43 dB improvement

in CMRR using the self-biasing technique. This result is verified through a Spectre

simulations of these two amplifiers. Despite the large improvement in the CMRR, Eq.

(6.9) reveals the improvement comes about through a cancellation of two large quantities.

Such a cancellation mechanism is known to be sensitive to transistors mismatch. Thus, a

more realistic prediction of the CMRR enhancement must take into account the effect of

mismatches. Running a Monte Carlo analysis with 10,000 cases, using the manufacturer

statistical models of the transistors, indicates that the average value of the expected

CMRR is 44 dB, and 99.7% of the samples will have a CMRR of no less than 30 dB

under mismatch conditions; that is an improvement of at least 12 dB. Fig. 6.9 shows

the CMRR improvement without mismatch and under different mismatch conditions. It

is reasonable to conclude that a self-biasing circuit approach will enhance the CMRR of

the amplifier.

Impact on Power-Supply Rejection

A similar improvement in power-supply rejection is also achieved by the self-biasing

technique. To illustrate this, consider the equivalent circuit shown in Fig. 6.10 for the
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Figure 6.10: Equivalent circuit under supply noise (a) separate biasing (b) self-biasing

OTA subject to power supply noise. The inputs to the OTA are assumed to ac grounded

under this analysis. In the case of separate biasing (Fig. 6.10(a)), the gates of transistors

M1, M5, and M8 are connected to ac ground. Transistor M1 acts as a common-gate

amplifier to the supply noise, and the amplified noise propagates through to the second

and third stage making this the dominant path for the supply noise. Assuming that the

current-mirror transistors M4 and M6 have the same aspect-ratio, the noise gain from
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Figure 6.11: Small-signal model of the circuit in Fig. 6.10(b).

the supply input to the amplifier output can be found to be

Add =
vout
vdd

≃ −
(

gm1 + gmb1

gm2

)

gm3gm7(ro5||ro6)(ro7||ro8) (6.11)

Consequently, the PSRR is found to be

PSRR = |ADM

Add
| = 1

2

(

gmb1
gm2

gm1 + gmb1

)

(ro1||ro2) (6.12)

In the case of self-biasing (Fig. 6.10(b)), the gates of transistors M1, M5, and M8 are

effectively connected to vout1 . Fig. 6.11 shows an equivalent small-signal model of the

circuit in Fig. 6.10(b). The second stage has two comparable input noise sources; one

is from the supply line to vout2 , and the second is from vout1 to vout2 . The two signals

are correlated and have opposite polarities when added at node vout2 . Another noise

subtraction occurs in the third stage due to the opposite polarity between the signals

vout1 and vout2 . The total supply noise gain can be obtained by analyzing the small-signal

model in Fig. 6.11(b), and for gm3 = gm5 it is given by

Add =

[

b.gm7 − (1− a)gm8 −
1

ro8

]

(ro7||ro8) (6.13)

where a = (gm1 + gmb1
)/(gm1 + gm2) and b = 1− a gm3/gm4.

The PSRR in this case is given by

PSRR =
1

2









gmb1
gm3gm7

b.gm7 − (1− a)gm8 −
1

ro8









(ro1 ||ro2)(ro5 ||ro6) (6.14)
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Figure 6.12: Improvement in PSRR due to self-biasing technique

The improvement in PSRR is obtained by dividing the expression in Eq.(6.14) by

that in Eq.(6.12), which results in

∆PSRR =

(

gm1 + gmb1

gm2

)









gm3gm7

b.gm7 − (1− a)gm8 −
1

ro8









(ro5 ||ro6) (6.15)

The PSRR improvement can be maximized by setting the term [b.gm7 − (1− a)gm8 −
1/ro8] to be close to zero. By substituting the parameter values in Eq. (6.14) from Table

6.1 on page 182, the expected PSRR is 49 dB. Monte Carlo simulations show that under

mismatch conditions the average PSRR is 47 dB, and 99.7 % of the samples will have a

PSRR of no less than 33 dB; that is an improvement of at least 32 dB. Fig. 6.12 shows the

PSRR improvement without mismatch and under different mismatch conditions. The

design can be optimized for maximum CMRR or maximum PSRR depending on the

application. In this particular design, reasonable rejection of both common-mode and

supply noise is targeted.
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Impact of Manufacturing Process Variations

In addition to enhancing CMRR and PSRR, the deployed technique also reduces the

circuit sensitivity to process variations. In order to illustrate this, a Spectre simulation

was performed on the two amplifiers with different biasing whereby the widths of the

input transistors were varied between W1/2 and 2W1. Both the DC gain in dB and

the output DC voltage were tracked. The results are shown in Fig. 6.13 where the left

vertical axis lists the DC gain in dB and the right vertical axis lists the output DC voltage

in V. As is evident from the DC gain results, the self-biasing amplifier experiences only a

±2.2 dB change with respect to changes in transistor widths whereas the separate biasing

approach experiences catastrophic gain changes. Furthermore, the self-biasing amplifier

output experiencing a minor ±80 mV change with respect to its desired operating point

of VDD/2 whereas the amplifier with separate biasing sees the output move over the full

range of the supply voltage. Therefore, the self-biasing CMFF circuit will ensure that

the effect of this variation is significantly minimized.

To illustrate the robustness of the proposed OTA to process variations in general,

Monte Carlo analysis was run for 10,000 samples while the output dc voltage and dc

gain of the OTA were observed. Fig. 6.14 shows the expected distribution of the two

quantities. The output dc voltage has a normal distribution with an average value near

mid-supply and standard deviation of less than 7 mV, whereas the dc gain has a normal

distribution with an average of 46.7 dB and standard deviation of 0.4 dB only. The extra

robustness introduced by the self-biasing technique is of paramount importance in low-

voltage design where the supply voltage level and the threshold voltage of the transistors

are comparable and the the risk of circuit non-functionality is normally high.

6.1.3 Frequency Compensation

The proposed OTA uses a frequency compensation network based on the damping factor

control (DFC) compensation scheme proposed in [106]. The implementation of the DFC

compensation to the proposed OTA is shown in Fig. 6.15. The compensation network

is composed of two nested Miller capacitors (CC1 and CC2) along with a damping factor

control (DFC) stage GmC
. The second stage is non-inverting, while the first stage and

the third stage are inverting. The third stage needs to be inverting to ensure negative

feedback in the inner loops. For that reason, the second stage of the OTA in Fig. 6.5 was

loaded with a current mirror, whereas the third stage was loaded with a current source.

The DFC compensation significantly enhances the bandwidth compared to conventional
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Figure 6.14: Output DC voltage and DC gain under process variations

nested Miller technique and requires smaller compensation capacitors. Simulations of

both schemes show enhancement of 3.5 times in unity-gain frequency for the same phase

margin (70◦) and same power consumption (excluding the compensation stage), and

driving the same load, i.e., in this case CL = 3 pF. The compensation capacitors needed

in conventional Miller are CC1 = 550 fF and CC2 = 5 pF, as opposed to only 300 fF
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Figure 6.15: A block diagram of the proposed OTA with frequency compensation.

for both CC1 and CC2 using DFC compensation. This also improves the large-signal

behavior of the OTA since for the same current smaller capacitance will be charged or

discharged resulting in faster slew rate, i.e. SR = I/CC . In addition, the need for large

transconductance in the third stage (and hence large current) to drive large capacitive

loads is obviated compared to conventional Miller compensation [107]. A stack-up of

only two transistors can be used to implement the transconductance block GmC
which

makes the DFC scheme applicable to low voltage applications.

6.1.4 OTA Design and Analysis

The full schematic of the proposed OTA with self-biasing and frequency compensation

is shown in Fig. 6.16. The DFC block GmC
is implemented using transistors MC1 and

MC2 where the biasing of the gate of transistor MC2 is provided by the CMFF circuit.

Therefore, the circuit is self-biased and the need for extra biasing circuitry is eliminated.
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Figure 6.16: Full schematic of the proposed OTA with self-biasing and compensation

Figure 6.17: Small-signal equivalent model of the OTA

The channel length of the transistors in the three amplifying stages is set to about 2.5

times minimum length to provide sufficient intrinsic gain. The transistor widths are set

to provide the current level required to achieve the desired specifications.

Voltage Gain and Bandwidth

The differential-mode dc gain ADM of the proposed OTA can be obtained from the

equivalent small-signal model in Fig. 6.17, and is given by

ADM =
vout
vin

≃ 1

2
gmb1

gm3gm7(ro1 ||ro2)(ro5 ||ro6)(ro7||ro8) (6.16)
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The poles and zeros of the circuit can be obtained by further analyzing the small-

signal model. Assuming that gmC1
(roC1

||roC2
) is greater than unity, CC1 = CC2 , Cp2 <<

CC2 , and the parasitic capacitances (Cp1, Cp2, and Cp3) are smaller than the load and

compensation capacitances, one can express the dominant pole as

p1 = − 1

gm3gm7(ro1 ||ro2)(ro5 ||ro6)(ro7 ||ro8)CC1

(6.17)

and the non-dominant poles as

p2,3 = −
gmC1

CL ∓
√

g2mC1
C2

L − 4Cp2CL(gm2gm3 + gmC1
gm8)

2Cp2CL

(6.18)

In addition, the circuit has two complex zeros which are always at higher frequencies

than the two complex non-dominant poles. The effect of the high-frequency zeros can be

neglected provided that CC1 < CL.

The location of the non-dominant poles can be controlled by adjusting the transcon-

ductance of the DFC circuit, i.e., gmC1
, as shown by Eq. (6.18).

If proper frequency compensation is applied to push the non-dominant poles to suffi-

ciently high frequency, the unity-gain frequency fT of the proposed OTA can be approx-

imated as

fT =
gmb1

4πCC1

. (6.19)

Transistors Sizing

All the transistors in the proposed OTA operate in the subthreshold (weak inversion)

region. The drain current of an MOS transistor in the sub-threshold region [108], [109]

is given by

ID = I0
W

L
exp

[ |VGS|+ (n− 1)|VBS|
nVT

] [

1− exp

(

−|VDS|
VT

)]

. (6.20)

where n is the gate-coupling constant, and I0 is a process-independent constant.

In the proposed design there is a stack-up of only two transistors. By selecting the

biasing of all the intermediate nodes to be at VDD/2, all gate-driven transistors will have

|VGS| = |VDS| = VDD/2 and |VBS| = 0. By substituting these values in Eq. (6.20) while

observing that the second term in the brackets is approximated to unity for transistors
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Table 6.1: Transistors dimensions and parameters for VDD = 0.5 V

W/L ID gm gds

M1 65 µm/160 nm 33.1 µA 735 µA/V ∗ 32.1 µA/V

M2 64 µm/160 nm 33.1 µA 879 µA/V 24.0 µA/V

M3 52 µm/160 nm 28.7 µA 763 µA/V 20.9 µA/V

M4 128 µm/160 nm 28.7 µA 680 µA/V 29.4 µA/V

M5 52 µm/160 nm 28.7 µA 763 µA/V 20.9 µA/V

M6 128 µm/160 nm 28.7 µA 680 µA/V 29.4 µA/V

M7 96.6 µm/160 nm 56.3 µA 1.49 mA/V 40.5 µA/V

M8 264 µm/160 nm 56.3 µA 1.33 mA/V 57.6 µA/V

MC1 46 µm/60 nm 45.1 µA 1.01 mA/V 126 µA/V

MC2 87.4 µm/60 nm 45.1 µA 906 µA/V 169 µA/V

∗ gmb1
= 109 µ A/V

operating in saturation, one can solve for the size aspect ratio
(

W
L

)

k
of transistors M2−8

and MC1,2 to achieve these bias conditions and find

(

W

L

)

k

=
IDk

I0
exp

(

− VDD

2nVT

)

. (6.21)

On the other hand, the bulk-driven transistors i.e. M1 will have |VGS| = |VDS| =
|VBS| = VDD/2 for an input common-mode level of VDD/2, and the aspect ratio is given

by

(

W

L

)

1

=
ID1

I0
exp

(

−VDD

2VT

)

(6.22)

In this technology, I0 = 1.1 × 10−11A for NMOS transistors, I0 = 4.1 × 10−12A for

PMOS transistors, and n ≃ 1.1 for both NMOS and PMOS transistors. Further details

and circuit set-up to extract these components using the circuit simulator are shown in

Appendix C.

The current, transconductance, output conductance, and dimensions of each transis-

tor in the proposed design are listed in Table. 6.1.
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Figure 6.18: Chip microphotograph of the fabricated OTA

6.1.5 Measurement Results

To confirm the validity of the theoretical results, the OTA circuit with self-biasing of

Fig. 6.5(b) was fabricated in a 65 nm general-purpose CMOS technology. The OTA

was designed with for a nominal DC gain of 47 dB and a unity-gain frequency of 28

MHz operating off a 0.5 V supply. The transistor dimensions and operating conditions

are listed in Table 6.1. The compensation capacitors CC1 and CC2 are equal 300 fF. The

OTA drives a 3 pF load capacitance. A microphotograph of the fabricated OTA is shown

in Fig. 6.18. The OTA occupies an active core area of 55µm × 90µm.

Fig. 6.19 shows the measured open-loop frequency-response of the OTA at VDD = 0.5

V. The input and output signals were acquired using active FET probes (Tektronix

TAP1500 and TAP2500) and time-domain measurements were carried out using a dig-

ital oscilloscope (Tektronix DPO7254). The measured low-frequency gain is 46 dB, the

unity-gain frequency is 38 MHz, and the phase margin is 57◦.

Fig. 6.20 shows the maximum output voltage swing, where the maximum output

swing is defined here as the peak-to-peak output voltage at which the low-frequency

gain drops by 3 dB. The maximum output swing is 0.45 V. The measured low-frequency
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Figure 6.19: Measured open-loop frequency-response at VDD = 0.5 V

CMRR and PSRR are 35 dB and 37 dB, respectively, for a supply voltage of 0.5 V.

Furthermore, the supply voltage was swept from 0.3 to 1 V, and the low-frequency

gain was observed. As shown in Fig. 6.21, the dc gain remains higher than 42 dB for a

supply voltage as low as 0.35 V. This is due to the self-biasing mechanism of the circuit.

The OTA consumes a total dc power Pdc of 182 µW at VDD = 0.5 V, and 17 µW at

VDD = 0.35 V.
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Table 6.2: Comparison between simulated and measured performance of the op-amp

Parameter
VDD = 0.5 V VDD = 0.35 V

Simulated Measured Simulated Measured

DC gain 47 dB 46 dB 41 dB 43 dB

Unity-gain freq. 28 MHz 38 MHz 3.4 MHz 3.6 MHz

Slew rate 48 V/µs 43 V/µs 4.2 V/µs 5.6 V/µs

Phase margin 70◦ 57◦ 76◦ 56◦

Output swing 0.37 V 0.45 V 0.24 V 0.31 V

CMRR >30 dB 35 dB >30 dB 46 dB

PSRR >33 dB 37 dB >33 dB 35 dB

Power 146 µW 182 µW 13 µW 17 µW

To verify closed-loop operation of the fabricated OTA, a unity-gain configuration

set-up was used. A rail-to-rail sinusoidal input was applied. The input and output wave-

forms are shown in Fig. 6.22 for both VDD = 0.5 V and VDD = 0.35 V. To verify the

operation of the OTA at common-mode levels near the supply rails, a small-signal input

was applied with input common-mode voltages VCM of 0.05 V and 0.45 V for VDD = 0.5.

The input and output waveforms are shown in Fig. 6.23. Worst case measured slew rate

is 43 V/µs for VDD = 0.5 V and 5.6 V/µs for VDD = 0.35 V. The measured low-frequency

CMRR is 35 dB for VDD = 0.5 V and 46 dB for VDD = 0.35 V; whereas the measured

low-frequency PSRR is 37 dB for VDD = 0.5 V and 35 dB for VDD = 0.35 V. The average

input-referred offset of five measured samples is 7.3 mV at VDD = 0.5 V

Table 6.2 compares the performance of the OTA from simulations with the measured

performance at VDD = 0.5 V and at VDD = 0.35 V. The fabricated OTA consumes slightly

more power than expected from simulations which results in increase in the unity-gain

bandwidth and reduction in the phase margin. This result was not predicted by the

simulations. However, by ensuring enough phase margin in the initial design this did

not affect the stability of the closed-loop OTA. The reported values of the CMRR and

PSRR are the average of four sample chips. The measured values are consistent with the

predicted results from simulations under mismatch due to process variations.

Table 6.3 compares the performance of the OTA with other ultra-low voltage OTA

designs in the literature. Only ultra-low voltage OTAs with rail-to-rail input-range are

considered. The proposed OTA operates from a supply voltage as low as 0.35 V while

providing acceptable performance. A Figure of Merit (FoM) that is commonly used to
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Figure 6.22: Rail-to-rail input/output waveforms for (a) VDD = 0.5 V (b) VDD = 0.35 V
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Figure 6.23: Input/output for VDD = 0.5 V with (a) VCM = 0.05 V (b) VCM = 0.45 V
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compare OTAs based on their speed, capacitive driving capability, and power consump-

tion [93] is defined as

FoM1 = 100× fT × CL

Idc
(6.23)

where fT is the unity-gain frequency, CL is the load capacitance, and Idc is the current

consumption of the OTA.

Another FoM was suggested in [102] to incorporate the threshold-voltage of the

technology to reflect the extent of low-voltage operation, and is defined as

FoM2 = 100× fT × CL

Idc
× VTHn

+ |VTHp
|

VDD
(6.24)

where VTHn
and VTHp

are the threshold voltages of the NMOS and PMOS transistors

that are used in the design, respectively.

6.2 Ultra-low Voltage Bandgap Reference

A bandgap reference (BGR) is a crucial building block in both analog and digital parts

of the IC design to provide an accurate, temperature insensitive, and supply independent

voltage reference. The use of BGRs is omnipresent in applications that require high level

of precision such as power supply regulators, current sources, data converters, and digital

memory.

The trend towards smaller transistors and lower supply voltages has led to new tech-

niques in BGR design. Earlier BGRs were used to generate an output voltage of 1.25

V. The minimum supply voltage of a conventional BGR is limited by this value; that is

nearly the bandgap of silicon. In order to overcome this limit, several design techniques

were developed to generate output voltages that are less than 1.25 V [110]. Most BGRs

fabricated in CMOS technology utilize the base-emitter voltage (VBE) of diode-connected

parasitic vertical bipolar-junction-transistors (BJTs) to generate temperature-dependent

voltages or currents. The nominal value of VBE is around 0.7 V, which constitutes a min-

imum limit on the supply voltage in BGRs that use parasitic BJTs. BGRs that operate

from supply voltages near 0.7 V often eliminate parasitic BJTs to lower the supply volt-

age limit [111–113].



Table 6.3: Comparison of OTA performance with reported ulra-low voltage OTAs

JSSC’02 [99] JSSC’05 [100] TCAS’07 [101] TCAS’14 [102] This work

Technology CMOS 2.5 µm CMOS 0.18 µm CMOS 0.35 µm CMOS 0.13 µm CMOS 65 nm

Power supply 0.90 V 0.50 V 0.60 V 0.25 V 0.50 V 0.35 V

DC gain 70 dB 52 dB 69 dB 60 dB 46 dB 43 dB

Unity-gain frequency 5.6 kHz 1.2 MHz 11.4 kHz 1.88 kHz 38 MHz 3.6 MHz

Slew rate - 2.89 V/µs 14.6 mV/µs 0.64 mV/µs 43 V/µs 5.6 V/µs

THD - 1 % 0.08 % 0.2 % 0.4 % 0.6 %

Input-refereed noise - 280 nV/
√
Hz 290 nV/

√
Hz 3.3 µV/

√
Hz 938 nV/

√
Hz † 926 nV/

√
Hz †

Load capacitance 12 pF 20 pF 15 pF 15 pF 3 pF

Phase margin 62 ◦ - 65 ◦ 53 ◦ 57 ◦ 56 ◦

Power consumption 0.32 µW 110 µW 550 nW 18 nW 182 µW 17 µW

Die area 0.5 mm2 0.026 mm2 0.06 mm2 0.083 mm2 0.005 mm2

FoM1 13.4 V−1 22.7 V−1 18.7 V−1 39.2 V−1 31.3 V−1 22.2 V−1

FoM2 - 45.4 V−1 44.6 V−1 67.4 V−1 37.6 V−1 38.1 V−1

† simulated
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Figure 6.24: The concept of bandgap reference

Here, we present a BGR that operates from a 0.6 V power supply in 65 nm CMOS

technology. The design combines several techniques to address the challenges that arise

from sub-1V operation.

6.2.1 BGR Fundamentals

Traditionally, a BGR generates a temperature independent output voltage by sum-

ming two scaled voltages (or currents); one that is proportional to absolute temperature

(PTAT), and another that is complementary to absolute temperature (CTAT). The VBE

of a single BJT is often used as the CTAT voltage, while the PTAT voltage is often

generated from the difference of the base-emitter voltages ∆VBE of two BJTs that are

different in area size, where ∆VBE ∝ VT = kT/q. The concept is depicted in Fig. 6.24.

A conventional BGR, that is based on the concept illustrated in Fig. 6.24, generates

a reference voltage VREF = VBE + βVT , where β is a scaling factor. At room temper-

ature, the PTAT temperature coefficient ∂VT /∂T ≃ +0.087 mV/◦C, while the CTAT

temperature coefficient ∂VBE/∂T ≃ −1.5 mV/◦C. Therefore, to obtain a zero tempera-

ture coefficient at room temperature i.e. ∂VREF/∂T ≃ 0, β must be set to 17.2. This
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results in VREF = VBE + 17.2 × VT ≃ 1.25 V, that is the minimum reference voltage

obtained from this BGR [105]. Clearly, this topology is not suitable for sub-1V CMOS

technologies.

An alternative way to circumvent the silicon bandgap limitation is by summing

temperature-dependent currents instead of voltages. Fig. 6.25 shows a BGR that was

proposed by Banba et al [114] to realize current-mode summation using resistive subdi-

vision. The CTAT current I2 and the PTAT current I3 are combined in transistor M2

and mirrored to transistor M3 where the temperature-independent current is converted

to voltage through the resistor R4. The resulting voltage reference is given by

VREF = R4(
VBE

R2
+

∆VBE

R3
) (6.25)

where values of resistors R2 and R3 can be chosen to nullify the temperature dependence

around a certain temperature, whereas R4 is chosen to scale the voltage to the desired

level. Due to this added degree of freedom, this topology allows realizing reference

voltages below the limit set by the silicon bandgap i.e. 1.25 V. However, this design

suffers from several shortcomings as the voltage supply scales down. From Fig. 6.25, the

minimum supply voltage is

VDDmin
= VBE1 + VDsat

(6.26)

where VDsat
is the overdrive voltage above the transistor saturation level. For VBE1 ≃ 0.7

V and VDsat
≃ 0.1 V, VDDmin

≃ 0.8 V which is the minimum supply voltage limit for this

topology.

6.2.2 The Proposed BGR

In order to allow BGR realization with lower supply voltage, BJTs should be eliminated

to avoid the VBE drop. One possible solution is to replace the BJT with a diode-connected

MOS transistor that behaves like a diode and provides a negative temperature coefficient.

BGRs that use MOS-only implementations can operate from a supply voltage as low as

0.6 V [111–113]. Although removing the BJTs allows supply voltages below 0.8 V in

principle, there are various challenges in the realization of such BGRs. In addition

to increased sensitivity to supply and process variations, the design of the BGR op-amp

becomes a great challenge. Providing high gain to regulate the loop, achieving wide input

range common-mode, and the need for a start-up circuit are all important considerations
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Figure 6.25: Low voltage BGR proposed by Banba et al

Figure 6.26: The Proposed BGR

when designing a BGR op-amp at such low supply voltages.

The schematic of the proposed BGR circuit is shown in Fig. 6.26. Diode-connected

BJTs in a conventional BGR are replaced with diode-connected NMOS transistors that

operate in the sub-threshold region where the gate-to-source voltage VGS is around the
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NMOS threshold voltage VTHn
. The saturation current of a MOS transistor in the sub-

threshold region [108] is given by

ID = I0
W

L
exp

(

VGS

nVT

)

(6.27)

where

I0 = 2µnCoxVT
2n exp

(

VTHn

nVT

)

, (6.28)

µn is the electron mobility, Cox is the oxide capacitance, and n ≃ 1.1 is the gate-coupling

constant.

For VS = 0, we can rewrite the gate voltage

VG = nVT ln

(

ID/I0
W/L

)

. (6.29)

The threshold voltage of an NMOS transistor has a negative temperature coefficient.

Therefore, its temperature dependence can be linearized around temperature T0 such

that

VTHn
(T ) = VTHn

(T0) +
∂VTHn

∂T
(T − T0) (6.30)

where VTHn
(T0) is the threshold voltage of the NMOS transistor at T = T0, and ∂VTHn

/∂T

is the temperature coefficient of the threshold voltage at T = T0.

Since the gate of transistor MN1 is biased near the threshold voltage and the bias

current is very low, we can write the temperature-dependent gate-voltage VG1 as

VG1(T ) ≃ VTHn
(T ) = VTHn

(T0) +
∂VTHn

∂T
(T − T0) , (6.31)

and its the temperature coefficient is

∂VG1(T )

∂T
≃ ∂VTHn

∂T
. (6.32)

On the other hand, the difference between the gate voltage of MN1 and that of MN2

is given by

∆VG = nVT ln

[

ID1

ID2

(W/L)2
(W/L)1

]

, (6.33)

and its temperature coefficient is

∂∆VG(T )

∂T
≃ n

K

q
ln

[

ID1

ID2

(W/L)2
(W/L)1

]

. (6.34)
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Figure 6.27: The low-voltage BGR proposed by Ytterdal

The PTAT current generated by ∆VG is added to the CTAT current generated by

VG1, and resistor values R2 and R3 are used to scale the two quantities. The reference

voltage at the output of the BGR is

VREF = R4

(

VG1

R2
+

∆VG

R3

)

. (6.35)

To eliminate temperature dependence around T = T0, the condition

1

R2

∂VG1(T )

∂T
+

1

R3

∂∆VG(T )

∂T
= 0 (6.36)

must be satisfied, which requires

R3

R2
= −K

q

n

∂VTHn
/∂T

ln

[

ID1

ID2

(W/L)2
(W/L)1

]

. (6.37)

6.2.3 The Proposed BGR

A similar circuit that uses diode-connected MOS transistors was proposed by Ytterdal

in [113] with simulation results to verify its functionality at low supply voltages. The

circuit is shown in Fig. 6.27. However, the circuit in [113] suffers from several shortcom-

ings that may affect the robustness of the design. The voltage threshold of the PMOS
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Table 6.4: Transistors dimensions of the OTA used in the BGR design

W/L

M1 20 µm/800 nm

M2 14 µm/800 nm

M3 20 µm/800 nm

M4 12 µm/800 nm

M5 20 µm/800 nm

M6 12 µm/800 nm

M7 22 µm/800 nm

M8 120 µm/800 nm

MC1 10 µm/500 nm

MC2 50 µm/500 nm

transistors of the BGR and the op-amp in [113] was reduced by pulling a constant bi-

asing current out of the bulk of the transistor. This technique is called Current-Driven

Bulk (CDB) [115]. The bias current in the circuit proposed in [113] is generated from a

diode-connected transistor which makes it very sensitive to process and supply variations.

Furthermore, the op-amp suggested in [113] for the ultra-low voltage operation uses low-

VTH input NMOS transistors to increase the input common-mode range of the op-amp

and generate enough gain at low input voltage. However, unless native (or depletion)

transistors are used, the gain drops when the input voltage is near 0 V and a start-up

circuit is inevitable to ensure operation at the correct bias point. Native, depletion, and

sometimes low-VTH transistors are not always available in standard CMOS technologies.

In addition, the op-amp suggested in [113] is biased using a simple current source that

is derived directly from the raw supply voltage. Most BGR op-amps use a bias current

derived from the BGR itself to ensure reliability [116].

In the proposed design shown in Fig. 6.26, the bulk of each of the PMOS transis-

tors MP1,MP2 and MP3 is shorted to its gate to lower the threshold voltage. The MOS

transistor that uses this technique is called Dynamic-Threshold MOS (DTMOS) transis-

tor [117]. Using DTMOS transistors provides a robust way to bias the bulk of the PMOS

transistor without the need for an extra biasing circuit and allows the PMOS transistor

to be on at a very low voltage.

The OTA used in the design of the proposed BGR is based on the architecture pro-

posed in Section 6.1 with different transistor dimensions to reduce power consumption
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Figure 6.28: Simulated reference voltage versus temperature

and ensure proper operation. The dimensions of the OTA used in the proposed BGR

design are shown in Table 6.4.

6.2.4 Simulation Results

Fig. 6.28 shows the simulated reference voltage over temperature range from -40◦C to

100◦C. The average temperature coefficient is 19 µV/◦C or 64 ppm/◦C. Fig. 6.29 shows

the simulated reference voltage versus supply voltage. The proposed BGR provides a sta-

ble reference voltage with supply voltage as low as 0.45 V. The power consumption is 66

µW at VDD = 0.6 V. and the PSRR at low frequency is 54 dB. The PSRR frequency re-

sponse is shown in Fig. 6.30. Table 6.5 shows a performance summary of BGR designs in

the literature that are capable of operating from a supply voltage near or lower than VBE .

6.3 LDO Voltage Regulator

Finally, we demonstrate the design and implementation of a complete LDO regulator

for ultra-low voltage ultra-low power applications with supply voltage as low as 0.65 V

in a 65 nm CMOS technology. The design combines several techniques to address the

challenges that arise from sub-1V operation. We also discuss the fundamentals of LDO

voltage regulators as well as the circuit design theory and details of the designed circuit.
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Figure 6.29: Simulated reference voltage versus supply voltage

Figure 6.30: Simulated PSRR of the BGR

6.3.1 Fundamentals of LDO voltage regulators

A conventional LDO voltage regulator similar to the one shown in Fig. 6.1 is often

designed to have two dominant poles and one dominant LHP zero that is sometimes

exploited to enhance stability [118]. Therefore, the open-loop gain of the system can be
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Table 6.5: Performance comparison between sub-1V BGR designs in the literature

Reference
CMOS

technology

VDD(V )

nom. min.
VREF (V)

Temperature

range (◦C)

TC

(ppm/◦C)

Power

(µW)

[111] 0.6 µm 0.8 0.8 0.356 -40 to 120 18 2

[112] SOI 1.0 0.6 0.530 25 to 80 38 1 100

[113]2 0.13 µm 0.6 0.55 0.400 -40 to 100 93 -

This work 3 65 nm 0.6 0.45 0.300 -40 to 100 64 66

1 calculated from reported 0.02 mV/◦C over specified temperature range
2,3 based on simulation results

given as

Aol(s) = AEAAMP

(1 + s/z1)

(1 + s/p1)(1 + s/p2)
(6.38)

where AEA is the gain of the error amplifier, and AMP
is the gain of the pass-transistor

which is given by AMP
= gmp

[

RL||rop||(R1 +R2)
]

≃ gmp
RL where RL represents the

load resistance which is directly related to the load current IL by RL = VOUT/IL.

The first dominant pole p1 controlled by the compensation capacitance CC is given

by

p1 = − 1

[RL||rop||(R1 +R2)]CC

≃ − 1

RLCC

. (6.39)

The second pole p2 is often the dominant pole of the error amplifier. Other non-

dominant poles in the system include the pole caused by the load capacitance CL and

is given by p3 ≃ −1/(RESRCL), the pole caused by the input capacitance at the non-

inverting terminal of the error amplifier, as well as the non-dominant poles of the error

amplifier. Therefore, there is a potential of instability in the system if the non-dominant

poles are not placed far beyond the unity gain frequency fU . The LHP zero z1 which is

equal to −1/(RESRCC) can be utilized to remedy the situation by adding positive phase

shift to the response and enhancing the phase margin. This usually comes at the expense

of causing ripples in the transient response of the regulator due to changes in the load

current.

A closer look into Eq.(6.38) reveals that both RL, AMP
, and p1 are dependent on

the load current, and changes in their values cause the open-loop frequency response
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to vary. Since the load current can range between zero in the no-load condition and

maximum current ILmax, it is imperative to ensure that the system is stable over the

entire range. The first pole is directly proportional to the load current since p1 ≃
−1/(RLCC) = −IL/(VOUTCC), while AMP

is proportional to 1/
√
IL since gmP

∝
√
IL

and RL ∝ 1/IL. Thus, the unity gain frequency, approximated by fU ≃ AMP
p1, increases

as the load current increases i.e. fU ∝
√
IL which causes reduction in the phase margin

and potential instability. The LDO regulator must be stable at the worst case condition,

that is at the maximum load current. A depiction of the open-loop frequency response

of an LDO regulator under minimum and maximum load current conditions are shown

in Fig. 6.31.

An LDO regulator filters out power supply noise and fluctuations, effectively shielding

Figure 6.31: Frequency response of LDO regulator for minimum and maximum IL
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Figure 6.32: Simulated VOUT vs. VDD

the load from supply perturbations. The regulator is desired to achieve this over a wide

range of variations in supply voltage, load current, and temperature. The regulator

should maintain its performance using minimum quiescent current (IQ) and minimum

drop-out voltage (VOUT−VIN) to enhance power efficiency. The regulator should also have

a high power-supply rejection-ratio (PSRR) to ensure sufficient supply noise isolation.

An LDO regulator that has good power supply shielding should have low line regulation

and high PSRR. Line regulation is defined as the ratio of the change in the output voltage

∆VOUT to the change in the supply voltage ∆VIN at a specific load current, and is given

by

∆VOUT

∆VIN
≃ gmp

rop
Aβ

+
1

β

(

∆VREF

∆VIN

)

(6.40)

where β = R1/(R1 +R2), and ∆VREF/∆VIN is the supply sensitivity of the BGR circuit

that generates VREF . Line regulation is evaluated in dc by plotting VOUT versus swept

values of VIN .

PSRR is the voltage gain from VIN to VOUT , and is evaluated in ac by plotting the

ac gain ∆vREF/∆vIN over the frequency range of interest [119]. At low frequency, the



Peripheral Circuits for Sub-1 V Operation 203

PSRR of a regulator is given by

PSRR = −

rop||(R1 +R2)

Aolβ

rop +
rop||(R1 +R2)

Aolβ

≃ − 1

Aolβ
. (6.41)

Output voltage insensitivity to variations in the load is described using load regulation.

Load regulation is defined as the the ratio of the change in the output voltage ∆VOUT to

the change in the load current∆IL, and is given by

∆VOUT

∆IL
= − rop

1 + Aβ
. (6.42)

Another important metric to evaluate the regulator insensitivity to load variations is the

transient response, and is measured by applying a step load current from ILmin
to ILmax

and vice versa. Corresponding variations in the output voltage are measured such as

rise/fall time, settling time, and overshoot.

Power efficiency of an LDO regulator is defined as

POUT

PIN

=
VOUT

VIN

IOUT

IIN
=

VOUT

VIN

IL
IL + IQ

(6.43)

where IQ is the quiescent current, which is the current drawn from the supply by the error

amplifier and the feedback resistors when the load current is zero. Eq. (6.43) signifies

the importance of reducing the drop-out voltage and the quiescent current to improve

the regulator efficiency.

6.3.2 Simulation Results

A conventional LDO voltage regulator similar to the one shown in Fig. 6.1 was designed

in 65 nm CMOS technology to provide a maximum load of 5 mA. The width of the

pass-transistor MP is set to 2.7 mm and its channel-length to 540 nm. The bulk of the

pass-transistor MP is shorted to its gate to help lower the threshold voltage and reduce

the transistor size. The resistors R1 and R2 are set to 41 kΩ and 49 kΩ, respectively. The

resistor ratio is chosen to yield a 0.55 V at the output from a voltage reference of 0.3 V.

The LDO regulator operates from a minimum supply voltage of 0.6 V. The compensation

capacitor CC is an off-chip capacitor and is set to 5 µF. The error amplifier and the BGR

circuits are similar to those discusses in Section 6.1 and Section 6.2.

Fig. 6.32 shows the simulated output voltage versus the input voltage (excluding the
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Figure 6.33: Simulated VOUT vs. IL

Figure 6.34: Simulated PSRR of the LDO voltage regulator

BGR) at IL = ILmax
= 5mA, which results in line regulation of 36 mV/V . Fig. 6.33

shows the simulated output voltage with respect to the load current variation between

1 mA and 5 mA, which results in load regulation of 0.08 mV/mA. The simulated low-

frequency PSRR is 47 dB. The PSRR frequency response of the LDO regulator is shown

in Fig. 6.34. In in Fig. 6.35, the simulated transient response to load current changing
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Figure 6.35: Simulated transient response of the regulator

between 0 mA and 5 mA is shown. The total quiescent current of the voltage regulator

is 116 µW which is equivalent to nearly 90 % power efficiency.

6.4 Summary

In this chapter, the design of the peripheral circuits needed for the ultra-low-voltage

operation in the sub-1 V range was demonstrated. An OTA for ultra-low voltage oper-

ation was proposed to tackle the challenges of low voltage operation in modern CMOS

technologies. The input stage of the proposed OTA utilizes two low-voltage techniques;

namely the pseudo differential pair and the bulk-driven MOS transistor. By combining

the two techniques, the proposed OTA simultaneously allows both minimum supply volt-

age operation and rail-to-rail input common-mode range. The proposed OTA deploys

a self-biasing technique that significantly enhances the common-mode and power-supply

rejection and also ensures robustness under expected levels of process variations. The

proposed self-biasing technique eliminates the need for an extra biasing circuitry, al-

lowing saving in area and power consumption. The enhanced insensitivity to process

variations introduced by the self-biasing technique helps increase the technology yield

for low-voltage design where the risk of circuit non-functionality is usually high. To ver-
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ify the theoretical findings, a three-stage OTA for low-voltage application was designed

and fabricated in a 65 nm CMOS technology. The proposed OTA provides a gain of 46

dB at a supply voltage of 0.5 V and a gain of 43 dB at a supply voltage of 0.35 V. The

measured CMRR is 35 dB at VDD = 0.5 V and 46 dB at VDD = 0.35 V, whereas the

measured PSRR is 37 dB at VDD = 0.5 and 35 dB at VDD = 0.35 V. Furthermore,

bandgap reference and voltage regulator that operate from sub-1 V power-supply were

designed utilizing the proposed ultra-low-voltage OTA. Simulation results were provided

to verify the operation principles of the two circuits.



Chapter 7

Conclusion and Future Work

The work presented in this thesis has discussed solutions for two main demands in mod-

ern CMOS technology. The first of these demands is the need for wide frequency-range

frequency synthesizer phase-locked loops (PLLs), whereas the second demand is the need

for ultra-low-voltage circuit blocks that can operate from sub-1 V power supply. That in-

cludes PLLs as well as biasing circuitry such as op-amps, bandgap references, and voltage

regulators. In addition, the thesis has tackled few other topics related to CMOS circuit

design and PLL design such as MOST transistor characterization, loop filter design in

PLLs, and behavioral modeling of PLL components.

This chapter is divided into two sections. The first section concludes and summarizes

the work presented in this thesis, whereas the second section suggests potential areas of

improvement and expansion of this work for the future.

7.1 Summary and Conclusion

An introduction to the scope of the thesis was presented in Chapter 1. The challenges

posed by the advance of CMOS technology were discussed. The focus of this work was

highlighted by discussing two potential technology demands were emphasized in further

details; namely the need for wide tuning-range frequency synthesizers and the down-

scaling of supply voltage in CMOS technology. The primary contributions and thesis

overview were presented in this chapter.

Chapter 2 and 3 serve as background material for the chapters to come. In Chapter 2,

we covered several topics related to our top-down approach to PLL design. An overview

207
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of the PLL from a system perspective was presented. The behavior and representation

of the main building blocks of the PLL were discussed from a system point of view.

Key parameters and definitions to quantify the performance of the PLL were described.

Mapping the system-level specifications of the PLL into circuit parameters was briefly

discussed. A short introduction to Verilog-A language was presented to enable behav-

ioral modeling of the PLL building blocks in the chapters to come. Finally, a simple tool

to characterize the MOS transistor using a set of normalized parameters was developed.

This tool was used in the transistor-level design of the CMOS circuits used throughout

the thesis.

In Chapter 3, we discussed the design of the individual building blocks of the PLL;

namely VCO, PFD/CP, frequency dividers, and loop filter. For each of the VCO,

PFD/CP, and frequency dividers, we discussed the principle of operation, non-idealities,

performance metrics, and behavioral modeling using Verilog-A. Examples of transistor-

level implementation of each of these blocks were presented and discussed. In another

contribution of this thesis, we ended the chapter by discussing the various choices avail-

able for the design of the loop filter which directly impact the performance of the PLL.

Analytical comparison between different loop filter topologies and orders was presented

with detailed qualitative and quantitative analysis.

Chapter 4 presented a complete methodology to model, design, and implement wide

tuning-range PLLs using a top-down approach. Mathematical equations that illustrate

the contribution of the different sources of noise in the PLL were discussed. Behavioral

models that encompass the non-idealities of the PLL components were described using

Verilog-A language. The PLL components were designed and noise performance of each

component is evaluated using transistor-level simulations. The extracted jitter from the

individual blocks was used to find the over-all system noise. The proposed methodology

takes into account the variations in the loop dynamics due to changes in the VCO gain

and noise, frequency divider ratio, and charge pump current. While optimizing the PLL

for maximum tuning-range, the methodology also considers the trade-off between noise,

speed, and reference spurs attenuation. The design and implementation of an integer-N

frequency synthesizer PLL that covers a continuous frequency range from 156.25 MHz

to 10 GHz using a 65 nm CMOS technology was demonstrated. Measurement results to

verify the accuracy of the models and validate the predictions made by simulations are

provided.

The design of ultra-low-voltage PLLs that operate from sub-1V power supply was

discussed in Chapter 5. The design of frequency synthesizer PLLs that can operate in
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the GHz range while operating from sub-1V supply is a great challenge. The design of

the different building blocks of the PLL and the trade-off between the different design

choices were discussed in details. The design of a 1-GHz frequency synthesizer PLL that

operates from a 0.55 V power supply was presented. The PLL was fabricated in 65 nm

CMOS technology and measurement results were presented to verify the design.

The design of an ultra-low-voltage ultra-low-power operational-transconductance-

amplifier (OTA) was presented in Chapter 6. The input stage of the proposed OTA

utilized a bulk-driven pseudo-differential pair to allow minimum supply voltage while

achieving a rail-to-rail input range. All the transistors in the proposed OTA operate in

the subthreshold region. Using a novel self-biasing technique to bias the OTA obviated

the need for extra biasing circuitry and enhances the performance of the OTA. The pro-

posed technique ensures the OTA robustness to process variations and increases design

feasibility under ultra-low-voltage conditions. Moreover, the proposed biasing technique

significantly improves the common-mode and power supply rejection of the OTA. To

further enhance the bandwidth and allow the use of smaller compensation capacitors,

a compensation network based on a damping-factor control circuit was exploited. The

OTA was fabricated in a 65 nm CMOS technology. Measurement results show that the

OTA can operate at supply voltage as low as 0.35 V. The proposed OTA was used as a

building block in the design of ultra-low-voltage bandgap reference and linear-drop-out

(LDO) voltage-regulator that operate from a supply voltage as low as 0.6 V.

7.2 Future Work

The design of the wide-range frequency synthesizer PLL can be improved in various

ways. The frequency range can be enhanced by using frequency multipliers to generate

output frequencies greater than 10 GHz. The frequency step-size can be further reduced

using a Delta-Sigma (∆Σ) modulator in the frequency divider. Furthermore, the effect

of supply-voltage noise can be reduced if on-chip LDO voltage-regulators are used. This

can improve the phase noise of the PLL and reduce the total jitter.

Some modifications can be applied to the design of the ultra-low-voltage PLL. Be-

cause of the difficult-to-predict performance of bulk-biased transistors, the measurement

results showed that the PLL produced more jitter than predicted. Careful layout should

ensure complete isolation of the transistors and the blocks that use bulk-biasing. This

can be done by extensively using guard rings and different supplies. On-chip voltage
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regulators can help further improve the noise performance of the PLL. In addition, for

space limitations the loop filter was designed off-chip. Ideally, on-chip loop filter are

preferred to ensure full integration of the system.

In the area of ultra-low-voltage building blocks, there remains myriad of possibilities

for future work. The field seems very open to many applications that can operate from

sub-1 V power supplies such as solar cells and energy harvesting applications. There

are different implementations in the literature for ultra-low-voltage circuits and there

are still many challenges to overcome. Analog circuits that can benefit from ultra-low-

voltage operation include active filters, oscillators, rectifiers, and PLLs.

As a future work, the novel biasing technique proposed for the design of the ultra-low-

voltage OTA in Chapter 6 can be applied to conventional OTA designs. The proposed

biasing technique was proved to enhance common-mode rejection, power-supply rejection,

and robustness against process variations. The technique was proposed as a solution for

ultra-low-voltage operation. Nonetheless, the concept proposed by the biasing technique

can be applied to conventional multi-stage OTAs as a method to enhance common-mode

rejection and power supply rejection.



Appendix A

LC-VCO Design Parameters

To evaluate the equivalent small-signal parameters of the LC-VCO discussed in Section

3.1.1. and Section 4.2.1, the simulator needs to evaluate gL, gv, gtank, gact, and kosc. Fig.

A.1 shows the circuit simulation set-up used to evaluate these parameters.

Since small-signal parameters are our main interest, ac analysis will be used. The

differential output of the VCO is excited by an ac input current and four different zero-

dc voltage-sources are used as current probes to evaluate the ac current flowing in the

different branches. The small-signal parameters are evaluated as follows:

gactn =
i(VT1)

VOP − VON
(A.1)

gactp =
i(VT2)

VOP − VON
(A.2)

gL =
i(VT3)

VOP − VON

(A.3)

gv =
i(VT4)

VOP − VON
(A.4)

and the following parameters can be easily inferred:

gact = gactn + gactp (A.5)

gtank = gL + gv (A.6)

kosc =
gact
gtank

(A.7)
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Figure A.1: Simulation set-up to evaluate LC VCO design parameters



Appendix B

Calculation of Phase Noise from

Time Periods

Timing jitter causes the frequency at the output of the VCO to dither. The VCO

behavioral models in Listings 3.3 and 4.1 save the time periods in a ”.m” file. Further

processing using MATLAB is needed to generate the phase noise profile from the dithered

time periods. To ensure enough averaging, more than 107 periods were often saved. The

MATLAB code shown in Listing B.1 uses the psd function to compute the phase noise

profile from the time periods over the frequency range fout/nfft to fout/2, where nfft

is the the number of Fast Fourier Transform (FFT) points. Using small nfft limits the

frequency range of the computed phase noise profile, whereas a large nfft may result

is less uncertainty because of the reduced amount of averaging. The spectrum should

finally be divided by the resolution bandwidth rbw used in the calculation.

To speed up the simulations at the system level, the frequency divider noise can

be referred to the input. This requires less simulator tolerance time since all jitter

disturbances are added at the same transition points. To further enhance the speed of the

simulation, the VCO can be combined with the noiseless frequency dividers to generate

an output frequency of fout/N where N is the divider ratio. The reduced maximum

frequency of the system allows for faster simulation and smaller step size. If the jitter of

a certain building block is too small with respect to the simulator tolerance, the jitter

can be scaled up in the behavioral models. In Chapter 4, we referred all in-band noise

sources to the input and used a jitter scalar of 100 to multiply with the jitter values of

the components to make the jitter more pronounced and reduce the required tolerance.

This was accounted for in the MATLAB code by scaling down the noise spectrum.
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n f f t =2ˆ16; % should be power of two

winLength=n f f t ;

over lap=n f f t /2 ;

winNBW=1.5; % Noise bandwidth given in b ins

N=1; % Div ider r a t i o s c a l i n g i f merged with VCO

% J i t t e r s c a l e c o r r e c t i o n i f used to r e l ax s imu lator t o l e r an c e time

J i t t e r S c a l e =1;

% Load the data from the f i l e generated by the VCO

per iod s=load ( ’ p e r i od s .m’ ) ;

% output e s t imate s of per iod and j i t t e r

T=mean( per i od s ) ;

% compute the cumulat ive phase of each t r a n s i t i o n

phases=2∗p i ∗cumsum( per i od s )/T;

% compute power s p e c t r a l d en s i ty of phase

[ Sphi , f ]=psd ( phases , n f f t , 1/T, winLength , over lap , ’ l i n e a r ’ ) ;

% co r r e c t for FFT window , j i t t e r s ca l e , & d iv i d e r r a t i o

Sphi=(N/ J i t t e r S c a l e )ˆ2∗winNBW∗Sphi/ n f f t ;
rbw = winNBW/(T∗ n f f t ) ;
%Remove dc component

K = length ( f ) ;

f=f ( 2 :K) ;

Sphi=Sphi ( 2 :K) ;

% Correct for r e s o l u t i o n bandwidth

Sphi=Sphi/rbw ;

% p lot the r e s u l t s ( except at DC)

semi logx ( f ,10∗ l og10 ( Sphi ) ) ;

Listing B.1: Computation of phase noise from time periods using MATLAB



Appendix C

Extraction of MOS Transistors

Subthreshold Parameters

The drain current of a PMOS transistor in the sub-threshold region is given by

IDn
= I0

W

L
exp

[ |VGS|+ (n− 1)|VBS|
nVT

] [

1− exp

(

−|VDS|
VT

)]

. (C.1)

where n is the gate-coupling constant, and I0 is a process-independent constant.

To evaluate the parameters n and I0 of the PMOS transistor for this particular

technology, we used the circuit simulation set-up shown in Fig. C.1. Assuming that

VDS > 3VT , we rewrite Eq. (C.1) as

IDn
= I0

W

L
exp

[ |VGS|+ (n− 1)|VBS|
nVT

]

. (C.2)

To evaluate I0, the circuit simulation set-up in Fig. C.1(a) is used. The gate, drain,

and bulk of the transistor are connected to VDD/2, whereas the source is grounded. This

reduces Eq. (C.2) to

I0 =
IDn

W

L
. exp

(

VDD

2VT

) . (C.3)

To evaluate n, the circuit simulation set-up in Fig. C.1(b) is used. The gate and

drain of the transistor are connected to VDD/2, whereas the bulk and the source are
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Figure C.1: Simulation set-up to extract PMOS transistor subthreshold parameters

grounded. This reduces Eq. (C.2) to

n =
VDD

2VT . ln







IDn

I0
W

L







. (C.4)

Similar circuits can be used to extract n and I0 of NMOS transistors in the sub-

threshold region.

For the application of Section 6.1., VDD = 0.5 V, and the channel-length is 160 nm.

The extracted parameter n for both NMOS and PMOS transistors is 1.1, whereas the

extracted I0 is 1.12 × 10−11 A for NMOS transistors and 4.10 × 10−12 A for PMOS

transistors.
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