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Abstract

A clinically-usefultreatment planning system for external photon beam radiotherapy must

yield fast and accurate calculations of the dose distribution in the patient. The interface of

thl' system should be "user friendly" and designed to minimize user work and errors.

Visualization of the patient volume and dose calculation results should provide necessary

information without being confusing. A software module meeting these criteria has been

implemented within the McGiIl Treatment Planning System (MPS). The MPS program is

written in C code and compiled with CodeWarrior C\C++TM from MetroWerks Inc. The

MPS program runs on the Apple Macintosh platform (either 68K or PowerPC series). This

new software module permits dose calculation (modified Milan-Bl'ntley method) and

viewing of the patient volume in three dimensions. Patient anatomical data is acquired from

computed tomography (CT) or magnetic resonance (MRI) images. The accuracy of the

dose ca1culation has been verified through comparison of the calculated results with water

tank and film measurements.
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Résumé

Un programme efficace de planification de traitement par irradiation externe avec des

photons doit permettre au dosimétriste de calculer de façon rapide et précise la dose dans le

volume traité tout en lui offrant une interface agréable et performante tant au niveau de

l'entrée des données que pour le visionnement du résultat des calculs et du volume du

patient. Les bases d'un tel programme ont été implémentées pour le programme de

planification de traitement "McGill Treatment Planning System" (MPS). Le programme

MPS est écrit en langage C et compilé avec CodeWarrior C\C++™ de MetroWerks Inc. Il

functionne sur plate-forme Apple Macintosh, séries 68K et PowerPC. Le système permet

de calculer la dose (par méthode de Milan-Bentley modifiée) et de visualiser le volume du

patient en trois dimensions. Les données anatomiques du patient sont obtenues par

l'entremise de tomogrammes axials ou de coupes IRM. La précision des calculs du

système a finalement été vérifiée en comparant les résultats calculés avec des mesures prises

dans un réservoir d'eau et avec des films.
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Chapter 1

Introduction

1.1 General Introduction

This chapter describes the basic characteristics of radiotherapy facilities and presents an

overview of the radiotherapy treatment process in which treatment planning programs, the

subject of this thesis work, occupy an important role.

1.2 Introduction to Radiotherapy

Radiotherapy is a treatment procedure that consists of imparting radiation to a diseased

site with either cure or palliation as the goal. Radiation modalities certainly play a major

role in the management of cancer since nearly half of today's cancer patients will receive

radiotherapy as an important part of their treatment.

The radiation can be delivered to a diseased site in different ways. In external beam

radiotherapy, the source of radiation is situated at roughly one meter from the patient.

The radiation is incident on the patient from one or more coIlimated beams having

selected field shapes (field size). The machines that produce the radiation beams are

either linear accelerators or cobalt units. In brachytherapy, radiation is delivered to the

diseased site by either intra-cavitary. interstitial or surface application. This takes the

form of implants of radioactive seeds or ribbons. Photons and electrons. with energies in

the kilo-electron-volt (keV) and mega-electron-voit (MeV) range are the types of

radiation normally employed for radiotherapy procedures.

Different treatment strategies may be chosen when radiotherapy is used for the treatment

of a lesion. In general. the typical procedure for treatments with external bearns is as

follows:

1
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1) Treatmen! SimulatiQn, For treatments that require liule infQrmatiQn Qn the patient

anatQmy, a nQrmal simulatQr unit is used. This unit cQnsists Qf a CQUell and a diagnQstic

x-cuy tube mQunted Qn a gantry that mimics the treatment unit setup. The paticnt is

PQsitiQned Qn the treatment simulator and the physician with the help Qf the simullitor

Qutput (film Qr fluorQseopy) decides the regiQn tQ be treated, called the tllrget vO/llme.

Reference marks are applied on the patient's skin tQ identify the center Qf the treatment

fields. An axial CQntour of the patient is taken in the plane Qf the treatment with the help

Qf a SQft meta\ wire. Other CQntQurs at different levels may be taken if the variatiQn in

size Qf the patient acrQSS the field is important. Finally diagnQstic x-ray films Qf the

prQPQsed treatment fields are prQduced as permanent recQrds.

For cases that require mQre details Qf the patient anatQmy, a CT scan is perfQrmed. The

physician can then draw the target volume directly Qn the CT images. The contours of

the patient in this case are obtained from the CT scans images infQrmatiQn. The patient is

either sent to the simulatQr fQr marking and obtentiQn of the films Qr sent tQ the CT­

SimulatQr tQ be virtually simulated and marked. The CT-SimulatQr is a CT linked tQ a

cQmputer that allQws the physician tQ dQ the simulatiQn through the computer interface by

manipulating the CT images. "Virtual films" Qf any treatment field can be prQduced fQrm

the 3D CT data set.

During the simulatiQn prQcedure, plaster casts, alpha-cradles, Qr omts are fiUed to the

patient shape. These are used, as required, tQ Qbtain accurate and reprQducible pQsitioning

Qf the patient.

2) Treatment plannjng. A treatment with extemal beams is usually composed of mQre

than one beam, each bea!Tl having its Qwn shape, size, energy, impinging angle and

duration (weighting). AIl of these parameters vary from patient to patient. The optima!

beam combination results in delivering a prescribed dose to the target volume and the

minimum possible dose to surrounding healthy tissues. In modem radiotherapy, a

computerized treatment planning system is used to find such an optimal combination.

The patient contour, tumor (target volume) and structure information are sent to the

dosimetrist who operates the computerized treatment planning system. By trying out

severa! combinations of parameters and relying heavily on experience, the dosimetrist

will find the best dose distributions achievable with the technology available in the

2
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department. The ultimate goal of the treatment planning procedure is to produce a so­

called treatment plan. This treatment plan will show isodose lines, or isosurfaces,

connecting the points receiving equal doses, superimposed on the essential anatomical

information of the patient in 2 or 3D. The treatment plan is then presented to the

radiation oncologist who deterrnines whether it is acceptable or not. If it is, the radiation

oncologist decides on the dose prescription to be given to the diseased site in the patient.

3) Treatment delivery. A technologist then performs a calculation to translate the

prescription dose to the machine setting for each daily treatment. If sorne fields are not

rectangular or are intensity modulated by special shielding, blocks or attenuators are

required and have to be constructed before the firsttreatment. The treatment is delivered

in smail daily doses of radiation (fractions of the total prescription), generally over a

period of three to five weeks. Positioning of the patient is verified every few treatments

with the help of portal films. The patient's condition is followed by weekly consultations.

4) Follow up. The condition of the patient is monitored by the physician for the coming

years.

1.3 Historical Review of Computerized Treatment Planning:

Before the 1960's, treatment planning at a given plane in the patient was either perforrned

by manuai calculations of the dose at selected points in that plane or by matching the case

at hand to a standard case for which the calculations were available in the forrn of 2­

dimensional diagrams of the isodose distribution. These methods which relied on a very

coarse description of the patient shape and composition were not precise enough to

accurately evaluatc the relative merit of different irradiation techniques. Obviously, a

faster and more versatile way of doing treatment planning was desirable and this is why

computers were introduced in this domain. The first use of computer for treatment

planning is reported by Tsien in 1958 who used it to calculate the dose for rotational

therapy treatments (TSIE]. Later, in the 1960's, Bentley developed a planning system

which ran on a mainframe computer [BENI]. These early systems of course had many

drawbacks. Computers of the 1960's were very costly and required the use of punch

cards, making the data entry tedious and subject to error. Futherrnore, since the

3
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calculation time of a distribution exceeded an hour. there was absolutely no possibility for

an interactive use of the system.

A tremendous improvement in computerizcd treatment planning systcms came in 1969

when Cunningham and Milan implemented a planning system on a mini-computer which

had a simple user interface and connected peripherals. Thc system was later adapled by

Bentley and Milan in 1971 [BEN2]. [MILA]. Thcir calculation was performed in Iwo

dimensions in the plane of a patient axial cut and a distribution took less than five minutes

to calculate for 1000 points on a uniform grid. Though still rather unsophisticated. the

user interface was greatly improved compared to the mainframe systems. giving the user

the capability of modifying the treatment parameters relatively easily.

The next important evolution in computerized treatment planning arose frem

improvements in diagnostic imaging tools. notably computerized tomography (CT)

scanners [HOUN]. The axial cut images of a patient obtained from these scanners

provided extremely valuable information on the patient anatomy that could be used

directly for the treatment planning [G014]. Thus, in the early 1980's, General Electric

Corp. commercialized Target. a computerized treatment planning system that used raster

graphic display monitors displaying text menus and gray scale imagcs acquired from the

CT scanners. From then on, the successors to Target fol1owed the same basic idea with

different levels of sophistication in the user interface. Contouring objects such as

patient's skin, tumor and other structures in the 2D image slice became a standard. The

results of the dose calculation were then displayed as isodose lines superimposed on the

CT images. These fearures are still commonly used in the current generation of treatment

planning systems. However, the new generation of systems benifits from the ability to

perform the dose calculation in a 3D volume, rather than a 2D slice plane of a given CT

image. The former generation could not accomplish this, mainly due to computer

calculation speed limitations. Sorne systems of that generation had capabilities for

calculating dose in few parallel slices, but since their inherent calculation and geometry

are still 2D, these systems are not true 3D system, and often called 2 1I2D. The

limitations of these 2D based treatment planning programs are elaborated by Goitein

[G013].

Since the variables involved in dose calculation problems are inherently 3D, a 3D based

calculation technique is certainly preferable. 2D systems assume the patient surface to he

the same throughout the patient. This assumption limits the dose calculation accuracy

4
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especial1y when thc patient profile varies rapidly in the direction perpendicular to the

image cut plane. Also, treatments with non-coplanar beams are not possible. A 3D

system does not suffer from these limitations and al10ws ca1culation of dose in arbitrary

planes in the patient volume and even calculation in the entire 3D volume. This is a c1ear

advantage of 3D systems, especial1y in treatments where critical organs have to be spared

from radiation, :he calculation of dose in the plane of that organ being very useful.

The viewing tools provided by a 2D system are also Iimited: the 3D visualisation of dose

information is difficult or impossible. For 3D systems this information is readily

available. The most recent systems, now use sophisticated 3D-based dose calculation

algorithms [PCW3]. Other ones, such as the Peacock™ System (Nomos Corporation,

Pen. USA) [CARO] are even starting to offer conformaI treatment planning, which

consists in optimizing conformity of the target volume to the treatment volume. They

also have a more complete set of tools for 3D visualization of the patient data set such as

beam eye's view (BEV) and observer's eye view (OEV) [GOII], [G0I2] and [MOHA]

(see also Chapter 4 for examples).

The characteristics of the treatment planning systems which continuously improve are the

m, the user interface, and the calculalion Sileed and comillexity. These improvement

are made possible mainly because of the constant improvement in computer technology.

Obviously, the calculation speed and sophistication of these systems depends heavily on

the power of the computer on which they run, which is related to the priee of the system.

At the present time, the commercial treatment planning systems are developed principally

for UNIX-based workstations which are very expensive and often cumbersome to use.

Fortunately, it is becoming possible to produce high qua!ity treatment planning systems

also on persona! computers. These are far less expensive (-IOx) and genera!ly more

friendly to use. The McGill Treatment Planning System written by Dr. Conrado Pla at

McGiIl University, has been developed for standard Apple Macintosh computers. So far,

the McGill Treatment Planning System provides brachytherapy and stereotactic treatment

planning utilities [PLAl]. However, to fully coyer the treatment planning needs of a

radiotherapy department, extemal beam treatment planning for photons and electrons

must he incorporated.

5
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1.4 Aims of this work

The need for external photon beam treatment planning eapabilities in the McGilI

Treatment Planning System motivates this thesis work. The specifie goals of the project

were the following: 1) to implement the basic algorithms for external beam planning

based on measured beam parameters methods 2) to make these algorithms fast enough to

be used interactively (this mainly implied speeding up the algorithms for 3-D depth

search which are essential to this type of dose calculation method) and finally, 3) to

implement sorne 3D visualization tools for viewing the patient volume, particularly an

observer view display.

1.5 Thesis Organization

Chapter 2 covers the basics of extemal photon beam treatment planning by describing the

treatment variables and the physics required for the planning and will go through S'Orne

details on the dose calculation algorithms. Chapter 3 will describe the material and

methods used for the implementation of the algorithms. Chapter 4 describes the

verification procedures that were performed to verify the accuracy and reliability of the

program (system verification). Finally the conclusion will summarize what was

implemented and the limitations of the program.

6
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Chapter 2

Theory of External Bearn Treatrnent Planning

2.1 Introduction

Before a radiotherapy treatment can take place in the clinic, the precise setup for the

treatment has to be determined l'rom the physical geometry of the patient, the physician

prescriptions, and the treatment modalities that are available. This planning process is

called treatment planning. As stated in Chapter l, the focus of this thesis will be on

treatment planning for extemal photon beam treatments.

Normally, the physician prescription consists of a dose value to be delivered to the target

volume of the patient. It also includes, if necessary, dose limits to critical organs that

could bc affected deleteriously if they were to receive a higher dose. The physician is

also responsible for de!:neating the tumors and other critical organs. The physical

geometry of the patient is very complex and specifie to every single patient. This

information is obtained by axial scanner images acquired by different imaging moclalities

such as CT or MRI scanners. The choice of the treatment modality, will vary with the

availability of particular treatment units at the clinic and the type of disease. The

treatment modality determines the type and properties of the radiation employed for the

treatment. The treatment is usually composed of one or many extemal beams of various

field sizes and impinging angles, particle type (generally photon or electrons) and beam

energy. Dosimetrist (or physicist) will try to select these parameters such that the target

volume will receive an accurate, precise and uniform radiation dose and that the

surrounding healthy tissue (and critical organs) receive as Iowa dose as possible.

Certain tools facilitate this complex task. The treatment planning system simulates the

results of different treatment techniques. The clinical requirements suggest that the

computed dose has to be accurate within 2% [ICR2]. The selected final plan, when

approved by the physician, is an official permanent record illustrating how the treatment

was intended to he delivered.

Before discussing the means of implementation of a treatment planning system, a

formalism for dosimetric calculations has to be defined to describe the physics of dose

deposition in the treated volumes. Only the parameters and factors that are required for

7
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the comprehension of the thesis work will be presented, for a more complete discussion

the reader can refer to [JOCU] or [KHAN].

2.2 Treatment Setups

Before discussing the physics of the dose deposition and means of calculating the dose in

the patient volume, it is important to describe the treatment environment and the setups

that are used in extemal beam radiotherapy.

The patient is positioned on a couch which can be rotated around a single axis (angle $ ),
(cf. Fig. 2.1). The couch can also be moved in space for a convenient positioning. In the

case of external photon beam treatmem, the radiation beam is provided by a linear

accelerator or a cobalt-60 machine, both machines having the same couch/gantry

movement capabilities. The gantry can be rotated around a single axis (angle 8 ). The

size of the beam is defined by the opening of the col1imators in the gantry head. These

collimators can also be rotated around a single axis, (angle 8).

Figure 2.1. The treatment environment

The isocentre location is important when specifying the treatment since it is the common

point along the axis of rotation of the gantry, the collimators, and the couch and therefore

remains fixed in space. The couch can also be moved vertical1y and lateral1y so as to

position the isocentre at the desired location in the patient volume.

8



• Therc arc two principal sctups or arrangements for external bcam treatments: source to

skin distance (SSD) setup and source to axis (SAD) setup. Figure 2.2 illustrates

gruphically the diffcrences betwccn the two.

F: Field size
S: Source

SSD setup SAD setu

Figure 2.2. Difference between SSD and SAD trealment setups.

•
Each machine has a specifie SAD distance which corresponds to the distance between the

source position and the isocentre. This distance is usually 100 or 80 cm. For an SSD

setup, the patient is placed such that the isocentre is situated on the patient surface. The

field size is then specified at this level. For an SAD setup the isocentre is within the

patient and the field size is defined at the isocentre. One difference between the two

setups is that in the SAD setup the patient is closer to the source of radiation, and

therefore, the isodose distributions resulting From these two setups are somewhat

different. The tumor dose will be greater with the SAD s""tup than with the SSD set-up

for the same amount of radiation given From the source. For SAD and SSD treatment

beams that have the same surface field size, the geometrical beam divergence will be

slightly greater for the SAD setup.

The SAD setup is generally more practical to use for treatment techniques which use

multiple heams because the patient does not have to he repositioned for every beam sÎ1;ce

the SSD distance does not have to he constant.

•
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• 2.3 Deposition of dose

Interaction of the radiation with the medium will result in a tr'lIlsfer of energy to the

medium. Thc dose is a quantity corrcsponding to the amount of energy depositcd per unit

mass. The units of dose are the Gray (Gy) where 1 Gy corresponds to 1 Joule per

kilogram (J/kg). Radiation is generally classified in two types: dircctly or indirectly

ionizing, depending on whether the primary source of radiation consists of chmgcd or

uncharged particles.

In the case of non-ionizing particles such as photons, these must first internet with the

medium, according to sorne probabilîty distributions. Many diffcrent interaction

processes are possible within the clinical treatment encrgy range. The thrce main

interactions are: photoelectric effect, Compton scattering, and pair production. Figure 2.3

shows the different "zones" where these types of interactions are dominant as a function

of the atomic number of the medium versus the photon beam radiation energy.
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Figure 2.3. Zones of dominant interaction type with respect ta the photon energy
and the atamic number of the medium. [EVAN]
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Figure 2.4. Mass attenuation cross sections for the SU;:l of the interaction
processes as a function of energy in various materials.
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The total probability of interaction is often illustrated as by the mass attenuation cross

section, Fig. 2.4. The abrupt changes in the curves correspond to the photo-electric

absorption edges at certain energy vaIues for various materials.

The result of these photon interactions within the medium is that sorne electrons (or

positrons) are set into motion within the medium. These first interactions are giving rise

to the KERMA (Kinetic Energy Release in the Medium) (Fig. 2.6), that represents the

rate of transfered energy to medium per unit mass of medium. The units of the KERMA

(Jlkg) are the same as for absorbed dose 1 the energy that is absorbed per unit mass of the

medium. The KERMA is maximum at the surface and goes down with depth since it is

proportional to the photon fluence that also decreases with depth. These high energy

electrons transfer their kinetic energy to the medium through soft and hard collisions or

through radiation (Bremsstrahlung) at various distances from their creation point. Since

the dose is approximately proportional to the electron fluence, it will increase with depth

to reach a maximum at depth dmax since at the surface there are few electrons set in

molion. and a maximum will QCcur where electrons that were set in motion near the

11



• surface dcposit thcir cncrgy; the region bctween the surface and dmax is rcfcrrrcd 10 as the

btûld up regiol!. At ciepths furthcr than d max the dose goes clown bccausc of cxponcntial

attenuation of the photon fluence. An elec:trollic: elJuilibriu11l is rcachcd at dml\x. The

electronic equilibrium means if one looks in a slab of matcriul pcrpendicular to the

direction of the incident photons, the number of electrons lhal are going in lhal slab is

equallo the number of eleclron going out.

The linear rate at which the electrons lose their energy in the medium. divided by the

density of the medium is cal1ed the mass stopping power (5), Fig. 2.5, and is eithcr

collisional or radiative. These collisional interactions either ionize or excite the atoms of

the medium which may result in breaking moleculur bounds or producing heut and as a

consequence sorne cells will lose their reproductive capabilities lhrough the altcration of

their DNA molecules.
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Figure 2.5. Mass collisional and radiative Stopping Power S as a function of
energy

12



• (Jlkg)

Absorbed Dose

/

•

•

Depth

Figure 2.6. Kerma vs. Absorbed dose

Fig. 2.10 shows that the build up region increases with the energy of the incoming photon

beam so that the depth at which the dose is maximum becomes deeper. This effect is

often useful for treatment in which a sparing of the subcutaneous healthy tissues is

desired. This is called skin sparing effect.

The principal difficulty when dealing with the calculation of the absorbed dose in a

patient volume comes from the fact that the dose at each particular point of the volume

depends on ail parts of ail of the irradiated volume. For instance, in Fig. 2.7 the dose at

point P has a contribution from the primary radiation that comes directly along the

primary ray path but it also has a contribution from the radiation scattered once at angle e
within the volume element dV. This scattered contribution has to be integrated over ail

the volume elements dV of the entire volume also over ail possible scattering angles e
and finally over ail multiple scattered photons since sorne radiation scattered in ail other

volume elements dV could also come from other scattering events (single or multiple).

13
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Figure 2.7. Contribution to the dose at point P from primary and scattcrcd
radiation.
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Figure 2.8. Percent contribution to Ûle total dose at a depth of 10 cm in a water
phantom from a Cobalt·60 radiation source. (CUNO)

14



•

•

•

The relative contribution of primary. first and multiple scaller as a function of field size

for cobalt-60 radiation at a depth of 10 cm in a water phantom is illustrated in Fig. 2.8.

One can note that the proportion of scalter radiation for field sizes greater than 20 x 20

cm2 is greater than 1/3 of the total dose.

Moreover. the cross sections vary with the composition (electron density) of the treated

volume material (cf. Fig. 2.4). This will produce sudden changes in the electron f1uence

within the treated patient volume (e.g. tissue vs. bone or lung) which itself has a complex

3D geometry. curved surfaces and interfaces.

Finally. a radiation treatment beam is not monoenergetic: it is co",posed of particles that

have a spectrum of energy.

Because of ail these reasons. the problem of absorbed dose calculation at any point is

extremely difficult and there is no exact analytical solution available.

2.4 Dose calculation algorithms

The dose calculation algorithms currently employed for radiotherapy treatment planning

are generally c1assified in three categories: Monte Carlo method. convolution algorithm

methods and empirical methods.

2.4.1 Monte Carlo method

The Monte Carlo technique is the most general and rigorous method because it solves the

problem of radiation transport by physically simulating the deposition of dose in the 3­

dimensional volume of the patient [ANDR]. Primary particles as well as the scattered

radiation particles are followed. The dose contribution due to charged particle tracks

crossing the volume of interest is summed. For this iterative method to converge to a

precise solution 1 million to 10 million particle histories are required[CUNI]. Therefore

the main impediment to the clinical use of this method is the computational speed: a

typical patient demands many hours of processor time even on today's powerful
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workstations. Another drawback is that the melhod requircs a precise knowledge of the

angular energy cross section of the parlicles, which is not accurately known. For these

reasons Monte Carlo is not currently used in routine c1inical treatment planning. where

fast calculation of dose is required. However, the Monte Carlo technique is an essenlial

simulation tool to provide starting data for other methods or to test the resulls of other

methods(e.g., convolution algorithms). Monte Carlo will continue to be used in the future

to verify the results of these melhods especially where partieularly complex geomelry

limits the calculation aecuracy of thesc other methods.

2.4.2 Convolution algorithm methods

These algorithms are based on the faet that the primary and scallered radiation

contributions to the absorbed dose can be treated separately. Oefining a source function

p(x. y, z) that corresponds to the photon fluence incident on a volume element dV al

location (x, y, z) of the irradiated volume, and an energy spreading term or scaller

function s(x, x' ; y, y' ; z, z') that corresponds to the energy set in motion in a volume

element dV' at (x', y', z') that further reaches dV. the dose at (x, y, z) is given by the

superposition of the two functions for ail scallering elements of the treated volume, i.e.,

D(x,y,z) =. fp(x'.y',z')· s(x,x';y,y';z.z')dx'dy'dz'
v

(2.1)

•

In prineiple the "s" function. often called kemel or dose spread function (OSF). can

include ail multiple scattered radiation from any type of interaction. However the OSF in

an inhomogeneous medium with a divergent polyenergetic beam changes at every

particular location of the volume clement dV. The integrals of the OSF can be measured

as the Tissue Air Ratio (TAR), and the Scaller Air Ratio (SAR) (cf. Section 2.5). A

numerical differentiation of these quantities yields the OSF, (also called differential SAR

or dSAR). The OSF can also be obtained through Monte Carlo methods [MACK]. For

non·divergent monoenergetic beams impinging on an homogeneous medium the OSF is

invariant and s becomes s(x-x'; y-y'; z·z') (a simple function of the relative position of dV

and point (x, y, z» and Eq. 2.1 becomes a simple convolution. The c:xisting algorithms

use equations of the forrn of Eq. 2.1 except that the p terrn is extracted from the integral

and solved separately. Various possible convolution and superposition algorithms such as

convolution with a 1·0 kemel, convolution in 2·0 using a pencil kemel, superposition in

3·0 using a point kemel have been implemented [CUNl]. The calculation speed of these
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algorithms is stil1limited (couple of minutes per treatment beam) and thus not general1y

clinical1y applicable.

Many "semi-empirical" algorithms such as the Equivalent TAR [SONT] and the Delta

Volume algorithm [WON 1] are special cases of the convolution algorithm method.

2.4.3 Empirical methods

Empirical methods are the oldest and most widely used techniques to calculate the

absorbed dose in the patient volume. These methods rely on measured data. The

technique was first employed to perform manual treatment planning. An isodose

distribution is measured for a specific beam. under ideal conditions, Le. in a

homogeneous water square box phantom that mimics a semi-infinite volume of water.

Water closely approximates the radiation absorption and scaUering properties of muscle

and other soft tissues and since it is cheap, easy to work with and universaIly available it

is the most widely used tissue substitute. The required data is measured for a coIlection

of beams of various field sizes and modifiers that is representative of the machine

capabilities. The isodose distribution corresponding to the desired treatment beam is

superimposed on the patient cross section and the isodose Hne or the dose at selected

points within that patient slice can be calculated approximately by correcting for the

p~lient curvature, non-normal (oblique) incidence and inhomogeneity differences between

the two irradiated volumes. This method was later extended to computer usage by

digitaIly storing the beam information in computer memory [BENI]. The accuracy of the

calculation depends heavily on the correction methods that are used to map the dose

measured in the ideal geometry to the dose generated in the patient geometry. These

corrections methods are elaborated in many textbooks [JOCU], [KHAN], [BENO].

The dose calculation algorithms implemented for this thesis work are based on the

empirical method. This technique was chosen inainly for considerations of calculation

speed. The next section describes sorne quantities, either measured or derived from the

simple dose measurements, that are important to understand the inputs for the

implementation of our treatment planning program.

17



• 2.5 Measured pararncters

2.5.1 Percent depth dose

As a beam of high energy photons impinges on sorne matcrial it transfcrs sorne of its

energy to absorbed dose in the medium. Figure 2.10 shows how dose typically varies

with depth along the central axis of the beam. The dcpth at which the dose is maximum

is called dmax. When the dose values are nonnalize to 100% at depth dmax• the quantity is

called percent depth dose (PDD).

Source

•
SSD

___Bearn divergence

I......I---T-"----'Central Axis

The percent depth dose. Eq.2.2. is used with the SSD setup to relate the dose (0) at a

given depth (d) to the dose at depth of maximum dose (dmax) on the central axis of the

beam.

•

Figure 2.9. Experimental setup for the rneasurernent of PDD values.

PDD(d. A.SSD, E) = D(d.A.SSD.E) .100
D(dnnl,A.SSD,E)

18
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• The percent depth dose is a function of depth (d), field size at phantom surface (A),

source lo surface distance (55D), and energy (E) of the radiation beam, (cf. Fig. 2.10).

There are two important parts in a PDD curve: the build-up region which extend from the

surface to dmax and the faU-off region from dmnx to the deepest measured depth. Note

that as the cnergy of the beam increases the value of dmnx inereascs which is also

illustrated in Fig. 2.10.
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Figure 2.10. Typieal percent depth dose curves for a 10 x 10 cm2 field for a
Cobalt-60 (T-780) machine and CHnae-18 10 MV linear aceelerator.

2.5.2 Tissue Air Ratio, Tissue Phantom Ratio.

The Tissue ro Air Ratio (TAR) quantity is used with the SAD setup to simplify the

calculations. TAR is the ratio that relates the dose to a small mass of medium in air Dq'.

to the dose Dq at a particular depth d in the medium at the same SAD distance, (cf. Eq.

2.3).

d is the depth of the point in medium, Aq is the field size at that depth and E is the

energy. There is one major problem with the use ofTAR. The measurement ofDq' is

dependent on a precise in air measurement. which is not practical at photon energies•
D (d A E)

TAR(d A E)= q' q'
, q' ( )n; SAD,Aq,E

(2.3)
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• higher than 3 MeV. Thus at higher energies it is neeessary to take the reference dose

measurement in phantom rather than in air. This is why the TisSlle Pilcllltom Ratio (TPR)

was defined. It is the ratio of the dose at a certain dcpth d tu the dose at a referenee depth

dref for the same SAD and field sizes Ag at both points. cf. Eg. 2.4.

(2.4)

•

The tissue meuinwm ratio (TMR) is the particular TPR where the reference deplh is takell

at the dmax value of the: beam.

TPR and TAR are related as :

(2.5)

TAR. TPR and TMR can also be shown to be independent of the SAD (cf. [KHAN]).

2.5.3 Bearn profiles

The previous quantities relate and dtlscribe the relalÏye dose values between points along

the central axis of the beam. However. to do treatment planning. a means of estimaling

the dose at any location inside the patient volume is needed. The Off-Axis Ratio (OAR)

or beam profile relates the dose on the central axis to the dose at an off-axis perpendicular

distance (Eq. 2.6). The OAR is a function of depth and off axis distance. In generalthis

function is realIy a three dimensional function: position (x. y) in a plane perpendicular to

the beam at depth d in phantom.

OAR(d x ) = D(d,x,y)
••y D(d,O,O)

(2.6)

•
The profile is not perfectly fiat at every depth, Le., fiat from the center to the edge of the

field, before the faII off region, (cf. Fig. 2.11). This is due to two factors. Firstly, the

dose given to the points on the edge of the field is produced by photons that have traveled

a greater distance than the photons at the center of the field. The inverse square law
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states that the intensity of photons falling on a flat surface from a point source is inversely

proportional to the square of the distance frorn the point source. The points at the edges

of the fields will therefore receive less dose than the center points. Secondly, the

radiation source itself has to be weil understood. When photon radiation is produced by a

linue. a flauening filter is present. This flattening filter will influence the mean effective

energy across the field. The photons in the central beam region have traversed a thicker

portion of the filter than the photons at the edges. Therefore these central photons will

have a high~r mean energy compared to the ones at edge, producing a faster fall off of the

dose at the edges than at the center since lower energy photons are less penetrating (cf.

Fig.2.12A). Most linaes used for radiotherapy have a flauening filter designed to deliver

a "flat" dose profile at a deplh of 10 cm. whieh is a typical treatment dcpth. This results

in slight overdosing ("horns") at the edges of the field at depths shallower than 10 cm (cf.

Fig. 2.12B). Profiles of cobalt-60 beams will look very similar to Hnac beams' profiles

(Fig. 2.11). The range of cobalt-60 source sizes varies from 2 to 7 cm2 diameter. Linaes

have an equivalent source size of about 2 mm2 • The large source size of a Co-60 source

will create a larger penumbra, thereby smoothing out the beam edges to a greater extent.

On the other hand. the flauening filter of the Hnac creates a lot of seaUer that will smooth

the beam edges so that the dose profile beeomes similar to Cobalt-GO. Finally, since all

treatment beams are divergent (to sorne extent) the dose profiles will broaden with depth.

Figure 2.11. Off-axis ratio for a 10 x 10 cm2 field for a cobalt unit and a CHnac­
18 linear accelerator. The third curve illustrate the effect of a wedge on the dose
profile (cf. Section 2.6).
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• A method to obtain a beam with a narrow penumbra (sharp dose fall oft) is the so-called

"half~block" technique (Fig. 2.12). In this method. a thick piece of lead with a straight

edge is placed along the central axis of the beam to block exactly half of il. Since this

"newly" created edge of the beam is at the center of the beam. there is very Iittle

divergence and therefore almost no penumbra.

Î\rounded edges

~ ~
surface

cllllimalors
1

block
or Ica!!

surface

flallcning !illcr
collimalors

hams

r=l
surface

collimalors

beam profile

•
A. Unfiltered source B. Source with flattenin tilter C. Half Blocked beam

Figure 2.12. Appearance of typical dose profiles for various setups.

2.5.4 Scatter Related Parameters

As mentioned previously. the scattered radiation contribution to the dose is important.

Sorne functions deseribing the scatter component of radiation therefore have to be

introduced.

Peak Seaner Factor CPSFl

•
The Peak Scatter Factor is defined as the ratio of the dose at dmax in phantom to the dose

at the same point in air for an SAD setup, (cf. Eq. 2.7). It is a function of the field size A

and the energy E of the radiation beam.
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This Scaller-Air Ratio is used to calculate the scatter contribution to the dose in the

medium. It is particularly useful for the dosimetry of irregular fields, Le. fields that are

not rectangular, when one has only access to tabulated values of regular field data. It is

also useful whenever one needs to separate the primary and scatter contribution

components. The scatter-air ratio is defined as the ratio of the scattered dose at a given

point in the phantom to the dose in free space at the same point. It only depends on beam

energy, depth, and field size. A common way of expressing il is by a difference of TAR,

(cf. Eq. 2.8) since the scattered dose at a point cannot be measured but is given by the

difference between the total dose at a point and the primary dose at the point. The TAR

for the zero area field size theoretically represents the primary component of the beam

since no scatter radiation is produced in the phantom thus,

•

•

Seaner-Aïr Ratjo (SARl

Dp(A,E) ( )
PSF(A,E)= '( )=TARd""""A,E

Dp A,E

SAR(d,A,E) = TAR(d,A,E) - TAR(d,O,E)

(2.7)

(2.8)

•

Where TAR(d,O,E) = e-jrIE)(d-d_) where l'lE) is the average Iinear attenuation coefficient

for the l'eam.

Colljmator Factor (Ce

The Collimator Factor accounts for the change in dose due to the variation of scatter

produced in the head (collimatol' assembly and filters) of the treatment machine at

different field sizes. It does not account for the change of dose resulting from variation of

scatter in the medium at different field sizes. By definition, the collimator factor is

normalized to a field size of 10 x 10 cm2• So CF(A) = 1 for A= 10 cm, side of the square

field size.

At a given energy the collimator factor (CF) is only dependent on the treatment field size.

It is the ratio of the dose to a smaIl mass of medium in air for a field size A (Iength of one

side of a square field) to the dose in air to a smaIl mass of medium for a field size 10 x 10

cm2 ,
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• D'(A E)
CF(A E) = r '

, D~(IO,E)
(2.9)

The collimator factor is measured in air at the SAD (source to axis distance) of the given

machine.

Relative Dose Factor (RDF)

The Relative Dose Factor is used to account for the increase in dose due to both the

scalter created in the treatment head of the machine and the scalter created in the medium

as the field size is increased. It relates the dose at dmax in the medium for different field

sizes measured at the typical source to surface distance (SSD) of the machine, (Eq. 2.10).

Again this factor is normalized to a 10 x 10 cm2 field. Here again this factor is only a

function of the field size A and of the beam energy E.

• (2.10)

Scalter Factor (SB

The scatler factor cannot be measured but is used to relate the CF to the RDF. The SF

takes into account the increased dose in the medium from increased scalter in the

medium. SF is also measured at SSD. For a given energy, the SF only depends on field

size A and energy E, Eq. 2.11.

RDF(A,E) = Dp(A,E)
Dp(IO,E)

thus we can also write:

D;(A,E) . PSF(A,E)

D;(10,E) PSF(IO,E)
CF(A,E)·SF(A,E)

(2.11 )

•
SF(A E) = RDF(A,E)

, CF(A,E)
PSF(A,E) D;(A,E) 1

PSF(IO,E) D;(10,E) CF(A,E)
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2.6 Bearn Modifiers and Isodose Curves

Once the dose values at any point in a treated plane are known, lines connecting together

points that receive the same dose can be drawn. These lines are called isodose Unes. In a

volume, a similar exercise will produce isodose surfaces. Figure (4.3) shows isodose

lines calculated with the McGill Treatment Planning Program. The isodose curves

obtained through calculation of the dose in the patient image plane are shown

superimposed on top of the image. This is a standard way of presenting the dose

calculation results for a treatment plan.

It is often necessary to alter the shape of the isodose distribution in the patient by

introducing a wedge filter in the beam. The function of a wedge is to attenuate the beam

to varying degrees across its width. The attenuation increases with decreasing photon

energy (for photon energies lower than - 3 MeV in lead) and it also increases with

increasing photon energy (energy higher than - 3 MeV) in lead, therefore a photon beam

of poly-energetic radiation could experience "hardening" or "softening", respectively,

depending on its energy. In the case of hardening, (which is the case for most treatment

beams), the beam emerging from the wedge, although having lower intensity, should be

more penetrating than the open beam, thereby modifying slightly the POO curve.

Two parameters are needed to characterize a wedge: the Wedge Factor (WF) and the

Wedge Angle. The wedge factor is given by Eq. 2.12,

(2.12)

The wedge factor relates the output of the machine with the wedge in place to that of the

open beam at dmax for a 10 x 10 cm2 field.

The wedge angle is defined as the angle of the 50 % isodose line with the normal to the

central axis of the beam. For example a 45° wedge produces an isodose distribution in

which the 50% isodose line makes an angle of 45° with the normal to the central axis. An

example of a wedged beam profile is shown in Fig. 2.11. Oynamic wedges, produced by

a dynamic collimation of the beam are now starting to he available. They are computer

• controlled and give more wedge angle possibilities with no physical manipulation.
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Other beam modifiers such as blocks or compensators mny be used. Compensators,

usually made of varying thickness of a heavy metal, will modulate the intensity of the

field irregularly to obtain a better uniformity of the dose to the larget volume. Blocks arc

used to change the shape of the field from the usual rectangular shape or to have a sharp

fall off of the dose at the edges of the field as shown in Fig. 2.12C.

The isodose distribution is also dependent on the energy of the treatment machine. As the

energy is increased, the penetration increases. AIso, the higher the energy is, the more

forward peaked is its scaller radiation. This implies that a higher energy beam is not only

more penetrating, but also that its beam profile at any depth is more uniform and better

localized than a low energy beam. Another important factor is the size of the radialion

source.

Treating from the plan

The isodose lines of the treatment plan represent relative values. For a SSD setup, the

distribution is often norrnalized to 100% at depth dmax on the central axis of the beam.

For the SAD setup, the distribution is often norrnalized to 100% at the isocentre point.

From the plan, the general method to find the time, for a cobalt-60 machine, (or the

number of monitor unilS for a linear accelerator) required to deliver a certain tumor dose

is given by Eq 2.13:

where

(T(min) or MU) = TD(cGy)· W + [shutter error]
RDV·DK

(2.13)

•

°TD is the tumor dose in cGy

oW is the weighting for the calculated beam

°ROV is the relative dose value at the prescribed point from the plan

°DR' is the dose rate in phantom for a reference field size

(in cGy/min for cobalt-60 or in cGylMU for a linac); this quantity is measured

for the particular treatment machine.

oThe ratio TDIRDV is called the given dose GD.

oThe shutter error is typically in 11100 of a minute and only applies for

a cobalt-60 machine, and is caused by finite opening and closing time of the

shuller mechanism.
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2.7 Standard corrections for empirical methods

The empirical methods use parameters measured in ideal conditions, as discussed

previously, and then apply a correction to the ideal dose distribution to determine the dose

distribution in the patient volume. The two factors for which one has to correct are the

oblique incidence of the beam (or equivalently curvature of the patient surface) and the

non-homogeneity of the treated volume. Under ideal conditions, when measuring various

parameters such as PDD and beam profiles, the electronic equilibrium condition for

kerma == dose is satisfied. However in a typical patient volume sorne heterogeneous

structures may have a density considerably different than water (p=l.00g/cm3), for

example~ lungs (p = 0.3 g/cm3) and bones (p = 1.6 glc:n3 ). As pointed out in Section

2.3, the dose deposition will vary considerably near interfaces of structures that have a

different density. These two differences (oblique incidence and heterogeneous structures)

between ideal conditions and patient volume are used to modify the measured parameters

in order to approximate the dose delivered to the patient. The usual approach is to find

the radiological or eqllivalent path length (RPL or EPL) at every point of calculation.

The RPL is a corrected slant depth (along the ray line) scaled according to electron

density along the path, water density being normalized to a density of J. The basic

assumption of these models is that the correction to the dose at a point is only dependent

on the tissues lying on the path of the ray.

The basic measured parameters are usually percent depth dose and off-axis ratio defined

in Section 2.4. This section summarizes sorne correction techniques that are used. Then

the method that was implemented will be described in detaiJ.

2.7.1 Contour irregularities corrections

These corrections are applied when the surface of the patient is curved or when the beam

is obliquely incident on the surface. In general, these type of corrections are applicable

for an incident angle up to 45' for beam energies higher than 1 MeV and up to 30' for

orthovoltage bearns [KHAN]. Sorne manual calculation methods such as the isodose shift

method (that are crude approximations) will not be discussed here, cf. [KHAN] or

[JOCU] for more details.
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• Effective SSD metbod

This method consists in sliding the isodose lines with respect to the corresponding point

of calculation and corrccting for the inverse square law. Figure 2.13. ilIustrates the

situation for an SSD setup with a field size A at the surface. The correctcd dose at point

Q will be given by Eq. 2.14. The effective SSD correction is frequcntly used in

computerized treatment planning.
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Figure 2.13. Set-up to illustrate the geometry of the dose calculation parameters
when the calculation point is Q.

D( ) ( ) ( ) ( )
(SSD+dm:u)2

x,y,d == D dmv. ·PDD SSD,E,A,dc -OAR SSD,x,y,E,A,dc • 2 (2.14)
(SSD+dm:u +h)

•
A situation in which point Q would be under an excess of tissue is treated the same way

but with a negative h value. Since the CAR are always measured in 2D (function of

depth and off axis position) when doing 3D calculation the OAR(x. y) will be

approximated by the product of the two 2D off-axis ratio. (Eq. 2.15). The OAR "factor

tenns" in Eq. 2.14 include the effcet of beam modifiers such as wedges.
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• OAR(SSD,x,y,E,A,d,) =OAR(SSD,x,E,A"d,)· OAR(SSD,y, E,Ay,d,) (2.15)

A morc sophisticatcd approximation of the 3D off-axis ratio consist in separating the 2D

OAR's in 2 factors, a boundary factor and a radial factor [CHU 1]. The radial factor will

include such cffects as the "horns" and spectral variation of photon fluence across the

field. The boundary factor is approximated by the 2D OAR of a broad parallel beam with

uniform energy spectrum and f1uence across the beam. The 3D OAR is finally obtained

by the product of the boundary factors for length x and width y, and the radial factor.

The measured parameters are habitually measured for square fields. When calculating

dose for a rectangular field (Ax x Ay), an approximation of the equivalent square field of

side Acq has to be found through Equation 2.16 [STER].

This approximation works very weil for fields of moderate elongation but should be used

with care if either Ax or Ay exceeds 20 cm or if their ratio exceeds 2 [DAYA].•
2·A ·AA = .r \'

'. (A, +A,)
(2.16)

Tissue-Air Ratio method

This method is essentially equivalent to the effective SSD method but uses a correction

factor C. with a SAD set up

c= TAR(dc.Ad )

TAR(d.Ad )
(2.17)

•

where Ad is the projected equivalent field size at depth d+h. The final corrected dose is

found by multiplying this c"rrection factor with the OAR and the dose at depth dmax as in

Equation 2.14 however the PDD is taken at depth d (along the central axis) and no square

tcrm is present.
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2.7.2 Tissue inhomogeneity

This type of correction is habitually split into two sub-groups: correction for beaO'

attcnuation and scattcring. and changes in sccondary electron fluencc. The relative

contribution of these corrections depends where the dose calculation point is with respect

to the hctcrogeneity. For points much dccfJ~r than the heterogencity. the leading cffeet is

the primary beam attenuation. The scauering correction is important in regions ctoscr to

the heterogeneity. Finally, the secondary elcctron fluence is of importance al the

interfaces and within the hetcrogeneity. For high energy beams thcre is a loss of

electronic equilibrium in the vicinity of low density heterogcneities. For lowcr encrgy

beams the problem is with high deo":ty structures Iike bone in which there is an incrcase

of secondary electron fluence from ~,.1otoelectric absorption. The absorbcd dose within

the heterogeneity can thus greatly differ from that in soft tissue. Since corrections for

tissue inhomogeneities were not implemented only a brief description of the differcnt

methods is presented.
source

Figure 2.14. Typical heterogeneity approximation.

A tissue-air ratio multiplicative correction factor, Eq. 2.18, similar ta the TAR correction

factor used for contour irregularities, can be used to correct for inhomogeneitites but the

depth d is replace by an effective depth d' which is the equivalent water deplh.

• Dinh. = Dhom. .C wilh C= TAR(d',Ta )

TAR(d,rQ )
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• This is the equivalent radiological path length, Le. the distance from the position of the

:.-alculation point to the entry point of the rayon the patient is scalcd according to the

equivalent density of water. This is usually achieved either by following the ray in each

voxel and scaling the distance traveled within that voxel according to the equivalent

electron density that corresponds to the "color" of that voxel (this is obtained through a

calibration curve of electron density vs. CT number). This method does not account for

the relative position of Q with respect to a certain heterogeneity (the correction factor

stays the same as long as d and d'are unchanged). If heterogeneity regions arc segmented

(as shown in Fig. 2.14), the ray will cross three regions such that the scaled density is

given by Eq. 2.19 .

(2.19)

•
A Power Law Tissue-Air Ratio method proposes a correction factor which is a function of

the TAR ratios but now the correction factor does change with a change of dl' position of

the heterogeneity with respect of the calculation point (Eq. 2.20). This method was first

proposed by Batho and later extended by Cunningham [CUNOj. The model assumes

only Compton interactions and does not apply at the boundaries of the field or in the

build-up region.

TAR(d r )P,-P,c= 3' .,

( J
I-Pl

TAR d2 +dl,r.

Equivalent Tissue-Air Ratio method ŒTARl

(2.20)

This method is again similar to the two preceding ones by its use of a correction factor

which is again a ratio of the TAR:

This correction factor actualty accounts for the effect of scattering structures and their

relative position. This method was proposed by Sontag and Cunningham and not only

scates the depth but atso the field size where the scating factor p is given by :•

c= TAR(d',r')
TAR(d,r)

, -r =r·p

(2.21)
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(2.22)•

•

I.I.I.Pii.·W~
- 1 j •

P= I.I.I.W~
, i •

The P'i. is the relative density of a scatter element (voxel). The W~ are the weightillg

factors assigned to these element in terms of their relative contribution to the scallered

dose atthe point of calculation. Variations of that method in which the scallered dose is

calculated separately or in a single plane are used to simplified the calculation. More

advanced techniques use OSR convolution algorithms as explained in Section 2.4 to solve

the problem of multiple scaller of photons or electrons specifically at boundaries where

electronic equilibrium is not present.

2.8 Dose calculation and corrections in the McGiII Treatment
Planning System

Since most treatments use an SAD setup a calculation method based on an SAD measured

parameter is more appropriate to implement. Therefore a formula for dose calculation

that is based on the TMR wouId be more practicalthan one based on the POO as in Eq.

2.14. The beam data in the program are stored as TMR and beam profiles. If the user has

POO data as input measurements they first have to be converted to TMR.

Conversion (rom poo to TMR

Starting from measurement data. (POO and off-axis ratios as explained in next chapter)

the program has to calculate the dose to any point inside the volume of the patient with

respect to the dose at a normalization point. For an SSO setup. this point is at depth dmax
under the surface so at SSO + dmax from the source. For an SAD setup. this point is at

SAD from the source (the isocentre point).

•
The relation between POO and TMR is given by Eq. 2.23 and 2.24.

TMR(d r ) = (POO(d.r.sso'>y SSO' + d }2(PSF(rdmax )}
• d 100 ASSD' +dmax PSF(rd)
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• where (PSF(rdma/l.)J= 1 and
PSF(rd)

The geometry is shawn in Fig. 2.15.

(
SSD') (SAD-d)r=rd • =rd ' (2.24)

SSO' +d SAD

_ .. _ __ __ ..,......•..
550' SAD

1·· ...

Id
.~~ __ .lI..'...

Figure 2.15. Geometry for POD to TMR conversion.

• However, the measured PDD are taken at SSD = SAD of the treatment machine 50 one

need to obtain different POO, at the modified SSO (or SSO'). This is ohtained with the

help of the Mayneord Factor [KHAN] Eq. 2.25.

PDD(d r f )=PDD(d r f )(f2 +dmax J2(f1 +dJ2
"2 ". f d f d.+ nw. 2+

(2.25)

then the POD measured at SSO=SAD can be corrected to get the POD at SSD' =SAD-d

50 that f2=SAD-d and fl=SSD=SAD of the specifie machine.

Then Eq. 2.23 hecomes.

•
TMR(d r ) = (PDD(d,r,SAD)).(SAD-d+dmax )2 .

, d 100 SAD+dmax

(
SAD+d )2 ( SAD-d+d )2 (PSF{rdmax)]

SAD-d+d . SAD-d+dmax • PSF(rd)
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which reduces to:

TMR(d. rd) =(PDD(d. r.SAD»)( SAD+ d )2(pSF(rdOll\3)) (2.27)
100 SAD + dmax PSF(rd)

Dose CalculatiQn Princjple

Starting from the TMR values for an isocentric set-up. the dose at any point (Q) has to be

found and nonnalized to the dose at the isocentre (iso). Therefore. from the geomelry of

Fig. 2.16:

field

Figure 2.16 Geometry for dose calculation

and from the definition of TMR:

•
Dp=(Dp}muTMR(field,d)

and from the definition of PSF(F}:

,
(Dp)mu =(Dp) PSF(field)

and:

34

(2.28)

(2.29)



•

•

,
(DilO)"'" = (Db.) PSF(fieldi)

and sincc the two dose values in air are related by the inverse square law :

then:

(D
p

) = (DIIO )'( SAD .)2 PSF(field)
"'" SAD + d - dl

_ (D ) ( SAD )2 PSF(field)
- 110 "'" SAD + d - di PSF(fieldi)

thus the norrnalized dose Eq. 2.33 at point Q is found from 2.28 and 2.32:

DO (DP)max ( ) ()
(
D.) (D.) TMR field,d ·OAR d,p

ISO max ISO max 2

=TMR(field d). ( SAD ) PSF(field) OAR(d )
, SAD + d - di PSF(fieldi) ,p

Eq. 2.34 is the equivalent equation with the PDD value.

DO _PDD(d,(field.(SAD-d)),SAD)( SAD+d )2
(Disa) SAD SAD + dmaxmax 2

( SAD ) OAR(d )
X SAD+d-di ,p

(2.30)

(2.31)

(2.32)

(2.33)

(2.34)

The PSF ratios are neglected since they are approximately equal to 1. The SAD value of

Figures 2.15 and 2.16 are the same, since SAD is a fixed distance for a given treatment

machine.

• As pointed out by [PCW2] the use of the radiological path length corrects approximately

for the surface curvature and the internai structure. Other approaches, such as the ones
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• described in the previous section, use multiplicative correction factors that requirc

additional computations. The difference bctween the results of the various methods is not

very significant.

Finally, in Eq. 2.33, the DAR is a three dimensional function as found through Eq. 2.15.

However since the measurements of DAR are taken with an SSD setup a correction has to

be applied to correct for the difference of divergence if one calculates the dose for a SAD

setup.

•
fieldi

fieldi

i\
: ~/ '~

SSD'

l ,
, l di

Id j
, 1

t
SAD

,

Figure 2.17. DAR correction for divergence.

, (SSD+d)
P =p. SSD-d

j
+d (2.35)

•

Therefore the lookup values of DAR will be for the field size at the isocentre which is

"brought" ta the surface, at depth along the central axis for the point of calculation Q but

the off-axis distance p is modified by a geometric factor, (Eq. 2.35).
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Chapter 3

Materials and Methods for the Implementation

3.1 Introduction

This chapter presents a brief overview of the capabilities of the McGill Treatment

Planning System in order to define more precisely the work required to implement

extemal photon beam treatment planning. The implementation procedure is described

next along with sorne specifie data structures and pseudo-codes. The detail given on

these structures and code is limited to coyer the original goal of this thesis. General

description of sorne existent parts and functions of the program are also given when

required. The programming, in C language, and compilation of the program was

performed on various Macintosh computers (Apple Computer Inc., Cupertino CA) with

the integrated development environment (IDE) CodeWarrior C/C++TM from MetroWerks

Inc.

3.2 Overview of The McGill Planning System (MPS)

The McGill Treatment Planning System is a Macintosh based treatment planning system

initially conceived for brachytherapy and stereotactic radiosurgery treatment planning. It

was developed at McGiIl University by Dr. Conrado Pla [PLAI]. The program makes

use of the Apple Macintosh user interface. Ali operations are mouse driven except when

numeric inputs are required. The program is available for the two Macintosh platforms:

the standard CISC based Macintosh computer (68K Motorola processor series) and the

new RISC based processors (PowerPC 600's) series which are considerably more

powerful when doing extensive computations. Figure 3.1 shows the main options of the

program.
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Figure 3.1. Main menu of the McGill Treatment Planning System
Program.

The brachytherapy planning allows the user to import a pair of orthogonal films taken

with magnification marks that allows precise reconstruction of catheter positions. The

radioactive sources are shown with the catheters superimposed on the films for

visualization of the loading volume. The dose distribution can then be calculaled and

viewed in any arbitrary plane. Calculation of dose distribution in sets of parallel planes at

arbitrary orientation can be projected on the orthogonal films to visualize the isosurfaces

shape.

Stereotactic planning first involves importing the CT or MRI images through video

grabbing or through a network. The fiducial markers imbedded in the stereotactic frame

which are located on every image allow precise detennination of the coordinates of any

point in the patient volume. A contour editor is used to create and edit the shapes of

various contours: patient surface, tumors and other structures of interest. The next step is

to define a treatment isocentre by clicking with the mouse. Several windows are available

to help the user with the different operations: (cf. Figures in section 4.1). a "transverse

image window" shows the currently selected image; the "Image Index window" shows

ail available images for the given patient; the "cursor window" shows the coordinates and

the dose at the point where the user clicks with the mouse on the transverse or index

image window. An "isodose window" is available when the isocentre of treatment is

selected and the dose can he calculated; it is used to select the isodose values that are
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shown on the transverse image window. Sorne other useful windows are also available: a

"stack view window" which may also include a sagittal and coronal reconstruction, a

"dose volume histograms (DVH) window" of the tumor and the surrounding tissue, a

"beam eye's view window", a "beam information window" where the user is shown the

characteristics of each beam, etc..

When the user selects an isocentre with the mouse cursor, the program brings up a "dialog

window" in which the user chooses a particular stereotactic treatment technique,

treatment machine and a field size for the selected treatment machine. Once these

selections are made it is possible to calculate the dose at any point inside the patient

volume. The dose distribution can be visualized in each image plane, Fig. 4.3. It is also

shown (in the stack view window) in transverse, coronal and sagittal planes, Fig. 4.4. It is

eusy for the user to try out different planning set-ups, such as changing the beam sizes,

beam angles, the number of beams and location of the isocentre.

3.3 General approach for implementation

The general approach for implementation of the extemal beam routines has to consider

the current arrangement and manipulation formalism for the data in the program. Most of

the existing data structures and functions designed for brachytherapy and stereotactic

planning are also applicable to extemal photon beam planning. In particular, the interface

for the stereotactic treatment planning, described above, is wel1 suited for doing extemal

beam treatment planning. The manipulation of cr images and of extemal beam machine

data is required in both cases. The main difference between extemal photon beam

planning and stereotactic treatment planning is the number of treatment bearns, their sizes

and the size of the target volume. Therefore the principal work to adapt the McGil1

treatment planning system to do extemal beam treatment planning involves generalizing

the dose calculation algorithms to handle large treatment beams. Not only the dose

calculation algorithm has to be generalized but also the way beam data is generated, the

method by which the dose is stored and the method by which patient data is localized in

space.

The existing dose calculation algorithms for stereotactic beams were simplified by using

adequate approximations to speed up the calculations: the surface of the patient was

assumed to he flat and therefore the depth of each calculated points within the volume
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was weil determined from the depth of one point, the treatment isocentre. located on the

central axis of the beam. When doing 3-D external photon beam treatment planning such

assumptions do not hold. The calculation of dose in 3-D (based on measured data)

requires the knowledge of the depth of every calculation point, as explained in Section

2.7. As pointed out by many researchers, [STAR], [SIDI]. the critical step in the dose

calculation process is the depth searches, or equivalently the problem of finding the entry

point on the patient volume for every ca1culation point. This operation can take up as

much as 85% of the dose calculation time for a 3-D system. For this reason sorne effort

was put into accelerating the 3-D depth searches for our system. A depth search based on

the use of polar coordinates for contour points and triangular surface patching of the

patient skin is the solution which has been chosen to impiement and this will be described

in Section 3.7. Moreover this surface patching can be used to show a 3-D surface

rendering of the patient volume. When doing 3-D treatment planning it is very imponant

to have sorne tools for visualizing the treatment set-up and the patient geometry. This is

why sorne work was also done to impIement a user friendly interface for manipulating

and visualizing the patient data, through an Observer Eye's View (OEV). and the

treatment setup (couch-gantry) in a 3-D rendered perspective projection.

3.4 Data Structures Organization

The efficiency of a computer program wrilten in C code depends heavily on the

organization of the data structures. A structure in C is defined as a group of related

variables that is given a specifie name and will act as a specifie variable. It is possible to

create an array of a specifie data structure. It is usually more efficientto directly define

the array in memory with the use of pointers (that pointto specific positions in memory)

since the size of the array can be modified to contain exactly the number of desired

elements. Nowadays, most computers including Macintosh, use dynamic memory

allocation to maximize the size of continuous allocable blocks (free memory). For these

machines, the concept of pointers is not sufficient anymore since when a block of

memory is re-sized, it may be rewritten in a different memory location and the previous

pointer would then become invalid (not pointing to the new location of data in memory).

To overcome this problem the Macintosh computers use handles, or "pointers to

pointers": a handle defined with a specific byte size will be moved in memory as a whole

block. This block may also be locked temporarely to stay fixed in memory when

accessing elements of the handle with a!lother pointer, for example in a loop that reads or
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writes ail elements of the handle. In the following discussion, pointers are preceded by a

"*" sign (e.g.: *PointecName). Handles, that is "pointers on pointers", are preceded by

"**" (e.g.: **Handle_Name). A handle could be seen as a relocatable array of a given

structure or variable.

Weil designed data structures are an easy and efficient way to "pass" and "retum" relevant

data information between functions. Expanding a program is also much easier when the

design of the structures is planned for future development. The MPS program has always

followed this philosophy and for this reason many existing data structures were used "as

is" for the present implementation. The important data structures that are used for

external photon beam treatment planning can be categorized in two groups: structures

representing patient data and structures for treatmenl data.

3.5 Patient Data Structures

The patient data structures are those containing the information on the patient anatomy.

One handle of the structure TLIndexRec has one element for each slice. It contains most

of the patient information. This structure was originally defined for stereotactic treatment

planning but it is also very adequate for containing patient information for external beam

treatment planning. This structure contains a handle of the slice images, and various

important information such as the thickness of the slice, bezier representation of the

various structure contours in that particular slice, a list of points in image coordinates

sampling the patient contour, the plane equation (cosine director of the normal of the

plane in frame coordinates) of that slice, the type of reference frame, etc. The patient

information is also saved on disk in particular file formats: a series of image files

("packed images") one for each slice image of the patient, and one image index file that

contains the other information and characteristics of the images.

A very important concept is the different coordinate systems in which the patient data can

he manipulated. Each of them are used in particular situations where they simplify the

manipulation of the data. For example, when finding quantities that are relative to the

isocentre of treatment. the isocentre coordinate system is more adequate to represent the

location in the patient volume. The McGill Treatment Planning System uses 4 different

types of coordinate systems: the image coordinate system, the isocentre (or couch)

coordinate system. the frame coordinate system, and finally the polar coordinate system.
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• The latter was implementcd cspccially for extermll bcam trcatment phlllning. The vUriOliS

coordinate systems are ilIustralcd in Fig. 3.2.

z~_~~ _

y~

Image Polar
z

Isoccntrc

•

•

Figure 3.2. The various coordinute systems. The direction of the third
dimension (axis going in or out the plane) is indicatcd by a cross hair
(pointing in) or by a dot (painting out).

The image coordinate system is really a 2-D coordinate system equivalcnt to the screen

coordinate system of the image in the window where it is displayed, the origin being al

the top left corner of the image. The image coardinate system is needed to link the

display of the image slices in window coordinates ta the other coardinatc system for

example when the user clicks on an image, this position h.u, to be defincd also in the other

3-D coordinate systems. The polar coordinate system is directly based on the image

coordinate system but the origin is at a different location. The isocentre (or couch)

coordinate system has the 3-D location of the isocentre of a treatment for origin. The x­

axis is about the direction of the couch and the z and y-axes are equivalent rcspcctively to

the ~Y and ~x-axes of the frame coordinate system, (Fig. 3.2). This frame is uscful when

dealing with coardinates relative to the isocentre of treatment. Finally, the frame

coordinate system is probably the most important since it is the one that makes possible

the precise 3-D localization of any point in space. For stereotactic treatment images,

fiducials markers from the particular localization frame that is used allow precise

construction of the 3-D image plane equation in the coordinate system of the frame. The

position of the reference point (0, O. 0) and orientation of the orthogonal set of axis

depends on the frame type. Since there is no physical frame in external beam planning. a

virtual "body" frame coordinate system based on the scanner images information WOlS

implemented in order to extend the use of existing routines which assume the existence of

a frame. The body frame is based on the geometry of a Leksell Frame with the origin

point moved further away 50 as not to be situated inside the patient volume (Fig. 3.3).
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Figure 3.3. The vinuai "Body Frame".

•
The polar representation of the patient contour was required for faster localization of

entry points. to simplify the surface representations and to facilitate 3-D rendered display

of the patient volume. The polar segmentation routines and data structures were designed

to be general enough so they could be used for other applications such as polar

segmentation of an irregular field before performing a Clarkson integration [CLAR].

3.5.1 Polar Represenation

•

This polar representation will be applied to the contour points of each image slice. To

produced a polar representation that can be applied to any situation sorne special

considerations are required. First of ail. a valid polar representation should be obtained

regardless of the location of the polar origin (located inside or outside the given contour)

and on how tonuous that contour is. The polar representation is therefore not assumed

beforehand to be single-valued. The data structure for the polar information is iIIustrated

in Fig. 3.4. A polar contour handle is used to represent the whole set of extemal patient

contours. each element of the handle being one slice contour of the patient represented by

the PolarContRec structure. The "step" element indicates the angular sampling step.

"max" and "min" are respectively the maximum and mimmum angle sampled for that

slice. "npoint" is the number of Simples for that slice. "jumpup" and "jumpdown" are

used to indicate a jump in the angular sampling. Le. an angular span where there is no

sample. "PolarIso" is the coordinate in image coordinales of the polar origin. The Iwo

last elements are handles. The sampled polar points are contained in the "PolarRaster
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• handle. which has "npoint" clements PolarPoint. of incrcasing samp"iÎng angle and radius,

that contains three clements: the angle and radius of that point and a boolean nug
indicating if the ncxt point of the list is also samplcd at the same angle. "StartRnstcr"

points to a list that contains long intcgers values, cach pointing on the clement of

uPolarRaster whcrc a givcn sampling angle starts. For examplc. if "~tcp" is 10' and

"min" is O', if there is 3 sampling values at O' the finit clement of StartRastcr is 0 and the

second clements is 3. This classification allows ail possible sampling situations. Figure

3.5 gives an example of a sampling contour.

Polar Contour Representation

··PolarContH PolarContRec
(Hande al PQloIIrContR.~)

··StartRalter
(1Wdla of lOng)

•

0 --..[Sllnrt •lep 110 1 ' 1 (POl~1on al be1l"'''''O of ••c:IllllQ\llar ra• 1
max 1
mln
npoln, "PolarRalter

/' (Ha~ 01 PDIoIIr POtnI)

(1/ ~=" v:. .". r ,llag
/

POl"! Polarlso 0

nsllee·' l«lg ·SlaMI.ter

PO/arPol/1 ·PolarRlstl. "PO'"

Figure 3.4. The Polar Contour Record structure.

o
360

Polar Coordinates sarnpling

Equivalent
Image Coordinates

~

X: poinlS of
double sampling

Figure 3.5. Example of a polar representation of a winding contour.•
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ln the example shown in Fig. 3.5. two interpolation angles are illustrated at ea and eb : for

ea• there are three points (of different radii) and for eb. there is also 3 points since X is at

a position where the angular direction changes. theref:\re it is sampled twice. This makes

localization easier since starting from the polar origin, for instance positioned inside the

contour, a given raster is easy to follow. The first point of that raster indicates thatthe
raster (1ine from the polar origin towards the exterior atthe given polar angle) is going out

of the contour. The next point means that the raster is coming back inside, etc.

The method for keeping track of the jump that occurs wh.:n the PolarOrigin point is

outside the contour is iIlustrated in Fig. 3.6. where the origin is placed on the left side of

the contour. In that case the min and max angle will still be 0 and 360. However there

arc two important angles to consider for finding the angular region spanned by the

contour. These two angles arc "jumpup" and "jumpdown" in the PolarContRec.

PolarOrigin (oulside lhe contour)

If lhe polar origin is in this rogion
Jumpup and Jumpdown have 10 he used

Figure 3.6. Polar origin outside of contour on the left side.

In cases where the polar origin point is outside of the slice but not on the left side the

fields "min" and "max" angle will not be 0 and 360 • and therefore indicate the angular

span of the slice directly.

The method used for the polar interpolation is simply an angular intei'pOlation between

the sampling contour points available in image coordinate. The points in image
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coordinales are first obtained from a sampling on the bczicr reprcscntation of the contour

that is drawn by the user on the image when loading ncw patient irn'lges.

3.5.2 Triangular Patching for Representation of Patient Surface

Most of the patient contours that are encountered when doing externat bcam planning will

he ruther regular i.e. "not very winding". Starting from this assumption it is possible lo

assume that the polar representation will be a singlc-valued function of the angle Le.
r=f(8), and therefore each contour will have the same number of sampled polar points

which in tum simplifies the surface representution of thc arcu betwcen two contours of

particular image slices. The usual way to ereate a surface representation of a 3-D volumc

is by creating 3-D polygons that approximate the surface of the volume. Sophistieuted

algorithms are known to perfonn this for any arbitrary contour points [LAUR]. In our

case, however. a regular polar interpolation is performed on each of the contours al a

specifie angle step and il is easy to link the points from one contour to the nexL with 3-D

triangles having vertices at every second sampled point (cf. Fig. 3.7). This type of surface

representation is acceptable for sampling angles less than or equal ta 10. For examplc, a

typical patient data set composed of 30 image contours, a 10 polar sampling, will

produce 2088 triangles eaeh having 3 vertices and a plane equation.

arbitrary contours

~,. ...
~ ,

Polar contours

~~ ...
~ .....- . ~ ....

•

Figure 3.7. General polygon surface patching vs. indexed triangular
surface patching.
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(Handle 01 TriRec

FPoint3d Vertex{31
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1 Point Porlgln
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TrlSurfRec

**TrISurfH ..
(Handle of TrlSurlAec)

Trlangular surface representatlon•

Figure 3.8. Structures for triangular representation.

•
The patching process requires its own data structures to simplify its implementation.

Figure 3.8 illustrates the structure that was used. The **TriSurfH is a list of ail the

regions between slice ("interstice"). Each element is a "TrisurfRec" structure that

contains variables for the number of triangles ("ntriangle"), the interpolation step size

("step"), the type of contour for future use ("type") , the number of interslice regions

("nslice"), the polar origin in image coordinates ("Porigin") and finally a tist of triangle

elements "**TriH" for the particular interslice. **TriH contains elements of TriRec

structure, each one having three 3-D coordinates in frame coordinates: the vertices of a

particular triangle ("Vertex[3] array"), the plane equation of that triangle, and the polar

angle of that triangle ("angle").

•

The polar origin point ("Porigin"), which is common to aU the slices, defines the origin

for the polar interpolation. It is obtained by taking the intersection of aU the best fit

rectangles of each slice image and then taking the coordinate of the center of this

rectangle. Sorne procedure should be used in the eventuality that the intersection is null,

for example shifting the Porigin of one contour until an intersection is found. Another

problem that may occur is when the contours are not smooth enough for f(8) to be single~

valued~ in this case one should either smooth the contours, or if the shape really forbids

the single value assumption the patching algorithm should he modified to a general

triangulation. The general triangulation algorithm is more general but the triangulation

based on polar coordinates gives sorne indexation of the surface position of the triangles
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(angular position) which simplifies the depth searches on a plane grid. as will be shown

later.

3.6 Treatment Data Structures

3.6.1 Bearn Data

The system was tested with the beam data from a Varian Clïnac 2300C/D (18 MV beam).

The measured data. PDD (or TMR) and OAR values are stored in a text file for various

square field sizes from 2 x 2 cm2 to 30 x 30cm2. When the program does the calculation

for a planning session with a specific treatment machine, it first reads the beam data file

of the machine and from it generates other beam data at regular sampling intervals to

ensure faster and easier lookup of the required values when doing dose calculations. For

external beam planning this procedure has to be different from the stereotactic beam data

generation. Basically, the same parameters are generated (TMR and OAR). However.

the sampling intervals do not have to be as small as for stereotactic beam data.

Stereotactic beam data are typically generated at every 0.25 cm for circular field sizes

from 0.5 cm to 4 cm in diameter and for depths from 0 to 30 cm at every 1 mm. For

external beam, it is more appropriate to generate field sizes at every 2 cm. from 2 cm to

30 cm for square fields, and for depths ranging from 0 to the maximum available depth at

intervals of 1 mm. The OAR data for extemal beam has to be more elaborated than for

stereotactic beams. The divergence of external beam is much greater so the shape of the

profiles will change considerably with depth. The profiles of stereotactic beams are

assumed to be very similar with depth and therefore they were only interpolated and

stored at one depth for each field size. However for external beam they are stored and

interpolated at 5 different arbitrary depths; in our case these depths are at dmax, dmax + 8

cm, dmax + 16 cm, d max + 24 cm, dmax + 32 cm). Therefore for a 18 MV beam, where

dmax is 3 cm, the depths are 3.0, 11.0,19.0,27.0, and 35.0 cm. The calculated beam data

are stored in the same handles (**tmrH and **oarH, cf. Fig. 3.9) for both external beam

and stereotactic beam. These handles are simply one dimensional arrays of fioating point

numbers.
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Figure 3.9. Structures for efficient storage of beam data.

If POO are provided in the beam data file, the required TMR values are calculated using

Eq.2.27.

3.6.2 Calculation grid and dose matrix

(a) (b)
Figure 3.10. Typical calculation grids. (a): a regular 5 mm square size grid
used in external beam trentment planning. (b): irregular grid for
stereotactic treatment pJ~ '~ling.
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The calculation grid used in stereotactic planning. defined on each image slice, is a

variable grid reduced to the small area where dose is deposited. For external beam

calculations such a a simplification is not appropriate since most of the area of the slice is

Iikely to receive sorne significant dose. The grid has to be extended to fully cover the

sUce, as shown in Fig. 3.1O. a1though it does not need to have variable resolution.

•

•
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ln the planning interface, the user has the option to change the calculation grid size (Fig.

4.2). The grid size affects the precision of the calculation since the dose is calculated

only at the grid points. The calculation planes are defined in three dimensions, in the

plane of the slices. The calculation time is obviously proportional to the number of grid

points. The results of the dose calculation for each slice are stored in a dose matrix,

which is a one-dimensional array, each clement corresponding to the dose of particular

grid point.

3.6.3 Treatment specification

The treatment delivery parameters are stored in a particular structure, "StTreatRec". This

structure contains the definition of the calculation grid, the number of isocentres for the

treatment technique and the particular beam settings and weightings that belongs to each

isocentre. The beams that are applied to each isocentre can either he normal fixed beams

("free") or arcs. For calculation purposes, a free beam is an arc that consist of a single

beam. For each of these free heams or arcs a set of parameters is stored; this includes the

couch, gantry and collimator angle, the beams energy, the type of collimation and its size,

the depth of the isocentre for this beam, etc.... This structure is filled in when the user

defines the treatment technique with the help of a user dialog (as shown in Chapter 4).

Future versions of the program could also integrate a 3-D graphical user interface for

definition of the treatment techniques (isocentres and beams characteristics) taking

advantages of the capabilities of the interface described in Section 3.9.

3.7 Fast depth calculations

General approach for depth searches

The depth of a point given i15 3-D coordinates (x, y, z) in a given coordinate system and

i15 cosine directors has to he found. The cosine directors give the direction of the ray

towards the source position. The coordinate system was chosen to he the body frame
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coordinate since the dose calculation planes are already in the coordinate of this frame

and so are the coordinates of the 3·D contours points of triangles in **TriSurfH.

A straight-forward way of finding the depth of a specific point with respect to the source

is to find the two "bracketing" slices in between which the ray crosses the surface. If there

is no such pair then the ray must be entering from the top or bollom slice. The bracketing

of the two slices is obtained in the following way:

çcheck top and bollom image/ray intersection (through specific routines that

verify if the intersection of the ray in the plane of the image is within the

boundaries of the image contour).

çthen, depending of the direction of the ray, check from the top or from the bollom

for an inside image intersection.

çwhen this intersection is found, the bracketing slices are detennined.

Next, the c10sest pointto the rayon each of the two contours is found and from these two

points a linear interpolation is perfonned to find the depth, see the geometry in Fig. 3.12

b.

This method is tedious in the sense that for each calculation of depth two slices have to be

bracketed and for each one the c10sest point has to be found. This method would be used

as an alternative to the other one in case the assurnption of the srnooth varying contour

cannot be applied.

Depth sea[Çhes wjth Triangular Surface Patching

The main goal of this rnethod is to speed up the depth search. Section 3.5.2 described

how a triangular representation of the surface is obtained and arranged. Since the

triangles are classified by angle, the search can he indexed. In order to find the depth of

a calculation point, a rneans of finding the intersection of a ray with one triangle structure

is required. The algorithm that perfonns this is illustrated in Fig. 3.11 [GLAO]. The ray

is defined by a parametric equation with parameter t: ;:(t) =0+ii· t where 0 is the 3-D

coordinate of the origin of the ray (calculation point) and ii is a unit vector along the ray

towards the source. The triangle definition (as previously defined) is composed of three

3-D vertices Vi and a plane equation Fi· P+d =0 where Fi is the nonnal unit vector of
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• the plane. j5 is an arbitrary point of the plane and d is the shortest distance of the plane

from the origin.

Figure 3.11. Parameters for ray-triangle intersection algorithm.

•
Equation 3.1 retums the parametric value at which the ray intersects the triangle plane and

therefore gives the intersection point Ï. Then to verify if this point is located within the

boundary of the triangle. the vector from one vertex (Vo) of the triangle to the

intersection point (1) is expressed as a Hnear combination of two vectors (VOV1 and

VoV2 ) Eq. 3.1 (2). If the conditions of Eq. 3.1 (3) are satisfied. the intersection point is

within the triangle.

(d+N.O)
t j = - (R .n) (1)

1=F(t;) =0+n.ti

{
a. b~O}
a+bSl

(2)

(3)

(3.1)

•
When finding the intersection of a given ray with the whole patient surface, not a1l

triangles will be tested for intersection with this ray. since this would be rather a slow

process. The possible entry angles of the ray are limited: the intersection point of the ray

with the contours must be between the angle e spanned by the Polar ongin to source angle

and the Polar origin to intersection point of the ray within the slice Fig. 3.12 (a). Also the
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• intersection cannot be lower (dot-product wise) than the point, Le. the search should be

perforrned from the closest slice of the point toward the top or bottom of the volume (cf.

Fig. 3.12 (b». These two assumptions speed up the search considerably. Moreover, the

searc;.h is limited to the triangles included in the intersection of the full beam with the

patient surface plus a certain boundary (as illustrated in Fig. 3.13) necessary to calculate

the depth of points in the penumbra of the field.

Source

Isocentre

c -
Source

•
A: Intersection of the r.lY with the plane of the slice in 3D
B: Intersection of the l"3y with the slice contour in 2D

(a) ~)

Figure 3.12. The angle range for the entry points (a) and bracketing slices (b).

An additional increase in speed can be obtained by noting that when the depths are

calculated to find the dose on the calculation plane by scanning the grid point by point,

the depth of one point with respect to an adjacent point will not only be very close but the

intersection points on the surface will also be very close to each other, (cf. Fig. 3.13).

The depths of each calculation point on the calculation grid is found one by one by

rasterising the grid as shown in Fig. 3.15. From one depth search to the other, the

position of the previous triangle where an intersection was found is kept in memory. The

depth search algorithm will look for successful intersection of the ray with this previous

triangle and other adjacent triangles on the patient surface until a successful intersection is

found ln general, this method will yield fast depth searches since only a few triangle-ray

intersection checks have ta he perfarrned.

•
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Polar ongin
lino

D Field intersection with surface
I§j Boundary

Figure 3.13. Geometry for the depth search.

Arbitrary
calcullltion
plane
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The time required to find the depth of aIt grid points is drastical1y decreased with this

method (by about ten times). The angle at which the beam enters the volume with respect

to the polar origin will also affect the search's time. The grid should be scanned in a

direction parallel to the central axis of the beam to increase the speed. (cf. Fig. 3.14).

Since the dose value at the points of the grid that are far enough from the central axis is

essentially zero, the dose calculation algorithm can skip the calculation of the dose at

these points.

1
1
1
1
1

Calculation ~V
Grid,

....~+---------

H: horizontal
V: vertical

Figure 3.14. Optimization for grid scanning.

54



•
The more pnrallel these points ore from n raster (cf. Fig. 3.15), the faster will be t(le dose

calculation since more continuous cnlculntion points can be skip along the rasters. The

direction of the grid scanning cnn either be horizontal or verticnl. The nngle between the

source and the treatment isocentre will deterrnine if the scnn will be horizontnl or vertical

depending whether the unit vector, pointing from the isocentre to the source, has a grenter

component in the horizontal or in the vertical direction. The raster scan is a)so "wrapped"

Le. it is as shown as in Fig. 3.15 with PO being the initial point. This nssures that ench

calculation point is spatially close to the previous one to speed up the algorilhm.

Figure 3.15. Exploring the calculation grid by wrapping the rasters.•

DoX
~

Vertical Scan

ro
.~---:-----,

~ ...,.,.' .. _.. ,~, ,., ~""'_;' '" ". _." .. l

,. +_ .•.....•-....•....._~

Horizontnl Scan

•

3.8 Dose calculation algorithms

The calculation of the dose in a 3-D geometry can be perfonned when the depth of each

calculntion point is known. To simplify the implementation, our treatment planning

system neglects the effect of tissue heterogeneities. Therefore, only the surface of the

patient is considered in finding the geometrical depth of the calculation points. no further

density scaling is performed for rays crossing heterogeneities. The inhomogeneity

corrections could be applied in future versions by finding the intersections of the ray with

the different approximated surfaces of the volume. each surface defining the boundary of

a volume of a specifie density. The final radiological depth would be approximated by

scaling aeeording with the density (as in Eq. 2.19). Eaeh tissue structure that has an

approximately constant specifie density could be contoured (e.g. lungs, bones. etc.) the

sarne way as before: a polar contour wouId be found and the triangular surface

approximation found for each of these structures. For simplification. the current

implementation is only for rectangular fields. leaving irregular fields to a future version.

Wedged fields can he used as long as their respective TMR and DAR values are provided
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in the bearn data file, the dose calculation procedurc being the sarne since the effect of the

wedge is takcn into account by the beam data.

When a specific treatrnent technique has been defined by the user, it is possible to

calculate the dose in the image slice where a calculation grid is defined by defaull. ln

practice the dose calculation can take place in any arbitrary plane where a calculation grid

is defined. For every isocentre, for every arc, for every bearn, for every point on the

calculation grid, the dose is calculated with Eq. 2.33 according to the order of Fig. 3.16.

Also, not rnentioned in this figure, the TMR value at the calculated point is bi-Iinearly

interpolated frorn the TMR tables. The OAR value is also interpolated from the OAR

tables and the off-axis distance and then scaled accordingly for divergence correction as

in Eq. 2.35. The correction for divergence of the bearn was verified by comparing the

calculations with rneasurernents, (cf. Chapter 4).

inilialize Ihe dose malrix array 10 0 al every grid position.
for (every isocentre)

for (every arc)
for (every beom)

For every grid posilion (as above wrap around rasler)
find depth of the poinl (from above lechniques)
dose = dose from (Eq.(2.33» for this beom
dose althis grid point =dose al this grid poinl+ dose

nexl (grid position)
nexl (beom)

nexl (arc)
nexl (jsocentre)

Figure 3.16. Pseudo-code algorithrn for dose calculation in a grid plane.

The calculation procedure shown in Fig. 3.16, is used when the user first defines a

treatrnent technique. If sorne changes are applied to this technique, the prograrn does not

necessarily go through the same procedure to update the dose. If sorne beams of the

initial technique have not changed they would not necessarily have to be recalculated. If

the number of rnodified beams times two, plus the number of removed beams and the

nurnber of new bearns of 'Ù1is new rnodified technique is less than the total number of

bearns of the previous techniques, an alternative algorithm is applied (Fig. 3.17).
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if (modilicalion addilion or delelion of isoctnlre, arcs or frcc beam(s»
{ .
if «(H of modilied)·2 + Hof removed + Hof added) < (lUlal # of beams of previous lechnique»
{ for (every removed beam)

For (every grid posilion) (as above wrap around rasler)
lind deplh allhal poinl (for removcd beam)
lind lhe dose Wilh from old beam = dose
dose al grid position =dose al grid pasilion . dose from ol,J beam (from Eq.2.33)

nexl (grid posilion)
nexl (removed beam)

if (modilied beam or new beam)
1 for (ail modilie·j or new beam)

for (every grid posilion)
lind deplh allhal poinl (for old and new beam)
lind lhe dose from old and new beam (from Eq. 2.33)

dose al grid poinl =dose al grid poinl • dose from old beam
+dose from new beam

nexl (grid posilion)
nexl (new or modilied beam)

1
1·················
el« (do Iike in Fic. 3.161

Figure 3.17. Pseudo-code algorithm for dose calculation in a grid plane.

The algorilhm couId in the future be improved by incorporating heterogeneity corrections

factors, as described in Chapter 2. The only modification required to the algorithm is

then to change the depth value at the point of calculation by changing the depth search

procedure, taking inlo account substructures of various densities. previously contoured.

In order to verify the dose calculation algorithm, a "virtual" box phantom was created. (cf.

Fig. 3.18). The IJrogram alreaùy has a function that creates a spherical phantom to

perform quality assurance measurements for stereotactic treatment planning. These

virtual phantoms are created by generating a set of images or contours defining axial cuts

of the phantom. Then the "packed" images and the image index are saved on disk. It is

possible to perform ail the treatment planning operations of the program on the virtual

water box phantom. Since calculation of dose from measurements in a reaI water tank

phantom is a standard procedure. it is then easy 10 compare the dose calculation results

from the program with measured values.
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Figure 3.18. OEY of the "virtual box" water phantom, with wirc-framc
surface and rendered back surface.

3.9 Visualization Toois with the virtual sphere algorithm

A user interface that simplifies the task of visualizing the J-O information available for

the treatment planning was implemented. The virtual sphere algorithm chosen makes

possible real time rotation of a 3-D object. The rotated object is viewed through a

perspective projection. The algorithm is used in both the BEV and the display of the

treatment set-up.

The implementation of the virtual sphere algorithm was based on an algorithm described

in [CHEN]. A 3-D virtual trackball is used to rotate an object in space. The user clicks

with the mouse within a circle which represents a 2·0 projection of a hemisphere (Fig.

3.19). The object (or the set of objects) will rotate with respect to their position relative

to the centre of the sphere. The position of the first mouse click (1) defines a point on the

sphere (the radius vector a); the next position where the user moves the mouse (2) dcfines

a second position (radius vector ~). The cross product of the two vectors produces the

vector y around which the rotation is to take place. The rotation angle 9 is the angle

spanned by the two initial vectors with respect to the center of rotation. Then the rotation
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• of the object is ca1culated and the display updated. Then as the mouse is movcd, point (2)

bccomcli point (l) and a new poi nt (2) is updated to the ncw mouse position. If the

computer is fast enough the user has the impression of virtually grabbing the object in

space and rotating il.

(a) (h)

•

•

Figure 3.19. The concept of the virtual sphere view in 3-D (a) or in the
drawn projection plane (h) .

Basic rotation tools are required to implement this algorithm. 4 x 4 transformation

matrices arc required. The fourth dimension of the matrix is required to carry the

normalization needed to perfonn perspective projection and make abjects appear bigger

when they are doser.

An arbitrary point p is expressed as a row vector (Px. Py. Pz. 1). A translation matrix T is

first needed ta translate the point by an amount :[/A"""':].

1 0 0 0
0 1 0 0

T=
0 0 1 0

(3.2)

'A" " t: 1

The second step is to rotate the point. A matrix R that defines a rotation around a given
axis (y) by an angle e is expressed as in [GLAO] by:
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• tx2 +c txy- Sz tX;' +sy 0
,

txy + s:. ry·+C tyZ -SX 0
R= , (3.3)

IXZ - sy tyz + SX IZ· + C 0

0 0 0 l

where (x. y, z) i5 Il unit vcctor atong the direction of thc rotation axis y, with the

parameters 5, c and t defined as :

•

s=sin(8)

c = cos(8)

t = 1- cos(8)

Finally. the perspective projection matrix onto the x~y plane is defined as:

100 0

010 0
p= o 0 0 t 1Z~

o 0 0 1

(3.4)

(3.5)

•

Zc is the Z distance between the center of projection and the observer's eye. Therefore the

smaller Zc is. the grenter is the perspective effect.

The total transformation that incorporates a translation (T), a rotation (R) and Il

perspective (P) of one vertex [v.t' v" v~] of the object is given by:

[V~, v~. v~.N] =[v.t'v,. v:.l]' T· R· P (3.6)

Then. the point has to he nonnalized 50 that its fourth component is one. i.e.,

[V•.V,. v,.ll=[~. ~ .~.z] (3.7)
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• 3.9.1 Real lime rendering of the patient volume (Bearn Eye's View)

Defining the patient's surface with triangular patches as described above makes possible

the implementation of rendering when displaying the transformed (translated, rotated, and

perspective projected) triangles. First, the triangles have to be translated so that the centre

of rotution is the approximate centre of the patient's volume, although the center of

rotation could be any point.

•

•

The simplest rendering technique, facet shading, was chosen. Facet shuding means that

every surface of an object has a uniform color which is proportional to the angle between

the observer vector and the unit normal vector of that given surface. This information is

readily available and the rendered color is rapidly computed. Each transformed triangle

defines a polygon structure that can be framed or painted (direct Macintosh Toolbox

Quickdraw drawing routines). The framing function allows wire frame display whereas

painting with sorne appropriate color indexation allows rendering. Although there exist

more realistic looking techniques for shading, like volume rendering, Gouraud shading

[GOUR], Phong shading [PHaN] and Interphong shading [ARVO], facet shading was

chosen for its speed and simplicity. The more sophisticated techniques, though more

realistic looking, require too much extra manipulation of the 3-D data, making the overall

rendering process too slow for a real-time response on the current Macintosh computers .

The color indexation for the facet rendering is simply obtained through the dot product of

the observer vector which corresponds to the normalization of (TÇPçR[O][3]*Zc,

TÇPçR[I][3]*Zc, TçPçR[2][3]*Zc) vector with the unit normal of the particular surface

which is stored in each triangular element. A color width and level for the display can be

selected by normalizing the result of the dot product with a range of available color

numbers in the co~or table; usually, the greater the dot product is, the Iighter is the color,

as if a Iight source came from the observer's position. The axis of the coordinate system

reference frame can also be displayed so as to keep track of the position where the

observer is looking from. Visualization of the bearns (or boundaries of the bearns) can

also be shown. Many possibilities for the rendering :-:e possible: the patient's skin could

he wire-frame, facet rendered, or invisible. If the dot-proJuct of a particular triangle with

the observer's vector is positive, the skin is facing the observer, if negative, it faces the

other side. The 3-D contours of the internai structures of interest can be drawn after

drawing the background skin and before drawing a wire-framed surface giving the

impression of a transparent skin (cf. Fig. 3.18 and 4.6).
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3.9.2 Rotation of couch gantry set up (virtual treatment room)

Visualization of the 3-D position of the patient with respect to the trcatment muchint.: is

easily achieved with the virtual sphere algorithm. Howcver, more tlcxibility is rcquircd,

since not only the capability of rotating the whole set-up is required but also the ability to

rotate the couch and the gantry separately around their respective rotation axes. The

couch and the gantry are both defined with three specifie arrays. The first one contains a

list of a11 the vertices of the object, the second contains the normal vcctor of a11 the

surfaces, and the third contains the surface dcfinition, Le. a Iist of vertex numbcrs thut

fonns each surface (four vertices per surface). Each object can now be rotated around its

individual rotation axis or around an arbitrary axis defincd through the virtual spherc

algorithm with the isoccntre position as centre of rotation. The visual output is shown in

Fig. 3.20.

Figure 3.20. The couch and gantry visualization.

The dot-product of the observer nonnal and the normal of each surfaw (stored in the

surface normal1ist) can also be used for real-time facet rendering as it was used for the

patient surface. Wire frame display can also he selected.
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Since lhe surfaces lhal conslilule the couch and lhe gantry are larger lhan the patienl's

surfaces (small triangles) an addilional operation is required before drawing lhe surfaces

on lhe screen. A Z-sorling of the positioning of the surface themselves should be

pcrformed to avoid improper spatial superposition of couch and gantry parts. For

simplicity, the painler algorilhm was used. The surfaces are sorted by the sum of the z

values of their vertices afler transformation (proportional to the average z coordinate of

lhe vertices of each surface). As long as the surfaces are small enough there is no

problem in using this method. This explains why the top surface of the couch was

",-lUally split in 3 different parts. Other possibilities would have been to use Z-buffer

based techniques [KIRK)lhat are memory consuming and in general slower since they

involve rasterization of the surfaces. However a rasterization of the surfaces makes

possibh~ the use of the more realistic rendering techniques mentioned above.
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Chapter 4

Results and Discussion

4.1 Introduction

The results of the implementation of the external photon beam treatment planning in the

McGill Treatment Planning System will be presented here. The different windows

pertaining to the different steps of a typical planning session will be discussed. Not every

single window of the interface will be shown, the emphasis being on the newly

implemented features. To ensure that the treatment planning program yields aceurnte

calculation of the dose, measurements of the dose are presented and compared to the dose

caleulated by the computer. Finally, sorne limitations of the program are diseussed to

guide future work.

4.2 The planning interface

After the patient images are transferreri through the computer network from the CT to a

Macintosh computer they are loaded and eonverted to a 13-bit format by choosing a proper

window width and level. The spatial location of each image plane is then entered along

with the patient contour of each slice and the images are saved in a special compressed

format, called "packed", that can be imported directly into the MPS program. Once the

images are available in a usable format, they are loaded and placed in the image index

window with the transverse image window showing the current active image The user

can now use the contouring tools to draw the contours of the tumor and other structures of

interest (cf. Fig. 4.1), always in the current image.
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Frame
cool'dlnates:

106.75 cm
105.29 cm
130.00 cm

(unor Dose:
o cGy
(~.r·:~expand~~~t!,-:l

1<::5how dClseuèrome~ )
Ruler Length:

5.41 cm

Figure 4.1. The planning interface just after loading the images and
contouring the structures.

4.2.1. Treatment Parameters

Once aIl the contours have been drawn. the user defines the treatment parameters. First,

the user has to decide where to place the isocentre. (for an SAD setup). or a point in the

central axis of the beam for SSO setup. The image closest to that point is selected as the

current image and the user clicks on the image at the isocenter position (while pressing a

certain combination of keys). This operation opens a user dialog where the user sets the

treatment parameters, (cf. Fig. 4.2).

65



• Isocentre # ~ Treatment Machine: ((Lw18 ... )
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z=

8.31 cm
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Treatment Setup
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OSSO

•

Free Beam#: ~

ENERGY: TI 8 MU 1
WEIGHT: ~

ANGLES (0)

Gantry 0.00

Couch 0.00

Coll. 0.0

Grid Size (mm) 0

Collimation: 1Rectan@r

Field Size (cm): 10.Ox1 0.0 at 0.0 deg

MOdifiers:1 none 1

•

[;:::Délete"thls:Isôi:enue·:·'.1

( ~-.;.c··;-"a·n·-c·-e-I·.è·~.·) ~[iYO''K':·~~V"
,. • . c' • 4·":.~.1 .....~ ·,,t;.l:.~.

Figure 4.2. The user dialog used to enter the trealment parameters.

Ficst the treatment set-up, (SSD or SAD) is chosen by clicking on the appropriate button

in the dialog box. The choice of setup will change the normalization point for the dose

caIculation: the dose distribution is normalized ta 100% at the isocentre point for an SAD

set-up and at depth dmax along the central axis of the beam for the SSD setup. Then the

treatment machine and type of radiation is selected through a pop-up that presents ail the

machine files that are present on disk. Certain machines, i.e., linear accelerators, may

have more than one possible energy, and an additional popwup menu in the dialog box

allows the user to select among the different energies. The next step is to select the beam

combinations and entry points for the particular treatment. Another pop-up menu lists ail

currently defined beams. Initially, no beams are defined. The user has to create new

beams one by one or chose from previously defined general treatment techniques which

may he composed of severa! predefined beams. When the beams are created one by one,
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the user selects "new beam" from the pop-up menu and enters the various caracteristics

for each newly created beam. Other functions are available to manipulate the beams; an

already defined beam can be duplicated or removed from the beam Iist. The general

techniques define a set of beams that compose a specific treatment technique. The

general techniques that are available are: parallel-opposed beams, three beams at 120 ,

box technique (four beams at 90 l, and finally a dual field, Le. open beam combined with

wedged field, which is often used to obtain non-standard wedge angles. Modification of a

beam requires that it is selected in the pop-up menu. Ail of its caracteristics can be

changed, such as the collimator and gantry angles, the couch position and angle, the

wedge angle (for wedged beam), the energy of the beam, and the type of collimation. So

far the collimation types are rectangular and circular. There is an irregular field option

planned for a future version of the program. For rectangular fields, the user must enter

the length and width of the beam. Each beam can be treated as a pseudo-arc if desired. In

this case, the user must t:n!er the arc angle and the calculation step, i.e. how many fixed

beams will approximate the rotation. The precise coordinates of the isocentre position

can also be entered directly in frame coordinates. The calculation size for the grid can be

modified, 5 mm being the default. The user can always cancel the modifications made to

the treatment selling by clicking the "cancel" bullon in the window. Once the treatment is

defined, the user ex:ls and closes this window by clicking the "OK" bullon and ail defined

beams are then created. A cross-hair is now drawn on the transverse image window at the

position of the isocentre. The dose at each point can be seen in the coordinate window by

clicking at the requested point in the transverse image window. Before the isodose lines

can be drawn , the dose at each grid point has to be calculated which is acomplished by

selecting "dose calculation" in current slice from the pop-up menu. The progress of the

calculation is shown with a progress bar dialog. Figure 4.3 shows the result of the

calculation for a 4 beams box technique. This type of treatment takes less than 30

seconds per plane (image slice) to calculate, typically 5 to 10 seconds per beam. If the

dose is also calculated in ail image planes (ail calculation grids), the isodose lines can be

visualized as weil in the coronal and sagital planes, as shown in Fig. 4.4.
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Figure 4.3. Dose calculation results, isodose lines in one image plane.

Figure 4.4. Reconstruction corner in the stack view window.
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Ail tools that arc available for stereotactic trcatment planning arc also available for

external beam planning (dose volume histogram, beam eye's view, etc.). They are not

shawn here because they are not newly-created features.

However, us explained in Chapter 3, in arder ta extend the 3-D visualisation tools, an

observer eyels view (OEV) was implemented. An example of the OEY display is shown

În Fig. 4.6. The available display optÎons are shawn in Fig. 4.5. The user cao set the

surface that faces him or faces away in three modes: hidden, wireframe rendered or facet

rendcred. The user can also zoom in (or out) of the display. Options are left for future

extensions such as viewing the intersection of the beam with the volume and displaying

the structures of interest. Il may also be possible in the future to show 3-D isodose

surfaces when Macintosh computers will have greater calculation power or accelerated

3-D display cards. With the options implemented now 1 the display is normally fast

enough for real time manipulation, i.e. the rotated object follows the mouse mouvement.

However on old Macintosh computer models the response can be too slow; the user may

then use a fast contour dis la to fix the viewin an le before doin the rendering.

View type

l8J Show Front

f8] Show Back

Structures:

o
@

@

o

D Show Tumor(s) and Structurees)

l8J Show Beams: @ central axis

a surface intersection

Others:

Figure 4.5. Dialog:Jf options for the OEY display.•
Magnification (pixel/cm):

l8J Top/Bottom closed

Show From Slice ~ to
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Figure 4.6. OEY display for a head images data set: (a) display of the
contours for fast manipulation. (b) the facet rendered surface. (c) wire­
frame surface and rendered background.
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As the description of the user interface suggests. it is relalivell' easy to get a good idea of

the dose distribution in 3-0 and 10 interact with the prograr.lto evaluate the relative merit

of differenttreatment plans.

4.3 Verifications of Results

A simple procedure for the verification of the calculatioll mr.thods was followed. First.

the measurements were performed in a homogeneous water phantom with the help of a

radiation field analyser (RFA). (Therados RFA-7. Uppsala. Sweden). This device can be

usell as a three dimensional isodose pIotter or as a two dimensional radiographie film

densitometer. It is composed of a water-filled acrylic tank with dimensions of 63 x 60 x

61 cm3 and a set of p-type semiconductor detectors (Scanditronix, GR-p EC silicon

photon field detector) and RK ionization chamber. One of the detectors can be positioned

by remote-control anywhere within a 50 x 50 x 50 cm3 volume while the other is used as

a stationary reference detector. The relative signal strength. which is proportionalto the

dose. is recorded by the computer control unit (80186, 16 bit processor), and saved on

disk as ;Itext file.

The measurements of POO values along the central axis of the beam and the

measurement of the dose profiles along the central plane of the beam at various depths

(cf. Fig. 4.7) were obtained with the RFA. Ail measurements were taken for the energy

that was verified (18 MV). The relative dose measurements are normalized to 100% at

dcpth dmax (3 cm).

For verification of oblique incidence correction, some beam profiles were imaged on film

(Kodak X-Omat V) with 30 cGy given at dmax to ensure that the optical density of the

film varies linearly with the dose (Fig. 4.8). The films were placed in between

polystryrene sheets (3.24 x 1()23 electrons/gram, \.03 glcm3) which are assumed to be

water equivalent material (3.34 x 1023 electrons/gram, \.00 glcm3). The films were

digitized with a CCO camera to 8-bits images. A calibration curve for dose versus pixel

density was then oblained with a reference film of a 10 x 10 cm2 beam at normal

incidence (cf. Fig. 4.9) comparing POO measurements values with pixel values along the

central axis on the image. The calibration curve was aproximated by a third degree

polynomial fit and it was used to convert pixel value to dose. Image manipulations were
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• pcrfonned with NHI·lmagc software package r~r Macintosh [NIHII. The progrmn nllow"

distance calibration (pixel/cm) and color calibration (pixel color to duse calibration l'rom

the fil ) 10 be applied la an image. Thercfore dose profiles uJung .my line of the culibrated

images arc readily available.

Figure 4.7. The sctup for OAR and PDO mcasurerncnts. The dll.'ihed lines
in the rneasurerncnt planes rcpresent the lines along which rncasurernCIllS
were takcn.•

• B

Plane A

Plane n

Figure 4.8. Optical density read on a Kodak X· Omat V film versus given
dose in the linear region (5 to 35 cGy) for 18 MV photon radiation.
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• Figure 4.9. Polynomial fit for conversion of pixel value to relative dose
for Kodak X-Omat V film scanned with a CCD camera (18 MV photon
radiation).

4.3.1 Verification with RFA measurements

1- Nonnal incidence at SSD djstance of measured data

•

The pcrcentage depth dose and off-axis r.uio used as input data were verified to be

consistant with the calculated value. Since the input data is manipulated for efficient

storage and converted to TMR values (the dose calculation procedure uses TMR values),

the first step in verifying the calculation is to compare calculation of dose (Eq. 2.34) for a

setup that is exactly the same as the input data, i.e. SSD =100 cm normal incidence on a

cubic phantom for 18 MV photon radiation. The PDD curve and the off-axis ratio at four

of the measured dc:pths. 3 cm, Il cm 19 cm and 27 cm. were verified for a 10 x 10 cm2

field, The differellce between the measured and the calculated dose values is less than

one percent as shown in Figures 4.10. and 4.11
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Figure 4.10. Percent depth dose verification for a 10 x 10 cm2 field SSO =
100 cm, 18 MV photon radiation.
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Figure 4.11. Off-axis ratio verification for a 10 x 10 cm2 field. SSO =100
cm, 18 MV photon radiation.
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• 2· Correctjon for beum djveri:enee (or differcnt SSD

Next, the correction for the beam divergence was verificd (cf. Eq. 2.35) when the sctup is

not at the SSD of lhe measurcd data. Figures 4.12. and 4.13 show the beam profiles for
two different SSD, 90 and 80 cm again for a 10 x 10 cm 2 beam at 4 diffcrcnl depths (3.

Il, 19 and 27 cm). The difference belween the measured and calculaled dose values is

Jess lhan the acceptable 2% in clinically significuOl regions (lCR4].

11-3 cm lmc3Surcll)o

cd-II cm (mcllIurcd)

o 11-19 cm \mc3Swcd)

~ d-27 cm Imc3Surcd)

-- da) cm \ulcuI3ICd)
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Figure 4.12. Comparaison of caJculated and measured profile at SSD =90
cm for a 10 x 10 cm2 beam.
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Figure 4.13. Comparaison of calculated and measured dose profiles at
SSD = 80 cm for a 10 x 10 cm2 beam. 18 MV photon radiation.•

3- Verification of off-axis correctiQn methQQ

•

The validity of the off-axis value calculatiQn given by Eq. 2.15 was verifjed by cornparing

calcul.ated and measured normalized dose values along the diagonal (diagonal line of

p1'lne B of Fig. 4.7) of both a 10 x 10 cm2 and a 30 x 30 cm2 beam at four different

depths (3, Il, 19 and 27 cm). The difference between the measured and calculated values

is less than 2 % everywhere except for sorne pQints in the penumbra region (cf. Fig. 4.14

and 4.15). In general. the calculated dQse is underestimated in the penumbra regiQn and

overestimated in the "horns" regions. This is a direct result of the multiplicative rule of

Eq. 2.15. In general, non flat beam dose prQfiles will be reproduced adequately in the

centra! planes because the profile values are normalized to 1 on these planes at the central

axis, but in other planes (diagonal planes) it will exaggerate the non-flatness of the beam.

For wcdged beam, the multiplicative rule will use the open beam for the dose profile Qn

the length direction of the wedge and the wedged beam profile in the lateral direction; this

method will yield larger errors since it does not take into account the effect of beam

hardening and scattering by the wedge.
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• Therefore the current method for off-axis correction should not be used directly with

wedged fields. More verifications should be perfonned and an alternate method for that

type of correction should be used. such as the one discussed in Chapter 2.
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Figure 4.14. Profiles along the diagonal axis of a 10 x 10 cm2 field at
various depths for 18 MV photon radiation.
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Figure 4.15. Profiles along the diagonal axis of a 30 x 30 cm2 field al
various depths for 18 MV photon radiation.
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•
4.3.2 Verification of oblique incidence correction with film Dosimetry

•

For testing the validity of using the slant depth as the depth d in Eq. 2.33 to correct for

surface curvature, film was used to measured beam profiles along the central axis of the

bearn at various depths for two beam angles incidence (10 and 20 ) following the above

procedure. These measurements were compared to values calculated with the program (cf

Fig. 4.16 and 4.17). Despite the relatively noisy measured profiles their agreement with

the calculation is quite good since they differ by less than the acceptable 2%. The large

difference in the penumbra region is explained by the pixel value to relative dose

conversion from the fit of Fig. 4.9 which is not valid in regions with relative dose less

than 10%. Measurement of dose with film in regions receiving very low dose (less than 5

cOy) are difficult because the optical density produced by low dose is comparable to the

background optical density of the film. Aiso in these regions the energy response of the

film is not linear.
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Figure 4.17. Relative dose profiles measured with film and calculatcd
with the program for oblique 20 incidence. 10 x 10 cm2 field at two
different depths.
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• 4.4 Discussion and future work

The dose calculation algorithm that was implemented yields accurate calculations in

homogencous water-equivalent material for typical clinical beam setups. The methods to

correct for oblique incidence of the beam and for bcam divergence were shown to be

adequate. The correction of the off-axis ratio values was also shown to be acccptable for

non wedged beams. Even if the measured and calculated relative dose differ by a few

percent in the penumbra region for sorne of our resu1ts (in particular with films

measurements). this is not to be consider as a problem: in extermll beam lreatnlenl

planning the treatments are usualy composed of several beams and the contribution 10 the

total dose from the penumbra region of each beam is less than one percent of given dose

to the isocentre. The differences measured with the ionization chamber measurenls are

wi:hin 5 %, and with the films measurements the difference is not applicable since in

these regions the energy response of the film is notlinear.

•

•

The interface of the program is relatively straight-forward, giving the user the possibility

to interact with the program easily and rapidly through ail steps of a planning session•

from importing images and defining contours to the visualization of the dose and creation

of the treatment plan.

The program is a good starting point that has ail the basic tools for external beam

treatment planning. However there are sorne limitations to the current wcrk. Future

implementation could improve the performance and the quality of the planning. First of

ail, the planning interface could be improved by using a graphical palette tool with which

the user could easily select tools to create and directly manipulate graphically the various

treatment beams illslead of using the user dialog of Fig. 4.2. The visualisation of the dose

should also be available in any arbitrary reconstructed image plane: the viewing is now

limited to transverse, coronal and sagittal planes. A graphiral interface for entering new

beam data would be very usefui and save lime compared to the current method of creating

a properly formatted text file. The observer eye's view could be completed to view tumor

and other internai structures along with the intersections of the beams on the treated

volume surface. This interface could also be used to select and manipulate directly the

beams in tr.:-ce dimensional space.

Before using the program to do external beam treatment planning in a c1inic, the dose

caiculation should be extended to handle irregular fields and heterogeneity corrections.
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These corrections should be verified by comparing actual measurements with the

calculations. Systematic verification of ail input data should be performed to avoid entry

errors. The off-axis correction procedure should be verified with wedged fields to

confirm whether the multiplicative rule ofEq. 2.15 is applicable or should be replaced by

the method discussed in Chapter 2.

As the computation power of personal computer is constantly increasing, the

implementation of more sophisticated algorithms would certainly be a solution to

consider within a few years. However in the mean time. the current implementation of

3D external photon beam treatment planning for the McGilI Treatment Planning System

is very appropriate, despite the discussed limitations, and completes the planning
capabilities of the system.
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Chapter 5

Conclusions

5.1 Summary

An user interface and the required algorithms to perform 3D external photon beam

treatment planning have been implemented in the McGill Treatment Planning System

program. Treatment planning theory and the problem of ealculating the dose in a treated

volume was discussed. Continuous improvements in computer technology have had an

enormous influence in the quality of the treatment planning procedure by fixing the

standards. The development of user interfaces and computer graphics have simplified the

manipulation of data and have opened new capabilities for visualizing treament plans and

patient data images, or volumes. acquired from medical scanners. The consequence of

computerized treatment planning is that not only the planning task has been greatly

simplified, but also the accuracy of the dose calculation has been drastically improved.

Another major consequence is that standard treatment planning programs can now be run

on relatively inexpensive personal computers.

The work of this thes:s consisted in implementing the basic algorithms to perform 3·D

photon beam treatment planning with the existing McGill Treatment Planning System.

This system runs on standard Macintosh personal computers (PowerPC or 68K models).

The source code is in C programming language compiled with CodeWarrior C/C++p

compiler from MetroWerks Inc. A dose calculation procedure that uses measured beam

data as input parameters (percent depth dose curves and off-axis ratio) was implemented.

Corrections for beam divergence and oblique incidence were shown to be adequate to

calculate the dose for typical cHnical beams, with a difference less than 2% between the

measured and calculated points in ctinically important regions. Work has also been done

to create an observer eye's view clisplay and a 3-D model of the treatment room set-up.

This display offers a configurable easy to use interface for visualizing the 3-D patient data

set in space in conjunction with the treatment set-up.
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However, before this external photon beam treatment planning program can be used in

the clinic, verification with wedged field beams should be performed. Moreover, a

calculation procedure should be implemented to calculate the dose from irregular fields

and the possibility to use a correction method to account for heterogeneity structures
should also be offered.
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