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Abstract 

Synapses are the means by which information, in the form of electrochemical impulses, 

is transmitted from neuron to neuron in the nervous system. Numbering many tens of trillions 

in the human brain, these micrometre-sized cellular compartments are the basic unit of neural 

computation and thus give rise to all that the brain and mind accomplishes. In this dissertation 

I present investigations of two classic problems in our understanding of synapses: how 

synapses are established in the correct numbers during development, and how they are 

supported by astrocytes, the partner cells of neurons in the central nervous system. Firstly, I 

have identified a novel role of immature GABAA transmission in glutamatergic synapse 

formation during development of mouse hippocampal circuitry. The findings from this study 

indicate that blocking GABAA transmission during a brief window of development 

significantly enhances glutamatergic synapse formation through an activity-dependent 

mechanism. Importantly, this demonstrates a way in which different neurotransmitter systems 

cooperate to regulate neuronal connectivity during development. Secondly, I performed a 

three-dimensional ultrastructural analysis of the relationship between synapses and astrocytes 

in the mouse somatosensory cortex. This descriptive study focused on the distribution of 

mitochondria within astrocytes to examine potential relationships between synapses and local 

sites of astrocytic energy regulation and Ca2+ signalling. The results suggest that the location 

of astrocytic mitochondria, which provide energy and buffer Ca2+, is not dictated by the 

attributes of the surrounding synapses that are identifiable by electron microscopy, however, 

there does appear to be a non-random distribution of mitochondria relative to clusters of 

synapses. Finally, with the goal of enhancing our ability to probe synapse development and 

astrocyte-neuron interactions, I pioneered an approach for conditional gene expression in vivo 

that combines in utero electroporation with an inducible, transposable TetOn-based system. I 

showed that this approach offers reliable, specific, and controllable expression of genes of 

interest in neuronal populations across the lifespan of the mouse. Thus, the results presented 
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in this dissertation point to a new mechanism directing hippocampal synapse development, 

unveil a new level of detail in our understanding of astrocytic interactions with synapses, and 

provide a new approach with which to probe these and many other problems in cellular 

neurobiology. 
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Résumé 

Les synapses sont le moyen par lequel l'information, sous forme d'impulsions 

électrochimiques, est transmise de neurone à neurone dans le système nerveux. Des dizaines 

de milliards de compartiments cellulaires mesurant des micromètres sont l'unité de base du 

calcul neuronal et sont ainsi à l’origine de tout ce que le cerveau et l'esprit accomplissent. 

L’objectif de cette thèse est de présenter mes recherches sur deux problèmes typiques liés aux 

synapses : la manière dont les synapses sont établies en nombre adéquats cours du 

développement et comment elles sont soutenues par les astrocytes, des cellules partenaires des 

neurones du système nerveux central. En premier lieu, j'ai identifié un nouveau rôle de la 

transmission immature de GABAA dans la formation de synapse glutamatergique au cours du 

développement de circuits de l'hippocampe de souris. Les résultats de cette étude indiquent 

que le blocage de la transmission du GABAA durant une brève période de développement 

améliore de manière significative la formation de synapses glutamatergiques par un 

mécanisme dépendant de l’activité neuronale. Il est important de noter que cela démontre une 

manière dont différents systèmes de neurotransmetteurs coopèrent pour réguler la 

connectivité neuronale au cours du développement. Deuxièmement, j'ai effectué une analyse 

ultrastructurale en trois dimensions de la relation entre les synapses et les astrocytes dans le 

cortex somatosensoriel de la souris. Cette étude descriptive est axée sur la distribution des 

mitochondries dans les astrocytes afin d'examiner les relations potentielles entre les synapses et 

les régions environnantes des astrocytes qui exigent d'énergie et l'homéostasie du Ca2+. Les 

résultats indiquent que l'emplacement des mitochondries astrocytaires n'est pas déterminé par 

les attributs des synapses environnantes identifiables par microscopie électronique. Cependant, 

il semble exister une distribution non-aléatoire des mitochondries par rapport aux groupes de 

synapses. Finalement, afin de mieux examiner le développement de la synapse et les 

interactions astrocyte-neurones, j'ai introduit une approche d'expression génique 

conditionnelle in vivo qui combine l'électroporation in utero avec un système inductible et 
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transposable basé sur TetOn. J'ai démontré que cette approche permet une expression 

génétique fiable, précise et contrôlable dans des populations neuronales dans toute la durée de 

vie de la souris. Ainsi, les résultats présentés dans cette thèse suggèrent un nouveau mécanisme 

dirigeant le développement des synapses de l'hippocampe, dévoilent un nouveau niveau de 

détail dans notre compréhension des interactions astrocytaires avec les synapses et fournissent 

une nouvelle approche permettant la poursuite de ces problèmes et de nombreux autres en 

neurobiologie cellulaire.  
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For the time being the nerve cell’s zones of transfer appear histologically as mainly variable and 

variously constituted pathways between concrescing surfaces that I shall designate physiologically 

simply as zones for the transmission of stimuli. 

– Hans Held, Beiträge zur Structur der Nervenzellen und ihrere Fortsätze 
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Introduction 

A central pursuit in neuroscience is the understanding of how the brain wires itself 

into one of the most complex known biological systems. To achieve this goal, neurons must 

establish the correct number of synaptic connections with the correct partners in the 

appropriate brain regions. Although historically there has been some debate as to whether this 

intricate connectivity is established through an all-encompassing genetic program or through 

refinement of connections after initial, more random outgrowth and connection-making 

(Paul Weiss, 1947; Sperry, 1963), it is clear now that aspects of both of these processes 

participate in the development of mature neural circuits (Hensch, 2005; Akerman and Cline, 

2007; Thomas C Sudhof, 2018). Growing axons are first guided to a particular brain area and 

to particular cells by a complex array of soluble and surface-tethered guidance cues (Berns et 

al., 2018). Initial formation of synaptic contacts then occurs, followed by the specification of 

synapse type and assembly of functional synaptic machinery (Chia et al., 2013). Finally, a 

refinement process ensues by which some connections are eliminated and some are 

strengthened (Kano and Hashimoto, 2009). A critical component in synapse and circuit 

development is the early action of GABA, the main inhibitory neurotransmitter in the mature 

brain. Paradoxically, GABA mediates depolarization in immature neurons. This 

depolarization is thought to promote synapse and circuit formation, and leads to aberrant 

circuitry and developmental disorders when it is misregulated. Chapter 2 of this dissertation 

presents a study that provides insight into a new mechanism for GABA in regulating synapse 

development, demonstrating that depolarizing GABA transmission is capable of restraining 

excitatory glutamatergic synapse development in the hippocampus. 

An essential but sometimes overlooked fact of neurobiology is that almost all processes 

that occur in the central nervous system (CNS), including the steps of neural circuit 

development described above, require the actions of other cell types besides neurons. Glia, 

which outnumber neurons in the CNS, play many essential roles in controlling synaptic 
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transmission, protecting the brain from the external environment, clearing debris, providing 

energy for neuronal metabolism, and coordinating neural circuit development and function 

(Barres, 2008). In particular, protoplasmic astrocytes, intricate sponge-like glia that tile 

throughout the entirety of the cerebral cortices and many other regions, are intimately 

associated with synapses. Astrocytes coordinate synapse development (Allen and Eroglu, 

2017), provide energy substrates to neurons to support synapse function (Magistretti and 

Allaman, 2015), and regulate synaptic transmission and plasticity by reuptake of 

neurotransmitters and by releasing gliotransmitters (Perea et al., 2009). The importance of 

astrocytes at synapses has led to the concept of the tripartite synapse, where perisynaptic 

astrocytic processes (PAPs) are an integral component of the synaptic apparatus along with 

neuronal pre- and post-synaptic terminals (Araque et al., 1999). The fine astrocytic filaments 

that compose PAPs are derived from thin, and often extremely small, astrocytic branches. 

Because of this, their specific properties have been a challenge to understand and scrutinize 

(Rusakov, 2015). However, new techniques are helping to demystify the organization and 

function of astrocytic filaments and the tripartite synapse. Chapter 3 details an investigation 

of the nanoscopic organization of the tripartite synapse and the mitochondria that are thought 

to play a role in supporting its function. 

Progress in our understanding of the two scientific concepts above – and scientific 

progress in general – relies on technological advances. In neurobiology, progress has often 

been facilitated by approaches that increase resolution. Single and multiphoton confocal 

microscopy improved our ability to resolve fluorescently labelled structures in neural tissue, 

both spatially and temporally (Fine et al., 1988; Helmchen and Denk, 2005). The optogenetics 

and viral transduction revolutions have increased resolution by allowing selective 

manipulation and stimulation of not only small groups of neurons, but of genetically defined 

types of neurons (Kim et al., 2017). In Chapter 4, I present novel methodology designed to 

increase the temporal resolution with which genes of interest can be expressed in vivo, by 
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combining in utero electroporation and a transposable TetOn inducible gene expression 

system. We conceived of this technique to facilitate dissection of the rapid temporal sequence 

of events during early neural circuit formation, however, I also demonstrate that it can be used 

for studies in the adult, and for investigation of neuron-astrocyte interactions. 
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Chapter 1   Literature Review 
 

1.1   Depolarizing GABA Transmission In Synapse Formation And 
Neural Circuit Development 

 

1.1.1   GABAergic Neurotransmission 

γ-Amino butyric acid (GABA) is the main inhibitory neurotransmitter in the 

developing brain, where it plays an essential role in controlling circuit activity by inhibiting 

runaway activity and contributing to information processing (Freund and Buzsáki, 1998; 

Douglas and Martin, 2009). Glycine is also a major inhibitory neurotransmitter, however its 

actions are mainly restricted to the brainstem and spinal cord, with some minor inhibitory 

roles in several brain areas (Gamlin et al., 2018). GABA was identified as an inhibitory 

neurotransmitter by Dr. Allan Elliot and colleagues running a project based at the Montreal 

Neurological Institute (Bazemore et al., 1956). While GABA and its synthesis pathway were 

observed in the brain in 1950, it was not until Elliot collaborated with Merck and Co. to 

process hundreds of pounds of cattle brains at a time that its identity as an inhibitory 

neurotransmitter was uncovered (Awapara et al., 1950; Roberts and Frankel, 1950; Jasper, 

1984). GABA binds to heteropentameric iontropic GABAA receptors (GABAARs) made up of 

different combinations of 19 subunits (Michels and Moss, 2007). When bound to GABA, 

GABAARs allow flux of chloride (Cl-), and to a lesser extent bicarbonate (HCO3
-), across the 

neuronal membrane. As the major anionic species in neurons, Cl- sets the GABA reversal 

potential (EGABA), such that EGABA is approximately equal to the Cl- equilibrium (ECl). In the 

mature brain, where GABA is inhibitory, EGABA, lies below the resting membrane potential, 

resulting in hyperpolarization of the postsynaptic cell when GABAARs open. 
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1.1.2   The Developmental Depolarizing-to-Hyperpolarizing Shift in GABAA 
Transmission 

It was noted that in certain contexts GABA mediated shunting inhibition rather than 

fully hyperpolarizing inhibition (Misgeld et al., 1986; Owens and Kriegstein, 2002). Shunting 

inhibition results from a current with an equilibrium potential (Erev) lower than action 

potential (AP) threshold, which has the effect of holding membrane potential near its own Erev 

by decreasing membrane resistance and thus the dendritic length and time constants (Staley 

and Mody, 1992). However, Ben-Ari and colleagues then showed conclusively that GABA 

was capable of depolarizing immature CA3 neurons of the hippocampus, in some cases past 

AP threshold, triggering firing in these cells (Ben-Ari et al., 1989). These findings have since 

been corroborated and further characterized by many groups with studies in tissues from 

numerous developing brains regions (Brickley et al., 1996; Chen et al., 1996; Owens et al., 

1996, 1999; Dammerman et al., 2000; Gao and Pol, 2001; Wang et al., 2001). Following on 

this, it was observed in rodent brain slices that EGABA gradually hyperpolarized from this 

depolarizing level early in development, reaching its mature hyperpolarized Erev of 

approximately -70mV by the second postnatal week (Owens et al., 1996; Ben-Ari et al., 2007).  

The gradual depolarizing-to-hyperpolarizing shift in GABAA transmission is explained 

by gradual changes in the expression of cation-chloride transporters that determine ECl. The 

neuron-specific potassium-chloride cotransporter, KCC2, whose expression is upregulated 

from almost nil at birth to adult levels by the third postnatal week, transports Cl- out of the 

cell (Clayton et al., 1998; Lu et al., 1999; Rivera et al., 1999; Vu et al., 2000). Over the same 

period, a simultaneous decrease in the expression of the Cl--extruding neuronal sodium-

potassium-chloride cotransporter-1, NKCC1, occurs (Spitzer and Rohrbough, 1996; Plotkin 

et al., 1997; Clayton et al., 1998; Fukuda et al., 1998; Li et al., 2002; Mikawa et al., 2002). The 

result of the reciprocal changes in the expression of these two transporters is a decrease in 
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intracellular chloride ([Cl-i]) to mature levels during the first weeks of postnatal development 

in rodents, and the ultimate establishment of mature, hyperpolarizing GABAA transmission. 

1.1.3   Depolarizing GABAA Transmission as a Developmental Cue 

 A gradual, coordinated shift in gene expression such as that involved in the 

development of mature EGABA is energetically and evolutionarily costly, suggesting that 

depolarizing GABAA transmission likely plays an important role during development. 

Furthermore, the shift is highly conserved, having been reported in almost every model system 

studied, vertebrate and invertebrate alike (Ben-Ari, 2002; Ben-Ari et al., 2012). Indeed, early 

evidence suggested that GABA plays developmental roles in the superior cervical ganglion 

where its application was noted to cause synapse formation and alter the shape of the dendritic 

arbor (Wolff et al., 1978). By the late 1980s and early ‘90s, work in the cerebellum and spinal 

cord had led to the hypothesis that GABA was a general neurotrophic cue (Meier et al., 1991). 

In addition to these considerations, numerous reports demonstrated that depolarizing GABAA 

transmission is sufficient to allow calcium entry into neurons via voltage gated calcium 

channels (Yuste and Katz, 1991; Lin et al., 1994; Leinekugel et al., 1995; LoTurco et al., 1995b; 

Owens et al., 1996). As calcium plays numerous important roles in many aspects of 

neurodevelopment (Michaelsen and Lohmann, 2010; Rosenberg and Spitzer, 2011; Toth et 

al., 2016; Kamijo et al., 2018), this work further bolstered the hypothesis that immature 

GABAergic depolarization is involved in coordinating development in the CNS. Evidence 

gathered in the last three decades demonstrates that this is indeed the case and implicates 

depolarizing GABAA transmission as a key factor at numerous stages of neural development.  

Before synaptic contacts are established, depolarizing GABAA signalling plays 

paracrine roles in proliferation and differentiation of neural precursors. The earliest GABA 

responses are seen in neural precursors in the subventricular zone where GABA mediated 

depolarization inhibits both DNA synthesis and proliferation of glial fibrillary acidic protein 

(GFAP)-positive precursors (LoTurco et al., 1995a; Liu et al., 2005). Both effects are thought 
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to rely on depolarization-induced calcium influx. Depolarizing GABAA transmission has also 

been demonstrated to play a key role in neuronal migration, providing a calcium-dependent 

stop signal when migrating neurons reach the cortical plate (Behar et al., 2000; Heck et al., 

2007; Furukawa et al., 2014). Furthermore, following differentiation and migration, before 

they establish synapses, immature cortical pyramidal cells show GABA-mediated 

depolarization that leads to calcium influx (Demarque et al., 2002), a finding that has also been 

replicated in vivo in mice (Kirmse et al., 2015), as well as in immature neurons of developing 

zebrafish (Zhang et al., 2010; Bekri and Drapeau, 2018). Thus, early GABAergic 

depolarization may aid in initial calcium-dependent development of neurites and synapses 

(Demarque et al., 2002).  

Once GABAergic synapses form, GABA remains depolarizing for the first one to two 

weeks of postnatal development. Importantly, GABAergic synapses form before excitatory 

glutamatergic synapses (Tyzio et al., 1999), which suggested that depolarizing GABAA 

transmission, already known to cause calcium influx, may drive glutamatergic synapse 

unsilencing (Ben-ari et al., 1997; Hanse et al., 1997). This theory suggests that before any 

appreciable α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) 

are present at glutamatergic synapses, depolarizing GABAA transmission relieves the 

magnesium blockade of N-methyl-D-aspartate receptors (NMDARs), allowing calcium 

influx during glutamatergic neurotransmission, which in turn drives trafficking of AMPARs 

to the synaptic membrane (Hanse et al., 2013; Vincent-Lamarre et al., 2018). It was further 

suggested that in the hippocampus, early network oscillations observed in acute brain slices, 

referred to as giant depolarizing potentials (GDPs), play a key role in driving rhythmic 

calcium influx and NMDAR unsilencing. Evidence from acute slices suggests that 

depolarizing GABAA transmission is necessary for the generation of GDPs (reviewed 

thoroughly in Ben-Ari et al., 2007). That being said, there are numerous examples of GABAA 

blockade failing to silence GDPs; in some cases, GABAA blockade increased activity by 
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eliciting interictal events or paroxysmal activity between the low frequency GDPs (Ben-Ari 

et al., 2007). These variable results may be explained by the fact that the system is dynamic 

and GABA becomes less and less depolarizing through postnatal development, suggesting that 

it will play a less important role in driving GDPs later in this period. One study in particular 

illustrates that this is likely the case by showing that (1) at postnatal day 3 (P3) in mouse, 

GABAA blockade silences GDPs; then (2) at P6, GABA increases activity, causing interictal 

discharges between GDPs. This is then followed by the mature state where (3) at P9 GABAA 

transmission is hyperpolarizing and its blockade results in epileptiform activity (Le Magueresse 

et al., 2006). This work suggests that there may be a definable transition phase prior to full 

maturation of EGABA wherein GABAA transmission has matured to the point of providing 

shunting inhibition and no longer contributes to driving GDPs.  

Similar periodic correlated bursts of activity, referred to as spindle wave (SPW) bursts 

are also present in the developing rodent hippocampus in vivo and are contributed to by both 

GABA and glutamate (Leinekugel et al., 2002). This was originally taken to indicate that 

GABAA transmission is also depolarizing and excitatory in vivo. However, recent work using 

in vivo patch clamping (Kirmse et al., 2015) and optogenetic stimulation of interneurons 

(Valeeva et al., 2016) has indicated that although GABA is depolarizing and can drive calcium 

influx in developing neurons, it is inhibitory as early as P3. Interestingly, a pair of studies in 

acute slices suggest a compromise between these positions. Firstly, depolarizing GABAA 

transmission was shown to be capable of contributing to depolarization resulting in action 

potentials even when EGABA was below AP threshold (Gulledge and Stuart, 2003). However, 

when coincident with glutamatergic transmission, somatic GABAergic inputs were 

inhibitory. More recently, it has been  demonstrated that although GABA drives the initiation 

of GDPs, at their peak GABA is inhibitory and restricts their duration (Khalilov et al., 2015). 

Together, these studies provide evidence that even in acute slices where GABA has been 
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observed to be capable of driving APs and GDPs, GABAA transmission can be both inhibitory 

and excitatory, even in the same circuit at the same developmental stage. 

1.1.4   Depolarizing GABAA Transmission in Synapse Formation 

Despite the early hypothesis that depolarizing GABAA transmission drives synaptic 

development (Ben-ari et al., 1997), evidence for this was lacking in vivo for close to a decade.  

However two studies emerged in the 2000’s using in utero electroporation (IUE) to introduce 

genetic constructs to express KCC2 (Cancedda et al., 2007) or double-stranded RNA (dsRNA) 

to knock down NKCC1 (Wang and Kriegstein, 2008) in mouse cortex. These approaches 

prematurely rendered GABA hyperpolarizing in developing layer 2/3 cortical neurons. Both 

studies showed that loss of depolarizing GABAA transmission causes abnormalities in dendrite 

growth; while Wang and Kriegstein (2008) showed that this causes a decrease in excitatory 

synapse maturation and dendritic spine density (Fiumelli et al., 2012). It is important to note 

that in utero electroporation relies on introduction of DNA to neural progenitors that line the 

subventricular zone. Therefore, when constitutively expressed plasmids are used, the 

electroporated cells express the genes of interest throughout their postmitotic lifespan. In other 

words, EGABA was hyperpolarized in these cells as they exit the cell cycle, and differentiate and 

migrate into the cortex. These are all steps that depolarizing GABAA transmission is known 

to regulate (Owens and Kriegstein, 2002). Thus, in both these studies, GABAA transmission 

was rendered prematurely hyperpolarizing over a period when this manipulation likely affects 

more than just dendrite and synapse development. More temporally precise work is therefore 

required to understand the role of depolarizing GABAA transmission in synapse formation. 

Interestingly, further evidence supporting the findings was supplied by a study of long-range 

GABAergic projections from the zona incerta, a nucleus of the subthalamus, to the  upper 

most apical branches of Layer 4 and 5 cortical neurons (Chen and Kriegstein, 2015). These 

GABAergic inputs are depolarizing during the first postnatal week in mice (Dammerman et 

al., 2000), and inactivating them during this time results in a local decrease in dendrite 
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branching and dendritic spine density in the region of the dendritic arbor that they target 

(Chen and Kriegstein, 2015). 

Also in support of a role for depolarizing GABAA transmission in promoting synapse 

formation are a number studies showing the roles of depolarizing GABAA transmission in 

maturation of adult-born hippocampal dentate granule cells (DGCs) (Overstreet Wadiche et 

al., 2005; Tozuka et al., 2005; Ge et al., 2006; Waterhouse et al., 2012; Chancey et al., 2013). 

These studies indicate that GABA plays the same roles in the developmental sequence of adult-

born DGCs as it does in neonatal neurons, and that these effects rely on depolarization and 

calcium influx. Furthermore, adult-born granule cells first receive tonic GABA input, and 

then sequentially develop synaptic GABAA and glutamateric inputs, both of which are initially 

depolarizing (Ge et al., 2006). Significantly, when Ge and colleagues prematurely rendered 

GABA hyperpolarizing in these cells by knocking down NKCC1 expression, dendritic 

morphology and synapse density were disrupted. Again, however, the observed deficits in 

dendritic morphology may have preceded and/or led to decreased synapse densities. More 

temporally precise analysis is needed to determine the precise role of GABAergic 

depolarization in synapse formation in these cells as well. 

1.1.5   Depolarizing GABAA Transmission in Circuit Refinement 

Aside from its reported roles in the formation of synapses, depolarizing GABAA 

transmission has been shown to direct synaptic maturation and the emergence of functional 

circuitry, events collectively referred to in the literature as circuit refinement (Akerman and 

Cline, 2007). When EGABA was prematurely hyperpolarized by KCC2 overexpression in 

neurons in the developing optic tectum of Xenopus laevis, glutamatergic EPSCs developed to 

be weaker and less frequent, while GABAergic IPSC amplitude and frequency increased 

(Akerman and Cline, 2006). This raised the possibility that depolarizing GABAA transmission 

is important for establishing proper excitatory/inhibitory (E/I) balance. Counterintuitively, 

silencing GABAA transmission in the same system during development left EPSCs unaltered, 
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but did cause aberrant dendritic branching (Shen et al., 2009). Furthermore, development of 

GABAergic transmission was enhanced, resulting again in a disruption of E/I balance. Thus, 

the precise role of depolarizing GABAA transmission in Xenopus optic tectum circuit 

development has yet to be fully elucidated. Interestingly, in rat visual cortex, prematurely 

hyperpolarizing EGABA with systemic administration of the NKCC1-blocker, bumetanide 

(BUME), throughout the first postnatal week did not cause changes in synapse formation, 

dendritic branching or circuit function (Deidda et al., 2014). However, it was observed that 

the critical period for ocular dominance plasticity was extended by roughly 10 days. The 

systemic dosing of BUME in this study makes it hard to draw conclusions as to the role of 

depolarizing GABAA transmission in any one particular cell type, circuit or brain area. 

Nevertheless, it is an important precedent suggesting that rendering GABAA transmission 

prematurely hyperpolarizing specifically in the postnatal period does not alter synapse 

formation or circuit development in every system. 

An intriguing new avenue by which immature GABA transmission is being shown to 

influence circuit development is through transient connections made by and onto 

interneurons during development. Somatostatin-positive interneurons in deep cortical layers 

have been observed to both receive and make transient connections during circuit wiring at 

developmental stages when GABA is known to be depolarizing (Marques-Smith et al., 2016; 

Tuncdemir et al., 2016). In both these cases, silencing somatostatin neurons caused local 

disruption of cortical circuitry. While these studies did not assess whether depolarizing GABA 

transmission is essential for the proper wiring of these circuits, it will be interesting to see if 

this is the case. Furthermore, these studies indicate that the development of local circuits can 

entail more elaborate processes than previously thought, a fact that will have to be taken into 

account when attempting to understand circuit development in general and the role that 

GABAA transmission plays in this process. 
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1.1.6   Depolarizing GABA Transmission in Primates 

Although depolarizing GABAA transmission has been thoroughly studied in rodents 

and other vertebrate species, data has been difficult to obtain in humans and other primates 

for obvious reasons.  However, seminal experiments performed in post mortem brain slices 

from gestational week 12 human fetuses demonstrates that GABAA transmission depolarizes 

deep layer cortical neurons (Chen and Kriegstein, 2015). Puffing GABA onto neurons also 

elicited calcium transients in dendrites. This suggests that GABA is depolarizing early in 

gestation in humans. This is supported by the observation of progressive upregulation of 

KCC2 immunoreactivity in developing fetal tissue, with a large increase occurring between 

24 postnatal weeks and birth, suggesting a prenatal depolarizing to hyperpolarizing shift in 

GABAA in humans (Sedmak et al., 2015).  GABA was also found to be inhibitory by the 3rd 

trimester in the macaque (Khazipov et al., 2001) indicating that GABA is indeed relatively 

mature at the time of birth in primates. However, some confusion does persist on this topic. 

Anticonvulsants tend to be ineffective in treating neonatal seizures, an issue that has been 

suggested to be attributable to depolarizing GABAA transmission in neonates (Khanna et al., 

2013). However, taking the above-mentioned data from macaque and human tissue into 

account, it seems likely that the inefficiency of anticonvulsants for treating neonatal seizure is 

likely caused by a still-underdeveloped GABAergic system that cannot overcome epileptic 

discharges in infants, rather than depolarizing GABAA transmission rendering the use of 

anticonvulsants ineffective. 

1.1.7   Depolarizing GABA Transmission in Neurodevelopmental Disorders 

Many neurodevelopmental disorders are associated with changes in synapse number 

and function. As a result, it has been hypothesized that disruption in depolarizing GABAA 

transmission may be relevant in the etiology of these disorders. Indeed, a number of 

polymorphisms in KCC2 and GABAA receptor subunits have been associated with austism 

spectrum disorders (ASD) (Cellot and Cherubini, 2014). In particular, polymorphisms in the 
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gene coding for the GABAAR β3 subunit have been well-characterized in this respect (Menold 

et al., 2001; Buxbaum et al., 2002; Cellot and Cherubini, 2014; Chen et al., 2014). The 

association of GABAAR polymorphisms with ASD suggests that disrupting GABAA 

transmission during development may play a role in the development of the disorder. Notably, 

in rats, β3 subunit mRNA is most highly expressed early in development when GABA is 

depolarizing (Laurie et al., 1992). Thus, mutation of the β3 subunit may be particularly 

influential during developmental steps that depend on depolarizing GABAA transmission.  

Disruptions in the progressive maturation of EGABA are also associated with autism 

spectrum disorders (ASD). Maternal immune activation, a critical risk factor for ASD, has been 

observed to delay the development of mature GABAA transmission (Corradini et al., 2017). 

Aberrant oxytocin signalling has also been connected to ASD and maturation of EGABA. The 

oxytocin spike that occurs during parturition has been shown to cause brief hyperpolarization 

of EGABA in the fetus during birth, and this hyperpolarization of EGABA is lost in models of ASD 

(Ben-Ari et al., 2007; Tyzio et al., 2014). Furthermore, the loss of this transient 

hyperpolarization disrupts the usual maturation of the Cl- gradient, leaving EGABA depolarized 

in the hippocampus into adulthood (He et al., 2014; Tyzio et al., 2014). When BUME is 

administered in ASD models during birth to restore the transient oxytocin-dependent 

hyperpolarization, the developmental maturation of EGABA is rescued and deficits linked with 

Fragile-X syndrome are ameliorated (Tyzio et al., 2014; He et al., 2018). This work has lead 

to successful stage 1 and 2 clinical trials in which BUME administration has emerged as a 

viable therapeutic approach for treating ASD in children and adolescents (Lemonnier et al., 

2017; Hadjikhani et al., 2018). However, as EGABA is likely mature in humans by birth, it is 

unlikely that BUME acts to correct synaptic deficits by restoring the proper developmental 

sequence in EGABA maturation, and rather acts by enhancing the extent to which GABAA 

transmission is hyperpolarizing, thereby readjusting E/I imbalance, a deficit thought to play a 

central role in the etiology of ASD (Lee et al., 2017).  
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Finally, environmental factors that cause neurodevelopmental disorders also disrupt 

depolarizing GABAA transmission. A number of longitudinal studies in humans show that 

prenatal exposure to GABA-enhancing antiepileptic drugs can impair psychomotor 

development (Dean et al., 2002), suggesting that enhancing depolarizing GABAA transmission 

during gestation may alter human neural circuit formation. In support of this possibility, 

perinatal administration of the anti-epileptic, Vigabatrin has been reported to disrupt 

expression of synaptic markers in rat hippocampus and has been  associated with psychomotor 

deficits in human infants at birth and at 12 weeks (Levav et al., 2004, 2008). Furthermore, in 

some patient populations, up to 3% of pregnant mothers use benzodiazepines recreationally 

and studies suggest that this can result in delayed cognitive development and other 

neuropsychological deficits (Viggedal et al., 1993; Daw et al., 2012; El Marroun et al., 2014). 

These effects may be due to disruption of depolarizing GABAA transmission, however, it is 

important to note that these deficits may be driven by alterations in any or all of the roles that 

depolarizing GABAA transmission is thought to play throughout development, and that the 

timing of the administration or consumption of these drugs may alter outcomes. 

1.1.8   The Complexity of Understanding the Roles of Depolarizing GABAA 
Transmission 

After nearly four decades of study, it is clear that depolarizing GABAA transmission is 

a critical regulator of synapse and circuit development however the problem has become 

increasingly complex. To begin with, the many sequential roles of GABA in development 

require the use of techniques allowing for high temporal precision when manipulating EGABA 

or GABA transmission. Furthermore, depolarizing GABAA transmission plays variable roles 

in different cell types, circuits and brain areas, and thus experiments must also be spatially 

precise and should ideally target specific cell types. Finally, it appears that there may be small 

but critical differences when comparing EGABA in acute slices versus in vivo, with recent work 

suggesting that depolarizing GABA is mainly inhibitory postnatally in vivo (Kirmse et al., 
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2015; Che et al., 2018). Thus, new approaches are required to untangle the precise roles of 

GABAA transmission at specific junctures of development. To begin to address this, in Chapter 

2 of this thesis, I present a study employing a reductionist hippocampal slice culture approach 

that allowed for enhanced temporal resolution in studying the role of GABAA transmission in 

hippocampal glutamatergic synapse development. The results of this study led to the 

unexpected conclusion that depolarizing GABAA transmission can restrain glutamatergic 

synapse formation rather than promote it. Chapter 4 then presents a widely applicable 

inducible gene expression technique that can be used to investigate depolarizing GABAA 

transmission in vivo with high temporal resolution. This is followed by a discussion of the path 

toward defining the precise role of GABAA transmission in glutamatergic synapse formation 

in Chapter 5. 

 

1.2    Astrocytes at the Tripartite Synapse 

 Once synapses and neural circuits have formed, they need to be supported and 

maintained. Although neurons themselves provide factors for this to some extent (Sudhof, 

2018), other cell types are needed. Indeed, astrocytes play critical roles at synapses by making 

intimate contact with them and providing structural and functional support. This had led to 

the concept of the tripartite synapse where astrocytic processes, along with pre- and 

postsynaptic structures comprise the overall synaptic apparatus (Araque et al., 1999). While 

the essential roles of astrocytes in this tripartite arrangement are well established, the astrocytic 

extensions and branches that interact with neurons are exceedingly small and complex, and 

thus the structural relationship of astrocytes with synapses have been difficult to study. 

However, technical advances are beginning to provide the tools needed to examine these 

intriguing structures (Rusakov, 2015). In this section I give a brief introduction to the roles of 

astrocytes at the synapse and review the largescale ultrastructural investigations of the tripartite 

synapse undertaken to date. 
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1.2.1   Astrocytic Control of Synapse Formation 

Astrocytes begin to play central roles at synapses by regulating synapse formation itself. 

Early evidence that the presence of astrocytes greatly enhanced viability of neurons in 

dissociated culture suggested astrocytes were important mediators of neural development 

(Banker, 1980). This was followed by the observation that the addition of astrocytes to 

neuronal cultures enhanced both synaptic number and strength (Pfrieger and Barres, 1997; 

Ullian et al., 2001), suggesting that astrocytes promote synapse formation and maturation 

through contact-dependent and independent cues. Since then, a number of astrocyte-derived 

signals, including thrombospondin, SPARC, glypicans, D-serine and TGF-β have been 

shown to regulate the formation and maturation glutamatergic, GABAergic and glycinergic 

synapses in a variety of neural circuits (Christopherson et al., 2005; Jones et al., 2011; Allen et 

al., 2012; Diniz et al., 2012, 2014; Allen and Eroglu, 2017; Van Horn et al., 2017). With the 

recent discoveries that astrocytic neuroligins and chordin-like 1 influence synaptogenesis and 

maturation respectively, the list of molecules through which astrocytes control synapse 

development continues to grow (Stogsdill et al., 2017; Blanco-Suarez et al., 2018). 

1.2.2   Roles of Astrocytes at the Mature Tripartite Synapse 

At mature synapses, astrocytes play key roles in clearing neurotransmitter, providing 

energy substrates, and secreting factors to modulate synaptic function (Araque et al., 1999; 

Perea et al., 2009; Magistretti and Allaman, 2015). Glutamate and GABA are the major 

synaptic neurotransmitters used by the mammalian brain, and once released during 

neurotransmission they must be cleared from the synaptic cleft. This generally rapid clearance 

serves to end neurotransmission and also avoid excessive spillover of neurotransmitter onto 

neighboring synapses (Rusakov and Kullmann, 1998). GABA released during inhibitory 

neurotransmission is mainly internalized by GABAergic interneurons, with only 10-20% of 

released GABA taken up by astrocytes (Bak et al., 2006). On the other hand, synaptically 

released glutamate is mainly internalized by astrocytes. Glutamate is then degraded to 
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glutamine and shuttled back to the neuron via a combination of astrocytic and neuronal solute 

neutral amino acid transporters (SNATs), and then converted back to glutamate to complete 

the cycle (Bak et al., 2006; Schousboe et al., 2013). Of the three glutamate transporters found 

in the brain, excitatory amino acid transporter 1 (EAAT1/GLAST/Slc1A3) and EAAT2/GLT-

1/Slc1A2 are mainly expressed by astrocytes, while EAAT3/Slc1A1 is expressed only at low 

levels in neurons (Holmseth et al., 2012). Both motility of perisynaptic astrocytic processes 

(PAPs) and lateral diffusion of EAATs have been proposed to modulate the efficacy of 

glutamate removal from the synaptic cleft (Haber et al., 2006; Bernardinelli et al., 2014; 

Murphy-Royal et al., 2015), suggesting important roles for these processes in regulating neural 

circuit activity and synaptic plasticity. In addition to glutamate clearance, astrocytes have also 

been found to be capable of internalizing several neuromodulators as well (Weber and Barros, 

2015). 

Just as astrocytes deliver glutamine to neurons to replenish neuronal glutamate stores 

for neurotransmission, they also deliver energy substrates to neurons via the extracellular 

space. Astrocytes have historically been thought to mainly use glycolysis to produce energy 

substrates both for themselves and for neurons, and were thus not thought to perform 

mitochondrial oxidative phosphorylation (Magistretti and Allaman, 2015). Neurons, on the 

other hand, are thought to mainly derive energy from oxidative phosphorylation and to be 

incapable of metabolizing glucose. Thus, neurons rely on astrocytes to supply lactate as their 

main energy substrate. The process by which astrocytes uptake glucose, metabolize it to lactate 

and pass it to neurons is referred as the astrocyte-neuron lactate shuttle (ANLS), and relies on 

astrocytic and neuronal monocarboxylate transporters (MCTs) to pass lactate into and out of 

the extracellular space (Halestrap, 2011). More recent evidence suggests that neurons can 

perform glycolysis to some extent (Patel et al., 2014), and astrocytic mitochondria are capable 

of performing oxidative phosphorylation (discussed below). However the ANLS is still 
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thought to be a major way in which astrocytes support neural function (Magistretti and 

Allaman, 2015).  

 Aside from their functions to help maintain basic neuronal homeostasis and avoid 

extracellular neurotransmitter overload, astrocytes play active roles in regulating and 

modulating synaptic transmission and plasticity. One of the best-known examples of direct 

modulation of synaptic function by astrocytes is through the release of the gliotransmitter D-

serine. D-Serine is a coagonist of NMDARs, and its release from astrocytes has been shown 

to be necessary for long term potentiation (LTP) (Henneberger et al., 2010) and to be 

associated with wakefulness (Papouin et al., 2012). ATP is also released from astrocytes as a 

gliotransmitter, and has the effect of enhancing synaptic transmission through adenosine 

receptors (Gordon et al., 2005). Both glutamate and norepinephrine released from neurons 

have been found to elicit astrocytic ATP release (Gordon et al., 2005; Panatier et al., 2011). 

Astrocytes also help maintain network homeostasis, coordinating both glutamatergic and 

GABAergic synaptic scaling in response to activity blockade by secreting tumor necrosis 

factor-α (TNFα) (Stellwagen and Malenka, 2006; Pribiag and Stellwagen, 2013). Notably, the 

scaling function of astrocytic TNFα has been implicated in circuit refinement in the visual 

cortex (Kaneko et al., 2008). Thus, through a variety of mechanisms, astrocytes maintain 

homeostasis and modulate neural function and plasticity at the tripartite synapse.  

1.2.3   Calcium Dynamics and Astrocyte Function 

To perform many of their functions at the tripartite synapse, astrocytes detect the state 

of the surrounding circuitry with a variety of cell surface receptors for neurotransmitters and 

neuromodulators that have been thoroughly characterized both electrophysiologically and 

with immunolabelling (Porter and McCarthy, 1997; Heller and Rusakov, 2015). A central 

way in which astrocytes respond to the detection of these signals is through complex patterns 

of internal calcium signalling (Perea et al., 2009; Bazargani and Attwell, 2016). A wealth of 

early work on astrocytic calcium signalling suggested that calcium transients, detected in the 
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astrocytic cell body, and which spread throughout astrocytic networks, were intimately 

involved with secretion of gliotransmitters that would in turn regulate neuronal function 

(Cornell-bell et al., 1990; Dani et al., 1992; Kang et al., 1998; Bazargani and Attwell, 2016). 

However, in the 2000s and early 2010s, the field became mired in controversy as evidence 

emerged refuting many previous studies (Bazargani and Attwell, 2016). For example, 

metabotropic glutamate receptors thought to be essential for initiating calcium waves in 

response to neuronal glutamate appeared not to be expressed in adult astrocytes (Sun et al., 

2013). It was also argued that the kinetics of observable calcium dynamics were too slow to 

support their proposed role in the rapid vascular dilation evoked by neural activity  (Fiacco et 

al., 2007; Schulz et al., 2012). Perhaps most problematic for the previous decades’ worth of 

work were findings in mice lacking astrocytic endoplasmic reticulum (ER) calcium release. In 

astrocytes, inositol 1,4,5-triphosphate (IP3)-dependent release of calcium from the ER relies 

on IP3 receptor 2 (IP3R2). Knocking out IP3R2 eliminated almost all observable calcium 

signalling in astrocytes, but this did not alter neural excitability, synaptic transmission (Fiacco 

et al., 2007) or LTP (Agulhon et al., 2010), suggesting astrocytic calcium signalling was 

dispensable for these processes. However, the concerns surrounding calcium signalling raised 

by this line of evidence have largely been dispelled in recent years. Enhanced detection of 

calcium dynamics in astrocytes has been provided by membrane tethered genetically encoded 

calcium indicators (Shigetomi et al., 2010; Agarwal et al., 2017b), and it has become apparent 

that far more rapid and complex calcium signalling occurs in the thin protoplasmic astrocytic 

branches than was previously appreciated. Furthermore, while IP3R2-dependent calcium 

release from the ER accounts for the majority of calcium signalling (~60%), mitochondria 

have also emerged as a major source of local calcium dynamics in astrocytes as well (Agarwal 

et al., 2017b). These fast, localized calcium signals, referred to as calcium microdomains, are 

now a major focus of study (Shigetomi et al., 2016; Agarwal et al., 2017a). Furthermore, while 

attempts to block calcium signalling by knocking out IP3R2 were only partially effective, 
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possibly due to compensation by mitochondria, a recent gain-of-function study demonstrated 

that artificially augmenting calcium signalling in astrocytes with the designer receptor, 

hM3Dq, is sufficient for long-term potentiation in CA1 pyramidal cells of the hippocampus 

(Adamsky et al., 2018). Thus, astrocytic calcium signalling may yet prove to be necessary in 

vivo for the wide variety of neuronal processes it was originally shown to regulate. However, 

taking into account the speed, small size, and variable nature of calcium microdomains the 

picture is much more complex, and higher spatial and temporal resolution will likely still be 

required to truly understand how they regulate astrocytic and neuronal function (Wu et al., 

2014). 

1.2.4   Ultrastructural Studies of the Tripartite Synapse 

The fine nanoscale structure of protoplasmic astrocytes has proven to be a limitation 

in understanding the architecture and function of these cells. However, building on early 

electron microscopy (EM) studies that identified the tripartite arrangement of astrocytes with 

synapses, largescale serial section electron microscopy (SSEM) has begun to provide insight 

into the organization of the smallest details of astrocytic morphology. Beginning in the 1950’s, 

numerous studies observed that non-neuronal glial compartments were frequently found in 

close apposition with the synapse, and could be identified by the presence of dark staining 

glycogen granules, relatively clear cytoplasm, and bundles of intermediate filaments (Palay 

and Palade, 1955; Peters and Palay, 1965, 1996; Jones and Powell, 1970; Palay and Chan-

Palay, 1974; Peters et al., 1976; Spacek, 1985). In 1985, a study that was pioneering at the time 

for its extensive three-dimensional reconstruction of synaptic components from short series 

of EM micrographs found that the extent to which synapses are ensheathed by astrocytes 

differs between brain regions (Spacek, 1985). Dendritic spines of pyramidal cells were 

observed to have only ~30% of their surface area covered by astrocytes, whereas ~75% of 

Purkinje cell spines were covered by Bergmann glial processes, suggesting differential 

regulation of these synapse types by their astrocytic partners. The observation that Purkinje 
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cell spines are almost totally ensheathed by Bergmann glia was confirmed 15 years later in a 

study that also noted the presence of morphological astrocytic microdomains, isolated from 

one another by thin connecting filaments, in the branches of Bergmann glia (Grosche et al., 

1999). In the same year, a thorough geometrical investigation of tripartite spine synapses in 

the hippocampus revealed a number of interesting findings (Ventura and Harris, 1999). Firstly, 

only ~60% of synapses were contacted by astrocytic processes. However, over 80% of synapses 

that contained perforated post synaptic densities (PSDs), a hallmark of larger and thus stronger 

synapses with high proportions of docked vesicles, were associated with PAPs. These findings 

were also replicated in a later study that found newly formed spines were more thoroughly 

covered by PAPs (Witcher et al., 2007). More recent work on a single astrocytic volume 

derived from a larger SSEM dataset also showed that astrocytes are more closely associated 

with thin dendritic spines harboring smaller PSDs (Medvedev et al., 2014). These observations 

have sparked a debate as to whether astrocytes preferentially allow spillover form stronger 

synapses to promote heterosynaptic plasticity and local circuit synchronization, or whether 

this lack of coverage is simply due to spatial constraints. This debate has preoccupied a large 

portion of the literature on tripartite synapse ultrastructure, prompting a number of modelling 

studies and opinion pieces (Lehre and Rusakov, 2002; Lushnikova et al., 2009; Heller and 

Rusakov, 2015). Interestingly, it has been shown in acute hippocampal slices that LTP induces 

heightened PAP mobility and enhances coverage of synapses by PAPs (Bernardinelli et al., 

2014). However, an as of yet unpublished study suggests that LTP decreases the volume 

fraction occupied by PAPs, and provides evidence that this results in reduced coverage of 

synapses using super resolution STED microscopy (Henneberger et al., 2018). On the other 

hand, a more recent study using SSEM reconstructions performed measurements of astrocytic 

volume fraction in the vicinity of the synapse and found that, based on modelling studies PAPs 

associated with spine synapses have equal capacity for glutamate uptake regardless of the size 
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of the synapse (Rusakov, 2001; Gavrilov et al., 2018). A clear answer on whether astrocytes 

preferentially allow spillover of glutamate under certain conditions is therefore still lacking. 

Thus, SSEM investigations have begun to unveil the nanoscale organization of 

neuron-astrocyte interactions, however the field is still nascent and many questions remain. 

An important unaddressed question is how calcium sources are distributed in the convoluted 

network of astrocytic processes. One study examined this with indirect measurements of 

astrocytic volume fraction taken up by ER or mitochondria in the vicinity of synapses, with a 

main finding that astrocytic calcium sources are not present directly in PAPs (Patrushev et al., 

2013). However, nothing is known about whether or not the distribution of astrocytic 

calcium sources is influenced by aspects of the local microcircuitry that astrocytes support and 

regulate. In Chapter 3, I present a study based on two large volumes of high resolution SSEM 

data, in which we reconstructed continuous portions of astrocytes that interact with hundreds 

of synapses. To begin to address the question of whether the distribution of astrocytic calcium 

stores is influenced by the surrounding microcircuitry that the astrocytes interact with, we 

assessed the spatial relationships of mitochondria with astrocyte-associated PSDs using an 

advanced computational technique to determine shortest paths and measure distances through 

convoluted astrocytic architecture. 
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Chapter 2   Depolarizing but Shunting GABAA Transmission 
Restrains Glutamatergic Synapse Formation 

2.1   Preamble 

The work described in this section was born of a mistake made while attempting to 

test whether SPARC, an astrocyte secreted molecule studied in the lab, conferred 

neuroprotective properties when neurons were exposed to an epileptiform insult induced by 

blocking inhibitory neurotransmission. In a proof of concept experiment, we had verified that 

treating organotypic hippocampal slice cultures with the GABAA antagonist, bicuculline 

(BIC) at 5 days in vitro (DIV) caused a loss of spines as described in the manuscript below 

(Figure 2), as would be expected following epileptiform activity (Zha et al., 2005)1. However, 

in a follow up experiment to confirm that BIC did indeed decrease spine density, I added the 

drug at 3 DIV rather than 5 DIV. The result was the opposite; BIC applied to organotypic 

hippocampal slices for 48 hours starting at 3 DIV significantly increased spine density. This 

piece of data is the basis of the manuscript composing this chapter and forms the nucleus of 

the majority of my doctoral studies. 

The following manuscript was submitted to the Journal of Neuroscience in November 

2018 and was under review at the time this thesis was submitted.  

 

  

                                                            
1 Incidentally, we found that BIC had the same effect in slices prepared from SPARC-/- mice suggesting 
SPARC did not protect against epileptiform insult in this context. However, further work in the lab does 
suggest it is protective against oxygen glucose deprivation (Jones et al., 2018) 
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2.2   Abstract 

GABA is the main inhibitory neurotransmitter in the mature brain but has the distinct 

property of depolarizing neurons in the immature brain. Importantly, depolarizing GABAA 

transmission can either drive neural activity, or it can inhibit neural activity through shunting 

inhibition. When and where these different effects of depolarizing GABAA transmission occur 

during development is unclear. While depolarizing GABAA transmission is implicated in 

many aspects of neural circuit development, its precise role in glutamatergic synapse 

formation has yet to be elucidated. Here we addressed the importance of depolarizing but 

inhibitory – or shunting – GABAA transmission, for glutamatergic synapse development in 

hippocampal CA1 pyramidal neurons. Based on the expression profile of K+-Cl- co-

transporter 2 (KCC2), changes in the GABA reversal potential, and the inhibitory effect of 

GABA on spontaneous and evoked firing, we pinpointed the timing of the switch from 

depolarizing to hyperpolarizing GABAA transmission in CA1 neurons in organotypic slice 

culture. Blocking depolarizing GABAA transmission increased excitatory synapse number and 

function, and these changes were sustained more than a week later. The effects correlated with 

transcription of canonical activity-regulated genes but were independent of BDNF signalling. 

Together these findings point to the ability of immature GABAergic transmission to restrain 

glutamatergic synapse formation and suggest an unexpected role for depolarizing GABAA 

transmission in shaping excitatory connectivity during neural circuit development. 
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2.3   Significance Statement 

GABA, the main inhibitory neurotransmitter in the mature brain, is paradoxically 

thought to promote neural excitation during development. GABAergic excitation is 

hypothesized to shape neural circuits in immature neurons. However, recent evidence 

suggests that GABA can be inhibitory during postnatal development in rodents. We present 

evidence that GABA is inhibitory during early hippocampal development, and that immature 

GABA neurotransmission restrains synapse formation during this time. Blocking GABA 

transmission for 2 days during development in cultured brain slices increases the number of 

excitatory synapses that form, and the number of synapses stay elevated for more than a week 

after GABA blockers are removed. These results suggest that disrupting GABA transmission 

during development can profoundly alter brain wiring in an unexpected way. 

2.4   Introduction 

γ-Aminobutyric acid (GABA) is the main inhibitory neurotransmitter in the mature 

brain. However, in rodents, during gestation and the first one to two weeks of postnatal 

development, GABA has been shown to be depolarizing. Many in vitro studies show that 

depolarizing GABAA transmission provides excitatory drive in developing circuits, promoting 

early network oscillations referred to as giant depolarizing potentials (GDPs) (Ben-Ari et al., 

2012), however, recent work suggests that despite providing local depolarization, immature 

GABAA transmission has inhibitory effects in vivo (Kirmse et al., 2015; Oh et al., 2016; Valeeva 

et al., 2016). This ability of GABA to be simultaneously depolarizing and inhibitory relies on 

shunting inhibition, which results from a decrease in input resistance and membrane time 

constant when GABAA receptors open (Staley and Mody, 1992). Importantly, shunting 

inhibition can occur in parallel with both hyperpolarizing and depolarizing GABAA 

transmission. We therefore refer to depolarizing GABAA transmission that results in shunting 

inhibition as depolarizing/inhibitory. 
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Depolarizing GABAA transmission is implicated in numerous developmental processes 

including neural stem cell proliferation (Liu et al., 2005), cell migration (Behar et al., 2000), 

neurite outgrowth (Cancedda et al., 2007), and circuit refinement (Akerman and Cline, 2006; 

Cancedda et al., 2007; Wang and Kriegstein, 2008). Critically, circuit activity supported by 

depolarizing GABAA transmission in vitro drives calcium influx thought to be important for 

glutamatergic synapse development and circuit refinement  (Leinekugel et al., 1995; Ben-ari 

et al., 1997; Griguoli and Cherubini, 2017). Indeed, disrupting the depolarizing nature of 

GABAA transmission by interfering with chloride homeostasis alters glutamatergic synapse 

formation and maturation (Akerman and Cline, 2006; Wang and Kriegstein, 2008). However, 

the effects of GABAA transmission itself on glutamatergic synapse development and the timing 

of these effects remain poorly defined. This is due, in part, to the multiple roles of GABA 

during development and the difficultly in manipulating depolarizing GABAA transmission 

specifically during the period when glutamatergic synapses are forming. Several studies have 

prematurely hyperpolarized the reversal potential for chloride (ECl) by disrupting chloride 

homeostasis for more than a week during perinatal development, across a timespan in which 

the targeted neurons terminally divide, migrate, extend neurites and are incorporated into the 

surrounding circuitry (Cancedda et al., 2007; Wang and Kriegstein, 2008). This work suggests 

that disrupting ECl alters neurite and synapse maturation, however, additional studies with 

higher temporal resolution are needed. Understanding how GABAA transmission and its 

transition from a depolarizing to a hyperpolarizing state impacts glutamatergic synapse 

development is critical, as disruptions of GABAA transmission during brain development are 

associated with intellectual disability (El Marroun et al., 2014; Tyzio et al., 2014). 

Here we investigated the role of immature GABAA transmission in glutamatergic 

synapse formation on CA1 hippocampal pyramidal cells. We took advantage of the properties 

of organotypic hippocampal slices, a preparation which preserves many anatomical features, 

and the developmental progression of the hippocampus, including the time course of 
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excitatory synapse formation (Buchs et al., 1993; Muller et al., 1993; De Simoni et al., 2003). 

This system enabled us to define a narrow time window during the first week of slice 

development in which GABAA transmission shifts from immature, depolarizing/inhibitory 

transmission, to hyperpolarizing transmission in CA1 cells. Previous work suggests that 

blocking GABAA transmission before it transitions to a hyperpolarizing current will remove 

excitatory drive and decrease excitatory synapse formation and maturation (Ben-Ari et al., 

2007; Wang and Kriegstein, 2008). Contrary to these predictions, we show that transient 

blockade of immature, depolarizing but inhibitory GABAA transmission increased 

glutamatergic synapse number and function on CA1 pyramidal cells. Changes in synapse 

numbers were stable for more than a week and were independent of BDNF signalling. Our 

results point to an important time window during hippocampal development when immature 

GABAA transmission can control excitatory synapse development. 

2.5   Materials and Methods 

Animals 

Experiments were approved by the Montreal General Hospital Facility Animal Care 

Committee and followed guidelines of the Canadian Council on Animal Care. Male and 

female C57BL6 mice kept on a 12:12 light-dark cycle were used to prepare organoptypic 

cultures. 

Slice Preparation 

Organotypic hippocampal slices were prepared as described previously (Haber et al., 2006). 

Briefly, hippocampi were extracted from postnatal day 5 mice and cut into 300µm slices with 

a McIllwain tissue chopper (Stoelting). Slices were cultured on semiporous tissue culture 

inserts (Millipore) that sat in culture medium composed of minimal essential medium (MEM) 

supplemented with Glutamax (Invitrogen, Cat. No. 42360032), 25% horse serum (Invitrogen, 

Cat. No. 26050088), 25% HBSS (Invitrogen, Cat. No. 14025092), 6.5 mg/mL D-glucose and 
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0.5% penicillin/streptomycin. Slices were cultured for 5-14 days with full medium changes 

every 2 days. 

Labeling of CA1 Cells  

Dendrites and spines of CA1 pyramidal cells were labelled using a Semliki Forest Virus (SFV)-

mediated approach describe in detail elsewhere (Haber et al., 2006). Briefly, SFV driving 

expression of enhanced green fluorescent protein, targeted to the cell membrane through a 

farnesylation sequence (EGFPf), was injected into the stratum oriens via pulled glass pipette, 

broken to a diameter of approximately 50 to 100 μm. Glass pipettes were attached to a 

Picospritzer III (Parker Hannifin) and SFV was delivered with 10ms pulses at 14 to 18 psi 18 

to 20 hours before fixation in 4% formaldehyde/0.1 M PO4 
2- for 30 min. 

Confocal Imaging and Spine Analysis  

Imaging was performed using an Ultraview Spinning Disc confocal system (Perkin Elmer) 

attached to a Nikon TE-2000 microscope and a FV1000 laser scanning confocal microscope 

(Olympus). Z-stacks were acquired from approximately 100µm of CA1 primary apical 

dendrites, just above the primary dendrite bifurcation. This dendritic subfield is consistently 

identifiable, fully formed by the period of interest, harbors the highest density of asymmetric 

synapses, and retains its native connectivity in organotypic slices (Megias et al., 2001; Amaral 

and Lavenex, 2007). Ten to forty z-stacks were acquired per animal (4 to 8 slices per animal, 

2-4 animals per experiment, minimum 3 experiments per dataset). Two-dimensional spine 

counts and geometric measurements of spines were quantified using Reconstruct (Fiala, 2005) 

and a custom ImageJ macro. 3D spine classification was performed with NeuronStudio 

(Rodriguez et al., 2008). All spine analysis was performed by an investigator blinded to the 

experimental condition. 

Western Blot Analysis 

For Western blots, 4-6 organotypic slices were lifted from nylon culture inserts with a No. 10 

scalpel blade, rinsed in cold PBS and incubated on ice in 100µL of Triton lysis buffer (20 mM 
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Tris pH7.4, 137 mM NaCl, 2mM EDTA, 1% Triton X100, 0.1% SDS, 10% glycerol, with 

protease inhibitors and sodium orthovanadate) for 30 min. Lysates were centrifuged at high 

speed for 10 min and stored at -80°C in sample buffer. Supernatants were warmed to room 

temperature and run under standard SDS-PAGE conditions.  Membranes were 

immunoblotted with anti-KCC2 1:1000 (N1/12, NeuroMab, CA) and GAPDH 1:300,000 

(MAB374, Millipore). KCC2 blots were run immediately after developmental time courses 

ended to reduce experimentally-induced aggregation of KCC2 oligomers, which we observe 

to increase with time at -80°C. 

Electrophysiology 

Gramicidin perforated patch whole cell recordings were performed similar to previously 

described (Acton et al., 2012). Briefly, current-voltage (IV) curves were generated by step 

depolarizing the membrane potential in 10mV increments from ~-95 to -35mV (Fig. 1C) and 

during each increment GABAergic transmission was elicited via extracellular stimulation in 

the stratum radiatum. Pipettes had a resistance of 7–12 MΩ and were filled with an internal 

solution containing 150mM KCl, 10mM HEPES, and 50mM μg/ml gramicidin (pH 7.4, 300 

mOsm). We recorded EGABA in current clamp mode. Glutamatergic transmission was inhibited 

with CNQX.  

Miniature EPSCs (mEPSCs) were recorded using the whole-cell patch clamp configuration 

(Vh = -70mV), at 30°C, in ACSF containing (in mM): 119 NaCl, 26.2 NaHCO3, 11 D-

glucose, 2.5 KCl, 1 NaH2PO4, 2.5 CaCl2, 1.3 MgCl2, 0.0002 TTX, 0.025 D-APV, 0.05 

picrotoxin. Recording pipettes (2-5 MΩ) were filled with (in mM): 122 CsMeSO4, 8 NaCl, 

10 D-glucose, 1 CaCl2, 10 EGTA, 10 HEPES, 0.3 Na3GTP, 2 MgATP, pH 7.2. Signals were 

low-pass filtered at 2kHz, acquired at 10 kHz, and analyzed using Clampfit 10.3 (Molecular 

Devices).  

For cell attached recordings, ACSF and pipette solutions were as described above for mEPSC 

recordings, but ACSF lacked TTX, D-APV and picrotoxin. Low resistance recording pipettes 
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(1-2 MΩ) were used to form loose patch seals (approximately 100-350 MΩ). Recordings were 

performed in I=0 mode. GABA was diluted in ACSF to 100 μM and puffed in close proximity 

to the recorded cell using a glass pipette connected to a Picospritzer III (Parker Hannifin) 

delivering 10 ms duration air puffs at 14 psi. Electrically-evoked stimulations (1.3 V, 0.5 ms) 

were delivered by the recording amplifier via the recording pipette. Recorded signals were 

analyzed using threshold-based detection of spikes in Clampfit 10.3 (Molecular Devices). 

Experiments comprised slices from at least 3 separate animals taken from at least 2 litters. 

Pharmacology 

Pharmacological agents (Tocris unless otherwise noted) were applied to the culture medium 

during a regular medium change. Gabazine (GBZ) (20µM), bicuculline-methiodide (20µM) 

and muscimol (10µM) were used to manipulate GABAA transmission.  GBZ was washed out 

by incubating slices in fresh medium for 30 minutes, then washing the top of the slices with 

equilibrated medium for 1-2 minutes before changing to fresh dishes and medium. 

Bumetanide (Bume, 10 µM), TrkB-Fc bodies (5mg/mL, R&D Systems) and K252a (200 nM) 

were added to cultures 30 minutes before adding GBZ.  

Quantitative Reverse Transcriptase PCR (qRT-PCR) 

Six to eight organotypic slices per sample were lifted from nylon culture inserts with a No. 10 

scalpel blade, washed briefly in ice cold PBS and flash frozen in microcentrifuge tubes in a 

100% EtOH/dry ice slurry. Total RNA was extracted using the RNeasy Lipid Tissue Kit 

(Qiagen). cDNA libraries were created using QuantiTect Reverse Transcription Kit (Qiagen). 

Quantitative PCR was performed using Sybr Green Master Mix (Applied Biosystems Systems) 

on a StepOne Plus thermocycler (Applied Biosystems). Relative levels of mRNA were 

calculated using the CT method with GAPDH as the internal control. Primer sequences 

were as follows: GAPDH forward TTG AAG TCG CAG GAG ACA ACC; GAPDH reverse 

ATG TGT CCG TCG TGG ATC; BDNF forward GTG ACA GTA TTA GCG AGT 
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GGG; BDNF reverse GGG ATT ACA CTT GGT CTC GTA G; Fos forward TCC CCA 

AAC TTC GAC CAT G; Fos reverse CAT GCT GGA GAA GGA GTC G. 

Statistics 

Data is presented as mean ± SEM. Student t-tests were used except where noted that Mann-

Whitney tests were used with datasets with non-normal distribution. Post hoc pairwise 

comparisons following ANOVA were performed with Tukey’s honestly significant difference 

(HSD) test. For mean comparisons: *p<0.05, **p<0.01, ***p<0.001. For Kolmogorov-Smirnov 

tests:  ***p<0.0001. 

2.6   Results 

GABAA transmission switches from depolarizing to hyperpolarizing in CA1 cells 

during the first week in hippocampal slice culture. 

Depolarizing GABAA transmission relies on relatively high [Cl-]i. As neurons mature 

during the first weeks of postnatal CNS development, they downregulate Na+-K+-Cl- 

cotransporter (NKCC1) and upregulate K+-Cl- cotransporter 2 (KCC2), lowering [Cl-]i 

(Rivera et al., 1999; Yamada et al., 2004). GABAA receptors are largely permeable to Cl-, and 

to a lesser extent bicarbonate (HCO3
-) (Kaila, 1994; Staley and Proctor, 1999). When [Cl-]i 

lowers to the point at which the reversal potential for GABA (EGABA) hyperpolarizes below the 

resting membrane potential, GABAA transmission switches from depolarizing to 

hyperpolarizing. To pinpoint when this switch from depolarization to hyperpolarization 

occurs in CA1 pyramidal cells in hippocampal organotypic slices, we first assessed the timing 

of KCC2 upregulation across the first two weeks in vitro and found expression of both KCC2 

monomers (KCC2-M) and oligomers (KCC2-O) to be near maximal by 7 days in vitro (DIV) 

(Fig. 1B), with a large and graded increase between 3 and 7DIV (Fig. 1A,B). Using this 

timeframe as a guide, we performed gramicidin perforated patch recordings to determine the 

GABAA reversal potential (EGABA) in CA1 pyramidal cells, with exemplary traces and IV curves 
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shown in Figures 1C and D. At 3-4 DIV, EGABA was depolarized with respect to resting 

membrane potential (RMP) (Fig. 1E-H). However, by 6-7 DIV EGABA was hyperpolarized 

with respect to RMP, indicating a switch to hyperpolarizing GABAA transmission by 6-7 DIV 

(Fig. 1C-H), a timeframe similar to that reported previously for CA1 pyramidal cells (Swann 

et al., 1989). EGABA was more negative than action potential threshold at 3-4 DIV (Fig. 1E-

F,H), suggesting GABA is depolarizing but not capable of depolarizing neurons past action 

potential (AP) threshold, and thus GABA potentially mediates shunting inhibition at this point 

(Fig. 1H). To test this possibility, we puffed GABA locally while recording spontaneous or 

electrically evoked firing. GABA inhibited both spontaneous (Fig. 1I,J) and evoked spiking 

(Fig. 1K-M), suggesting that although EGABA is depolarized relative to RMP, it provides 

shunting inhibition during the 3-4 DIV timeframe.  

Blocking depolarizing/inhibitory GABAA transmission increases CA1 spine density. 

Overexciting mature neurons by blocking hyperpolarizing GABAA transmission is 

known to cause a collapse of dendritic spines in both in vivo models of epilepsy (Zeng et al., 

2007) and pharmacologically induced overexcitation in vitro (Muller et al., 1993; Drakew et 

al., 1996; Jourdain et al., 2002; Zha et al., 2005). In particular, applying GABAA antagonists to 

organotypic hippocampal cultures at 5 or 23 DIV over a period of 2 to 3 days causes a robust 

loss of spines (Drakew et al., 1996; Zha et al., 2005). Consistent with this, when we blocked 

GABAA transmission with the GABAAR antagonist, bicuculline (BIC) from 5-7 DIV (when 

GABAA transmission is hyperpolarizing (Fig. 1C-H)), spine density decreased by 34% (Fig. 

2). This suggests that by this stage, excitatory transmission causes overexcitation and spine loss 

in the absence of hyperpolarizing GABAA transmission. 

 To assess the role of immature, depolarizing GABAA transmission on dendritic spine 

development, we inhibited GABAA transmission earlier, from 3-5 DIV (Fig. 3A). Previous 

work suggests that inhibiting depolarizing GABAA transmission during development would 

decrease glutamatergic synapse formation and maturation (Ben-ari et al., 1997; Hanse et al., 
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1997; Cancedda et al., 2007; Wang and Kriegstein, 2008). However, in contrast to these 

findings, BIC applied for 48 hours from 3 to 5 DIV significantly increased dendritic spine 

density (25% increase) (Fig. 3B-C).  This effect was fully reproducible with the GABAAR 

antagonist gabazine (GBZ) (31% increase), which is a more specific antagonist of GABAARs 

(Heaulme et al., 1986) and blocks inhibition more consistently in hippocampal neurons (Sokal 

et al., 2000). To assess whether the supernumerary spines induced by blocking depolarizing 

but inhibitory GABAA transmission showed structural differences, we analyzed spine 

morphology. GBZ treatment did not affect the proportions of mushroom, thin, and stubby 

spines (Fig. 3D), 2-dimensional head area (Control: 0.32±0.02 µm2; GBZ: 0.37±0.04 µm2, 

p>0.10), head diameter (Control: 0.58±0.02 µm2; GBZ: 0.62±0.03 µm2, p>0.1), spine length 

(Control 1.66±0.09 µm2; GBZ: 1.83±0.08 µm2, p>0.1) or dendrite diameter (Fig. 3E). We next 

asked whether the increased number of spines constituted an increase in bona fide 

glutamatergic synapses on CA1 cells by recording miniature EPSCs (mEPSC). Consistent 

with the increase in dendritic spine density, mEPSC analysis showed that GBZ treatment (3-

5 DIV) increased mESPC frequency 3-fold (Fig. 3F,G). Miniature EPSC amplitude also 

increased, indicating enhanced synaptic strength (Fig. 3H,I). Together, these results suggest 

that depolarizing but inhibitory GABAA transmission restrains glutamatergic synapse 

formation and maturation. 

 The narrow time window we examined raised the possibility that the spine-enhancing 

effect of GABAA blockade is limited to a short period directly prior to the depolarizing to 

hyperpolarizing shift in GABAA transmission. This would suggest that GABAA transmission 

restrains glutamatergic synapse formation only during a very short transition state. To test 

whether this was the case, we prepared slices 3 days earlier (P2) and applied GBZ at 3DIV for 

48h. We found that GABAAR blockade in these younger slices also caused a significant 

increase in spines (Ctrl 0.22 ± 0.008 spines/μm, GBZ 0.28 ± 0.01 spines/μm, p<0.001, Mann 
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Whitney), suggesting that depolarizing GABAA transmission is capable of restraining synapse 

formation for an appreciable period during postnatal development. 

Driving depolarizing/inhibitory GABAA transmission does not alter glutamatergic 

synapse number. 

Next, we investigated if increasing GABAA transmission over the 3-5 DIV period 

would reduce excitatory synapses. This hypothesis is supported by previous work 

demonstrating that propofol, a positive allosteric modulator of GABAARs, decreases spine 

density in developing layer 2/3 principal cells of the somatosensory cortex when administered 

to rat pups over a 6h period at postnatal day 10, when GABA is still depolarizing (Puskarjov 

et al., 2017). To test this in the CA1 pyramidal cells, we increased depolarizing GABAA 

transmission by administering muscimol (MUS) or diazepam (DZP) from 3 to 5DIV. MUS 

treatment did not significantly decrease spine density (Fig. 4C). Furthermore, mEPSC 

frequency was unchanged, confirming MUS did not alter synapse numbers (Fig. 4D,E). MUS 

has varying effects on different GABA receptors and can cause GABAA receptor 

desensitization, making its effects difficult to interpret (Heck et al., 2007; Mortensen et al., 

2010; Johnston, 2014). We therefore also tested whether enhancing GABAA transmission with 

DZP could decrease glutamatergic synapses, but this also had no effect on spine density or 

mEPSCs (Fig 4 B-F). Based on these results, increasing GABAA transmission was not sufficient 

to decrease glutamatergic synapse number or function, suggesting depolarizing GABAA 

transmission can only limit synapse formation up to a certain point at this stage of 

development. However, we cannot rule out the possibility that enhancing immature GABAA 

transmission on different timescales or in other systems decreases glutamatergic synapse 

formation (Puskarjov et al., 2017). 
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BDNF is associated with, but not necessary for, the increase in glutamatergic synapses. 

 Blocking shunting GABAA transmission likely increases activity in our preparation, 

suggesting that the increase in glutamatergic synapses may be driven by activity-dependent 

mechanisms (Balkowiec and Katz, 2002; Pérez-Gómez and Tasker, 2013). To address this 

hypothesis, we measured levels of Bdnf and Fos mRNA, two activity regulated genes 

associated with glutamatergic synapse formation (Vicario-Abejón et al., 1998, 2002; Tyler and 

Pozzo-Miller, 2003; Chapleau et al., 2009). Both transcripts were significantly upregulated 

following 48-hour blockade of depolarizing/inhibitory GABAA transmission (Bdnf: 5-fold 

increase, Fos: 2.5-fold increase) (Fig. 5A). As BDNF is known to regulate activity-dependent 

synapse formation and plasticity (Park and Poo, 2013), we asked whether BDNF signaling 

was responsible for the increase in spines following blockade of depolarizing/inhibitory 

GABAA transmission. We inhibited BDNF signalling using two approaches: with TrkB-Fc 

bodies or with the inhibitor K252a (Ji et al., 2010; Puskarjov et al., 2014). Neither treatment 

with TrkB-Fc nor K252a during 48-hour blockade of GABAA transmission blocked the 

increase in spine density mediated by GBZ (Fig. 5B,C), suggesting that BDNF signalling is 

not necessary for the observed increase in spines.  

Bumetanide treatment does not change spine numbers 

 Previous work suggests that GABA-mediated depolarization drives synapse formation 

and maturation. However, our data show that a loss of depolarizing GABAergic transmission 

increases spines and synapses. These contrasting results raise the question of whether the 

depolarizing nature of GABAA is important for the normal development of glutamatergic 

synapses in our period of interest (3-5 DIV). To address this, we asked whether prematurely 

hyperpolarizing EGABA could mimic the effect of GABAA blockade. KCC2 overexpression 

(OE) can be used to lower EGABA in immature neurons (Cancedda et al., 2007), but also 

enhances spine formation through KCC2’s chloride transport-independent scaffolding role 

(Li et al., 2007; Fiumelli et al., 2012). Indeed, when we overexpressed KCC2 from 2-5 DIV 
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via biolistic transfection, preliminary data indicated that spine density trended toward an 

increase (Control plasmid: 0.43±0.06 spines/µm; KCC2 OE: 0.55±0.04 spines/µm, p=0.1). To 

avoid this confound, we treated slices with the NKCC1 antagonist, bumetanide, which is well 

established to lower EGABA in immature neurons (Dzhala et al., 2005) and prematurely render 

GABA hyperpolarizing (Wang and Kriegstein, 2011). However, treatment with bumetanide 

did not alter spine density (Fig. 6A,B), indicating that the depolarizing nature of GABA is not 

important for restraining spine formation, and thus suggesting that the inhibition provided 

by shunting GABAA transmission is likely the important factor for limiting spine density. 

However, bumetanide did abrogate the affect of GBZ on spine numbers (Fig. 6A,B). This 

may be explained by the expected decrease in RMP with bumetanide treatment (Sipilä et al., 

2006), which would likely lower cell excitability, diminishing activity dependent synapse 

formation promoted by GABAA blockade. 

 As mentioned, KCC2 overexpression can cause an increase in spines through its non-

transport, scaffolding function (Li et al., 2007; Fiumelli et al., 2012). To address whether the 

increase in synapses following GBZ treatment from 3 to 5 DIV is mediated by an increase in 

KCC2 levels, we assessed KCC2 expression following GBZ treatment. GBZ did not 

significantly elevate expression of KCC2 oligomers or monomers (Fig. 6C-E). 

Blocking depolarizing GABAA transmission leads to a sustained increase in 

spine/synapse density. 

The increase in spine density induced by blocking depolarizing/inhibitory GABAA 

transmission may only lead to a transient alteration without a longer lasting effect on 

glutamatergic synapses. To determine whether blockade of GABAA transmission caused a 

temporary or sustained increase in glutamatergic synapses, we treated slices with GBZ from 

3-5 DIV and allowed them to recover for an additional 5-9 days in the absence of GBZ (Fig. 

7A). This temporary GABAA blockade resulted in a 37% increase in spine density after a 5-

day recovery period (Fig. 7B, C). Furthermore, after this recovery period, CA1 cells had more 
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thin spines than mushroom spines, a difference not present in the control condition (Fig. 7D). 

No changes in dendrite diameter were observed (Fig. 7E). To determine if transient GBZ 

treatment led to long-term functional changes in glutamatergic synapses, we recorded 

mEPSC frequency and amplitude after 8-9 days of recovery. We found that mEPSC 

frequency was enhanced by 79%, while mEPSC amplitude was unchanged at this stage (Fig. 

7F-H). Together these data suggest that inhibiting depolarizing GABAA transmission during 

a narrow time window of 48 hrs can lead to persistent changes in glutamatergic synapse 

number in the hippocampus. 

 

2.7   Discussion 

Immature, depolarizing GABAA transmission is believed to promote glutamatergic 

synapse formation and maturation (Ben-ari et al., 1997; Hanse et al., 1997; Wang and 

Kriegstein, 2009; Chancey et al., 2013). However, when and how GABA affects glutamatergic 

synapse formation remains to be fully understood. Indeed, several groups have noted that tools 

and approaches for manipulating depolarizing GABAA transmission with higher temporal and 

spatial precision are needed to resolve this (Akerman and Cline, 2007; Chancey et al., 2013; 

Kirmse et al., 2018). We therefore sought to address the role of GABAA transmission in 

glutamatergic synapse formation by performing precisely timed pharmacological 

manipulations in hippocampal slice cultures. We first mapped the depolarizing to 

hyperpolarizing shift of GABAA transmission in CA1 cells. This was followed by structural 

and electrophysiological analysis which showed that blocking immature, 

depolarizing/inhibitory GABAA transmission enhanced glutamatergic synapse function and 

number. Interestingly, the enhanced synapse number was stable following a recovery period. 

These results suggest that immature GABAA transmission restrains glutamatergic synapse 

formation during an early phase of hippocampal circuit development. 
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An unpredicted role for immature GABAA transmission in restraining glutamatergic 

synapse formation 

 In the time window we examined, GABAA transmission provides subthreshold 

depolarization and shunting inhibition, which when blocked alleviates a brake on 

glutamatergic synapse development. Taken in the context of previous work, our results 

suggest a couple of models for how immature GABAA transmission affects hippocampal 

excitatory connectivity (Fig. 8). Firstly, the GABA-mediated restraint on glutamatergic 

synapse formation may be a short-lived feature of a shunting transition state that GABA passes 

through as ECl matures from depolarizing and excitatory to hyperpolarizing (Model 1, Fig. 

8A-C). However, recent work suggests GABA may be inhibitory throughout most or all of 

postnatal development. Therefore, in a second model, depolarizing but inhibitory GABAA 

transmission may inhibit circuit activity from birth onward (Model 2, Fig. 8B-C), thus 

restraining glutamatergic synapse formation across development.  

Evidence from acute slices suggests that early GABAA transmission is capable of driving 

excitation (Gulledge and Stuart, 2003) and that depolarizing GABAA transmission drives 

GDPs, which promote glutamatergic synapse formation, unsilencing, and circuit refinement 

(Hanse et al., 1997; Ben-Ari, 2002; Wang and Kriegstein, 2009; Griguoli and Cherubini, 

2017). Disrupting ECl or GABAA transmission in this phase of development is hypothesized to 

interfere with synapse formation (Fig. 8A), and this has been borne out by experimentally 

lowering ECl across the postmitotic period in immature neurons (Ge et al., 2006; Cancedda et 

al., 2007; Wang and Kriegstein, 2008). Incorporating our results refines this model and 

accounts for the role of GABAA transmission in circuit development as it transitions from a 

depolarizing and excitatory to a hyperpolarizing state. We posit that following the 

depolarizing and excitatory phase of GABAA transmission, as ECl progressively matures, 

GABAA transmission passes through a transient but developmentally relevant depolarizing but 

inhibitory phase (Fig. 8B). Such a transition phase is hinted at in the literature, as numerous 
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studies have shown that blocking depolarizing GABAA transmission can either silence GDPs, 

or increase circuit activity by eliciting interictal discharges or paroxysmal activity (Le 

Magueresse et al., 2006; Ben-Ari et al., 2007). Our results suggest that during this transition 

phase, GABAA transmission is inhibitory and restrains glutamatergic synapse formation. 

Blocking GABAA transmission at this time alleviates the restraint, allowing for activity-

dependent synapse formation (Fig. 8B). Following this transition phase, GABAA transmission 

becomes fully hyperpolarizing as the glutamatergic system becomes capable of overexcitation. 

The result of GABAA blockade at this stage is loss of spines (Fig. 2 and 8C) (Swann et al., 1989; 

Drakew et al., 1996; Zeng et al., 2007). 

 Alternatively, it is possible that GABA provides shunting inhibition throughout the 

postnatal period, thereby restraining synapse formation and circuit activity during 

development (Fig. 8B-C, green shaded area). Indeed, emerging evidence suggests that 

depolarizing GABAA transmission exerts inhibitory effects on early network oscillations 

(ENOs) in vivo, from at least P3 onward (Kirmse et al., 2015; Valeeva et al., 2016; Che et al., 

2018). Consistent with this, our results in slices cultured from younger mice suggest that 

GABAA transmission restrains synapse formation over a period of up to 5 days of hippocampal 

circuit development. Although previous work has demonstrated that prematurely rendering 

GABAA transmission hyperpolarizing in vivo decreases glutamatergic synapse formation (Ge 

et al., 2006; Cancedda et al., 2007; Wang and Kriegstein, 2008, 2011), it is noteworthy that 

these studies manipulated ECl over extended periods that spanned multiple phases of 

postmitotic neuronal development, including cell migration, axonal/dendritic growth, 

synapse formation and circuit refinement. Depolarizing GABAA transmission is thought to 

play important roles in all of these processes (Owens and Kriegstein, 2002), and hence the 

observed effects of prematurely reducing ECl on synapses may be secondary to other alterations 

in neuronal and circuit development. Indeed, soma size and dendritic branching are altered 

when GABA is prematurely rendered hyperpolarizing over an extended time period 
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(Cancedda et al., 2007; Wang and Kriegstein, 2008). More temporally precise manipulations 

of GABAA transmission and ECl are therefore essential for clarifying the role or roles of GABA 

during critical phases of synapse formation. It is also important to note that an overarching 

inhibitory effect of GABAA transmission does not preclude a role for GABA in ENOs, as it 

has been demonstrated that depolarizing chloride currents are only involved in the initial 

generation of GDPs in acute slices, after which they inhibit the continuation of the same 

GDPs (Khalilov et al., 2015). Thus, depolarizing GABA may simultaneously generate ENOs, 

while also maintaining control of wider circuit activity, thereby limiting runaway 

glutamatergic synapse formation. Furthermore, despite evidence suggesting GABA is 

inhibitory throughout development, it has been shown that high frequency uncaging or 

stimulated release of GABA onto dendrites of layer 2/3 pyramidal cells in the neocortex can 

elicit formation of glutamatergic and GABAergic synapses during development in vivo (Oh 

et al., 2016). Although it remains to be seen whether endogenous patterns of GABA release 

can have similar effects, this study suggests a local trophic role for depolarizing GABAA 

transmission, which may promote synapse formation even as its circuit-wide inhibitory effects 

restrain the same process. More work is needed to dissect the possible roles of GABA in local 

synapse formation and more global circuit development, and to understand how the role of 

GABA changes across development. 

 

GABAA Transmission and Sustained Changes in Glutamatergic Synapses 

 Remarkably, transient blockade of depolarizing, inhibitory GABAA transmission led to 

a sustained increase in both the number of glutamatergic synapses and the proportion of thin 

spines, indicating that transient manipulations of immature GABAA transmission can 

profoundly alter hippocampal connectivity (Fig. 7). Using slice cultures allowed for more 

temporally precise manipulations that revealed this effect, though several limitations of this 

model system must be considered when interpreting our results. Exuberant glutamatergic 
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synapse formation has been observed in slice cultures, and has been attributed to increases in 

distal dendritic branching (De Simoni et al., 2003). We minimized this confound by focussing 

on primary apical dendrites, which are fully formed by the time of pharmacological treatment, 

but enhanced growth of distal dendrites and synapses may interfere with other developmental 

processes and alter circuit dynamics. Slice dissection is also followed by a decrease in synapses 

which offsets the development of normal synapse numbers by about a week (De Simoni et al., 

2003). This raises the concern that the ontogeny of ECl and synapse formation may be offset 

from each other compared to in vivo, however we also observed a marked decrease in KCC2 

expression between the day of culturing and 3DIV, suggesting that development of these two 

systems in organotypic slices may be equally delayed. 

Taking these points into consideration, our work suggests that immature GABAA 

transmission is capable of restraining glutamatergic synapse formation. The finding that 

propofol administered to postnatal day 10 rats decreased spine number supports the notion 

that there is a developmental period in vivo during which immature GABAA transmission 

restrains glutamatergic synapse formation (Puskarjov et al., 2017). Further work is required to 

determine if and when disrupting GABAA transmission in vivo also enhances glutamatergic 

synapse formation, and whether such changes are lasting. These questions are clinically 

relevant, as a role for GABA in restraining synapse formation may change how we understand 

and mitigate the effects of anticonvulsants, anaesthetics and drugs of abuse on neonatal, as well 

as fetal development, as GABA is believed to be depolarizing mainly in late gestation in 

humans (Vanhatalo et al., 2005; Sedmak et al., 2015). Both the increase in synapses and spines 

and the shift in spine morphologies we observed after recovery from transient GBZ treatment 

are reminiscent of “spinopathies” seen in intellectual disabilities including Fragile X syndrome 

and autism spectrum disorders (Lacey and Terplan, 1987; Irwin et al., 2000, 2001; Kaufmann 

and Moser, 2000; Fiala et al., 2002; Hutsler and Zhang, 2010). Further investigation is required 

to understand if impairments of inhibition provided by immature, depolarizing GABAA 
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transmission contribute to the lasting alterations of spines and synapses in these conditions. 

Furthermore, the possibility that GABA bidirectionally controls synapse formation may yield 

novel clinical approaches for correcting synaptic deficits in neurodevelopmental disorders. 
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2.10   Figure Legends 

Figure 1. GABA reversal potential (EGABA) shifts from depolarizing to hyperpolarizing 

between 3 and 7 DIV. A-B, Western blots showing increasing expression of KCC2 

monomers (KCC2-M) and oligomers (KCC2-O). C-D, Representative traces and 

representative IV curves from GABAergic responses at 3DIV and 7DIV. E, EGABA summary 

plots (3/4 DIV: -53.3±6.1mV, n=5; 6/7 DIV: -74.7± 6.4mV, n=5, p=0.04). F, Resting 

membrane potential summary plots (3/4 DIV: -64.5±2.3mV, n=5; 6/7 DIV: -63.4 ± 3.8mV, 

n=5). G, Action potential threshold summary plot (3/4 DIV: -38.2 ± 4.2mV, n=5 ; 6/7 DIV-

37.7 ± 2.3mV, n=5). H, Schematic demonstrating the likely shunting and hence inhibitory 

nature of GABAA transmission due to the relative values of AP Threshold>EGABA>RMP. The 

scale in H aligns with that of E, F and G such that the threshold, RMP and EGABA values are 

represented accurately relative to each other. I, Sample trace of spontaneous activity inhibited 

by puffing on GABA. The line trace below indicates time of GABA puff. J, Summary plots 

of spontaneous activity pre- and post-GABA puff. K,L, Sample traces from the same cell 

demonstrating that activity could be evoked electrically (K) and that puffed GABA inhibited 

electrically evoked activity (L) The arrow above the traces denotes the timing of electrical 

stimulation. M, Summary plots of electrically evoked activity in the absence and presence of 

puffed GABA. 

Figure 2. Blocking hyperpolarizing GABA transmission decreases dendritic spine density. A, 

Time course of bicuculline (BIC) treatment. B-C, Spine density after 5-7 DIV BIC treatment 

(Control: 0.80±0.06 spines/um; BIC: 0.53±0.03; p<0.001, Mann-Whitney). 

Figure 3. Blocking depolarizing GABAA transmission increases excitatory synapse number. 

A, Time course of pharmacological treatments. B,C, Spine density after 3-5 DIV GBZ 

(Control: 0.44±0.12 spines/um; GBZ: 0.58±0.17; p=0.04) and BIC treatment (Control: 

0.42±0.02 spines/um; BIC: 0.52±0.03 spines/um; P=0.027, Mann-Whitney). D,E, 3D spine 

morphology and dendrite diameter after GBZ. F, Representative traces of mEPSCs. G, 
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mEPSC frequency summary plot (Control: 0.14±0.02 Hz, GBZ: 0.56±0.06 Hz, p<0.001, 

Mann-Whitney).  H, mEPSC amplitude summary plot (Control: 12.32±0.37 pA, n=8, GBZ: 

17.12±1.27 pA, n=10, p<0.001, Mann-Whitney). I, Cumulative distributions of amplitudes 

(p<0.0001, Kolmogorov-Smirnov test). Scale bars 3µm. 

Figure 4. Driving depolarizing GABAA transmission does not decrease glutamatergic 

synapse numbers. A, Time course of MUS and DZP treatment. B,C, Spine density after 3-5 

DIV MUS treatment (Ctrl: 0.50 ± 0.04; MUS: 0.40 ± 0.03; p = 0.07) and DZP treatment 

(Ctrl: 0.321 ± 0.02; DZP: 0.36 ± 0.02; p = 0.11, Mann-Whitney). D, Representative traces of 

mEPSCs following 3-5DIV treatment with MUS or DZP. E, mEPSC frequency summary 

plot (Ctrl: 0.27 ± 0.02 Hz, n=9; MUS: 0.37 ± 0.04 Hz, n=8; DZP: 0.25 ± 0.04 Hz, n=8; One 

way ANOVA p=0.046; Ctrl vs MUS, p=0.09; Ctrl vs DZP, p=0.9). F, mEPSC amplitude 

summary plot (Ctrl: 18.3 ± 0.7 pA, n=9; MUS: 19.0 ± 0.6 pA, n=8; DZP: 17.5 ± 0.6 pA, n=8; 

One Way ANOVA, p=0.263) 

Figure 5. BDNF signalling is not necessary for increase in spine density. A, BDNF and Fos 

transcript levels following GBZ from 3-5DIV (BDNF: Ctrl 1.07±0.04, GBZ 5.08±0.3 

p<0.001; Fos: Ctrl 0.94±0.04, GBZ 2.52±0.4, p=0.02). B, Change in spine density following 

GBZ and/or TrkB-Fc treatment (Ctrl 0.31±0.02, GBZ 0.42±0.02, TrkB-Fc 0.27±0.02, TrkB-

Fc+GBZ 0.43±0.02, 2 Way ANOVA, no interaction, Tukey post test). C, Change in spine 

density following GBZ and/or K252a treatment (Ctrl 0.35±0.01, GBZ 0.49±0.03, K252a 

0.47±0.02, K252a+GBZ: 0.58±0.04; all significant differences <0.001, 2 Way ANOVA, no 

interaction, Tukey post test). 

Figure 6. GBZ-induced increase in spines is not reproduced by bumetanide and is not 

associated with changes in KCC2 expression. A,B, Bumetanide does not increase spine density 

above control levels, (B, Control: 0.31±0.02 um-1; GBZ: 0.47±0.04 um-1; BUME: 0.37±0.02 

um-1
; BUME+GBZ: 0.39±0.03 um-1

. Two-way ANOVA indicates significant interaction 
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between GBZ and BUME treatment (p=0.009). Tukey HSD post test indicates significant 

differences between Ctrl and GBZ (p=0.0002) and GBZ and BUME (p=0.03)). C-E, Western 

blot (C) showing no changes in monomeric (D) or oligomeric (E) KCC2 expression following 

GBZ from 3-4DIV (p=0.52 and 0.77, respectively, One Sample t-Test, n=3) and 3-5 DIV 

(p=0.76 and 0.87, respectively, One Sample t-Test, n=3). Scale bar 3µm. 

Figure 7. Transient blockade of depolarizing GABAA transmission causes a lasting increase in 

excitatory synapses and alters spine morphology. A, Schematic time course of GBZ treatment 

and experimental endpoints. B,C, Spine density after 3-5 DIV GBZ treatment and 5 days of 

recovery (Control: 0.78±0.08 spines/µm; GBZ washout: 1.07±0.07 spines/µm; p=0.024,). D, 

3D spine morphology after 5 days of recovery (***p<0.001, critical level 0.05, Two Way 

ANOVA with Holm Sidak Post Test). E, Dendrite diameter after recovery (p=0.86). F, 

Representative mEPSC traces from slices after 8-9 days recovery. G, mEPSC frequency 

summary plot (Control: 0.70±0.08 Hz, n=10 GBZ: 1.23±0.17 Hz, n=10, p=0.009).  H, mEPSC 

amplitude summary plot (Control: 14.50±1.07 pA, n=10, GBZ: 14.80±1.00 pA, n=10, p=0.84). 

I, Cumulative mEPSC distributions (p=0.58, Kolmogorov-Smirnov test). Scale bar 3µm. 

Figure 8. A model of the possible roles of GABAA transmission in glutamatergic 

synapse formation as chloride homeostasis matures. A, Work performed in acute slices 

suggests that depolarizing GABAA transmission provides the initial excitatory drive required 

for activity- and calcium-dependent formation and maturation of glutamatergic synapses. 

Blocking GABAA transmission at this stage eliminated GDPs. For the sake of simplicity we 

have depicted that GABAA blockade would eliminate GDPs and silence network activity at 

this stage, however it should be noted that in acute slices, blocking GABAA transmission at 

this point has been shown to decrease circuit activity in immature acute hippocampal slices as 

depicted (Ben-Ari et al., 1989; Garaschuk et al., 1998; Mohajerani and Cherubini, 2005), but 

has also been shown to induce interictal discharges (Khazipov et al., 1997; Khalilov et al., 1999; 

Lamsa et al., 2000) or paroxysmal activity (Wells et al., 2000). These latter effects may be due 
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to an overarching inhibitory role for GABA during development. B, Our work suggests a 

possible transition state wherein blocking GABAA transmission alleviates a depolarizing but 

inhibitory restraint on circuit activity, allowing for activity dependant formation of 

glutamatergic synapses. Such a transition state would likely rely on a still underdeveloped 

glutamatergic system that is not yet capable of pathological levels of overexcitation. 

Importantly, recent in vivo work suggests that GABA may be inhibit circuit activity 

throughout postnatal development, indicating that blocking GABAA transmission might 

enhance glutamatergic synapse formation from birth until GABA becomes fully 

hyperpolarizing.  C, When ECl and the glutamatergic system are mature, blocking 

hyperpolarizing GABAA transmission causes overexcitation and loss of glutamatergic 

synapses. 
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Chapter 3   Astrocytic Mitochondrial Location is not Associated 
with Ultrastructural Characteristics of Tripartite Synapses 

 

3.1   Preamble 

While investigating glutamatergic synapse formation in the organotypic 

hippocampal slice, I performed a short trial to test the utility of using transmission electron 

microscopy (TEM) to assess the number of synapses developing under the different 

conditions outlined in the last chapter. Although I ultimately did not pursue this approach, 

our collaborators at the McGill Facility for Electron Microscopy Research invited us to test a 

newly acquired focus ion beam scanning electron microscope (FIB-SEM) on the 

organotypic hippocampal slice culture tissue I had prepared. We found that the resulting 

data presented an exciting opportunity to pursue another topic of interest in the lab: 

neuron-astrocyte interactions. FIB-SEM allowed for a rarely seen level of detail in the 

investigation of the three-dimensional organization of fine astrocytic processes and tripartite 

synapses. The following chapter presents a detailed description of these structures and how 

they are arranged relative to mitochondria in astrocytes of the mouse barrel cortex.  

  



79 
 

Astrocytic Mitochondrial Location is not Associated with Ultrastructural 
Characteristics of Tripartite Synapses. 

Christopher K. Salmon1, J. Benjamin Kacerovsky1, Tabish Syed2, Nensi Alivodej1, Michael 
Pratt1, Michael P. Rosen1, Miranda Green1, Hojatollah Vali3, Craig A. Mandato3 Kaleem 

Siddiqi2*, Keith K. Murai1* 
1Centre for Research in Neuroscience, Department of Neurology and Neurosurgery, Brain 
Repair and Integrative Neuroscience Program, The Research Institute of the McGill 
University Health Centre, Montreal General Hospital, Montreal, QC, H3G 1A4, Canada. 
2School of Computer Science and Centre for Intelligent Machines, McGill University, 
Montreal, QC, H3A 2A7, Canada 
3Department of Anatomy and Cell Biology, McGill University, Montreal, QC Canada. 

The authors declare no financial conflict of interest. 
*Correspondence should be addressed to: 

Dr. Keith K Murai 
Centre for Research in Neuroscience 
Montreal General Hospital 
1650 Cedar Avenue L7-212 
Montreal, QC, H3G 1A4 Canada 
Telephone: (514) 934-1934 x43477 
Fax: (514) 934-8216 
keith.murai@mcgill.ca 

Dr. Kaleem Siddiqi 
School of Computer Science and Centre for Intelligent Machines 
McGill University 
Montreal, QC, H3A 2A7, Canada 
siddiqi@cim.mcgill.ca 
 

Number of Figures: 5 
Number of Tables: 8 
Number of Words: 6735 

Key Words: FIBSEM, ultrastructure, astrocyte, calcium dynamics, calcium microdomains, 
mitochondria, tripartite synapse, wavefront propagation 

Acknowledgments: The authors are indebted to Jeannie Mui, Lee Ann Monaghan, 
Weawkamol Leelapornpisit and Dr. Kelly Sears of the McGill Facility for Electron 
Microscope Research for superb technical assistance   

mailto:keith.murai@mcgill.ca
mailto:siddiqi@cim.mcgill.ca


80 
 

3.2   Abstract 

Astrocytes are the non-neuronal support cells of the brain and play active roles in 

regulating central nervous system function. To support neuronal functions, astrocytes form 

close associations with synapses, where they regulate neurotransmission, provide energy 

substrates to neurons, and modulate synaptic function and plasticity. The fine presynaptic 

astrocytic processes that contact synapses, and indeed a large portion of the astrocytic 

branches, are difficult to resolve with traditional microscopy techniques, and thus their 

architecture, as it relates to the surrounding microcircuitry and to the rest of the convoluted 

network of astrocytic branches, has not been fully described. To address this, we acquire two 

large serial section electron microscopy datasets in the mouse barrel cortex using focussed ion 

beam scanning electron microscopy. We segmented extensive, continuous volumes of 

astrocyte, as well as the mitochondria contained in the astrocytic branches and all synapses 

contacted by the segmented portions of astrocytes. Three-dimensional reconstructions 

showed that perisynaptic astrocytic processes are often separated from the main network of 

branches by thin filaments and tend to associate with clusters of synapses. To determine the 

spatial relationships between mitochondria and synapses contacted by the astrocyte, we 

employed eikonal equation-based wave-front propagation to measure shortest paths through 

the complex astrocytic branches, and found that mitochondria do not tend to localize more 

closely to certain types of synapses, or to clusters containing certain types of synapses. 

Mitochondria did however lie closer to some clusters of synapses than others, suggesting the 

existence of a higher order organization in the distribution of astrocyte mitochondria that is 

determined by parameters that were not unveiled simply by assessing the surrounding 

microcircuitry.  
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3.3   Introduction 

Astrocytes are non-neuronal cells of the central nervous system (CNS) that play  vital 

roles in sustaining and modulating neuronal function (Barres, 2008). It has been appreciated 

for over four decades that astrocytes are involved in maintaining neuronal health (Banker, 

1980), and through the years it has become clear that astrocytes have diverse functions in 

regulating neural blood flow, neuronal energy supply, extracellular ion and neurotransmitter 

homeostasis, as well as synapse development, transmission and plasticity (Barres, 2008; Perea 

et al., 2009). To accomplish these wide-ranging functions, astrocytes express numerous 

receptors to monitor the state of the surrounding CNS microenvironment and secrete a 

variety of factors and gliotransmitters to regulate neural function.  

 Astrocytes are not passive cells, rather they respond actively to a variety of stimuli with 

elevations in intracellular calcium. Astrocytic calcium signalling is fundamental for many 

functions carried out by these cells (reviewed in Guerra-Gomes et al. 2018). Early work on 

astrocytic calcium signalling observed two types of calcium events: large, full-cell calcium 

transients and also smaller, more localized calcium events in subcellular compartments of 

astrocytes (Grosche et al., 1999). In recent years, the smaller, faster events, termed calcium 

microdomains, have emerged to be most relevant to astrocytic functions (Bazargani and 

Attwell, 2016). Although calcium microdomains were initially difficult to monitor, with the 

advent of relatively fast, high affinity, and membrane-tethered genetically encoded calcium 

indicators specifically expressed in astrocytes, calcium microdomains can now be more easily 

monitored and studied (Shigetomi et al., 2010, 2013, 2016; Di Castro et al., 2011; Panatier et 

al., 2011; Kanemaru et al., 2014; Paukert et al., 2014; Agarwal et al., 2017). 

A major constraint in studying astrocytic calcium signalling is understanding how it relates to 

the complex cellular architecture of these cells. When imaged with light microscopy, 

membrane labelled protoplasmic astrocytes resemble bushy oblong volumes. Generally, only 

a few central astrocytic branches are large enough to be discerned from the haze of sponge-
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like processes and fine filaments that make up the majority of the astrocytic arborization 

(Kacerovsky and Murai, 2016). These fine filaments can be as thin as 30 nm, falling below the 

diffraction limit for conventional live imaging needed to observe calcium dynamics (Ventura 

and Harris, 1999; Witcher et al., 2010; Rusakov, 2015). As a result, calcium imaging of discrete 

subcellular compartments within astrocytes has been challenging. Furthermore, due to the 

sometimes nanoscopic size of astrocytic filaments, it has been difficult to relate astrocytic 

architecture to the organization of surrounding synapses and neural circuits.  Fine astrocytic 

compartments referred to as perisynaptic astrocytic processes (PAPs) make intimate contact 

with synapses, forming the tripartite synapse (Spacek, 1985a). This tripartite arrangement has 

generally been studied from the perspective of individual dendritic spines, and it is not well 

understood how astrocytes or their internal calcium stores relate to relate to individual 

synapses or groups of synapses (Ventura and Harris, 1999; Witcher et al., 2007). 

Recently it has been demonstrated that mitochondria are major contributors to calcium 

microdomains in astrocytes (Agarwal et al., 2017).  Mitochondria can be actively trafficked 

within astrocytes and mitochondrial movement has been shown to be dictated by neuronal 

activity and astrocytic neurotransmitter detection (Jackson et al., 2014; Stephen et al., 2015). 

In neurons, mitochondria are trafficked to areas of higher metabolic demand, such as synapses, 

where they provide energy and calcium buffering capacity (Misgeld et al., 2007; MacAskill et 

al., 2010). This has led to the prediction that astrocytic mitochondria localize to regions in the 

astrocyte associated with higher levels of neuronal activity, where they can better support 

neurons with calcium signalling and by supplying energy substrates (Jackson and Robinson, 

2018). Interestingly, astrocytic mitochondria show low baseline trafficking in vivo slices, with 

only ~10% showing motility (Jackson and Robinson, 2018). This combination of active 

trafficking in response to neuronal signals, and an overarching static positioning suggests an 

organized distribution of mitochondria in astrocytic processes at or near locations of higher 

metabolic demand (i.e. areas of high synaptic activity).  
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To better understand the ultrastructural features of astrocytes at tripartite synapses and 

the positioning of mitochondria with respect to those synapses, we utilized focused ion beam 

scanning electron microscopy (FIB-SEM) to examine astrocytic ultrastructure. We 

hypothesized that mitochondrial position in astrocytes would be determined by the 

organization and properties of nearby synapses. To address this, we acquired two large, high 

spatial resolution serial section electron microscopy volumes of mouse barrel cortex, and 

segmented extensive, continuous portions of the processes and mitochondria of astrocytes in 

these volumes along with their associated post synaptic densities (PSDs). To accurately 

determine the spatial relationships between these structures, we developed new approaches to 

quantitatively measure the three-dimensional properties of astrocytes, synapses, and 

mitochondria using eikonal equation wavefront propagation-based shortest path 

measurements. We observed that synapses tend to cluster around astrocytic branches that are 

separated from the rest of the astrocytic volume by thin constrictions. However, we found 

that mitochondrial localization in astrocytes does not correspond with the location of synapses 

with specific attributes – such as PSD volume and synapse type. Spatial clustering of particular 

types of synapses contacted by astrocyte processes also did not predict the location of astrocytic 

mitochondria. However, clusters of synapses did differ in their proximity to mitochondria, 

suggesting that mitochondria are not randomly distributed. These results suggest that 

mitochondrial location in astrocytes is not simply related to specific synapse types or synaptic 

organization, but rather relies on a more complex set of properties (possibly structural and/or 

cell signaling) that dictate mitochondria positioning in astrocytes. 
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3.4   Methods 

Tissue preparation 

Postnatal day 35 C57BL/6 male mice were transcardially perfused with a 10mL PBS wash 

followed by 250mL of 2% formaldehyde/ 2.5% glutaraldehyde in 0.1M phosphate buffer. 

Brains were extracted, post-fixed in the same solution at 4°C for 12 hours and cut into 300μm 

vibratome sections. Approximately 1mm x 4mm blocks of somatosensory cortex (S1BF) were 

manually dissected and prepared with a protocol similar to that used previously (Knott et al., 

2011; Korogod et al., 2015). Following postfixation, the tissue was washed 3 times in 0.1M 

sodium cocodylate buffer and stained with 1.5% potassium ferrocyanide and 1% osmium 

tetroxide/0.1M cocodylate for 30min. Tissue was then washed in ddH20 twice for 5 min, and 

block stained in 1% uranyl acetate in ddH20 for 30 min and washed twice with ddH20. Tissue 

was passed through an acetone/ddH20 dehydration series of 30%, 50%, 70%, 80%, 90% and 

3x100% acetone for 2 min at each step. This was followed by an epon infiltration series of 1:1, 

2:1 and 3:1 epon:acetone for 30 min at each step. Tissue was left in 100% epon for 6 hours 

before being allowed to harden at the point of a conical mold at 65°C for 24 hours. Thin 

sections were prepared and stained with toluidine blue to select the area for imaging. Ultrathin 

sections were examined by transmission electron microscopy on a Tecnai 12 BioTwin 120kV 

TEM equipped with an AMT XR80C CCD Camera (FEI, OR) to assess tissue and staining 

quality. 

Focussed Ion Beam Scanning Electron Microscopy (FIB-SEM) 

FIBSEM imaging was performed as described previously (Morita et al., 2017). Epon blocks 

containing tissue were trimmed with a razor blade to expose the region of interest, then 

mounted on a 45° pre-titled SEM stub and coated with a 4-nm layer of platinum to enhance 

electrical conductivity. Gallium ion beam milling of serial sections and block face imaging 
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after each mill were carried out on a Helios Nanolab 660 DualBeam system using Auto Slice 

& View G3 ver 1.5.3 software (FEI). 

The sample block was first imaged to determine the orientation of the block face and ion and 

electron beams. A protective platinum layer 80 μm long, 19 μm wide and 2 μm thick was 

deposited on the surface orthoganol to the block, where the ion beam is first incident, to 

protect the sample from ion beam damage and to correct for stage and/or specimen drift. 

Trenches were milled on both sides of the region of interest to minimize re-deposition of 

milled material during automated milling and imaging. Fiducial markers were generated for 

both ion and electron beam imaging and were used to dynamically correct for drift in the x- 

and y-directions during data collection by applying appropriate scanning EM beam shifts. 

Milling was carried out at 30 kV with an ion beam current of 9.3 nA, stage tilt of 6.5°, and 

working distance of 4 mm. At each step, an 8 nm slice of the block face was removed by the 

ion beam. This mill depth was chosen to ensure resolution of the smallest astrocytic processes 

while still collecting images of an appreciable volume. Each newly milled block face was 

imaged simultaneously with the Through the Lens Detector (TLD) for backscattered 

electrons and In-Column Detector (ICD) at an accelerating voltage of 2 kV, beam current of 

0.4 nA, stage tilt of 44.5°, and working distance of 3 mm. The pixel resolution was 4.13 nm 

with a dwell time of 30 μs per pixel. Pixel dimensions of the recorded image were 3072 x 2048 

pixels. The FIBSEM was allowed to mill and image for ~48 hours, resulting in stacks of 12.7 

X 8.5 X 4.4 μm for Astrocyte 1 (551 images) and 12.7 X 8.5 X 5.1 μm for Astrocyte 2 (635 

images). 

FIBSEM block preparation and imaging setup was performed by Weawkamol Leelapornpisit 

at the McGill Facility for Electron Microscopy Research and coordinated by Dr. Kelly Sears. 
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Segmentation and PSD Categorization 

Segmentation was performed manually and with a fast-marching tool in the TrakEM2 plugin 

for ImageJ. Astrocytes were identified by clear cytoplasm devoid of visibly oriented 

microtubules, the presence of dark staining glycogen granules, and the absence of synaptic 

contacts (Spacek, 1985a and personal communication with Dr. Spacek). We also noted that 

in our preparations, astrocytic mitochondria stained more lightly than neuronal mitochondria 

(Fig. 1 B). As mentioned, astrocytic filaments can be extremely thin. The reduced resolution 

provided by backscattered electrons meant that the interstitial space and occasionally the band 

of cytoplasm in protoplasmic filaments could not be distinguished. In these cases, when it was 

unclear whether there was an obvious continuation of cytoplasm on either side of the 

restriction, the connection was not traced. Thus, we likely underestimated the extent of 

continuous astrocyte in the volumes considered.  

PSDs were considered to be associated with the astrocyte if the perisynaptic astrocytic process 

(PAP) made contact anywhere on the synaptic unit (defined as spine head, spine neck and 

axonal bouton). Only PSDs that had clear symmetric or asymmetric dark staining and had at 

least one docked vesicle were segmented. Nearly all PSDs were associated with many docked 

and undocked vesicles. 

PSDs were categorized by 1) their location (spine, dendritic shaft, cell body); 2) their type 

(asymmetric or symmetric); 3) the presence or absence of a spine apparatus (SA); 4) whether 

they were macular or perforated; 5) whether they were associated with endoplasmic reticulum 

(ER) at the PSD, spine base or in the spine neck; 6) whether they were associated with a 

mitochondrion that directly overlapped with the PSD or the spine base; and 7) whether the 

synapse-associated ER made a contact point (mitochondria-associated membrane; MAM) 

with a mitochondrion somewhere in the postsynaptic neuron. Obtaining direct measurements 

of the distance of mitochondria or MAMs from the synapse would have required a great deal 
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more segmentation, and they were thus estimated. It is important to note that mitochondrial 

and MAM distance categories are further complicated by the fact that we considered only very 

small proportions of total astrocytes, and the astrocytes in question thus extend outside the 

volumes we imaged, meaning that mitochondria or MAMs could occur just out of frame. This 

was mitigated in two ways: PSDs that were close to the edge of the block were not categorized 

for their association with mitochondria or MAMs, and only a minority of synapses where on 

dendrites that completely lacked mitochondria or MAMs (Table 1). Three-dimensional 

models were generated with Blender.  

Measurement of shortest paths 

We used fast marching to solve the eikonal equation inside and outside segmented astrocytes 

to compute distance from mitochondria to PSDs. The segmented mitochondrial surfaces were 

used as the initial wave-front inside the astrocytic volume, and the astrocytic surface was used 

as the initial wave-front outside the astrocytic volume. We used fast marching to evolve the 

initial surfaces to compute distance at every point inside the astrocyte volume. We assumed a 

constant isotropic metric everywhere inside and outside the astrocytic surface. The total 

distance to each PSD is the sum of the distance from PSD to astrocyte surface and the distance 

from mitochondria to the surface. To compute shortest paths, we use gradient descent on the 

computed distance map. 

Statistics 

Dominant set clustering of PSDs was performed using a similarity score based on geodesic 

distances between PSDs along the surface of Astrocytes. We associated each PSD to the closest 

point on the astrocyte surface. Geodesic distance was then computed between points on 

astrocyte surface closest to each PSD using fast marching. To compute pairwise distance from 

each PSD surface point to every other PSD surface point on the astrocyte, we repeated the 

process with every PSD as the starting point. Dominant set clustering was done on the 
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Adjacency matrix generated from negative exponential of distance as the similarity weight 

between PSD pairs. 

Both PSD volumes and the distances measured were distributed non-normally, and thus the 

non-parametric, Mann-Whitney t-tests and Kruskal-Wallace ANOVAs were performed to 

assess differences using Sigmaplot software.  

Significance: *p<0.05, **p<0.01, ***p<0.001 

 

3.5   Results 

Three-Dimensional Reconstruction of Astrocyte Anatomy Using FIB-SEM 

To investigate the fine structural properties of astrocytes, we performed serial electron 

microscopy using FIB-SEM. Image stacks were acquired from mouse barrel cortex (S1BF) 

resulting in tissue volumes of 475 μm3 (Astrocyte 1) and 550.5 μm3 (Astrocyte 2)(Fig. 1A). 

The astrocytic cytoplasm was identified by the relative clarity of the cytoplasm of astrocytic 

processes and the presence of electron dense glycogen granules (Fig. 1B). Asymmetric and 

symmetric synapses whose pre- and postsynaptic compartments were contacted by the 

astrocytes were identified by clear pre- and postsynaptic terminals and the presence or absence 

of a postsynaptic density (Fig. 1C-E) (Ventura and Harris, 1999). To produce three 

dimensional reconstructions of astrocytes, we pre-screened the volumes for major astrocytic 

branches giving rise to filaments that filled the block extensively and segmented the entire 

astrocytic compartment connected to a main starting point. The final volumes for each 

segmented astrocyte were 5.56μm3 and 15.63 μm3, respectively. These volumes were 

consistent with the fact that neuropil-associated astrocytic processes largely consist of small 

calibre branches and branchlets, and thus make up only a small fraction of the total volume. 

Astrocytes displayed highly convoluted morphology consistent with previous EM 

reconstructions (Grosche et al., 1999; Mishchenko et al., 2010; Patrushev et al., 2013; Kasthuri 
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et al., 2015) (Fig. 1F,G). The two astrocyte’s volumes shared characteristics including having 

neuropil-associated portions with numerous peripheral astrocyte processes (PAPs) that wrap 

synapses. However, the two astrocytes differed with respect to other anatomical features of 

the samples. For example, Astrocyte 1 abutted a cell body that occupied a portion of the 

imaged volume (Fig. 1A and F), while Astrocyte 2 had a large perivascular region with endfeet 

connected to the main astrocytic volume by thin bridges (Fig. 1 G).  

 To map synapses associated with each astrocyte, we segmented PSDs of all synapses 

contacted by the astrocytes (seafoam green, Fig. 1C-J). Large numbers of PSDs were 

associated with PAPs (174, Astrocyte 1; 360, Astrocyte 2)(Fig. 1H,I), some of which were 

quite complex and in contact with many synapses (Fig. 1J). The segmented PSDs fell into 

well-described categories (Spacek, 1985b, 1985a; Mishchenko et al., 2010) (Fig. 2 and Table 

1) with dendritic spines and asymmetric synapses accounting for the vast majority of synapses 

(Fig. 2A and Table 1). A subset of spines contained a spine apparatus, the important calcium-

modulating extension of smooth ER into spines (Breit et al., 2018). A mostly overlapping but 

distinct subset of spines also possessed a perforated PSD, which have been seen to increase in 

number following stimuli inducing synaptic potentiation (Sorra et al., 1998; Nikonenko et 

al., 2002) (Fig 2A). Both spine apparatuses and perforations have been shown to be a hallmark 

of larger spines with larger PSDs, observations that we confirmed in both datasets (Spacek and 

Harris, 1997; Yuste and Bonhoeffer, 2001) (Fig 2B and C). Volumes of all spine PSDs also fell 

into the expected right-skewed Rayleigh distribution as observed previously (Bartol et al., 

2015). Combined, these measurements suggest that the astrocytes in the present study contact 

pools of synapses that distribute as expected. 

Mitochondria (purple) were also segmented and found to be distributed within the 

astrocytic volumes (Fig. 1 B-G, H,J). In some instances, astrocytic mitochondria were 

positioned very close to synapses (Fig. 1 Ei, ii, iii), in contrast to previous reports that calcium 

sources do not appear in PAPs  (Patrushev et al., 2013; Rusakov, 2015). We also noted the 
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proportions of PSDs associated with endoplasmic reticulum (ER) and ER contacts with 

mitochondria (mitochondria-associated membranes; MAMs). ER was present underneath 

nearly all PSDs or spine necks, but more variability was observed in the proximity of PSDs to 

dendritic mitochondria and MAMs to synapses (Figure 2A and Table 1).  

Measuring Shortest Paths Through Convoluted Astrocytic Processes Using Wavefront 

Propagation 

To investigate if mitochondrial distribution in astrocytes is related to specific synapse 

types and their organization, we measured distances between PSDs and their nearest astrocytic 

mitochondrion. Such shortest path measurements between multiple possible objects can be 

performed manually or by applying Dijkstra’s algorithm. However given the convoluted 

nature of the astrocytic volumes and the resulting complexity of shortest paths between PSDs 

and mitochondria, this was not an option. Similarly, the complexity of the intracellular space 

complicated potential adaptations of existing methods such as measuring paths along the 

surface mesh or centreline tracing, the latter of which works well for more uniform dendritic 

structures in neuronal arbors (Jorstad et al., 2014, 2018).  

Given these challenges, we implemented a novel approach for 3D astrocytic distance 

measurements in reconstructions by using an eikonal equation fast-marching wave-front 

propagation algorithm to measure shortest paths. This approach can be visualized by 

propagating an outwardly evolving surface from the initial surface of the mitochondria (Fig. 

3A). As this wave-front spreads, it fills the astrocytic volume and encounters the boundaries 

of the astrocytic volume. The iteration at which the wave-front encounters each point on the 

boundary can then be used to retrogradely trace the shortest path back to mitochondria from 

that point. This provides shortest paths between any point on the surface to any point on the 

mitochondria, bounded by the complex geometry of the astrocyte. Similarly, a wave-front 

can be propagated from the astrocytic surface (Fig. 3B) until it encounters each PSD, and 
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shortest paths back to the astrocyte can then be calculated. To obtain the overall distances 

between PSDs and mitochondria, we measured the shortest paths from each PSD to the 

astrocytic surface. This defined a specific landing point on the astrocyte via which shortest 

distance from the mitochondria to each PSD landing point was then calculated (Figs. 3C and 

D). We reasoned that the most meaningful measure of how closely astrocytic mitochondria 

associate with PSDs is based on the distance between mitochondria and the astrocytic surface, 

as this is the site that will be interacting directly with the extracellular space from which factors 

release by neurons are detected. We refer to this measurement as PSD-mitochondrial distance, 

and the entire distance from PSD surface to landing point on the astrocyte to the 

mitochondrion as PSD-Astro-Mito distance. By mapping the magnitude of PSD-

mitochondrial distances onto three dimensional models of PSD surfaces, we were able to 

visualize the relative proximity of each PSD to their nearest mitochondrion (blue-closer; red-

further; Fig. 3Eii and Eiii). While there was variability apparent in the PSD-mitochondrial 

distances, no overarching pattern emerged on visual inspection. 

Spatial Relationships Between Astrocytic Mitochondria and PSD Subcategories 

 If astrocytic mitochondria are preferentially trafficked to and localized at regions of 

high synaptic activity and/or neuronal metabolic need, larger, and hence stronger and more 

active synapses (Matsuzaki et al., 2001, 2004) may be closer to astrocytic mitochondria. We 

therefore asked whether any particular category of synapses tends to be located closer to or 

further away from astrocyte mitochondria, and found that this was not the case for the synaptic 

characteristics examined (Fig. 4A, B and Table 2) or for total PSD-Astro-Mito distance (Table 

3). Furthermore, PSD volume did not covary with PSD to mitochondria distance (Fig. 4C, 

D). In Astrocyte 2 a significant correlation was observed (dashed grey line; r = 0.13, p = 0.014, 

Pearson), however, when three outlying PSDs apparent in Fig. 4D were removed, this 

correlation was lost (solid black line; r = 0.05,  p= 0.40, Pearson). These results suggest that 
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qualitative identities of individual PSDs, in particular hallmarks of stronger synapses including 

PSD volume, are not specifically related to the positioning of astrocytic mitochondria. 

 We also assessed whether the direct distance from PSD to PAP membrane was 

influenced by PSD category and found no significant relationship (Table 4). This was 

unexpected since multiple lines of evidence suggest that larger synapses are less well covered 

by astrocytes, either due to spatial constraints or to allow for neurotransmitter spillover and 

heterosynaptic plasticity (Rusakov and Kullmann, 1998; Ventura and Harris, 1999; Witcher 

et al., 2007; Bernardinelli et al., 2014; Medvedev et al., 2014). However, these results most 

likely indicate that direct distance measurements are simply a poor estimate of astrocytic 

coverage of individual synapses. Interestingly, it has also been previously observed that 

mitochondria were excluded from PAPs, with a minimal distance of ~0.5μm between PSD 

and any astrocytic calcium source (ie mitochondrion or ER) (Patrushev et al., 2013; Rusakov, 

2015). However, we found that in mouse barrel cortex there is an appreciable portion of 

synapses within less than 0.5μm of mitochondria when considering PSD-Astro-Mito distance 

(11.5% of PSDs in Astrocyte 1; 14.2% Astrocyte 2; also apparent in Fig. 4C and D). Thus, 

mitochondria are not fully excluded from PAPs as previously thought. However, the PSDs 

that are closer to mitochondria do not appear to be of any particular type. 

Spatial relationships between clusters of PSDs and astrocytic mitochondria 

Given that the numbers of both mitochondria and the calcium microdomains with 

which they colocalize are lower than the number of synapses contacted by an astrocyte (5 

mitochondria Astrocyte 1; 12, Astrocyte 2)(Agarwal et al., 2017), we hypothesized that 

mitochondria might be preferentially localized near clusters of PSDs enriched for synapses of 

particular types. Rather than focusing directly on PSD location in space, we examined clusters 

of PSD landing sites on the astrocytic surface. To define spatial clusters of PSDs based on these 

sites in an unsupervised manner, we performed dominant set clustering (Pavan et al., 2003), 
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which identified 13 clusters of PSDs in Astrocyte 1, and 24 clusters in Astrocyte 2 (Fig. 5, 

Table 5) . These clusters were clearly apparent as distinct groups in correlation matrices 

comparing the pairwise distances between all PSD landing sites along the astrocytic surface 

(Fig. 5A). Interestingly, the mean volume of PSDs contained in each cluster was not found to 

vary significantly between clusters (Fig. 5C, D), which indicates that there is no higher order 

organization of synapses of a particular size, and thus likely strength, at different regions of 

the astrocyte. Contrary to this, we did find that there were significant differences in the mean 

PSD to mitochondria distance between clusters (Fig 5E, F), suggesting that there is likely a 

larger organizing principle to the distribution of mitochondria relative to clusters of synapses 

(p values of pairwise comparisons in Tables 7 and 8).  

 Although there is significant variation in the mean PSD to mitochondria distances in 

clusters of PSDs, this variability was not consistently associated with any particular category 

of PSD. We tested this by asking whether mean PSD to mitochondria distance of each cluster 

covaried with the proportion of PSDs of a particular category that made up each cluster (Table 

6). In Astrocyte 2, a higher proportion of spines making up a cluster correlated significantly 

with greater mean distance to the nearest mitochondria for the PSDs in that cluster (r= 0.432, 

p = 0.035). The opposite was true for shaft synapses (r = -0.432, p = 0.035). Shaft synapses are 

often inhibitory, and spine synapses generally excitatory, and hence symmetric and 

asymmetric, respectively. However, the proportion of asymmetric and symmetric synapses in 

PSD clusters did not covary with mean PSD to mitochondria distance, and so whether clusters 

contained inhibitory synapses or excitatory synapses does not seem to explain the significant 

results for spines and shaft synapses. Furthermore, the fact that this was only seen in one of the 

datasets makes it hard to interpret. 
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3.6   Discussion 

Astrocytes are made up of a convoluted network of thin, irregular processes, that lack 

a readily apparent pattern or organization. These thin processes make intimate contacts with 

neurons to form the tripartite synapse, where they play key roles in regulating neural function 

(Perea et al., 2009). To complement the intricacy of their structure, astrocytes also display 

complex internal calcium dynamics. Despite the seeming randomness of their structure and 

calcium dynamics, calcium transients and microdomains can be influenced by neural activity 

and neuromodulators (Paukert et al., 2014; Shigetomi et al., 2016), and are thought to be 

important in metabolic support of neural activity and synaptic transmission (Jackson and 

Robinson, 2018). In light of the lack of evidence for higher order principles directing 

astrocytic structure and calcium signals relative to the microcircuitry with which astrocytes 

interact, we asked whether we could define rules by which astrocytes and astrocytic 

mitochondria are organized with respect to neighboring synapses. Due to the extraordinarily 

small size of protoplasmic astrocytic filaments, we took an ultrastructural approach to answer 

this question, in which we segmented portions of astrocytes and categorized all synapses that 

they contacted. Due to the complex nature of the astrocytic volumes, we applied advanced 

spatial analysis techniques to map distances through the astrocytic cytoplasm.  

Geometry of astrocyte-neuron interactions at the tripartite synapse 

We observed that within the portions of astrocytes we reconstructed, individual 

processes tended to form small or complex varicosities that interact with multiple synapses, 

and that these are often separated from adjacent astrocytic compartments by thin connecting 

filaments (Fig. 1H-J). In accordance with this, we found that synapses segregated into clusters 

based on the distance between points on the astrocyte surface with which their PSDs most 

closely associated. These clusters varied in size from 2 to 30 synapses (Table 5). The qualitative 

and quantitative presence of clusters of synapses associating with small astrocytic domains 

suggests there may be some kind of segregation of synapses into different groups, however 



95 
 

there were no significant differences between mean volumes of the PSDs across clusters. This 

suggested that different “types” of clusters, based on synaptic strength (which can be 

approximated from PSD volume), do not exist. However, other attributes of synapses that 

cannot be assessed through their ultrastructure, such as how often they fire, their probability 

of release, or the circuitry they belong to, may be more represented in some clusters than in 

others and drive differences between the clusters. 

Astrocytic Mitochondria and Calcium Microdomains    

Calcium dynamics play essential roles in the ability of astrocytes to support and regulate 

neuronal function (Bazargani and Attwell, 2016). Initially, astrocyte calcium was thought to 

originate solely from the extracellular space and endoplasmic reticulum (Petravicz et al., 2008), 

however subsequent work has shown that mitochondria are a major source of calcium in 

astrocytes (Jackson and Robinson, 2018). Furthermore, mitochondria are closely associated 

with, and are responsible for generating a significant portion of astrocytic calcium 

microdomains (Agarwal et al., 2017). Exactly what roles calcium microdomains play in 

astrocyte-neuron interactions, and how their locations are determined, is unclear. With these 

points in mind, we asked whether astrocytic mitochondria preferentially localized near certain 

types or clusters of synapses, where they would be better positioned to support and regulate 

those synapses. Interestingly, we found no relationships between the locations of astrocytic 

mitochondria and features of individual synapses that are readily distinguishable in 

ultrastructural datasets. Furthermore, although synapses clustered around distinct areas of the 

astrocytic surface varied significantly in their properties, no higher-order spatial relationships 

were observed between astrocytic mitochondria and the categories of synapses making up 

these clusters. 
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What drives mitochondrial localization in astrocytes? 

Our hypothesis that mitochondria may be situated closer to clusters of synapses 

containing more synapses of a particular category was predicated on the notion that calcium 

microdomains may be integrating signals from multiple synapses and responding to them as 

a group. This assumes higher order organization in the structure of astrocytes. However, the 

gross architecture of astrocytes may simply be dictated by the interstitial space they fill, a 

notion that is supported by the fact that astrocytes migrate and ramify in the neuropil only 

after large swathes of neuronal architecture have been established (Rowitch and Kriegstein, 

2010). Furthermore, astrocytes recapitulate almost none of their in situ complexity when 

grown in vitro in a monolayer (McCarthy and Vellis, 1980; Foo et al., 2011; Rusakov, 2015; 

Sun et al., 2017), whereas neurons that have been cultured develop a stereotypical branching 

dendritic pattern (Banker and Cowan, 1977). Thus, although astrocytes do appear to have 

some local ability to establish PAPs associating with larger, and thus stronger and likely more 

active synapses (Ventura and Harris, 1999; Witcher et al., 2007; Bernardinelli et al., 2014), on 

a larger scale, astrocyte morphology may not inherently produce any higher order 

organization of its branching structure. One potential way in which astrocyte function can 

potentially be tuned to overcome this lack of structural organization is through active 

positioning and activation of calcium sources to areas of higher need. Interestingly our data 

suggest that synapses with particular attributes, including hallmarks of stronger synapses, do 

not recruit mitochondria either individually or as groups. Importantly, calcium microdomains 

do respond to neurotransmitters and increases in neuronal activity (Agarwal et al., 2017). 

However, a number of factors need to be considered here. Firstly, mitochondria are not the 

only calcium source contributing to microdomains. In fact, when IP3R2 is knocked out, 

abrogating the bulk of calcium release from astrocytic ER and whole-cell calcium transients 

(Petravicz et al., 2008; Okubo et al., 2018), the number of active microdomains decrease by 

65%. Blocking calcium release by mitochondria only partially disrupts calcium microdomains, 
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decreasing their number by 35%, frequency by 42% and amplitude by 14% (Agarwal et al., 

2017). To take this into account and assess the relative locations of all intracellular calcium 

sources, the entire ER network in the astrocyte will need to be considered as well. Importantly, 

this also raises questions about what roles specific calcium sources play in contributing to 

calcium signalling in different contexts, complicating the matter. Secondly, whether or not 

microdomains are actually discrete, reappearing entities is not clear. In their pioneering work 

exposing mitochondria as a source of calcium microdomains, Agarwal and colleagues have 

used a machine learning approach to define ROIs representing recurring microdomains across 

time points (Agarwal et al., 2017). However, we and others have observed that subcellular 

calcium transients in astrocytes are spatially very dynamic, and that the concept of an entity 

such as a reproducible microdomain may be overly simplistic (Wu et al., 2014, and 

unpublished observations). Thus, reframing the question from what structures are likely to 

constitute localized microdomains, to what conditions are likely to promote calcium transients 

from which types of sources, will allow for a more nuanced approach to disentangling how 

subcellular calcium dynamics regulate astrocyte and neuronal function. This will likely 

involve taking into account functional characteristics of the neuronal circuitry that astrocytes 

respond to. While synaptic strength and stability can be estimated from PSD size (Matsuzaki 

et al., 2004), other aspects of synaptic physiology, such as the rate or pattern of EPSCs, or the 

extent to which EPSCs at synapses in a cluster are synchronized, cannot. Thus, correlated 

functional and ultrastructural studies, which have been successful in probing neural circuit 

function (Bock et al., 2011; Briggman et al., 2011), should be implemented. Importantly, other 

anatomical features that can be determined from ultrastructure or correlated 

fluorescence/ultrastructure studies, such as the identity of the pre- and postsynaptic neurons, 

and the dendritic subregion(s) that astrocytes are monitoring, may influence mitochondrial 

positioning. Therefore, moving forward, studies of astrocytic calcium sources and neuron-

astrocyte interaction should be harmonized with largescale functional and anatomical 
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ultrastructure projects currently underway (Schmidt et al., 2017; Zheng et al., 2018). The 

resulting data sets will allow for greater understanding of what drives astrocyte morphology 

in the vicinity of synapses and will aid in determining whether there are higher order 

organizing principles dictating the distribution of astrocytic calcium sources.  
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3.9   Figure Legends 

Figure 1. FIBSEM of astrocytic and synaptic ultrastructure. A) Block renders of the 

volumes from which Astrocyte 1 (top) and Astrocyte 2 (bottom) were segmented (width = 

8.5μm; length = 12.7μm). B) Unsegmented ultrastructure (i), with a zoom on the boxed area 

in Bi showing an portion of astrocyte unsegmented (ii) and segmented (iii) (yellow) with 

astrocyte mitochondria (lilac) and PSDs that it contacts (seafoam green). Scale = 1μm (i) and 

0.5μm (ii). C) Segmentation of all astrocytic compartments that belong to a continuous piece 

of traced astrocyte and PSDs that it contacts. D,E) Unsegmented (D) and segmented (E) 

zooms of boxed regions in C showing asymmetric, perforated spine PSD with spine 

apparatuses (i,ii);  a macular spine PSD; and symmetric synapses on dendritic shafts (white 

arrow heads; iv, v). Scale = 0.2μm. F,G) Three dimensional rendering of continuous portions 

of Astrocyte 1 (F) and Astrocyte 2 (G). H-J) PAPs associated with PSDs. 

Figure 2. Categories of synapses contacted by segmented astrocytic processes distribute 

as expected. A) Proportions of synapses contacted by Astrocyte 1 and 2 (indicated on 

horizontal-axes) that fall into the categories that were assessed (indicated in legends above 

graphs). See Table 1 for raw counts. B) Comparison of the volumes of PSDs that did not and 

did contain spine apparatuses (SA). (Astrocyte 1 SA Absent, 0.33x105 ± 0.08x105 nm3, Astrocyte 

1 SA present, 1.22x105 ± 0.10x105 nm3, p < 0.001; Astrocyte 2 SA absent, 0.37x105 ± 0.06x105 

nm3, Astrocyte 1 SA present, 1.07x105 ± 0.06x105 nm3, p < 0.001; 2-Way ANOVA (p < 0.001 

within SA) with Tukey pairwise comparisons. No difference between Astrocytes p=0.47, no 

interaction p=0.223). C) Comparison of volumes of macular and perforated PSDs. ( Astrocyte 

1 macular, 0.50x105 ± 0.06x105 nm3,  Astrocyte 1 perforated, 1.73x105 ± 0.12x105 nm3, p < 

0.001; Astrocyte 2 macular, 0.46x105 ± 0.06x105 nm3, Astrocyte 1 perforated, 1.39x105 ± 

0.07x105 nm3, p < 0.001; 2-Way ANOVA (p < 0.001 within perforation, p = 0.019 within 

Astrocytes) with Tukey pairwise comparisons. No interaction p=0.068. Astrocyte 2 perforated 
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PSDs were significantly larger than Astrocyte 1, p = 0.021.) D,E) Frequency density 

histograms a PSD volumes for Astrocytes 1 and 2, respectively. 

Figure 3. Using wave-front propagation to determine shortest paths A) Sequence 

depicting how the wave-front evolved from the mitochondria in the traces portion of 

Astrocyte 2. B) Sequence depicting wave-front evolution from the surface of the astrocyte. 

C) Schematic depicting the tripartite synapse. A dendritic spine is shown in green with it’s 

PSD shaded darker. An en passant axonal bouton is shown in magenta with its active zone and 

vesicles shaded darker. An astrocyte is depicted in yellow, containing a mitochondrion in 

purple. Examples of PSD to astrocyte distance and astrocyte to mitochondrion distance are 

show with red circles and dotted lines. PSD-Astro-Mito distance is the sum of these two 

distances. D) A zoom of the centre of the tripartite synapse schematized in C to better illustrate 

PDS to astrocyte distance. E) Results of distance measurements from the wave-front 

propagation approach. Ei) The mitocondria from which the wave-front was evolved shown 

surrounded by transparent astrocytic membrane. Eii) PSDs colored to indicate their distance 

to the nearest mitochondrion. Eiii) Overlay of i and ii. Eiv) PSDs from iii overlaid onto the 

astrocyte membrane, which is also heat mapped to indicate the astrocyte to mitochondria 

distance for each point on the astrocyte membrane. Heat map scale corresponds to both the 

relative PSD to mitochondria distances mapped onto PSDs and relative mitochondria to 

astrocytic surface distances mapped onto all points on the astrocytic surface. 

Figure 4. Mitochondria are not localized more closely to individual PSDs of particular 

categories. A,B) Summary plots for Astrocyte 1 and 2, respectively, showing that there were 

no significant differences between the proximity of PSDs of certain classes to the nearest 

astrocytic mitochondrion. See Table 2 for values and statistics. (Dendritic mitochondria- and 

MAM- distances were also tested and are included in Table 2, however, sample sizes were 

low.) C,D) Correlation of PSD to mitochondria distance with PSD volume for Astrocyte 1 

and 2, respectively, with frequency histograms describing variable distributions (Volume top, 
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Distance right). (Astrocyte 1, r = -0.045, p = 0.55; Astrocyte 2 excluding outliers, r = 0.050, p 

= 0.36; Astrocyte 2 including outliers, r = 0.13, p = 0.014. Pearson Product Moment 

Correlation).  

Figure 5. Mitochondria are not localized more closely to clusters of PSDs displaying 

higher proportions of synapses of particular categories.  A,B) Correlation matrices of 

distances between all pairs of PSD landing points along the surface of the astrocyte for 

Astrocyte 1 and 2, respectively. PSDs are grouped into clusters identified through dominant 

set clustering, and color coded by cluster on the left axes. The heat maps on the top axes are 

based on the distances between clusters. C,D) Mean volumes of PSDs in each cluster, ordered 

from largest to smallest, for Astrocytes 1 and 2 respectively. E,F) Mean distance of PSDs in 

each cluster ordered from largest to smallest, for Astrocytes 1 and 2 respectively. Stars denote 

p<0.001 for ANOVA. Pairwise comparisons are summarized in Tables 7 and 8. G,H) 

Correlation of cluster mean distance with cluster mean volume, for Astrocytes 1 and 2 

respectively. (Pearson Product Moment Correlation.) 
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Chapter 4   TetOn Inducible Gene Expression in the Mouse 
Brain Across the Lifespan 

4.1   Preamble 

In Chapter 2, I presented work performed in vitro suggesting that depolarizing GABAA 

transmission restrains glutamatergic synapse formation. The main benefit of the slice culture 

approach I took in that study was the ability to probe hippocampal circuitry during precise 

windows of development. We wanted to test if those findings translated to in vivo synaptic 

development, however research into developmental processes in the CNS in vivo is 

complicated by problems of access to the brain and temporal and spatial precision of 

manipulations. To circumvent these limitations, we devised a combination of techniques that 

would allow for temporal control over expression of genes of interest that could be targeted 

to discrete neuronal populations including the hippocampus. The following study presents 

the fruits of that effort. Importantly, while developing this system, I also engineered a number 

of DNA constructs that, when used in conjunction with the system described below, would 

allow for cell autonomous disruption of GABAergic signalling in vivo, with the aim of 

investigating the role of immature GABAA transmission in the developing mouse brain. These 

constructs are currently being tested and I discuss them more extensively in Chapter 5.  

 While testing the inducible gene expression technique presented in the current 

chapter, we recognized its potential utility in other projects in the lab. As a result, we applied 

the methodology to the question of how neurons can diversify astrocytic molecular 

phenotype, demonstrating the utility of the approach for investigating neuron-astrocyte 

interactions. This work is also included below.  
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4.2   Abstract 

The ability to experimentally express genes of interest with precise temporal control is 

essential for genetic and molecular biological interrogation of neural development and 

function. Although a number of tools exist for conditional gene expression, techniques for 

fast, temporally precise expression are still needed. The doxycycline-inducible TetOn 

expression system has been used successfully for conditional gene expression in the nervous 

system, however results have been variable and it has been found that the system tends to be 

silenced in adulthood. We tested the ability of the TetOn system to provide inducible gene 

expression after being introduced to neurons via in utero electroporation and found that 

delivery of episomal TetOn plasmids allowed for robust expression a ZsGreen reporter gene 

when mice were induced at one week of age, but little to no induction at 3 or 5 weeks. 

However, when introduced in transposable elements that integrate into the genome, the 

TetOn system allowed for robust induction of expression across the lifespan of the mouse. 

Induction was observed in neurons of sensorimotor and retrospleninal cortex, hippocampus 

and the olfactory bulb. To test the experimental utility of this system, we induced ectopic 

expression of the potent morphogen, Sonic hedgehog, in layer 2/3 cortical neurons, 

demonstrating that its expression can diversify astrocytic expression of Kir4.1. in surrounding 

astrocytes. Together, these data demonstrates that in utero electroporation of transposable 

TetOn inducible plasmids is a powerful system for inducible gene expression in multiple brain 

areas across the lifespan. 

 



123 
 

4.3   Introduction 

Obtaining control over the timing of expression and silencing of genes of interest is a 

central challenge in molecular biology. While transgenic approaches have proven 

tremendously useful in determining gene function though expression of exogenous molecules 

or disrupting endogenous gene function, this classical methodology is hampered by the fact 

that genes play multiple different roles across cell types and at different stages of the life cycle 

of cells and organisms (Luo et al., 2018). For this reason, identification and validation of 

molecular and genetic switches for controlling gene expression in vivo have long been 

pursued (Lewandoski, 2002). Development of fast-acting and robust inducible gene 

expression systems is of particular importance for studies of the central nervous system (CNS), 

as development of neural circuits involves many steps that occur in rapid succession and 

continues after birth. While mouse lines expressing the CreER/CreERT2-LoxP and 

FLPeR/FlpERT2-FRT recombinase systems are routinely used for spatial and temporal 

control of gene expression in vivo, there remain substantial limitations in these approaches for 

understanding the function of molecules and pathways in neurons and glial cells of the CNS. 

High recombination efficiency through tamoxifen-based induction can be challenging 

especially in adult mice where recombination efficiency can be low (Slezak et al., 2007; Farmer 

et al., 2016). Cre- and Flp-based techniques also lack the ability to titrate gene expression 

levels as the transcription of the gene-of-interest relies on promoter activity and not dosage 

of a drug or transcription factor. Finally, these approaches lead to permanent changes in gene 

expression. Thus, additional in vivo approaches are needed to overcome these limitations and 

to complement the powerful toolkit currently provided by conditional CreERT2 and 

FlpERT2 systems. 

The TetOn and TetOff tetracycline transactivation systems have been successfully 

employed to control the timing of gene expression in numerous organ systems (Baron and 

Bujard, 2000). The TetOff expression system employs the tetracycline transactivator (tTA), 
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which binds to the tet operator (tetO) in the absence of substrate (tetracycline or doxycycline), 

thereby driving expression. TetOn employs the reverse tTA (rtTA), which drives expression 

in the presence of substrate. Both TetOn and TetOff expression systems have been employed 

in multiple cell types and regions in the nervous system (Mayford et al., 1996; Agulhon et al., 

2010), and importantly, expression has been successfully turned on and then off again in 

neurons in vivo using the TetOn system (Mansuy et al., 1998). However, while the TetOff 

system has been used frequently for inducible gene expression in the CNS (Luo et al., 2018), 

it has been found that the TetOn system is progressively silenced in the adult mouse CNS, 

and as a result it has been seldom used (Zhu et al., 2007).  

Since its initial publication, in utero electroporation (IUE) has proven to be a cost 

effective and flexible tool for gene expression in neurons in vivo (Fukuchi-Shimogori and 

Grove, 2001; Saito and Nakatsuji, 2001; Tabata and Nakajima, 2001). The introduction of 

oriented bipolar electric fields and triple-electrode approaches has since made it possible to 

specifically target numerous brain areas using IUE (Carlson et al., 2011; dal Maschio et al., 

2012; Baumgart and Baumgart, 2016). Given the flexibility of IUE for targeting distinct 

neuronal populations in the CNS and the possibility of achieving fast induction and on-off 

control of gene expression using the Tet expression systems, we sought to combine these 

techniques. The TetOff system requires that mice be reared on DOX diets to supress gene 

expression until it is desired. DOX is lipophilic and long-term administration leads to its 

deposition in muscle and bone, meaning that induction upon removal of the DOX diet can 

take up to 20 days (Mansuy and Bujard, 2000). On the other hand, TetOn-mediated gene 

expression has been observed as few as 4 hours after DOX administration begins in most organ 

systems (Kistner et al., 1996; Watanabe et al., 2007). To harness these fast induction kinetics, 

which are critical for attaining the high temporal precision needed to manipulate experimental 

gene expression during development, we assessed the ability of electroporated TetOn 

inducible constructs to provide precise, fast, and robust induction of gene expression. We 
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found that although an episomal TetOn system allowed for induction of expression in 

electroporated mouse pups at one week of age, as suggested by previous work (Zhu et al., 

2007), induction was not consistently attainable at three weeks, and not at all at five weeks. 

The fact that some TetOn transgenic lines do not experience such silencing (Mansuy and 

Bujard, 2000) indicates that TRE silencing does not occur in certain genomic loci. We 

therefore hypothesized that stably integrating electroporated plasmids into random loci in the 

genome would circumvent the silencing we and others have observed. To test this, we 

employed the piggyBAC transposase system. In the presence of piggyBac transposase derived 

from the moth, Trichoplusia ni, inverted terminal repeats that flank the transposable element 

(ie the gene of interest) allow for homologous recombination of the construct into the genome 

at TTAA tetranucleotide sequences (Fraser et al., 1995, 1996; Toshiki et al., 2000). This system 

has been used previously in conjunction with IUE to allow for gene expression in astrocytes 

which, due to the postnatal proliferation of their progenitors, are difficult to target with IUE 

of episomal plasmids (García-Marqués and López-Mascaraque, 2012; Figueres-Oñate et al., 

2016). When we incorporated the electroporated TetOn constructs into the genome using 

this approach, we observed robust induction in neurons across the lifespan of the mouse. 

Furthermore, induction was achieved in multiple cortical areas, as well as in the hippocampus 

and olfactory bulbs. As a proof-of-concept for the utility of this approach, we demonstrated 

that the potent developmental morphogen, Sonic Hedgehog (Shh), can be conditionally 

expressed in neurons to non-cell autonomously alter the molecular properties of neighboring 

astrocytes in the mature mouse brain. Thus, our results suggest that IUE of transposable 

TetOn inducible plasmids is a viable tool for conditional expression of genes of interest across 

the lifespan in the mouse brain. 
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4.4   Materials and Methods 

DNA Plasmids and Molecular Biology 

Plasmids were cloned as indicated in Supplementary Table 1. pTetO-ZsGreen (pTetO-ZsG) 

was obtained from Clontech (pmRi-ZsGreen; Cat. No. 631121 ) and all other pTetO 

promoters were derived from the PTet-14 promoter (Urlinger et al., 2000) from this 

backbone. The rtTA-expressing plasmids used in this study were constructed from the 

rtTA2S-M2 (Urlinger et al., 2000) present in pTetOn-Advanced (Clontech, Cat. No. 

631124). All plasmids engineered for this study were verified by Sanger sequencing provided 

at the McGill and Genome Quebec Innovation Centre. Sequencing was performed with 

primers designed to attain full coverage on both strands of the coding regions of the genes of 

interest to ensure the absence of mutations. Novel plasmids engineered for this study will be 

made available through Addgene. 

Animals and Animal Care 

Experiments were approved by the Montreal General Hospital Facility Animal Care 

Committee and followed guidelines of the Canadian Council on Animal Care. The R26R 

Confetti Brainbow knock-in mouse was obtained from The Jackson Laboratory (R26R 

Confetti, Stock Gt(ROSA)26Sortm1(CAG-Brainbow2.1)Cle/J, Stock No. 013731). 

In utero Electroporation (IUE) 

IUE was performed on C57BL/6 mice (Supp. Fig. 2,3 only) produced from an in-house 

colony, or timed-pregnant ICR/CD1 mice ordered from Charles River Laboratories 

(Senneville, Québec). ICR/CD1 mice were housed on-site for a minimum of 2 days before 

surgery. Mice were kept on a 12/12 light/dark cycle and allowed access to food and water ad 

libitum. 
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Pregnant mice were anaesthetized with 5% isoflurane and maintained with 2% isofluorane on 

a homeothermic warming pad for the duration of the IUE surgery. Opthalamic ointment was 

used to prevent drying of the eyes. Breathing, temperature and color of mucosal membranes 

were monitored throughout the surgery. If any aberrations were observed, isoflurane flow 

was temporarily decreased until symptoms were resolved. The abdomen was shaved and 

cleaned with providone and isopropanol wipes. A 1.5cm vertical incision was then made at 

the midline of the abdomen with scissors. Sterile gauze (soaked with sterile, 39°C phosphate 

buffered saline (PBS)) was positioned around the incision to provide a clean, well hydrated 

surface on which to place the uterine horns. The uterine horns were extracted from the 

peritoneal cavity by massaging the abdomen with PBS-wetted gloves, and laid on the moist 

gauze. Uterine horns were kept moist and warm by frequent application of warm PBS 

throughout the surgery. A pulled glass micropipette attached to a foot pedal-controlled 

microinjector (Harvard Apparatus, MA) was used to deliver 2μL (E13-E14) or 3μL (E15-E16) 

of 2-3.5μg/μL solution of DNA to the lateral ventricle of the embryo’s brain. Micropipettes 

were bevelled at a 35-45° angle using diamond lapping film attached to a repurposed 

computer hard drive. The bevelled, sharpened pipet tip helped to minimize damage to the 

CNS. DNA was dissolved in endotoxin free water or TE buffer and brought to the final 

concentration in PBS and 0.03% Fast Green dye. Five to seven 36-42V pulses of 

approximately 50ms were applied horizontally across embryo’s cranium using an BTX ECM 

830 square pulse generator and 3mm platinum-coated tweezer electrodes (BTX, MA). The 

embryos on either side of the uterine corpus were left untouched, and otherwise all embryos 

were electroporated unless excessive manipulation was required to expose the top of the 

cranium. The incision was then flushed with warm PBS, the abdomen was closed with 6-0 

nylon running sutures, and the skin with 5-0 nylon running sutures. The mother was then 

returned to its home cage and allowed to recover until mobile and grooming resumed in a 

28°C recovery chamber. Wet food and analgesia were provided following the surgery.  
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Doxycycline Administration 

100μg/g DOX per day was administered in PBS solution via IP injection by two doses of 

50μg/g (5 mg/mL). Induction of hippocampal expression was performed with one 50μg/g 

dose per day. For 3-week induction of Shh-myc expression from PB-pTetO-Shh-myc, 

electroporated mice were given a maltodextrine based DOX diet containing 3mg/g DOX 

(Custom Diet #TD.170534, Envigo) ad libitum. Fresh DOX diet was provided every 3 days. 

Tissue and Cell Culture 

Primary hippocampal neuronal cultures were prepared as described previously in detail (Jones 

et al., 2012). Briefly, hippocampi were extracted from postnatal day 0 C57BL/6 mice, 

incubated in 0.1% papain, 0.02% BSA in Neurobasal-A medium (NBA) (Invitrogen) at 37°C 

for 15 minutes with periodic agitation. Hippocampal tissue was then transferred to warm 

NBA containing 1% egg white trypsin inhibitor and 1% BSA and triturated 8 to 10 times 

with fire polished Pasteur pipettes of decreasing pore diameter, discarding undissociated debris 

after each trituration. Neurons were then plated on coverslips coated with poly-L-lysine 

(0.1mg/mL) at 40,000 cells/well in 500μL of neuronal culture medium in 24 well plates.  

Neuronal culture medium contained NBA supplemented with 2% B27 (Invitrogen), 1mM 

GlutaMax (Invitrogen) and 1% penicillin/streptomycin, and one third of medium was 

changed every 2 to 3 days by removing 200μL and adding 300μL. Cytarabine (ara-C) was 

added to a final concentration of 3μM after 3 days in vitro to prevent glial overgrowth. 

Neuronal transfections were performed with lipofectaine at 6 to 8 days in vitro.  For each 

well, 75μL of unsupplemented NBA containing 1 to 2μg DNA was combined with 75μL 

unsupplemented NBA containing 3μL of lipofectamine. While this mixture was allowed to 

stand for 20 to 40 minutes, neurons were transferred into 400μL of equilibrated 

unsupplemented NBA in 24 well plates. Transfection mixtures were then added to neurons 

dropwise and incubated for 2 to 3 hours before being transferred back to their conditioned 
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neuronal culture medium. Expression of transfected plasmids proceeded overnight, followed 

by DOX-induction for 24 to 48h. 

HEK293T and 8XGli-Luciferase C3H 10T1/2 (Gli-Luc reporter) cells were cultured in 

medium containing 10% FBS/ 1% Penicillin-Streptomycin/DMEM and passaged at a ratio of 

1:10 when 70-90% confluent.  

Immunofluorescence 

Mice were transcardially perfused with PBS wash followed by 4% paraformaldehyde/0.1M 

phosphate buffer (PB), pH 7.4 (P8: 2mL wash, 15mL paraformaldehyde at a rate of 2mL per 

minute; P23: 3mL wash, 20mL paraformaldehyde, 3 mL/min; P35: 5mL wash, 35-40mL 

paraformaldehyde, 5mL/min; 20months; 5 mL wash, 50 mL paraformaldehyde, 5mL/min). 

Brains were post-fixed submerged in 4% paraformaldehyde/0.1M PB overnight, 

cryoprotected in 30% sucrose/PBS, and embedded in OCT embedding medium. Free-

floating coronal sections (40μm) of the entire cerebrum were cut, collected in PBS, and 

screened for the region of the sensorimotor cortex containing the electroporation epicentre. 

Sections were permeabilized for 15 min in 1%Triton X-100 (TX-100)/PBS, blocked in 10% 

normal donkey serum (NDS) (Jackson Laboratories)/0.2% TrX-100/PBS for 1.5-2h and 

stained with primary antibodies in 1% NDS/ 0.2% TX-100/PBS for 16 to 72 hours. Sections 

were then washed 3 times in 1%NDS/ 0.2% TX-100/PBS, incubated with fluorescent 

secondary antibodies (Alexa Fluors, Invitrogen) for 2 hours, washed 3 times in PBS and 

mounted in Slowfade Gold mounting medium (Invitrogen). Primary antibodies used were 

mouse anti-mCherry (Clontech, Cat. No. 632543), chicken anti-GFP (Abcam, ab13970), and 

mouse anti-myc (Santa Cruz, 9E10). TO-PRO-3 Iodide (TOPRO) (Thermo-Fisher) was 

used to stain nuclei to demonstrate the location of imaging in the neuropil.  

Primary neuronal cultures were washed briefly with 4°C PBS and then fixed with a solution 

of 4% formaldehyde/4% sucrose/0.1M PB cooled to 4°C, left for 15 min at room temperature, 
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washed three times with PBS, permeabilized in 0.2% TX-100/PBS for 15 minutes, and 

blocked in 10% NDS/PBS for 1.5 to 2h. Coverslips were incubated in primary antibodies with 

1% NDS/PBS overnight at 4°C, washed 3 times in 1%NDS/PBS, incubated with secondary 

antibodies (Alexa Fluors) for 2 hours in 1%NDS/PBS, washed 3 times in PBS and mounted in 

Slowfade Gold. Antibodies used were rabbit anti-γ2 (Alomone Labs, AGA-005) and chicken 

anti-GFP (Abcam). 

Microscopy and Image Analysis 

All single frame example images presented in figures were acquired on an FV-1000 laser 

scanning confocal microscope (Olympus). Images of primary neuronal cultures were acquired 

using an Ultraview spinning disc confocal system (Perkin Elmer) attached to a Nikon TE-

2000 microscope. Mosaics presented in Figures 2, 4 and 5 were acquire on an LSM780-NLO 

laser scanning confocal (Zeiss) and an Axio Observer Z1 spinning disk microscopes (Zeiss). 

For analysis of DOX-mediated ZsGreen (ZsG) induction, we used an XLUMPlanFL N, 1.00 

NA 20X objective mounted on an FV1200MPE laser scanning system equipped with a 

variable bandpass filter (Olympus). To optimally separate tdTomato (tdTom) and ZsG signals, 

we acquired fluorescent bands of 500-540 nm (ZsG) and 565-665 nm (tdTom). Fluorescence 

intensity in all cases was measured with corrected total cell fluorescence (CTCF = Sum of pixel 

values in ROI – [mean background pixel value * area of ROI] ). 

Western Blot Analysis 

Following 24h of induction with 1μM DOX, HEK293T cells were briefly washed with ice 

cold PBS and then lifted from wells with cell scraper in Triton Lysis Buffer (TLB) containing 

20mM Tris ph7.4, 137mM NaCl, 2mM EDTA, 1% TX-100, 0.1% SDS, 10% glycerol, and 

supplemented with protease inhibitors and sodium orthovanadate. Cells were lysed on ice for 

10 minutes with periodic agitation, and lysates were centrifuged at 16,000 rpm for 10 min. 

Supernatants were stored at -80°C in sample buffer containing 6% SDS and 16% β-
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mercaptoethanol. To assess NShh-myc expression in cell culture medium, medium was 

collected, supplemented with protease inhibitors, spun down at 16,000 rpm to remove any 

cells in suspension, and stored at -80°C in sample buffer. Standard SDS-PAGE Western 

blotting procedures were used. Immunoblotting was performed with anti-myc (Cell 

Signalling, 9B11, 1:10,000 in 5% non-fat milk), anti-GFP (Clontech, JL-8, 1:10,000 in 5% 

non-fat milk) and anti-GAPDH (Millipore, MAB374, 1:300,000 in 3%BSA). 

Luciferase Assay 

C3H10T1/2 cells stably transfected with a construct containing 8 repeats of a minimal Gli 

promoter driving expression of firefly luciferase (8XGli-luc reporter) were plated at a density 

of 75,000 cells per well in 24 well plates at time (t) = 0 hours. HEK293T cells were plated at 

the same time at 100,000 cells per well (t = 0h). Cells were allowed to grow overnight. 

HEK293T cells were transfected with molar equivalents (1.5x1026 mol/well) of Shh constructs 

for 4 hours (start at t=16h) with Lipofectamine2000 (Invitrogen) as per manufacturer 

instructions, and expression was allowed to proceed overnight in 0.5mL of medium to 

concentrate secreted Shh peptide. Gli-luc C3H 10T1/2 cells were starved overnight in 

0.5%FBS/DMEM (starting at t = 20h). At t = 36h, conditioned medium form HEK293T cells 

was centrifuged at 5000 rmp to remove any Shh plasmid-expressing cells from suspension, 

and conditioned supernatant was added to starved Gli-luc C3H 10T1/2 cells. After 24 hours 

(t = 60h), Gli-luc C3H 10T1/2 reporter cells were rinsed with cold PBS, lysed on ice in 

Luciferase Cell Culture Lysis Reagent (Promega) by scraping with the back of 200μL pipette 

tips (using a different tip for each well). Luciferase expression was assessed using a beetle 

luciferin-based assay system (Promega, Cat. No. PR-E1500), and luciferase activity was 

quantified with an LMax Luminometer (Molecular Devices). Briefly, one well at a time, 

100μL of Luciferase Assay Substrate solution was added to 20μL of lysates in a 96 well plate, 

followed by a 3s pause and a 10s read.  
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Statistical Analysis 

Data are presented as mean ± SEM. Statistical analysis was performed with SigmaPlot software 

and specific tests used are indicated in the text. For mean comparisons, *p<0.05, **p<0.01, 

***p<0.001. Student t-test and One and Two-way ANOVAs with Tukey HSD pariwise 

comparisons were used unless otherwise noted. For IUE, statistics were performed on datasets 

comprising cells analyzed from 3 to 6 animals,  and 2 -3 coronal sections per animal, with the 

exception of Figure 6 F and G where the Ctrl and DOX 2d conditions comprised 2 animals 

each. 

4.5   Results 

A TetOn System for Robust Induction of Gene Expression in Cultured Hippocampal 

Neurons.  

To assess the potential utility of the TetOn system in for the IUE context, we tested 

plasmids coding for an enhanced reverse tetracycline transactivator (rtTA2S-M2, referred to 

here as rtTA) and a TetOn-inducible ZsGreen1 (ZsG). ZsG is a codon optimized green 

fluorescent protein cloned from Zonanthus sp. reef coral (Matz et al., 1999). In the presence of 

doxycycline (DOX), rtTA binds to the tet-operator (tetO) upstream of pTetO-ZsG, thereby 

inducing expression of ZsG,  ZsG is useful for sensitive detection of expression as it displays a 

quantum yield much higher than that of EGFP (Kaishima et al., 2016) and forms aggregates 

that are more clearly visible than diffuse fluorescent proteins at low expression levels. 

 We first assessed the induction potential of this system by coexpressing pCMV-rtTA 

and pTetO-ZsG in HEK293T cells and found that both 0.1μg/mL and 1μg/mL DOX 

mediated an increase in ZsG expression of approximately two orders of magnitude over 

control levels (Fig. 1A-C). The number of cells displaying leaky expression was low but 

apparent, however this may have been caused in part by amplification of the pTetO-ZsG 

plasmid (which contains the SV40 origin of replication) by the large T antigen expressed in 
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HEK293T cells. We next tested induction of the TetOn system in primary cultures of 

hippocampal neurons. To restrict expression of rtTA to neurons, mitigate leaky induction and 

transcriptional squelching by high levels of rtTA (Baron and Bujard, 2000),  and finally to 

avoid the regulation of the CMV promoter by neuronal depolarization (Wheeler and Cooper, 

2001), we replaced the CMV promoter with a human Synapsin1 promoter fragment (hSyn) 

to produce pSyn-rtTA, which has been used extensively for targeting viral transduction 

specifically to neurons (Kügler et al., 2003; Rincon et al., 2018). We co-transfected this 

neuron-specific transactivator plasmid with pTetO-ZsG and a plasmid coding for 

constitutively expressed tdTomato (pCA-tdTom) as a positive transfection marker. Induction 

with 0.1 and 1 μg/mL DOX resulted in robust ZsG expression (Fig. 1D,E). Control conditions 

showed very low levels of background green fluorescence. We also replicated this robust 

DOX-mediated induction of expression in dissociated neurons transfected with pSyn-rtTA 

and DOX-inducible GABA receptor subunits (Fig. S1). 

Episomal TetOn system can induce expression in neurons in vivo during early 

development but not at more mature time points.  

We next tested DOX-mediated expression of ZsG in neurons in vivo. To do so, we 

introduced pCAG-rtTA and pTetO-Zsg to layer 2/3 sensorimotor cortical neurons at equal 

concentrations of 1μg/mL via IUE. We included pCA-tdTom (0.5 μg/mL) in the DNA 

solution as a positive control for electroporation. DOX-mediated expression from TetOn 

systems delivered by IUE has been previously demonstrated to function in young mice when 

DOX is delivered directly to pups (Sato et al., 2015). We therefore tested if a less invasive 

approach of delivering DOX to the mother would allow for induction through the milk. We 

administered DOX to the mother in food (3 mg/g body weight) and via daily IP injections 

(50μg/g per day), and found that this caused robust ZsG expression in somatosensory cortex 

of P8 following 48 hours of administration, demonstrating that DOX-mediated induction can 

be attained without physical interventions on electroporated pups. 
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We next investigated the potential for DOX-mediated induction in P21 and P35 mice that 

had been electroporated with pSyn-rtTA, pTetO-ZsG and pCA-tdTom. However, virtually 

no expression was observed following 3 days of DOX administration (two IP injections of 

50μg/g, daily) (Fig. 1 H and S2). Sparse expression of ZsG was observed in one experiment in 

C57B/6 mice induced at P21, however ZsG+ cells were only found in a rostrocaudal band of 

approximately 200μm around the epicenter of the electroporated field (Fig. S3). Multiple IUEs 

with different inducible plasmids (pTetO-ZsG, pTetO-EGFPf-2A-NShh-myc) failed to 

show any induction when DOX was administered at P35. Thus, while IUE of episomal 

TetOn plasmids allows for induction at one week of age, this system is not reliable for 

expression in older animals. 

Robust DOX-Mediated Induction of Transposable pTetO-ZsGreen 

Previous work suggests that the tetO-based promoters are silenced in neurons when 

they are present, either in the genome or episomally, during development (Zhu et al., 2007). 

This likely explains the lack of induction we observed in adolescent and adult mice 

electroporated with the TetOn system. It was also demonstrated that enhanced delivery of 

DOX across the blood brain barrier did not improve induction (Zhu et al., 2007), suggesting 

that optimization of DOX administration would not greatly improve induction in 

electroporated neurons. Interestingly, some transgenic mice that harbor neuron specific tetOs 

that allow for induction (Mansuy et al., 1998; Yamamoto et al., 2003), while others have little 

or no penetrance (Beard et al., 2006; Eckenstein et al., 2006; Uchida et al., 2006; Zhu et al., 

2007). This suggests that the integration site of tetO-controlled constructs may play an 

important role in the extent of inducible expression of the gene of interest. We therefore 

hypothesized that integrating the TetOn system into numerous locations in the genome of a 

population of electroporated neurons would overcome the silencing observed in other studies. 

To test this, we cloned the promoters and coding sequences of pTetO-ZsG and pSyn-rtTA 

into piggyBac (PB) transposable elements (Ding et al., 2005). 
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We targeted the transposable TetOn system to layer 2/3 cortical neurons by IUE (Fig. 

2A), electroporating 1μg/μL PB-pSyn-rtTA with 1 or 0.1 μg/uL PB-pTetO-ZsG. We 

induced expression at P35 for 2 days (two IP injections of 50μg/g DOX per day). In both 

cases, we observed robust induction of ZsG that spanned the entire field of electroporated cells 

marked by constitutive tdTom expression (Fig. 2B,C). Furthermore ZsG+ cells overlapped 

closely with the field of tdTom+ cells (Fig. 2C,E and S5 F,G). 

When quantifying ZsG intensity, we accounted for varying efficiency of 

electroporation from animal to animal by normalizing ZsG intensity to constitutively 

expressed tdTom. Furthermore, for both concentrations of PB-pTetO-ZsG, we observed a 

ZsG+ and ZsG- population of tdTom+ cells. To better assess the magnitude of induction of the 

system, we focussed on the ZsG+ cells, filtering out non-expressing cells using bleed-through 

of tdTom into the green channel to set a threshold of inclusion equal to the mean plus three 

times the standard deviation (12.24 a.u.) of green fluorescence from tdTom. This resulted in 

the exclusion of 0.7 ± .04% and 0.1 ± 0.02% of the cells from the 1 and 0.1 μg/uL conditions 

(Fig. S5 A, B, and D). Quantification of ZsG:tdTom fluorescence ratios demonstrated that 

DOX induced highly significant expression of ZsG for both concentrations of PB-pTetO-

ZsG delivered. There was a significant statistical interaction between the effect of DOX and 

that of DNA dosage (2-way ANOVA, P<0.001), wherein normalized ZsG expression was 

significantly higher for 1μg/μL (High) PB-pTetO-ZsG than for 0.1μg/μL (Low) ZsG IUE 

(Fig 2. F,G). Both conditions allowed for roughly two orders of magnitude of increase in ZsG 

signal. 

As expected with TetOn/Off systems, we observed a low level of basal leaky expression 

in control conditions, which is visible under epifluorescence and when confocal images are 

highly thresholded (white arrow heads; Fig. 1H, 2D, E). This leak was also demonstrated 

when we electroporated either a constituitively expressed Cre-recombinase (pCAG-Cre) (Fig. 

S4 A) or Cre under the control of the tetO (pTetO-Cre) (Fig S4 B) in confetti transgenic mice 
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harboring a Cre-dependent brainbow cassette. Both electroporations caused recombination 

and expression of fluorescent proteins in the cortex (Fig. S4C), demonstrating at least low 

levels of Cre produced pTetO-Cre in the absence of rtTA. Due to several technical sources 

error, such as variations in fixation introduced during intracardial perfusion and changes in 

laser power, fluorescence microscopy is not an optimal technique for assessing small changes 

in leaky expression from the TRE. For this reason, bulk tissue luciferase assays are preferable 

for determining leak from TetOn systems (Furth et al., 1994). Nonetheless, our data suggest 

that ZsG leak could be mitigated by lowering the concentration of PB-pTetO-ZsG plasmid 

in the electroporated DNA mixture. We compared uninduced high and low concentration 

PB-pTetO-ZsG electroporations to animals electroporated with tdTom alone, and found that 

mean green levels in low PB-pTetO-ZsG IUEs did not differ significantly from those of 

tdTom alone animals. High PB-pTet-ZsG on the other hand did show significantly higher 

leaky green fluorescence than low PB-pTet-ZsG and tdTom alone (Fig. 2H). However, for 

the low concentration, some proportion of tdTom+ cells may not have received any PB-

TetO-ZsG, and thus to provide a more conservative estimate of tetO leak, we excluded cells 

that fell below one of two thresholds based on green fluorescence of tdTom alone; the mean 

pixel value + 3 standard deviations (12.24 a.u.), or the maximal green pixel value of 29.9 

observed in tdTom +ve cells. Applying these thresholds did not change the observation that 

0.1μg/μL PB-pmRi-ZsG provided significantly lower leak than 1μg/μL PB-pmRi-ZsG, 

however in both cases 0.1μg/μL PB-pmRi-ZsG differ significantly from background tdTom 

green fluorescence (Fig. 2I and S5H). Interestingly, even the less stringent of these thresholds 

resulted in the exclusion of high proportions of tdTom+ cells (90 ± 0.07% for low PB-pTetO-

ZsG and 64 ± 0.14% for high; Fig. S5 A,B,D). This is much higher than the above-mentioned 

proportions excluded from the induced animals, suggesting that most cells containing PB-

pTetO-ZsG and PB-pSyn-rtTA in uninduced animals show negligible or no leaky 

expression. Taken together, these data demonstrate that incorporating the TetOn system into 
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transposable elements circumvents silencing of the tetO during development in the IUE 

context, and that lowering the concentration of the inducible plasmid mitigates leaky 

expression in the absence of DOX. 

Transposable TetOn system confers DOX-mediated gene expression across the 

lifespan and in other cortical areas.  

We next tested whether the transposable TetOn system would overcome the silencing 

observed for episomal plasmids at P21. After inducing for 2 days at P21, we observed robust 

induction of ZsG in layer 2/3 cortical neurons (Fig. 3A). Given that we and others have 

observed episomal TetOn constructs to be active during development (i.e. postnatal day 6) 

but silent in more mature neurons, we tested if our approach of using transposable constructs 

only delays silencing of the system. We therefore allowed animals to mature to an age of 20 

months and administered DOX in the food (3mg/g) and once daily IP injections (50μg/μL) 

for 5 days. Although by this point the co-electroporated episomal tdTom expression conferred 

by pCA-tdTom had waned, we observed strong expression of ZsG with no apparent leak 

(Fig. 3B). We also wondered whether we could attain induction in the hippocampus and 

retrosplenial cortex following IUE of the transposable TetOn system to these areas with 

tripolar electrodes (dal Maschio et al., 2012; Szczurkowska et al., 2015). Clear DOX-mediated 

induction was observed after induction at P35, but was only apparent in a subset of 

electroporated CA1 and subiculum neurons (Fig. 4Ai, ii). It may be possible to improve upon 

this with alternative DOX administration strategies. In contrast, strong induction of the 

retrosplenial cortex was detected (Fig. 4B).  

Olfactory granule cells can be targeted with the transposable TetOn system 

Progenitors of the subventricular zone (SVZ) give rise to cortical neurons during 

development, as well as neural precursors that migrate through the rostral migratory stream 

to the olfactory bulbs throughout life. To investigate the possibility that the PB expression 
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system integrates into the neurogenic niche of the SVZ that produces olfactory neurons, we 

examined the olfactory bulbs of animals electroporated with 1μg/μL PB-pTetO-ZsG, induced 

at P21 and 20 months. We found that at both time points ZsG expression was strongly induced 

(Fig. 5). Only a very small level of leak, similar to that seen in layer 2/3 neurons in control 

animals, was observed in animals induced at P21 (white arrow heads, Fig. 5B). This leak was 

not visible in the olfactory bulbs examined from animals induced at 20 months (Fig. 5C). As 

was the case for induction in layer 2/3 neurons, it is reasonable to expect a lower dose of PB-

pTetO-ZsG should mitigate this leak while preserving appreciable induction of the gene of 

interest. DOX-mediated expression in the olfactory bulb was a post hoc observation, and 

unfortunately olfactory bulbs from the 5-6 week-old animals were discarded, however given 

the successful inductions observed at P21 and 20 months, induction would likely be successful 

throughout the lifespan. Furthermore, we did find what appeared to be migrating precursors 

expressing ZsG at the centre of the caudal extreme of the olfactory bulb (Fig. S6). 

DOX-mediated expression of Sonic Hedgehog in neurons drives astrocytic Kir4.1 

expression in cortex.  

Our group has previously shown that the morphogen, Sonic hedgehog (Shh), is 

expressed by mature neurons, and that the Shh signalling pathway is involved in diversifying 

astrocytic molecular phenotypes (Farmer et al., 2016). However, it has yet to be shown that 

Shh peptide expressed by neurons is sufficient to change expression profiles of astrocytes in 

vivo. We therefore asked whether the transposable TetOn system could provide inducible 

expression with low enough leak to cause a Shh gain of function effect by promoting 

astrocytic expression of Kir4.1, a potassium channel whose expression was shown to be 

regulated by Shh pathway signalling (Farmer et al., 2016). We first verified that the TetOn 

system was capable of producing secreted Shh signalling peptide following DOX induction 

(Fig S7A-F). We then designed a construct (Shh-myc) coding for a full length Shh protein 

that, after undergoing auto-catalytic cleavage, leaves an epitope tagged autocatalytic domain 
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as a reporter (Shh-C-myc), and a fully mature wild type signalling peptide (Shh-Np) (Fig 6A) 

(Beug et al., 2011). We tested the ability of Shh-myc to drive Shh signalling in a luciferase 

reporter cell line (Gli-Luc C3H 10T1/2 cells) and found that it performed as well as other 

constructs expressing wild type full length Shh and the N-terminal peptide alone (Fig. 

S7G,H). We then co-electroporated a transposable, DOX-inducible Shh-myc construct (PB-

pTetO-Shh-myc) with PB-pSyn-rtTA and constitutively expressed EGFP (Fig. 6B). We 

induced expression of Shh-myc with one DOX injection per day for 2 days (50 μg/g) or with 

DOX in the food (3mg/g) for 3 weeks. We found that although 2 days of intraperitoneal 

DOX administration did induce Shh-myc expression, it did not change Kir4.1 expression 

levels (Fig. 6F). However, the 3-week induction with dietary DOX induced both Shh-myc 

expression and an increase in Kir4.1 expression in surrounding astrocytes (Fig. 6C). 

Interestingly, Kir4.1 expression levels can vary from brain region to brain region, as well as 

differ among neighboring astrocytes within a given brain region (Tang et al., 2009; Farmer 

and Murai, 2017). To take this into account in our analysis, we measured Kir4.1 

immunofluorescence in the centre of the electroporated field, medial to the electroporated 

field, and lateral to the electroporated field (Fig 6D), and found that Kir4.1 was significantly 

upregulated in the central field of induced animals, but not in uninduced animals or those 

induced for 2 days (Fig. 6D-G). Furthermore, Kir4.1 upregulation did not extend laterally or 

medially out of the electroporated field. The specificity of the effect was further confirmed by 

quantifying Kir4.1 expression in the contralateral hemisphere, which showed no change. (Fig. 

6E,G). Thus, Shh can be ectopically expressed by cortical neurons to modulate Kir4.1 

expression in neighboring astrocytes in a non-cell autonomous manner. 
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4.6   Discussion 

Fine scale dissection of gene function, particularly during development and learning, 

requires fast and strong experimental induction of gene expression in the mouse brain. Here 

we examined the ability of IUE of TetOn inducible plasmids to allow for fast DOX-mediated 

expression of a gene of interest. We found that although episomal TetOn plasmids provided 

adequate DOX-mediated induction in dissociated neurons and cortical neurons of young 

pups in vivo, these constructs were not capable of providing reliable induction in more mature 

animals. However, when TetO and rtTA constructs were incorporated into transposable 

elements and co-electroporated with piggyBac transposase, robust DOX-mediated induction 

of gene expression was observed across all time points examined and in multiple brain regions.  

Currently, the method of choice for conditional gene expression is Cre-mediated 

recombination. Specific promoters driving Cre expression have been employed to control the 

timing of recombination. For more precise temporal control, CreER and FLPeR approaches 

are often used (Matsuda and Cepko, 2007). However, CreER/FLPeR-based strategies 

normally require longer dosing periods with tamoxifen and provide variable degrees of 

recombination (Slezak et al., 2007; Farmer et al., 2016). Tamoxifen, an estrogen analog, is 

known to alter dendritic spine numbers and morphology in both male and female rodents 

(González-Burgos et al., 2012). This, combined with variable latency to induction, limits the 

usability of CreER/FLPeR strategies for probing neural development. Here we have 

demonstrated that IUE of the TetOn system can be used to induce high levels of expression 

of a gene of interest in a variety of brain regions with short latency, providing a new tool for 

conditional expression studies. 

One concern when using binary conditional expression strategies that rely on 

TetOn/Off, as opposed to recombination techniques, is leaky expression from the tetO. TetOn 

systems have produced mixed results in terms of leaky expression in the absence of DOX. In 

early testing using transient transfection, rtTA was observed to drive low level but consistent 
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basal expression from the tetO (Gossen and Bujard, 1992). However, stable cell lines had 

markedly lower leaky expression from the tetO (Gossen et al., 1995). Indeed, TetOn mouse 

lines have not been observed to have significant problems with leak (Baron and Bujard, 2000). 

Our results indicate that very low levels of leaky expression from the tetO does occur when 

IUE is used to introduce TetOn inducible transposable plasmids, but only in small subsets of 

electroporated neurons (Fig 2 and S5). Furthermore, by lowering the dose of PB-pTetO-ZsG 

delivered during IUE, the extent of leak can be mitigated and an optimal balance between 

leak and induction level can be readily achieved (Fig. 2L).  

Proper titration of transactivator levels also need to be considered. As can occur with 

Cre (Forni, 2006; Schmidt-Supprian and Rajewsky, 2007), excessive expression of rtTA can 

cause transcriptional squelching whereby exogenous transcription factors sequester 

endogenous transcription machinery to such an extent that cellular health is compromised 

(Baron and Bujard, 2000). IUE results in varying levels of expression throughout the field of 

electroporated neurons. While the variable efficiency of IUE on a cell by cell basis may be 

relied on to dilute out effects of squelching when considering a population of neurons, these 

effects can be controlled for by including a rtTA-lacking condition. However, it may be 

optimal to use rtTA-transgenic mice with moderate and consistent rtTA levels (eg, Mansuy 

et al., 1998), electroporating only the inducible plasmid expressing the gene of interest. This 

would simultaneously open the possibility of using genomic loci to attain cell-type specific 

expression of rtTA. 

It has been suggested that tTA-mediated transactivation is superior to rtTA-mediated 

transactivation due to its low levels of basal leak (Baron and Bujard, 2000). However, others 

highlight downsides of the tTA system – namely that tTA requires long-term, and in most 

cases in utero administration of DOX. Furthermore, even in cell culture the TetOff system 

displays slow kinetics for optimal induction (up to 216h) (A-Mohammadi et al., 1997), and in 

mice, the build-up of the lipophilic DOX in bone and muscle results in a 15 to 20 day lag in 
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induction once DOX administration is terminated (Furth et al., 1994; Kistner et al., 1996; 

Mayford et al., 1996; Mansuy et al., 1998; Mansuy and Bujard, 2000). Given these points and 

our desire for high temporal precision, we opted to risk the potential leakiness of rtTA in favor 

of its more optimal induction kinetics. Indeed, herein lies a major benefit of IUE – riskier 

approaches that would otherwise be avoided when designing a transgenic animal can be 

employed more confidently when start-up only involves the minimal time and financial costs 

of basic cloning and as little as a single surgery, as opposed to creating a transgenic mouse 

model. Nonetheless, we found that IUE of the TetOn system demonstrated very low levels of 

leaky expression, and that this can be mitigated by lowering the amount of inducible DNA 

electroporated. Varying the dose of electroporated rtTA may also help to address this. 

The use of piggyBAC transposase expression systems is also not without drawbacks. 

Notably, integrating transposable elements into the genome at TTAA sequences likely 

disrupts coding and non-coding sequences, and it should be noted the piggyBAC system 

displays a preference for targeting transcription units (Ding et al., 2005). While disruption of 

gene function by piggyBAC-mediated transposition cannot be neglected, the relatively 

random nature of the integration at the common TTAA nucleotide consensus sequence likely 

results in widely varying mutations in the population of electroporated cells. Thus, assessing 

phenotypes associated with the electroporated gene of interest across a large population of 

cells should control for deficits induced in individual cells, or small groups of cells. Confounds 

associated with piggyBAC-associated mutagenesis can also be avoided with carefully designed 

negative controls. Furthermore, as opposed to other transposases, piggyBAC does not cause 

large-scale genomic instability, and also displays a very low likelihood of leaving footprint 

mutations following excision due to persistent transposase activity (Yusa et al., 2011). 
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Shh overexpression alters astrocyte molecular phenotype. 

Previous work from our group demonstrated that the Shh is expressed in neurons and 

that the Shh signalling pathway is involved in diversifying the molecular profile of 

neighboring astrocytes (Farmer et al., 2016). Driving this pathway via a constitutively active 

Shh receptor in astrocytes caused changes to the expression profile of hundreds of genes in 

cerebellar and cortical astrocytes. The current results provide the first direct evidence that the 

Shh peptide itself is capable of changing the expression profile of astrocytes in the adult mouse 

in vivo. Importantly, Shh binds its receptor, Patched, with high affinity (Stone et al., 1996), 

suggesting that appreciable leak from PB-pTetO-Shh would be detected. However, control 

animals did not show an elevation in Kir4.1 expression relative to adjacent or contralateral 

brain areas, suggesting that the transposable TetOn system does not display problematic levels 

of leaky expression in the absence of DOX.  

Future Directions 

While we found that a dose of 50ug/g DOX provided good induction of gene 

expression (Fig. 6F) it should be noted that this is a high systemic dosage of DOX. This likely 

leads to changes in the microbiome due to the antibiotic actions of DOX, and may also cause 

other adverse effects as DOX cytotoxicity has been reported in the context of Tet-regulated 

gene expression (Ermak et al., 2003). These issues may lead to altered behaviour, and indeed 

changes in the microbiome may alter brain function directly (Foster and Neufeld, 2013). It is 

therefore essential that rigorous controls are incorporated into the experimental design when 

applying IUE of TetOn. 

 Potential off-target effects of DOX can also be mitigated by more advanced dosing 

strategies. Intravenous injections of DOX may allow for smaller and/or more concentrated 

doses. Furthermore, DOX has poor kinetics in crossing the blood brain barrier (Beard et al., 

2006), with a cerebrospinal fluid availability only 15% of that in serum reported in humans 
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(Dotevall and Hagberg, 1989). To circumvent this, higher doses could be administered, 

however as stated above this comes with its own concerns. It has been found that the 

tetracycline derivative, metacycline, is capable of driving expression of TetOn systems, and is 

less toxic at high doses (Krueger et al., 2004). Metacycline may therefore be useful in cases 

where greater and longer induction is necessary. Importantly, metacycline’s serum half-life is 

shorter than DOX, which may be either detrimental or beneficial if a faster run down of 

induction is required. Alternatively, a more lipid-soluble derivative of DOX called 9-tert-

butyl-DOX (9TB-DOX), which has been reported to have a 10-fold higher binding affinity 

for the wild type Tetracycline Repressor (Zhu et al., 2007). Inducing with 9TB-DOX may 

allow for improved hippocampal induction as well. While these strategies will likely improve 

both adult inductions and inductions of pups through the mother’s milk, further 

improvements can also likely be achieved in pups via more sophisticated experimental design. 

DOX is known to build up in muscle and bone (Mansuy and Bujard, 2000). Taking this into 

account, foster mothers could be pre-loaded with DOX prior to birth of pups, and pups could 

be transferred to the foster mother at the time when induction is desired, insuring a maximal 

dose of DOX in the milk as soon as fostering occurs. Finally, combinations of DOX delivery 

by injection, in the diet, and in the drinking water with appropriate supplements (Cawthorne 

et al., 2007), should be systematically tested to find the optimal dosing regimen for a variety 

of different induction needs.  

We have presented a novel combination of tools that allow for fast, robust expression 

of genes across the lifespan of the mouse in a variety of neuronal subtypes. Our work shows 

that IUE of transposable TetOn plasmids allows for graded induction levels based the amount 

of plasmid electroporated, and likely also by varying DOX dosage. Furthermore, previous 

work performed with the TetOn system in neurons in vivo suggests that induced gene 

expression can be ended when DOX is withdrawn (Mansuy et al., 1998). Combined with the 
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possibilities for honing this approach detailed above, IUE of transposable TetOn plasmids 

represents a powerful new tool for conditional gene expression in neurons. 
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4.9   Figure Legends 

Figure 1. Episomal TetOn allows for induction in cultured neurons and postnatal 

neurons in vivo. A) DOX-induced ZsG in HEK293T cells, showing expression of ZsG 

when pTetO-ZsG was transfected alone (ZsG) or with pCMV-rtTA (with 0, 0.1 or 1 μg/μL 

DOX). B) Summary data of full frame ZsG fluorescence of near confluent cells (mean pixel 

value in a.u.: ZsG Alone 1.36±0.075;0μg/μL DOX 3.46±0.87; 0.1μg/μL DOX 247.38±79.06; 

1μg/μL DOX 302.75±67.16). C) Summary data of ZsG fluorescence in individual cells on a 

linear (Ci) and logarithmic scale (Cii). (CTCF in 103a.u.: ZsG Alone 2.00±0.19 ;0μg/μL DOX 

10.19±0.78; 0.1μg/μL DOX 598.33±28.73; 1μg/μL DOX 722.81±26.12; ANOVA p=0.002.) 

D) Dissociated hippocampal neurons cotransfected with pCAG-tdTom and pTetO-ZsG 

alone (ZsG) or ZsG plus pSyn-rtTA (with 0, 0.1 or 1 μg/μL DOX).  E) Summary data of ZsG 

fluorescence in individual neurons on a linear (Ei) and logarithmic scale (Eii). (In 103a.u.: ZsG 

Alone 0.02±0.002 ;0μg/μL DOX .025±0.003; 0.1μg/μL DOX 0.65±0.19; 1μg/μL DOX 

1.50±0.20; ANOVA p<0.001) F) Schematic of plasmids for testing DOX-inducible expression 

of ZsG in the mouse brain following IUE. G) Induction of ZsG following two days of DOX 

administration via the mother starting at P6. H) Absence of induction of ZsG expression after 

two days of IP DOX at P21 and P35. White arrow heads denote cells displaying low levels of 

leaky expression.  

Scale 50μm (A,D); 100μm (G,H).  

Figure. 2 IUE of transposable TetOn system allows for robust induction in adult 

neurons with low leak. A) Schematic of plasmids used for testing DOX-inducible 

expression of ZsG from transposable TetOn system. B,C) Coronal sections demonstrating 

DOX induction of ZsG in animals electroporated with 1 (B, High) or 0.1 μg/μL (C, Low) 

PB-pTetO-ZsG, respectively. D,E) Higher magnification images of epicentre of 

electroporated cortical field from animals electroporated with 1 (D, High) or 0.1 (C, Low) 

μg/μL PB-pTetO-ZsG, respectively. White arrow heads denote cells displaying low levels of 
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leaky expression.  F,G) Summary plots of single cell measurements of green fluorescence 

normalized to red fluorescence to take into account variable efficiency of electroporation from 

cell to cell, on a linear (F) and logarithmic (G) scale. (Low Ctrl 8.06x10-4±0.03; Low DOX 

0.34±0.02; High Ctrl 0.014±0.04; High DOX 1.90±0.03; 2-way ANOVA p<0.001 for 

Treatment, Condition and Interaction.) H,I) Comparison of green fluorescence from 

uninduced Control animals electroporated with tdTom alone, 0.1 (Low) or 1 (High) μg/μL 

PB-pTetO-ZsG. Data presented comprise all cells analysed (H) or cells kept after threshold of 

mean+3 standard deviations applied (I). (H as 10-4: tdTom -1.7±1.7; Low Ctrl 8.1±4.0; High 

Ctrl 140±20; I as 10-4: tdTom -1.7±1.7; Low Ctrl 180±40; High Ctrl 380±40; both ANOVAs 

p<0.001) J,K) Scatter plots of ZsG intensity measured in all cells analysed from 1 (J, High) or 

0.1 (K, Low) μg/μL PB-pTetO-ZsG electroporations, respectively. L) Lines of best fit for all 

conditions tested, based on scatter plots in J and K and for tdTom expressed alone. This 

demonstrates the robust induction and low leak of DOX inducible expression from high and 

low concentrations of electroporated PB-pTetO-ZsG/PB-pSyn-rtTA. (Line of best fit 

statistics present as slope, Spearman Correlation Coefficient: tdTom 0.0013, 0.45; Ctrl Low 

0.0057, 0.30; Ctrl High 0.037, 0.52; DOX Low 0.20, 0.53; DOX High 1.11, 0.60; p<0.0001 

for all Spearman Correlation tests). Scale 1mm (B,C); 100 μm (D,E). 

Figure 3. DOX-induced ZsG expresion from transposable TetOn system at P21 and 20 

months. A) Expression of ZsG at P21 after 2 days of IP DOX administration. White arrow 

heads denote cells displaying low levels of leaky expression. B) Expression of ZsG at 20 months 

of age after 5 days of IP DOX administration. Weak tdTom expression was observed here 

compared to at P21 and P35. IUE of 1 μg/μL PB-pTetO-ZsG Scale 100μm. 

Figure 4. DOX-inducible expression in hippocampus and retrosplenial cortex. A) 

DOX-inducible ZsG from transposable TetOn system targeted to the hippocampus by 

tripolar IUE configuration at low (i) and higher (ii) magnification. B) DOX induced ZsG 
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expression in incidental electroporation of the retrosplenial cortex. IUE of 1 μg/μL PB-

pTetO-ZsG in both A and B. Scale 0.5mm (Ai); 0.2mm (Aii); 100μm (B). 

Figure 5. DOX-inducible expression in the olfactory bulbs. A) DOX-induced expression 

of ZsG from transposable TetOn system in olfactory granule cells following induction at P21 

or 20 months of age using the same induction protocols as mentioned in Figure 3. B,C) 

Higher magnification images showing ZsG in granule cells following induction at P21 (B) 

and 20 months (C). White arrow heads denote cells displaying low levels of leaky expression. 

No tdTom was observed and this only the leak was able to indicate the presence of 

electroporated cells. At 20 months, no leak was visible and thus electroporated cells could not 

be identified. Scale 200μm (A); 50μm (B) 

Figure 6. DOX induced expression of Shh drives astrocytic Kir4.1 expression.  

A) Schematic of autocleavage of the Shh-myc protein produced by PB-pTetO-Shh-myc. The 

mature signalling peptide is released, while the myc-tagged C-terminal autocatalytic domain 

is revealed by myc immunofluorescence. B) Suite of plasmids, including transposable PB-

pSyn-rtTA and PB-pTetO-Shh-myc, which were electroporated to test whether Shh-myc 

overexpression in neurons can alter phenotypes of surrounding astrocytes. C) Exemplary 

images demonstrating that DOX-induced Shh-myc expression elevates Kir4.1 

immunoflurescence in astrocytes in the electroporated field. D) Schematic of regions of 

coronal sections imaged to assess upregulation of Kir4.1 expression. Yellow denotes field of 

electroporated neurons. E) Comparison of Kir4.1 immunofluorescence in the centre of the 

electroporated fields (ipsilateral) and the same area in the contralateral hemisphere 

(contralateral). F) Quantification of Kir4.1 immunofluorence in the regions shown in D in 

the ipsilateral (ie electroporated) hemisphere. (Centre, in a.u.: Ctrl, 675.56±69.0; DOX 2d, 

790.77±45.9; DOX 3w, 1009.28±65.0; ANOVA p=0.005) G) Quantification of Kir4.1 

immunofluorescence in the regions shown in D in the contralateral (ie non-electroporated) 

hemisphere. Scale 100μm. 
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Supplementaty Figure 1. Expression of γ2 GABAA receptor subunits under control of 

episomal TetOn system in dissociated hippocampal neurons.  A) Schematic of TetOn 

system for expressing γ2 GABAAR subunits. B) Summary plots of DOX mediated induction 

of WT and dominant negative (DN) subunits, driven by rtTA under control of either the 

hSyn or CMV promoter. C) Example images demonstrating induction. Scale 50μm 

Supplementary Figure 2. DOX fails to induce expression of ZsG from low 

concentration of electroporate episomal TetOn system.  White arrow heads denote cells 

displaying low levels of ZsG expression. Scale 100μm. 

Supplementary Figure 3. Example of sparse induction of episomal ZsG at P21.   

A) Example images demonstrating sparse expression and graded induction with increasing 

DOX concentration. B) Summary plot of the corrected total cell fluorescence intensity of 

ZsG in neurons that visibly expressed ZsG (0.1ug/g DOX 0.58±0.15 a.u.; 0.1ug/g DOX 

2.48±0.64 a.u., p=0.044). C) Mosaic of a coronal section showing the most dense induction of 

ZsG at the rostrocaudal epicentre of the electroporated field.   

Scale 50μm (A); 100μm (B). 

Supplementary Figure 4. Leaky expression of Cre from episomal pTetO-Cre   

A,B) Schematic of genomic Brainbow allele and electroporated plasmids for constititively 

expressed Cre (A) and DOX-inducible Cre (B). C) Example image demonstrating that both 

sets of electrorporated plasmids expressed sufficient levels of Cre to cause recombination. Note 

that this mouse line is known to have much higher expression in astrocytes. Scale 50μm. 

Supplementary Figure 5. Proportions of thresholded neurons and neurons 

coexpressing tdTom and ZsG. A) Scatter plots of unthresholded data and with the two 

thresholds applied. B-E) Summary plots of the proportions of cells kept after thresholds were 

applied averaged across sections. UT=unthresholed, 3xSD = 3 x standard deviation, max = 29.9 

a.u. (Ctrl Low: UT 1, 3xSD 0.097±0.023, Max 0.063±0.02; DOX Low: UT 1, 3xSD 
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0.99±0.004; Max 0.98±0.01; Ctrl High: UT 1, 0.36±0.04, Max 0.24±0.03; DOX High UT 1; 

3xSD 0.998±0.002; Max 0.995±0.003)  F,G) Proportions of cells expression tdTom, ZsG or 

both in induced and uninduced animals that had been electroporated with 0.1 (F) or 1 μg/g 

(G) PB-pTetO-ZsG. (F, Ctrl 0.85±0.06 tdTom+, 0.02±0.008 ZsG+, 0.13±0.05 Coexpressed; F, 

DOX 0.27±0.006 tdTom+, 0.09±0.008 ZsG+, 0.64±0.03 Coexpressed; G, Ctrl 0.75±0.006 

tdTom+, 0.019±0.03 ZsG+, 0.23±0.02 Coexpressed; G, DOX 0.20±0.02 tdTom+, 0.14±0.03 

ZsG+, 0.65±0.03 Coexpressed.) H) Comparison of green fluorescence from animals 

electroporated with tdTom alone, 0.1 (Low) or 1 (High) μg/μL PB-pTetO-ZsG. Data 

presented comprise cells kept after application of Max threshold of 29.9 a.u. (tdTom Alone  

-1.7x10-4±1.7x10-4; Ctrl Low 0.026±0.006; Ctrl High 0.052±0.006, ANOVA p<0.001).  

Supplementary Figure 6. Induction of ZsG at P35 at caudal pole of olfactory bulb. 

A) Images of the caudal poles of the olfactory bulbs showing DOX-mediated ZsG expression 

in migrating precursors. B) Zooms of boxed regions in A. C) Images of prefrontral cortex 

above the olfactory bulbs pictured in A. Scale 150μm (A); 50μm (B,C) 

Supplementary Figure 7. DOX inducible expression of functional Shh peptides.  A) 

Western blot (WB) of DOX induced NShh-myc expressed in HEK293T cells. 

UT=untransfected. B) WB of Shh in the medium. GAPDH from cell lysates of the same wells 

that the medium was collected from was used as a loading control. Total protein from 

supernatant was used to adjust loading volumes. UT=untransfected. C) Blot in (A) 

overexposed to show low level leak in uninduced conditions. UT=untransfected. D,E,F) 

Summary plots corresponding to A, B and C respectively. (D in a.u.: UT 27.8±18.9, -rtTA 

72.4±40.8, -DOX 207.1±17.8, +DOX 7924.5±600.5, ANOVA p<0.001; E in a.u.: UT 

159.5.8±66.9, -rtTA 141.7±133.5, -DOX 159.4±105.7, +DOX 11093.3±3556.2, ANOVA 

p=0.002; F in a.u.: UT 444.7±199.6, -rtTA 590.6±72.9, -DOX 236.9±59.0, +DOX 

7405.4±220.7, ANOVA p=0.001) H) Schematic of protein products of panel of Shh expressing 

plasmids, pCAG-Shh-my, pCAG-Shh (WT), pCAG-NShh (signalling peptide only) and 
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pCAG-NShh-myc. I) Summary plot of Shh signalling driven by expression of Shh peptides 

in (H) based on luminescence produced by C3H 10T1/2 cells stimulated with medium 

conditioned by HEK293T cells expressing Shh peptides (Unconditioned 1; Untransfected 

0.81±0.02; pcDNA3.1, 0.61±0.36; NShh 5.42±0.29; NShh-myc 4.00±0.31; Shh 4.51±0.28; 

±18.9; Shh-myc 4.65±0.32; ANOVA p<0.001). 
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Chapter 5   Discussion and Future Directions 

5.1   Discussion and Future Directions 

Synapse formation and regulation of synapse function by astrocytes at the tripartite 

synapse are two classical areas of neurobiological study that continue to be exciting and 

challenging (Bazargani and Attwell, 2016; Sudhof, 2018). In this dissertation I have presented 

two main studies, one detailing new insights into the mechanisms that establish the proper 

number of synapses during development, and another looking into the structural arrangement 

of the tripartite synapse in the adult. Both studies present fertile ground for further work that 

will shed more light on the complexities of building the nervous system and keeping it 

running. Moving forward, both avenues of research will continue to be enriched through 

technical advances, and I would submit that IUE of transposable TetOn plasmids will aid in 

furthering our understanding of both areas of neurobiological research presented in this 

dissertation.  

5.2   Further Inquiry into Activity-Dependent Processes Driven by 
Inhibiting Depolarizing but Shunting GABAA Transmission 

In Chapter 1, I demonstrated that the transcription of two classical activity-regulated 

genes, BDNF and cFos, are upregulated following blockade of depolarizing but shunting 

GABAA transmission (Chapter 2). However, the experiments identifying that the expression 

of these genes was upregulated yielded no direct insight as to the molecular mechanisms 

downstream of activity-dependent transcription that resulted in enhanced glutamatergic 

synapse number and strength following GABAA-blockade. It will therefore be interesting to 

investigate other activity regulated genes and processes that control synapse formation at this 

period of development to determine how new synapses are built when depolarizing but 

inhibitory GABAA transmission is blocked. Although a variety of candidates could be chosen 

for further study (Flavell et al., 2008; Kim et al., 2010; Malik et al., 2014; Mardinly et al., 2016), 

a broader screen may be more efficient to identify key molecular players and pathways 
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involved. My observations suggest the existence of a sensitive period in which GABAergic 

activity is essential for restraining synapse formation during circuit development. Thus, it may 

be worthwhile to investigate how the transcriptome changes when synapse formation is 

accelerated by inhibiting depolarizing but inhibitory GABAA transmission. This may uncover 

a unique transcriptional program that is impinged upon by depolarization and/or GABAAR 

opening and may also unveil novel factors involved in activity-dependent synapse 

development. One particular candidate gene that may warrant further study is diazepam 

binding inhibitor (DBI). DBI is an endogenous GABAAR agonist (Alfonso et al., 2012; 

Christian et al., 2013) whose expression peaks during the first weeks of development (Lein et 

al., 2007). Interestingly, DBI is expressed by astrocytes during this period, thus presenting the 

intriguing possibility that astrocytes can control synapse formation through modulating 

immature GABAA transmission. Another family of molecules that may be of interesting are 

the myocyte enhancer factor 2 (MEF2) transcription factors. MEF2C is activated by calcium 

and activity-dependent calcineurin  activity, and has been demonstrated to negatively regulate 

glutamatergic synapse formation by driving expression of synGAP, Arc and Homer1a (Flavell 

et al., 2006; Greer and Greenberg, 2008). Thus, depolarizing but inhibitory GABAA 

transmission, which has been shown to mediate calcium influx while also providing shunting 

inhibition (Kirmse et al., 2015b), seems well-equipped to promote MEF2 signalling. Although 

MEF2 signalling has been suggested to play a role in pruning once excitatory synapses have 

formed, it may play a similar role to restrain synapse formation in the hippocampus during 

the peak of synapse formation (Greer and Greenberg, 2008). 

5.3   Depolarizing GABAA Transmission in Neurodevelopmental 
Disorders 

Polymorphisms disrupting GABAAR function during development are associated with 

ASD. In particular, mutation of the β3 GABAA receptor subunit, the expression of which 

peaks during development when GABA is depolarizing, has been observed in ASD (Menold 
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et al., 2001; Buxbaum et al., 2002; Chen et al., 2014). This suggests that disrupting GABAA 

transmission during development may play a role in the etiology of ASD. Furthermore, ASD 

is generally thought to be associated with increased levels of connectivity and increased 

numbers of dendritic spines in humans (Lacey and Terplan, 1987; Irwin et al., 2000, 2001; 

Kaufmann and Moser, 2000; Fiala et al., 2002; Hutsler and Zhang, 2010).  Thus, observations 

in humans that malfunction of depolarizing GABAA transmission may be involved in the 

pathogenesis of ASD, do not correspond well with work suggesting that experimental 

disruption of immature depolarizing GABAA transmission decreases glutamatergic synapse 

formation and spines numbers (Ge et al., 2006; Wang and Kriegstein, 2008; Chen and 

Kriegstein, 2015a). However, my work, showing depolarizing GABAA transmission can limit 

synapse formation, supported by the observation that enhancing depolarizing GABAA 

transmission in development can decrease spine numbers (Puskarjov et al., 2017), suggests that 

a decrease in immature, depolarizing but inhibitory GABAA transmission during human 

development could result in increased synapse formation similar to that seen in ASD. Thus, 

work presented in this thesis may provide insight into how disrupted GABAA transmission 

may contribute to development of neuronal and synaptic phenotypes associated with ASD. 

Moreover, the work opens the possibility of using pharmaceuticals that act on GABAARs to 

prophylactically treat deficits in circuit development associated with neurodevelopmental 

disability. 

Evidence from Xenopus also suggests that interfering with depolarizing GABAA 

transmission during development disrupts excitatory/inhibitory (E/I) balance by causing 

changes in synaptic physiology, consistent with decreased excitatory synapse number and 

increased inhibitory synapses (Akerman and Cline, 2006), or by simply augmenting the 

strength of GABAergic synapses (Shen et al., 2009). We observed the opposite effect of 

GABA-blockade on excitatory synapses, however we did not investigate the repercussions of 

this on the GABAergic system itself. It will be important to further investigate whether 
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disrupting depolarizing but inhibitory GABAA transmission during the period of interest that 

we identified causes changes in GABAergic synapse formation or maturation concomitant to 

those in glutamatergic synapses observed in my studies. To investigate this in the organotypic 

hippocampal slice, we have engineered and tested a construct for Semliki Forest Virus-

mediated simultaneous expression of membrane targeted red fluorescent protein and EGFP-

tagged Gephyrin to label inhibitory synapses (EGFP-Gephyrin-IRES-RFPf). Gephyrin is a 

critical scaffolding molecule at inhibitory synapses that has been used extensively as a 

GABAergic synapse marker (Chen et al., 2012). In concordance with other work using similar 

constructs, following introduction of this virus to organotypic hippocampal slices, EGFP-

Gephyrin is present as punctate green labelling in CA1 pyramidal cell dendrites consistent 

with the distribution of inhibitory synapses (Villa et al., 2016; Boivin and Nedivi, 2018). As 

neurodevelopmental disorders like ASD and schizophrenia are believed to be associated with 

changes in E/I balance (Rubenstein and Merzenich, 2003; Gao and Penzes, 2015), 

investigating whether depolarizing but inhibitory GABAA transmission plays a role in 

establishing this balance may enhance our understanding of these disorders. 

5.4   New Tools for Blocking GABAA Transmission  

 We initially conceived of introducing TetOn inducible plasmids to the CNS with IUE 

to attempt to disrupt depolarizing GABAA transmission in vivo with high temporal precision. 

We proposed to accomplish this by expressing one of a number of peptides that would 

interfere with GABAA transmission. We reasoned that targeting the γ2 subunit of the 

GABAAR that is responsible for synaptic clustering of GABAARs would allow us to disrupt 

GABAergic synaptic function (Schweizer et al., 2003). We are currently testing the ability of: 

(1) a dominant negative γ2 GABAAR associated with human epilepsy (Kang et al., 2009); (2) 

a small peptide that blocks GABAAR clustering at synapses (Shen et al., 2009); and (3) a series 

miRNAs against the γ2 GABAAR, for their ability to disrupt GABAA synaptic transmission. 

Indeed, knocking down γ2 expression has been shown to disrupt GABAA transmission (Li et 
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al., 2005). However, one complication is that GABAAR subunits display a high degree of 

redundancy (Martenson and Tomita, 2015). A reasonable alternative may be to use an 

approach from a recent study that engineered an E3-ubiquitin ligase to selectively target 

Gephyrin for reversible degradation, thereby ablating GABAergic synapses (Gross et al., 

2016). Using one or multiple of these tools in conjunction with the IUE and TetOn 

methodology presented in Chapter 4 may prove to be effective in assessing the role of 

depolarizing GABAA transmission in synapse and circuit development in vivo. The fast 

induction provided by IUE of TetOn plasmids will allow for a high degree of temporal 

precision for disrupting GABAARs, and thus will enable a dissection of GABAA function at 

multiple developmental stages.  

5.5   Next Steps in Examining Astrocytic Ultrastructure 

A number of large, open source SSEM datasets have been made available, providing a 

potentially rich resource for extending our investigation of the ultrastructure of astrocytes and 

the tripartite synapse (Harris et al., 2015; Kasthuri et al., 2015; Zheng et al., 2018). However, 

very few studies in general have investigated ultrastructure at high spatial resolution like what 

can be accomplished with FIB-SEM (i.e. ~4x4x8nm voxels in our study) (Korogod et al., 

2015). Two studies of large serial section TEM datasets have performed extensive 

segmentation of astrocytes. However, a thorough analysis of astrocytic volumes generally has 

not been performed beyond reporting the proportion of the volume occupied by astrocytic 

compartments (Mishchenko et al., 2010; Kasthuri et al., 2015).  Thus, the extent of continuity 

of the segmented astrocytic volumes in these large TEM datasets is unclear. An important 

aspect of experimental design that needs to be better understood is what is the optimal 

sampling frequency for obtaining sufficient sample size (i.e. largest possible volumes) without 

losing the ability to follow continuous astrocytic volumes. Due to the very thin diameter of 

protoplasmic astrocytic filaments, the optimal z-resolution may be lower than that used in 

traditional serial TEM (30-100μm). This can be answered by subsampling our datasets to 
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determine at what z-resolution the continuous astrocytic volumes we produced start to 

fragment. This will be an valuable piece of information as we expand our analyses to other 

freely available large open-source SSEM datasets (Harris et al., 2015; Kasthuri et al., 2015; 

Zheng et al., 2018). Overcoming these challenges, along with other technical hurdles such as 

the current need to manually segment astrocytes in serial sections, will allow more detailed 

quantitative assessment of astrocytic morphology and the tripartite synapse. 

5.6   The Possibility of Astrocytic Loops 

Given the nanoscale complexity of astrocytes, it is unclear whether astrocytic 

branching networks are dendritic, with every branch eventually leading to a branch tip, or if 

they are capable of forming loops, in which branches reconnect back to the network of 

branches. However, astrocytic loops have been reported (Rusakov, 2015). Our preliminary 

observations suggest that loops do exist in astrocytic branches, however when obvious, they 

are generally made by very thin processes and thus it is difficult to tell if there is a break in the 

membrane at some point using the resolution of our data sets. Larger loops are also possible, 

but much harder to identify by eye. Thus, a mathematically driven approach should to be 

taken to verify the distribution of these loops. Although this is simply a descriptive question, 

it raises interesting biological questions. If loops form in astrocytic branches, it may be through 

an active process by which branches touch and fuse, or by which perforations are created in 

lamellar structures to allow other, extracellular structures, such as spines, dendrites, or portions 

of cell bodies, to pass through. What are the factors allowing for this to occur? How is it 

regulated? Furthermore, aside from being connected into an astrocytic reticulum by gap 

junctions (Giaume et al. 2010), a number of reports suggest that branches of single astrocytes 

are reciprocally (or “reflexively”) coupled by gap junctions (Nagy et al. 1997; Wolff et al. 

1998). Why might there be some full cytoplasmic fusions and some fusions through gap 

junctions? A systematic quantitative approach to understanding loop architecture will help to 
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verify the prevalence and distribution of these structures and understand their potential roles 

in controlling the ability of astrocytes to respond to and regulate surrounding neural circuitry. 

5.7   Investigating Neuron-Astrocyte Shh Signalling with IUE of TetOn 

In Chapter 4, I demonstrated the utility of IUE of transposable TetOn plasmids for 

driving fast, inducible expression of genes of interest in the adult mouse brain. Indeed, fast 

induction of conditional gene expression is perhaps one of the main benefits of IUE of TetOn 

plasmids. Many virally-mediated gene-expression strategies require weeks after virus injection 

before performing experiments that rely on the gene of interest (Kügler et al., 2003; Aschauer 

et al., 2013; Rincon et al., 2018). Even studies during development require up to seven days 

for robust virally mediated expression (Chen and Kriegstein, 2015b). With IUE of TetOn 

plasmids, we obtained robust expression within 2 days. Furthermore, based on other studies, 

the lag to appreciable expression is likely less than a day (Kistner et al., 1996; Sato et al., 2015). 

These fast induction kinetics allowed us to demonstrate in the adult mouse that short-term 

expression (2.5 days) of Shh by cortical neurons was not sufficient to alter astrocyte Kir4.1 

expression, but long-term expression over a 3 week period was. An additional question we 

wished to address by overexpressing Shh in cortical neurons was that of the location of Shh 

release. From our results, it is clear that Shh can be released in the vicinity of the cell bodies 

and dendritic trees of neurons that overexpress it. However, we also wondered if Shh can be 

released from axon terminals as a way for neurons making longer range inputs to regulate the 

microenvironment in which they make connections. IUE targets neurons unilaterally, and 

layer 2/3 neurons that are targeted by electroporation at embryonic day 15 or 16 make callosal 

projections to the contralateral hemisphere (Wang et al., 2007). Furthermore, the projections 

from electroporated neurons to their contralateral counterparts can often be discerned by 

expression of fluorescent proteins. We thus wondered if Shh overexpression would result in 

changes in astrocytic Kir 4.1 expression in the contralateral field innervated by the 

electroporated neurons, however this appeared not to be the case (Chapter 4, Fig. 6). I am 
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currently testing this hypothesis in the hippocampus as well, where CA1 neurons, which can 

be targeted with IUE (Chapter 4, Fig. 4), send extensive projections to the contralateral 

hippocampus via the anterior commissure.  

5.8   Conclusion and Contribution to Knowledge 

 The three studies composing this thesis represent important steps forward that open 

new avenues of research in exciting areas of neurobiology. I have demonstrated, in contrast 

to predominating theories in the field, that depolarizing GABAA transmission can restrain 

glutamatergic synapse formation during development. I have also presented data that suggest 

there is no immediately apparent overarching rule relating astrocytic mitochondrial 

distribution to basic parameters of the surrounding synapses. However, the results indicate 

that mitochondria are not distributed randomly relative to clusters of synapses. This 

observation is an invitation to examine astrocytic ultrastructure in larger, richer data sets. 

Finally, I have presented a novel combination of techniques that allow for fast, inducible gene 

expression in the mouse brain across the lifespan. This technology allowed me to show for the 

first time that neuronal expression of the Shh signalling peptide is capable of driving Kir4.1 

expression in surrounding neurons. Furthermore, IUE of transposable TetOn plasmids not 

only provides an opportunity to rigorously examine the precise roles of GABAA transmission 

in synapse and circuit formation in vivo, but also expands the toolkit that will continue to 

enhance our understanding of the development and function of the central nervous system. 
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