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ABSTRACT

A Latin square L of order n is an n × n array filled with elements of

{1, 2, . . . , n} such that each value appears exactly once in each column and

each row. A critical set in a Latin square is a minimal set of entries that

uniquely identifies it among all Latin squares of the same size. It is conjectured

by Nelder in 1979, and later independently by Mahmoodian, and Bate and van

Rees that the size of the smallest critical set is bn2/4c.

We confirm the quadratic order predicted by this conjecture by estab-

lishing a lower-bound of n2/104 for sufficiently large n. Previously the best

known lower-bound was of order Ω(n3/2). Our proof uses a recent graph de-

composition theorem due to Barber, Kühn, Lo, Osthus and Taylor. To be

more self-contained, we will present two major steps in the proof of this graph

decomposition theorem.

From the point of view of computational learning theory, the size of the

smallest critical set corresponds to the minimum teaching dimension of the

set of Latin squares. We study two related notions of dimension from learning

theory. We also prove a lower-bound of n2 − (e + o(1))n5/3 for both of the

VC-dimension and the recursive teaching dimension of class of Latin squares

in this thesis.
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ABRÉGÉ

Un carré Latin L d’ordre n est un tableau n × n rempli d’éléments

parmi {1, 2, . . . , n} tel que chaque élément apparaisse exactement une fois

dans chaque colonne et dans chaque rangée. Un ensemble critique dans un

carré Latin est un ensemble minimal d’entrées qui l’identifie de manière unique

parmi tous les carrés Latins de la même taille. Il a été conjecturé par Nelder

en 1979, et plus tard indépendamment par Mahmoodian, et Bate et van Rees

que la taille du plus petit ensemble critique est bn2/4c.

Nous confirmons l’ordre quadratique prédit par cette conjecture en établissant

une borne inférieure de n2/104 pour un n suffisamment grand. Auparavant, la

meilleure limite inférieure connue était d’ordre Ω(n3/2). Notre preuve utilise

un théorème récent de décomposition de graphe dûà Barber, Kühn, Lo, Os-

thus et Taylor. Afin que notre preuve soit autonome, nous présenterons deux

étapes majeures dans la démonstration de ce théorème de décomposition de

graphe.

Du point de vue de la théorie de l’apprentissage machine, la taille du plus

petit ensemble critique correspond à la dimension d’enseignement minimale

de l’ensemble des carrés Latins. Nous étudions deux notions connexes de

la dimension de la théorie de l’apprentissage. Nous démontrons aussi une

limite inférieure de n2 − (e+ o(1))n5/3 pour la dimension VC et la dimension

d’enseignement récursive de la classe des carrés Latins dans cette thèse.

iv



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Latin Squares . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Defining Sets and Critical Sets . . . . . . . . . . . . . . . . 3
1.3 Maximum Smallest Critical Sets . . . . . . . . . . . . . . . 4
1.4 Minimum Smallest Critical Sets . . . . . . . . . . . . . . . 5

2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 VC, Teaching, and Recursive Teaching Dimensions . . . . . 8
2.2 Graph Basics . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Graph Decomposition . . . . . . . . . . . . . . . . . . . . . 10
2.4 Exact K3-decompositions . . . . . . . . . . . . . . . . . . . 10

3 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 VC, Teaching, and Recursive Teaching Dimensions for Latin
Squares . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2 Proofs of Theorem 8 and Theorem 9 . . . . . . . . . . . . 17

4 Fractional K3-decomposition . . . . . . . . . . . . . . . . . . . . . 20

4.1 Existence of Fractional Decompositions . . . . . . . . . . . 20
4.2 Proof of Theorem 14 . . . . . . . . . . . . . . . . . . . . . 21

4.2.1 Fractional Decomposition as a Matrix Equation . . 21
4.2.2 Obtaining x by upper-bounding Certain Matrix Norms 24
4.2.3 Upper bounding

∥∥A−1
∥∥
∞ ·
∥∥δ(A)

∥∥
∞ . . . . . . . . . 26

5 Approximate K3 Decomposition . . . . . . . . . . . . . . . . . . . 30

5.1 Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Proof of Theorem 26 . . . . . . . . . . . . . . . . . . . . . 32

6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . 38

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

v



LIST OF TABLES
Table page

1–1 People with Features . . . . . . . . . . . . . . . . . . . . . . . . 1

vi



LIST OF FIGURES
Figure page

1–1 Latin Square Filled with Latin Characters or Integer Values . 3

1–2 Examples of Critical Sets . . . . . . . . . . . . . . . . . . . . . 4

vii



CHAPTER 1

Introduction

Consider a set consisting of a finite number of k-dimensional vectors.

Here, we think of each one of the k coordinates as a feature of the corresponding

vector. Given a particular vector in the list, we are interested in the minimum

number of features that identifies the vector uniquely. This parameter arises

naturally in combinatorics, complexity theory, and machine learning. For

example in the setting of computational machine learning, one can think of

those features as the information that a teacher has to give to allow the learners

to identify a target object.

Table 1–1: People with Features

Name Sex Eye Color Height Hair Length
Hypatia F Brown Tall Short
Paul M Blue Tall Long
Sofia F Brown Short Short
Maria F Brown Short Long
Euclid M Brown Short Short

Consider the example in Table 1. One needs 2 features, e.g. “Height”

and “Hair Length”, to identify Hypatia, but only 1 feature, e.g. “Eye Color”,

to identify Paul. It is an interesting question to find the vectors that require

the smallest and the largest number of features to be identified. Here, the

minimum is 1 feature (for Paul) and the maximum is 3 features (for Sofia).
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In the language of computational machine learning, the set of the people

in Table 1 is called a concept class, and the smallest number of features needed

to identify a specific person is called the teaching dimension of that person

(with respect to that concept class). The largest teaching dimension among all

the elements in a concept class is called the teaching dimension of the concept

class. The notion of teaching dimension was independently introduced by

Goldman and Kearns [21], Shinohara and Miyano [39] and Anthony et al. [1].

It has also been studied under the names witness set by Kushilevitz et al.

in [31], discriminant in [34], and specifying set in [1].

In combinatorics, similar notations of identifying an object inside a class

of combinatorial objects have been defined and studied independently under

various names in different contexts. For example, one can consider the concept

class of all of the proper 3-vertex colourings of a given graph, where each

colouring is represented as a vector whose coordinates represent the colours

of the vertices. Then one could ask questions about the minimum number

of features to identify a particular colouring among all the colourings. Indeed

there is an extensive literature investigating such problems. The term defining

set is used for block designs and graph colourings, and the term forcing set,

coined by Harary [23], is used for other concepts such as perfect matchings,

dominating sets, and geodetics (see the survey [14]), and finally the term

critical set is used in the context of Latin squares, which is the main focus of

this thesis.

1.1 Latin Squares

A Latin square L of order n is an n × n array filled with elements of

{1, 2, . . . , n} such that each value appears exactly once in each column and

each row. Note that we can use a set of triples to represent L:

{(i, j, k)| the (i, j)-th entry is filled with value k }.
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The name “Latin square” was inspired by mathematician Leonhard Eu-

ler [43] who used Latin characters as symbols instead of integer values filled

in the entries. An example of a 3× 3 Latin square filled with Latin characters

L or integer values L′ is the following:

Figure 1–1: Latin Square Filled with Latin Characters or Integer Values

L =
A B C
B C A
C A B

L′ =
1 2 3
2 3 1
3 1 2

A partial Latin square P of order n is an n×n array that is partially filled

with elements of {1, 2, . . . , n} and no element appears more than once in any

column or row. We adopt the set notion |P | to denote the number of entries

filled, and we write P ⊆ L if the filled entires of P match that of L. In the

latter case, we say P can be completed to L. Note that not all partial Latin

squares can be completed to Latin squares, and some partial Latin squares

can be completed to many different Latin squares.

1.2 Defining Sets and Critical Sets

In 1977, the statistician John Nelder [35] asked a seemingly simple ques-

tion regarding partial Latin squares: What is the size of the smallest partial

Latin square P that can be completed to a unique Latin square L? We refer

to a partial Latin square that can be completed to a unique Latin square L

as a defining set for L. Nelder used the term critical set to refer to mini-

mal defining set. Here, minimality means that no proper subset of them is

a defining set. Since in this thesis, we are interested in the smallest defining

sets for each Latin square, this minimality condition is automatically satisfied

and need not be imposed. In other words, being a smallest defining set is

equivalent to being a smallest critical set. However, for historical reasons, we

will use the term “smallest critical set” rather than “smallest defining set”.

3



Consider the following examples given by Keedwell [30] which illustrate

two facts regarding sizes of critical sets:

Figure 1–2: Examples of Critical Sets

P1 =

1 2 * *
2 * * *
* * * *
* * * 3

P2 =

1 2 3 *
2 3 * *
3 * * *
* * * *

P3 =

* 2 * *
2 * * 3
* * 1 *
4 * * *

L1 =

1 2 3 4
2 3 4 1
3 4 1 2
4 1 2 3

L2 =

1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1

In the above example, all P1, P2, P3 are critical sets. Moreover, both

P1, P2 can be completed to L1, and P1, P3 are the smallest critical sets of

L1, L2 respectively. The former says that there exist critical sets of different

sizes for the same Latin square, and the latter says that different Latin squares

of the same order could have smallest critical sets of different sizes.

In this thesis, we are mainly interested in the size of the smallest defining

sets, or equivalently the size of the smallest critical sets.

1.3 Maximum Smallest Critical Sets

Let us denote by scs(L) the size of smallest critical set for a specific

Latin square L. For the example in Figure 1.2, scs(L1) = 4 and scs(L2) = 5.

The problem of determining the maximum and minimum sizes of smallest

critical sets among all Latin squares of a fixed order n, i.e. maxL scs(L) and

minL scs(L) respectively, has been studied extensively. We refer the readers to

the two surveys [29] and [9] for more on this topic.
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The best known bounds on the maximum size of the smallest critical sets

for Latin squares of order n are given by Ghandehari, Hatami and Mahmood-

ian [20]:

n2 − (e+ o(1))n10/6 ≤ max
L

scs(L) ≤ n2 −
√

2

2
n9/6

They proved the above inequalities by showing that every Latin square of

order n has a critical set of size no larger than n2−
√

2
2
n3/2 and there exist Latin

squares of order n with no critical sets of size smaller than n2− (e+ o(1))n5/3.

Note that the latter also gives a lower-bound of n2− (e+ o(1))n5/3 on the size

of the largest critical sets for Latin squares of order n.

1.4 Minimum Smallest Critical Sets

Now, let us turn our attention to the main topic of the thesis: minL scs(L)

over all Latin squares L of order n, denoted by scs(n) for simplicity.

Note that a partially filled Latin square can determine the values of certain

empty entries (i, j) in a straightforward manner: if all the values {1, . . . , n} \

{k} already appear in the i-th row and j-th column, then the (i, j)-th entry is

determined to be k. One can start from a partially filled Latin square P and

iteratively set the values of the entries that are determined in this manner.

If this finally leads to a full Latin square L, then P is obviously a defining

set for L. Such defining sets are called strong defining sets. In Figure 1.2, all

P1, P2, P3 are strong defining sets.

Bate and van Rees [4] proved that scs(6) = 9. In the same paper, they

showed that the size of the smallest strong defining set among all Latin squares

of order n is bn2/4c. They conjectured that the same bound holds for general

5



defining sets that are not necessarily strong. This was also independently

conjectured earlier by Nelder1 , and Mahmoodian [32].

Conjecture 1. Every critical set for a Latin square of order n is of size at

least bn2/4c.

The existence of critical sets of size bn2/4c was shown by Curran and

van Rees [12] and Cooper, Donovan and Seberry [11], so the above conjecture

is equivalent to scs(n) = bn2/4c. The first nontrivial linear lower-bound of

b(7n − 3)/6c for n ≥ 20 was showed by Fu, Fu, and Rodger [19] in 1997,

which was improved by Horak, Aldred, and Fleischner [26] to b(4n − 8)/3c

for n ≥ 8. In 2007, Cavenagh [8] gave the first superlinear lower-bound of

nb(log n)1/3/2c. After another decade, Cavenagh and Ramadurai [7] improved

it to Ω(n3/2). Most recently, Hatami and the author [24] finally confirmed the

quadratic order predicated by this conjecture with the following theorem.

Theorem 2 (Main Theorem [24]). For sufficiently large n, every critical set

for a Latin square of order n is of size at least 10−4n2.

The proof uses an approach that is very different from the previously used

methods. It relies on a recent graph decomposition theorem, which will be

introduced along with some notations in Chapter 2. Roughly speaking, this

decomposition theorem says that under some natural divisibility conditions

every graph with large minimum degree can be decomposed into triangles. In

Chapter 3, we use this graph decomposition theorem to prove Theorem 2.

We will not present the full proof of the graph decomposition theorem

in this thesis. However in Chapters 4 and 5, we will present two of the

main steps that guarantee the existence of an approximate decomposition.

The proof for obtaining a precise decomposition from an approximate one is

1 John Nelder: Private communication to Jennifer Seberry (1979).
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technical, long and complicated. We refer the interested readers the original

paper [3]. Finally, in Chapter 6, we give some concluding remarks.
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CHAPTER 2

Background

In this chapter, we recall some basic notations and facts in computational

learning theory (in Section 2.1) and in graph theory (in Section 2.2). Then,

we present more details regarding the graph decomposition theorem that we

will use to prove Theorem 2.

2.1 VC, Teaching, and Recursive Teaching Dimensions

As mentioned earlier, the general concept of identifying an object by a

small set of its attributes arises naturally in the area of computational learning

theory. Consider a finite set Ω, and let F(Ω) denote the power set of Ω. In

computational learning theory, a subset C ⊆ F(Ω) is refered to as a concept

class, and the elements c ∈ C are called concepts. A set S ⊆ Ω is called a

teaching set for a concept c ∈ C if c ∩ S uniquely identifies c among all other

concepts. In other words, (c ∩ S) 6= (c′ ∩ S) for every concept c′ 6= c.

The notion of a teaching set naturally gives rise to various notions of

dimension associated to concept classes. Let TD(c; C) denote the smallest

size of a teaching set for a concept c ∈ C. The teaching dimension and the

minimum teaching dimension of a concept class C are respectively defined as

TD(C) = max
c∈C

TD(c; C) and TDmin(C) = min
c∈C

TD(c; C). It turns out that for

some purposes, due to its local nature, the teaching dimension and minimum

teaching dimension do not capture the characteristics of teaching and learning,

8



and thus the related notion of recursive teaching dimension is often considered:

RTD(C) = max
C′⊆C

TDmin(C ′).

Note that TDmin(C) ≤ RTD(C) ≤ TD(C) for every concept class C.

Finally let us recall one of the most celebrated notions of dimension as-

sociated to a concept class, i.e. its VC dimension (for Vapnik-Chervonenkis

dimension). A subset S ⊆ Ω is said to be shattered by C if for every T ⊆ S

there exists a concept c with c∩S = T . The size of the largest set shattered by

C is called the VC-dimension of C. Recently in [10], using a surprisingly short

argument, Chen, Cheng and Tang showed that RTD(C) ≤ 2d+1(d− 2) + d+ 4,

where d = VC(C). This was subsequently improved to O(d2) by Hu, Wu, Li

and Wang in [28].

2.2 Graph Basics

We recall the following basic graph definitions. A graph G is a pair of

sets (V,E), where the vertex set V is a finite set of vertices and the edge

set E is a set of 2-element subsets of V . Two graphs G,H are isomorphic

if there exists a bijection φ : V (G) 7→ V (H) such that {u, v} ∈ E(G) if and

only if {φ(u), φ(v)} ∈ E(H). Two vertices u, v ∈ V are called adjacent if

{u, v} ∈ E(G);

A graph H = (V ′, E ′) is a subgraph of G if V ′ ⊆ V and E ′ ⊆ E. The

complete graph on n vertices, denoted by Kn, is the graph whose edge set

contains all 2-element subsets of V . A path in G is a sequence of distinct

vertices v1, v2, . . . , vk ∈ V (G) such that for all i ∈ {1, 2, . . . , k− 1}, vi and vi+1

are adjacent. A graph is called connected if there is a path between every pair

of vertices.
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For an integer r > 1, a graph G is called an r-partite graph if one can

partition the vertex set into r sets such that there is no edge with both ends

in the same partite set.

We will use the following notations. Consider a graph G = (V,E).

(a) The number of edges is e(G) =
∣∣E(G)

∣∣;
(b) The neighbourhood of v ∈ G in S ⊂ V : NS(v) = {u ∈ S : {u, v} ∈ G};

(c) The degree of vertex v ∈ G in S ⊂ V : degS(v) =
∣∣{NS(v)}

∣∣;
(d) The minimum degree of G: δ(G) = minv∈V deg(v).

2.3 Graph Decomposition

Let us formally define graph decompositions.

Definition 3. A graph G has an F -decomposition if E(G) can be partitioned

into subgraphs, each isomorphic to F .

Graph decompositions are linked to many combinatorial problems, such as

hypergraph matchings and graph labelings. It is easy to see that two necessary

conditions for G to have an F -decomposition are the followings: e(F ) must

divide e(G); and the greatest common divisor of the degrees of F must divide

the greatest common divisor of the degrees of G. On the other hand, the

sufficient conditions are wildly open in general.

In this thesis, we are in particular interested in the special case of K3-

decompositions in 3-partite graphs.

2.4 Exact K3-decompositions

Consider a 3-partite graph G with partite sets V1, V2, V3. One specific

necessary condition for such a graph G to have a K3-decomposition is that

every vertex has the same number of neighbours in the other two partite sets.

Two special properties of a 3-partite graph including the above mentioned are

defined as follows.

Definition 4. Let G be a 3-partite graph with partite sets V1, V2, V3. Then,

10



(a) G is balanced if |V1| = |V2| = |V3|;

(b) G is locally balanced if for all v ∈ Vi, degVj(v) = degVk(v) with i 6= j 6= k.

When searching for conditions which force the existence of a certain struc-

ture that covers all vertices, one usually needs a large minimum degree con-

dition to prevent the existence of local obstacles (e.g. isolated vertices). A

similar intuition applies in searching for sufficient conditions for the existence

of graph decompositions. Large minimum degree increases the chance of hav-

ing the decomposition as there are more choices for decomposing the edges

incident to every vertex.

Indeed, the series of works Barber, Kühn, Lo and Osthus [2], Haxell and

Rödl [25], and Dross [15] showed that the aforementioned divisibility neces-

sary conditions together with the minimum degree condition of 9n/10 + o(n)

guarantee that a large n-vertex graph G has a K3-decomposition. Moreover,

together with the works of Barber, Kühn, Lo, Osthus and Taylor [3], Bowditch

and Dukes [5], and Montgomery [33], they were able to prove better minimum

degree conditions for balanced and locally balanced large 3-partite graphs.

We formulate some of the above works into the following theorem that

will be used in Chapter 3 in the proof of our main theorem.

Theorem 5 ([3],[25],[5]). For sufficiently large n, every balanced and locally

balanced 3-partite graph G on 3n vertices satisfying δ(G) ≥ 1.94n admits a

K3-decomposition.

As mentioned earlier, it was a series of works that lead to the above theo-

rem. These works reduce the problem of finding a decomposition into finding

weaker notions of graph decompositions: approximate decomposition and frac-

tional decomposition. In details, Theorem 5 is proved with the following three

steps:

11



Step 1 Existence of a fraction decomposition due to Bowditch and Dukes [5].

Presented in Chapter 4;

Step 2 Existence of an approximate decomposition follows from a fraction de-

composition, due to Haxell and Rödl [25]. Yuster [44] used a simpler

proof to generalize the result to family of graphs. Presented in Chap-

ter 5 (based on [44]);

Step 3 Existence of an exact decomposition follows from an approximate de-

composition, due to Barber, Kühn, Lo, Osthus and Taylor [3] (which

was an improvement on a previous result of Barber, Kühn, Lo and

Osthus [2] on K3-decompositions in a not necessarily 3-partite graph).

(Not presented in this thesis).
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CHAPTER 3

Main Results

In this chapter, we will present our main results. In particular, we will

establish a quadratic lower-bound on the size of the smallest critical sets, a

major step towards resolving Conjecture 1. In Sections 3.1 and 3.2, we will

prove new results on the VC-dimension and the recursive teaching dimension

of the class of Latin squares.

Noting that a Latin square of order n is a K3-decomposition of the com-

plete 3-partite graph Kn,n,n, Barber, Kühn, Lo, Osthus and Taylor [3] obtained

the following corollary to Theorem 5.

Corollary 6 ([3]). Let P be a partial Latin square of order n ≥ n0 such that

every row, column, and symbol is used at most 0.0288n times. Then P can be

completed to a Latin square.

We will take a similar approach to prove our main theorem.

Theorem 2 (Main Theorem [24]). For sufficiently large n, every critical set

for a Latin square of order n is of size at least 10−4n2.

Proof for Theorem 2. Set ε = 10−4. We need to show that provided that n

is sufficiently large, if a partial Latin square P of size at most εn2 can be

completed to a Latin square L, then P can also be completed to a different

Latin square L′.

13



For such a P , let R,C, S be respectively the set of all rows, columns

and symbols in P that have at least δn filled entries, where δ = 0.012. We

extend P to a larger partial Latin square P1 by completing all those rows,

columns and symbols by filling the empty cells with the entries of L. Let

m = max{|R|, |C|, |S|}, and note m ≤ ε
δ
n ≤ 0.0084n. We obtain P2 by filling

m− |R| additional rows, m− |C| additional columns, and m− |S| additional

symbols with entries of L. Consider any row r in P with less than δn filled

entries and it is not selected to be filled as an additional row when building

P2. This row r is filled with at most 2m entries during the filling process of

columns and symbols. Since 2m + δn < n, r is not completed in P2 and thus

exactly m rows are fully filled in P2. Similarly, exactly m columns and m

symbols are fully filled in P2.

Let (x, y, z) ∈ L \P2. Such an element exists because |P2| ≤ |P |+ 3mn ≤

(ε + 3ε
δ

)n2 < n2. Let z′ be any symbol such that (x, j, z′), (i, y, z′) 6∈ P2 for

all i, j ∈ {1, . . . , n}. In other words, z′ is a symbol which does not appear

in either row x or column y in the partial Latin square P2. Such a symbol

z′ exists because the number of symbols in the x-th row and the number of

symbols in the y-th column of P2 are each at most δn + 2m, and thus there

are in total at most 2δn+ 4m < 0.06n symbols appearing in the x-th row and

the y-th column.

Let P3 = P2 ∪ {(x, y, z′)}. We claim that P3 can be completed to a

Latin square. Note that P3 still has exactly m completed rows, columns and

symbols as filling (x, y, z′) in P2 cannot create another complete row, column

or symbol. Start from the complete 3-partite graph Kn,n,n where the vertices

of each part are labeled with {1, . . . , n}, and for every entry (i, j, k) ∈ P3

remove the three edges of the triangle (i, j, k) from the graph. Let G be the

resulting graph. Note that G has 3m vertices of degree 0 corresponding to the
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completed rows, columns and symbols in P3. Ignoring the 0-degree vertices,

G is balanced and locally balanced, and it is of minimum degree at least

2n−2(δn+2m+1) > 1.9426n > 1.94(n−m). Hence by Theorem 5, it admits

a K3-decomposition, which in turn corresponds to a completion to a Latin

square L′. Note that L′ 6= L as the two Latin squares disagree on the (x, y)

entry.

3.1 VC, Teaching, and Recursive Teaching Dimensions for Latin
Squares

Recall that every Latin square of order n can be represented as a subset of

{1, . . . , n}3. Hence the set Ln of all Latin squares of order n can be considered

as a concept class. It is worth noting that our definition of a defining set for a

Latin square coincides with the teaching dimension when Ln is considered as

a concept class. We illustrate this in the following lemma.

Lemma 7. Let L be any Latin square of order n, then scs(L) = TD(L;Ln).

Proof. Consider Latin square L ∈ Ln, then TD(L;Ln) is the smallest size of

any set P ⊆ {1, 2, . . . , n}3 with the property that L ∩ P 6= L′ ∩ P for all

L′ ∈ Ln and L′ 6= L. We call such a property teaching property and let P ′

be any set with such property of smallest size. We claim that P ′ is a partial

Latin square of smallest size which can be uniquely completed to L, which is

the definition of a defining set.

Suppose P ′ is not a partial Latin square, then there exists (i, j, k) ∈ P ′

such that at least one of (i′, j, k), (i, j′, k), (i, j, k′) is also in P ′ with i 6= i′, j 6=

j′, k 6= k′. Without loss of generality, (i, j′, k) ∈ P ′. Since at most one of

(i, j, k), (i, j′, k) is in L, there are two cases: (i) exactly one of them is in L,

without loss of generality, (i, j, k) ∈ L and (i, j′, k) 6∈ L. Consider any Latin

square L′ ∈ Ln and L′ 6= L such that L′ ∩ {(i, j′, k)} 6= L ∩ {(i, j′, k)} = ∅.

Then, (i, j′, k) ∈ L′. Since (i, j, k), (i, j′, k) cannot both be in L′, (i, j, k) 6∈
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L′. So L′ ∩ {(i, j, k)} = ∅ 6= {(i, j, k)} = L ∩ {(i, j, k)}. It follows that

P ′ \ {(i, j′, k)} has teaching property, which contradicts the minimality of P ′;

(ii), none of them is in L, i.e., (i, j, k), (i, j′, k) 6∈ L. Let k′′ be the symbol

such that (i, j, k′′) ∈ L. For any L′ ∈ Ln and L′ 6= L, with similar reasoning

in the previous case, if L′ ∩ {(i, j, k), (i, j′, k)} 6= L ∩ {(i, j, k), (i, j′, k)} = ∅,

then (i, j, k′′) 6∈ L′ and thus, L′ ∩ {(i, j, k′′)} 6= L ∩ {(i, j, k′′)}. Then,
(
P ′ \

{(i, j, k), (i, j′, k)}
)
∪ {(i, j, k′′)} has teaching property, which also contradicts

the minimality of P ′.

The lemmas follows as desired.

Our main result, Theorem 2, says that TDmin(Ln) ≥ 10−4n2 for suffi-

ciently large n. Recall the result of Ghandehari, Hatami and Mahmoodian [20]

on maxL scs(L), which is equivalent to the following by Lemma 7, for suffi-

ciently large n:

n2 − (e+ o(1))n5/3 ≤ TD(Ln) ≤ n2 −
√
π

2
n3/2.

On the other hand, RTD(Ln) does not seem to correspond to any of the

previously studied parameters related to critical sets. In Theorem 9 below, we

show that one can adapt the argument of [20] to obtain a stronger result that

RTD(Ln) ≥ n2−(e+o(1))n5/3. Surprisingly, a similar argument combined with

a lemma of Pajor (Lemma 12) implies the same bound for the VC-dimension.

Both theorems are joint work with Hatami in [24].

Theorem 8. The VC-dimension of the class of Latin squares of order n is at

least n2 − (e+ o(1))n5/3.

Theorem 9. The recursive teaching dimension of the class of Latin squares

of order n is at least n2 − (e+ o(1))n5/3.
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3.2 Proofs of Theorem 8 and Theorem 9

The van der Waerden conjecture, proved in [22, 16, 17], can be used to

obtain a lower-bound for the number of Latin squares of order n.

Lemma 10 ([41, Theorem 17.2]). Let Ln be the set of all Latin squares of

order n. Then

|Ln| ≥
(n!)2n

nn2 .

Ghandehari, Hatami and Mahmoodian [20, Theorem 3] used Bregman’s

theorem [6] to obtain an upper-bound for the number of partial Latin squares

of a given size.

Lemma 11 ([20, Theorem 3]). Let Tn,k be the set of all partial Latin squares

of order n and of size k. Then

|Tn,k| ≤
(
n2

k

)
n!2n−

k
n en(3+

ln(2πn)2

4
)

(n− k
n
)!2nek

.

The most basic result concerning VC-dimension is the Sauer-Shelah lemma.

This lemma, which has been independently proved several times (e.g. in [37] [38] [42]),

provides an upper-bound on the size of a concept class C ⊆ F(Ω) in terms of

|Ω| and VC(C). Formally it says |C| ≤
∑d

i=0

(|Ω|
i

)
where d = VC(C). Note that

for the set of n × n Latin squares Ln ⊆ {1, . . . , n}3, we have |Ω| = n3. Then

it is not difficult to see that the Sauer-Shelah lemma together with Lemma 10

implies VC(Ln) ≥ n2
(

1
3
− o(1)

)
. The 1/3 factor in this bound is due to the

cubic size of |Ω| in terms of n. To obtain the n2(1−o(1)) bound of Theorem 8,

rather than use the Sauer-Shelah lemma we will instead use the following result

due to Pajor [36], which is easily seen to imply the Sauer-Shelah lemma.

Lemma 12 ( [36]). Every finite set family F shatters at least |F| sets.

Proof of Theorem 8. We will prove that n2 − e
1+ 1√

nn5/3 < VC(Ln) for suffi-

ciently large n. Note that if a set S ⊆ {1, . . . , n}3 is shattered by Ln, then in
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particular S∩L = S for some L ∈ Ln, and thus S ⊆ L. Hence every shattered

set S corresponds to a partial Latin square. By Lemma 12, the set of all Latin

squares of order n shatters at least |Ln| sets. It follows that for d = VC(Ln),

we have
d∑

k=0

|Tn,k| ≥ |Ln|. (3.1)

Hence to prove n2 − e
1+ 1√

nn5/3 < VC(Ln), it suffices to show that for

every k ≤ n2−e1+ 1√
nn5/3, we have |Tn,k| < |Ln|

n2 , or equivalently |Ln| ≤ n2|Tn,k|

implies k > n2 − e1+ 1√
nn5/3.

We can follow a similar calculation as in [20]: Assume |Ln| ≤ n2|Tn,k|.

Then by Lemma 10 and Lemma 11,

(n!)2n

nn2 ≤ n2

(
n2

k

)
n!2n−

k
n en(3+

ln(2πn)2

4
)

(n− k
n
)!2nek

. (3.2)

Setting c = 1− k
n2 , and using

(
n2

k

)
=
(

n2

n2−k

)
≤
(
e
c

)cn2

, we obtain

n!n−cn

nn2 ≤ n2ecn
2
en ln(2πn)2

ccn2(cn)!2nen2−cn2 .

Using n! ≥ (n
e
)n, we obtain

nn
2−cn2

en2−cn2nn2 ≤
n2e3cn2

en ln(2πn)2

ccn2(cn)2cn2en2−cn2 ,

and thus

c3cnc ≤ e3ce
ln(2πn)2

n n
2
n2 . (3.3)

Fix a sufficiently large n. If c = e
1+ 1√

n

n1/3 , then c3cnc > e3ce
ln(2πn)2

n n
2
n2 ,

and moreover c3cnce−3c is an increasing function of c in [n−1/3,∞). So in-

equality (3.3) implies c < e
1+ 1√

n

n1/3 , which in turn shows k > n2 − e1+ 1√
nn5/3 as

desired.
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The proof of Theorem 9 will use a counting argument similar to that used

in the proof of Theorem 8.

Proof of Theorem 9. Recall that Ln denotes the set of all Latin squares of

order n, and Tn,k denotes the set of all partial Latin squares of order n and

of size k. We create a series of bipartite graphs in the following way: Set

a bipartite graph D0 with vertex sets A0 = Tn,k and B0 = Ln, with edges

{(T, L) ∈ (A0, B0) : T ⊆ L}. Recursively define Di+1 from Di by letting

Ai+1 = Ai \ {T ∈ Ai : degDi(T ) = 1}, and letting Bi+1 = {L ∈ Bi :∣∣NAi+1
(L)
∣∣ ≥ 1}. This process eventually terminates at a graph D = (A,B).

Then, |Ln −B| ≤
∣∣Tn,k∣∣ as in each step, we only remove partial Latin squares

in Tn,k that can be completed to a unique Latin square in the remaining set of

Latin squares. Now, we claim that if B is not empty, then TDmin(B) ≥ k+ 1.

Consider any L ∈ B, then every partial Latin square P ⊆ L with |P | = k

must be in A, otherwise this partial Latin square must have had a unique

completion at the moment it was deleted, which contradicts the existence of

L in B. So such an L cannot be uniquely completed from a partial Latin

square of size k. We know from the proof of Theorem 8 that |Ln| > |Tn,k| if

k ≤ n2− (e+ o(1))n5/3, and thus RTD(Ln) ≥ TDmin(B) ≥ n2− (e+ o(1))n5/3

as desired.
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CHAPTER 4

Fractional K3-decomposition

As promised, in this chapter, we will present the first step towards the ex-

act graph decomposition theorem (Theorem 5), which is to show the existence

of a fractional decomposition under certain natural conditions (Theorem 14

below based on [5]).

Let us first formally define a fractional K3-decomposition as the following.

Definition 13. G has a fractional K3-decomposition if there is a list of ordered

pairs (Fi, wi) such that Fi is a copy of K3 in G and wi is a nonnegative real

weight such that for all e ∈ E(G),

∑
i:e∈E(Fi)

wi = 1.

4.1 Existence of Fractional Decompositions

We use main ideas in [5] to show that a lower-bound on the minimum

degree guarantees the existence of fractional K3-decomposition for large bal-

anced and locally balanced 3-partite graphs. The main theorem of this chapter

states as following:

Theorem 14 ([5]). For sufficiently large n, every balanced and locally balanced

3-partite graph G on 3n vertices satisfying δ(G) ≥ 1.94n admits a fractional

K3-decomposition.

20



Bowditch and Dukes [5] obtained a slightly better constant in their origi-

nal paper. It requires more complicated computations but it does not improve

much on our constant on size of the smallest critical set in Latin squares. So

we will refer the readers to their paper if interested.

4.2 Proof of Theorem 14

Let n be a sufficiently large integer. We will show that every locally

balanced spanning subgraph G of Kn,n,n with δ(G) ≥ 1.94n admits a fractional

K3-decomposition. The proof is organized as follows: In Section 4.2.1, we

will build matrices for G to record the relationship between edges and K3’s

that contain those edges, and set up the equations such that the existence of

satisfying solutions would guarantee a fractional K3-decomposition in G; we

will then use certain techniques based on matrix norms in Section 4.2.2 to show

that establishing a certain upper-bound on those matrix norms is sufficient to

obtain the desired decompositions; finally in Section 4.2.3, we complete the

proof by proving those bounds for graphs G that satisfy the minimum degree

condition.

We work primarily in the vector space Ω(G) := RE(G) or Ω(Kn,n,n) :=

RE(Kn,n,n). We use the notations α, β, γ to denote vertices in different partite

sets of Kn,n,n and α′, β′, γ′ to denote the vertices in the corresponding same

partite set but different from α, β, γ.

4.2.1 Fractional Decomposition as a Matrix Equation

Let WG be a {0, 1}-matrix whose rows are indexed by E(G) and columns

by T (G), the set of all triangles in G. For e ∈ E(G), t ∈ T (G), we define

WG(e, t) to be

WG(e, t) =

 1 if s ∈ t,

0 otherwise.
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Then, a fractional K3-decomposition of G is equivalent to an entrywise non-

negative solution z to the equation

WGz = 1, (4.1)

where 1 is the vector of all 1’s.

Let MG = WGW
T
G . Then, an entrywise nonnegative solution x to the

following equation would imply a desired solution to Equation (4.1):

MGx = 1. (4.2)

Combinatorially, MG has rows and columns both indexed by E(G) and the

(e, f)-entry counts the number of triangles in G that contain both e and f .

For convenience, we denote WKn,n,n as W and MKn,n,n as M . It is not

hard to calculate the ranks of W and M , and find a basis for their kernels.

Lemma 15. rank(W) = rank(M) = n3 − (n− 1)3.

Proof. For any matrix A, let N(A) be its null space. Clearly, N(W ) ⊆

N(W TW ). For every v ∈ N(W TW ), we have vTW TWv = 0, or equivalently

(Wv)T (Wv) = 0, which implies Wv = 0. Thus, N(W ) = N(W TW ) = N(M)

and the first equality follows.

For the second equality, we give an explicit construction. Fix any triangle

αβγ ∈ Kn,n,n, and let I be the set of all triangles containing at least one of

α, β, γ. We claim such a set I forms a linear basis for the columns of W , i.e.,

the vectors in I are independent and they span all of T (Kn,n,n).

For independence, consider β′γ′ ∈ E(Kn,n,n), and it belongs only to the

triangle αβ′γ′ ∈ I. For edges in the form of β′γ, it belongs to a unique triangle

in I which intersects αβγ in two points.

Now, we want to show that every triangle in T (Kn,n,n) is a linear com-

bination of those in I. Indeed, if we use αβγ to denote the formal linear
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combination of αβ + αγ + βγ ∈ Ω(Kn,n,n), then

α′β′γ′ = αβγ − α′βγ − αβ′γ − αβγ′ + α′β′γ + α′βγ′ + αβ′γ′.

It is easy to count the size of I, |I| = n3− (n− 1)3, and we are done.

By the above lemma, we have

dim ker(W T ) = dim ker(M) = 3n2 − (n3 − (n− 1)3) = 3n− 1.

We give the following explicit construction of a basis for the kernel. Fix

a cyclic order of the three different partite sets and define the vector vβ ∈

Ω(Kn,n,n) by

vβ =


1 if e = αβ for some α,

−1 if e = βγ for some γ,

0 otherwise.

There are 3n such vectors in total and pick any 3n− 1 of them. It is easy

to see that these 3n− 1 vectors are linearly independent. Next note that any

vector in ker(W T ) is in the following form: entries corresponding to the same

partite set have the same value, and these three possible values are c,−c, 0,

where c is a constant. It follows that these 3n− 1 vectors span ker(W T ) and

they form a basis.

Let K be the matrix of the orthogonal projection onto ker(M), and K[G]

be its restriction to the principal submatrix indexed by Ω(G). It is not hard to

obtain the following lemma as the first assertion is true by the locally balanced

property and its orthogonality to every vector in ker(M), and the second half

can be shown by reorganizing the rows.

Lemma 16. With K[G] and MG defined as above, K[G]1 = 0 and K[G]MG =

0.
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The following fact roughly says that if the coefficient matrix undergoes

an orthogonal shift, solutions to a symmetric linear system are unchanged.

Lemma 17. Let C and B be Hermitian N × N matrices with CB = 0 and

C +B nonsingular. Suppose also that Bb = 0. Then, C(C +B)−1b = b.

Later on, we will show that AG := MG + 2nK[G] is nonsingular under

minimum degree assumption for G. Then, applying Lemma 17 with C =

MG, B = 2nK[G] and b = 1, and by Lemma 16, the solution of AGx = 1

provides the same solution to MGx = 1, which is sufficient to have a fractional

K3-decomposition.

A short summary of what we have left to show is that AG is non-singular

and AGx = 1 has an entrywise nonnegative solution x. The next section pro-

vides tools to ensure the existence of such an entrywise nonnegative solution.

4.2.2 Obtaining x by upper-bounding Certain Matrix Norms

For x ∈ CN and A ∈ CN×N , we consider the special norms defined as

‖x‖∞ = max{|xi| : i = 1, . . . , N},

and

‖A‖∞ = max
i

∑
j

∣∣A(i, j)
∣∣ ,

where the latter is the maximum absolute row sum of A.

The following two results are true for any standard vector/matrix p-norm

but we only need them for p =∞.

Lemma 18. Let A,B ∈ CN×N . Then, ‖AB‖∞ ≤‖A‖∞‖B‖∞.

Lemma 19 (See [27] and [5]). Let A ∈ CN×N be invertible and x be a non-

negative constant vector that satisfies Ax = b. Suppose A+ δ(A) is a pertur-

bation with
∥∥A−1

∥∥
∞

∥∥δ(A)
∥∥
∞ ≤

1
2
. Then, there exists a unique solution y to

(A+ δ(A))y = b. Moreover, y is entrywise nonegative.
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Proof. Denote B = A + δ(A), then B = A(I + A−1δ(A)). By Lemma 18,∥∥A−1δ(A)
∥∥
∞ ≤

∥∥A−1
∥∥
∞

∥∥δ(A)
∥∥
∞ ≤

1
2
. So all eigenvalues of A−1δ(A) have

absolute value no greater than 1
2
. In particular, −1 is not an eigenvalue and

thus B is nonsingular. The solution y to (A+ δ(A))y = b exists.

Now, we want to show y is entrywise nonnegative. Let us first bound the

norm of B−1 which will be used later. Note that

A−1δ(A)B−1 = A−1(B − A)B−1 = A−1 −B−1,

then

B−1 = A−1 − A−1δ(A)B−1,

and thus,

∥∥B−1
∥∥
∞ ≤

∥∥A−1
∥∥
∞ +

∥∥A−1δ(A)B−1
∥∥
∞ ≤

∥∥A−1
∥∥
∞ +

∥∥A−1δ(A)
∥∥
∞

∥∥B−1
∥∥
∞ .

From the above, we can obtain

∥∥B−1
∥∥
∞ ≤

∥∥A−1
∥∥
∞

1−
∥∥A−1δ(A)

∥∥
∞
. (4.3)

Let δx = y − x. Since b = (A+ δ(A))(x + δ(x)) = b + δ(A)x +Bδ(x),

δ(x) = −B−1δ(A)x. (4.4)

Without loss of generality, we may assume x = 1 and so ‖x‖∞ = 1. Then, by

equations (4.3) and (4.4),

∥∥δ(x)
∥∥
∞ ≤

∥∥B−1
∥∥
∞

∥∥δ(A)
∥∥
∞‖x‖∞ ≤

∥∥A−1
∥∥
∞

∥∥δ(A)
∥∥
∞

1−
∥∥A−1δ(A)

∥∥
∞
≤ 1

as
∥∥A−1δ(A)

∥∥
∞ ≤

∥∥A−1
∥∥
∞

∥∥δ(A)
∥∥
∞ ≤

1
2
. It follows that all entries of y =

x + δ(x) are between 0 and 2.
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Recall that we use the notation AG := MG+2nK[G] to denote the e(G)×

e(G) matrix. Similarly, we define the n3×n3 matrix A = M+2nK. Moreover,

we construct the perturbation A+ δ(A) as below by rearranging the edges of

A to have edges of G followed by edges of its 3-partite complement:

AG 0

as in A

E(G)

E(Kn,n,n \G)

Suppose we can upper bound
∥∥A−1

∥∥
∞ ·
∥∥δ(A)

∥∥
∞ ≤

1
2
. Then by Lemma 19,

(A+δ(A))x = 1 has an entrywise nonnegative solution as x = 1
3n

1 is a constant

solution to Ax = 1. Note that we can restrict the solution of (A+ δ(A))x = 1

to give a solution of AGx = 1. So we are left to show
∥∥A−1

∥∥
∞ ·
∥∥δ(A)

∥∥
∞ ≤

1
2

to complete our proof.

4.2.3 Upper bounding
∥∥A−1

∥∥
∞ ·
∥∥δ(A)

∥∥
∞

The minimum degree condition is used to upper bound
∥∥δ(A)

∥∥
∞. By

observation, the (e, f)-entry of A[G] − AG = M [G] −MG counts the number

of triangles in T (Kn,n,n) which are missing in T (G) and contain both e and

f . For a given edge e ∈ E(G), at most 0.06n edges of Kn,n,n touching e are

missing as δ(G) ≥ 1.94n and every triangle missing from T (G) is counted three

times. So
∥∥δ(A)

∥∥
∞ ≤ 0.18n.

Now, we will compute A−1 explicitly by investigating the eigenspaces of

M , which gives
∥∥A−1

∥∥
∞ ≤

2.6
n

+O(n−2) and completes our proof.

In Kn,n,n, there are essentially five different relationships between any two

edges. For any fixed edge αβ, the five different representatives are αβ, αβ′, α′β′, βγ, β′γ,

and we use R0, . . . , R4 to denote such relationships, correspondingly. We use

the notation (αβ, α′β), (αβ, αβ′) ∈ R1. Note that for any (e, f) ∈ Rh, the

number of g ∈ E(Kn,n,n) such that (e, g) ∈ Ri, (g, f) ∈ Rj, a
h
ij, only depends
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on i, j, h. This structure constant, ahij, together with the identity relation R0,

is called a symmetric 4-class association scheme on set E(Kn,n,n). It is very

easy to compute all the ahij’s in this case simply by counting. In particular,

the following values are used later:

Lemma 20. a0
00 = 1, a0

11 = 2(n− 1), a0
22 = (n− 1)2, a0

33 = 2n, a0
44 = 2n(n− 1).

Let Ai be the adjacency matrix indexed by E(Kn,n,n) to have (e, f)-entry

equal to 1 if (e, f) ∈ Ri and 0 otherwise. Then,

4∑
i=0

AI = J,

and

AiAj =
4∑
i=0

ahijAh.

The adjacency matrices span a commutative algebra of symmetric matri-

ces and it is called the Bose-Mesner algebra of E(Kn,n,n). We write A =

〈A0, . . . , A4〉. It follows that A has a common set of eigenspaces, and thus a

basis of orthogonal idempotents.

Now, let us first compute the eigenvalues and eigenvectors of M .

Lemma 21. The nonzero eigenvalues and their corresponding eigenvectors of

M are:

• θ0 = 3n, e0 = 1 (unique up to multiples);

• θ1 = 2n, e1 =
∑

α(αβ−αβ′)+
∑

γ(βγ−β′γ) (in total 3(n−1) independent

vectors);

• θ2 = n, e2 = αβ − αβ′ − α′β + α′β′ (in total 3(n − 1)2 independent

vectors).

Proof Sketch. It is easy to verify those are indeed the eigenvectors with respect

to their eigenvalues as we can apply them to each edge to see if it agrees.
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For example, fix β, β′ and consider the second given vector uβ,β′ =
∑

α(αβ−

αβ′) +
∑

γ(βγ − β′γ). Apply it to each edge and count the number of trian-

gles. It is indeed Muβ,β′(αβ) = 2n since it gets n triangles in total for the

αβ entry of uβ,β′ and one triangle each for that of βγ with n different γ’s.

Similarly, Muβ,β′(αβ′) = −2n, Muβ,β′(βγ) = 2n, Muβ,β′(β′γ) = −2n and

Muβ,β′ vanishes on any other edges as desired.

The number of each type vectors could be obtained by counting and the

dimensions add up to the same value of n3 − (n− 1)3 in Lemma 15.

Since we know the eigenspaces, we can compute the corresponding idem-

potents directly. As mentioned, the key thing to notice is that these idempo-

tents live in A, so they are linear combinations of the Ai’s.

Lemma 22. The orthogonal projections onto the eigenspaces of M for eigen-

values θ0, θ1, θ2 are, respectively,

E0 =
1

3n2
A0 +

1

3n2
A1 +

1

3n2
A2 +

1

3n2
A3 +

1

3n2
A4,

E1 =
n− 1

n2
A0 +

n− 2

2n2
A1 −

1

n2
A2 +

n− 1

2n2
A3 −

1

2n2
A4,

E2 =
(n− 1)2

n2
A0 −

n− 1

n2
A1 +

1

n2
A2.

Moreover, the orthogonal projection onto the kernel of M is given by K =

I − E0 − E1 − E2.

The above lemma can be easily verified by directly computating Eiej =

σijej, for i, j = 0, 1, 2.

Recall that A = M + 2nK, then

A−1 = θ−1
0 E0 + θ−1

1 E1 + θ−1
2 E2 + (2n)−1K.
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Substitute Lemma 21 and Lemma 22, and suppress some lower terms of n on

each coefficient, we get

A−1 ≈ 1

n
A0 −

1

2n2
A1 −

4

9n3
A2 −

1

18n3
A4.

Apply triangle inequality and by Lemma 20,

∥∥A−1
∥∥
∞ ≤

1

n
a0

00 +
1

2n2
a0

11 +
4

9n2
a0

22 +
1

18n3
a0

44 + lower terms =
23

9n
+O(n−2),

as desired.

We have completed the entire proof.
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CHAPTER 5

Approximate K3 Decomposition

We showed the existence of a fractional K3-decomposition for large 3-

partite graphs in Chapter 4. Here, we move forward to complete Step 2,

which is to show the existence of an approximate decomposition under the

same conditions.

Let us start with the necessary definitions, and then the main theorem of

this chapter (Theorem 26 below based on [25] and [44]).

Definition 23. An η-approximate K3-decomposition of G is a set of edge-

disjoint copies of K3 covering all but at most ηn2 edges of G.

Definition 24. For a graph G, the K3-packing number, denoted as ν(G), is

the maximum number of pairwise edge-disjoint copies of K3’s in G.

Definition 25. A function ψ assigning copies of K3’s in G to [0, 1] is a frac-

tional K3-packing of G if for each edge e ∈ E(G),
∑

H:e∈H ψ(H) ≤ 1. The

fractional K3-packing number, denoted ν∗(G), is defined to be the maximum

value of
∑

H∈( GK3
) ψ(H) over all fractional K3-packing ψ.

The following theorem was first proved by Haxell and Rödl [25] (for any

fixed graph including K3), and Yuster [44] extended the result to families of

graphs. Our proof for the special case is based on [44].

Theorem 26. Let G be a graph with n vertices, then ν∗(G)− ν(G) = o(n2).
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Theorem 26 reduces the problem of finding an approximate decomposition

to that of a fractional one. For any η > 0, suppose G has a fractional K3-

decomposition. Then, with the notations defined above,
∣∣E(G)

∣∣ ≤ ν∗(G) =∑
iwi. Since there exists ν(G) edge-disjoint copies of K3’s in G and

∣∣E(G)
∣∣−

ν(G) ≤ ηn2 for sufficiently large n, G has an η-approximate K3-decomposition.

5.1 Tools

In this section, we introduce the necessary tools for proving our statement.

Let us first start with the definitions and the famous Szemerédi’s regularity

lemma [40].

Definition 27. Consider graph G = (V,E). Let X, Y be disjoint subsets of

V , and E(X, Y ) be the set of edges between them. Then, the density of the

edges between X, Y is defined to be

d(X, Y ) =

∣∣E(X, Y )
∣∣

|X||Y |
.

Definition 28. For any ε > 0, the vertex set pair (X, Y ) is called ε-regular,

if for all A ⊆ X,B ⊆ Y such that |A| > ε|X| ,|B| > ε|Y |, the following holds

∣∣d(X, Y )− d(A,B)
∣∣ < ε.

Lemma 29 (Regularity Lemma [40]). For every γ > 0, there exists M(γ) > 0

such that the vertex set of any graph G on n vertices can be partitioned into k

sets V1, . . . , Vk for some 1/γ < k ≤M(γ) so that

•
∣∣∣|Vi| −∣∣Vj∣∣∣∣∣ ≤ 1, for all i, j;

• |Vi| ≤ dγne, for all i;

• All but at most γ
(
k
2

)
of the pairs (Vi, Vj) are γ-regular.

The following lemma is a special case of Lemma 2.2 in [44], which is

almost identical to Lemma 15 in [25].
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Lemma 30 ( [44], [25]). Given positive real numbers δ, ζ, there exists γ =

γ(δ, ζ), T = T (δ, ζ) such that the following holds: Let W be a 3-partite graph

with vertex sets V1, V2, V3 such that |Vi| = t > T , and (Vi, Vj) is a γ-regular

pair with density d(Vi, Vj) ≥ δ, for all i 6= j. Then, there exists a spanning

subgraph W ′ of W with at least (1 − ζ)
∣∣E(W )

∣∣ edges such that the following

holds. For any edge e ∈ E(W ′) ∩ E(Vi, Vj), let c(e) be the number of K3’s in

W ′ that contain e. Then,∣∣∣∣∣c(e)− td(Vi, Vk)d(Vj, Vk)

d(Vi, Vj)

∣∣∣∣∣ < ζt.

Again, the following is a special case of Lemma 2.3 in [44], which is

a result of Frankl and Rödl [18] on near perfect coverings and matchings of

uniform hypergraphs. In a hypergraph, the degree of a vertex is the number of

edges that contain this vertex and the co-degree of two vertices is the number

of edges that contain both of those vertices.

Lemma 31 ( [44], [18]). Given a real β > 0, there exists a real µ > 0 such

that: if the 3-uniform hypergraph L on q vertices has the following properties

for some d:

• (1− µ)d < deg(v) < (1 + µ)d for all vertices v;

• deg(v, u) < µd for all distinct vertices v, u,

then L has a matching of size at least q
3
(1− β).

5.2 Proof of Theorem 26

Let ε > 0 and we will show that there exists N = N(ε) such that for all

n > N , if G is a graph on n vertices, then ν∗(G)− ν(G) < εn2.

Take δ = β = ε/4, µ = µ(β, 3) as in Lemma 31, ζ = µδ3/2, γ =

γ(δ, ζ), T = T (δ, ζ) as in Lemma 30 and M = M(γε
30

) as in Lemma 29. We will

define N to be sufficiently large and it will depend on all above parameters.
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It will be clear as the proof proceeds that it indeed satisfies all the conditions

and N = N(ε).

Let G be an n-vertex graph, where n > N = N(ε). Fix a fractional

K3-packing ψ such that w(ψ) = ν∗(G). We may assume w(ψ) = αn2 ≥ εn2,

otherwise ν∗(G) < εn2 and we are done.

Take γ′ = γε
30

. Apply Lemma 29 to G to obtain a γ′-regular partition

with m′ parts, where 1/γ′ < m′ < M(γ′), and denote the partite sets as

U1, U2, . . . , Um′ . We may assume n/m′, and later n/(30m′/ε), are integers as

it does not change the asymptotic nature of our result. We randomly partition

each Ui into 30/ε equal parts, and havem = 30m′/ε refined partite sets in total.

We denote them as V1, V2, . . . , Vm and each Vi has size of n/(30m′/ε).

We claim that for Vi ⊂ Us, Vj ⊂ Ut with s 6= t, if (Us, Ut) is a γ′-regular

pair, then (Vi, Vj) is a γ-regular pair. Consider X ⊂ Vi, Y ⊂ Vj with |X| ,|Y | >

γn/m, then|X| ,|Y | > γn/(30m′/ε) = γ′n/m′ and thus
∣∣d(X, Y )− d(Us, Ut)

∣∣ <
γ′. Since

∣∣d(Vi, Vj)− d(Us, Ut)
∣∣ < γ′,

∣∣d(X, Y )− d(Vi, Vj)
∣∣ < 2γ′ < γ as de-

sired.

Let H be a copy of K3 in G and we call H good if all its 3 vertices belong

to distinct partite sets of the refined partition. Then, the probability of H

having two vertices in the same partite set is at most
(

3
2

)
ε/30 = ε/10. Now,

let ψ∗∗ be the restriction of ψ to the good copies with all bad copies H ′ being

assigned ψ∗∗(H ′) = 0. Then, the expectation of w(ψ∗∗) is at least (α−ε/10)n2

and thus, we fix a partition V1, . . . , Vm for which w(ψ∗∗) ≥ (α − 0.1ε)n2 by

ignoring the bad H’s.

Now, let G∗ be the spanning subgraph of G with only edges having end-

points in distinct vertex classes of the refined partition that form a γ-regular

pair with density at least δ, and ψ∗ be the restriction of ψ∗∗ to copies of K3’s in

G∗. It is sufficient for our calculations to count the number of discarded edges
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in the original partite sets Ui’s. We lose at most m′
(
n/m′

2

)
edges inside the

partite sets, at most γ′
(
m′

2

)
n2

m′2 edges between non-regular pairs and at most(
m′

2

)
(δ + γ′) n2

m′2 edges between sparse pairs. For n large enough,

w(ψ∗∗)− w(ψ∗) ≤
∣∣E(G)− E(G∗)

∣∣
< m′

(
n/m′

2

)
+ γ′

(
m′

2

)
n2

m′2
+

(
m′

2

)
(δ + γ′)

n2

m′2

< n2
( 1

2m′
+
γ′

2
+
δ + γ′

2

)
< 0.6δn2 since 1/m′ < γ′ << δ.

Thus,

ν∗(G∗) ≥ w(ψ∗) > w(ψ∗∗)− 0.6δn2 ≥ (α− 0.1ε− 0.6δ)n2 = (α− δ)n2.

Let R be the m-vertex graph with V (R) = {1, 2, . . . ,m} and (i, j) ∈ E(R)

if and only if (Vi, Vj) is a γ-regular pair with density at least δ. We define a

fractional K3-packing ψ′ on R in the following way: Let H be a copy of K3 in

R with vertices i, j, k, then we define ψ′(H) to be the sum of the values of ψ∗

taken over all K3 subgraphs of G∗[Vi, Vj, Vk] divided by n2/m2. By normalizing

with n2/m2, ψ′ is guaranteed to be a proper fractional K3-packing of R and

ν∗(R) ≥ w(ψ′) = w(ψ∗)m2/n2 ≥ (α− δ)m2.

We use ψ′ to “colour” edges of G∗ with copies of K3 in R in the following

way: Let H be a copy of K3 in R which contains the edge (i, j), then for each

edge e ∈ E(Vi, Vj), it chooses the “colour” H with probability ψ′(H)/d(Vi, Vj).

Note that such a random colouring is legal as the sum of ψ′(H) taken over all

copies of K3 in R containing (i, j) is at most d(Vi, Vj) ≤ 1, and some edges

might not be coloured.

Let H be a copy of K3 in R with vertices i, j, k and assume ψ′(H) >

1/m2 (we will deal with the easy case for small values of ψ′(H) later). Let
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WH = G∗[Vi, Vj, Vk], then WH is a subgraph of G∗ which satisfies the condi-

tions in Lemma 30 as we can make N > 30MT/ε to guarantee t = n/m >

Nε/(30M) > T . Let W ′
H be the spanning subgraph of WH which is obtained

by Lemma 30 and XH be the spanning subgraph of W ′
H consisting only edges

of W ′
H with colour H. For an edge e ∈ E(XH), let cH(e) be the number of

K3’s in XH which contain edge e. We will bound the values of cH(e) and∣∣E(XH)
∣∣ with the following two crucial lemmas, and their proofs are followed

respectively.

Lemma 32. With probability at least 1−m3/n, for all e ∈ E(XH),

∣∣cH(e)− tψ′(H)2
∣∣ < µtψ′(H)2.

Proof. Fix an edge e ∈ E(XH) belonging to E(Vi, Vj), the probability of a

copy of K3 containing e in W ′
H also belongs to that of XH is

ρ = ψ′(H)2 d(Vi, Vj)

d(Vi, Vk)d(Vj, Vk)
. (5.1)

Let c(e) denote the number of K3’s in W ′
H that contain edge e. Then, the

expectation of cH(e) is ρc(e). If n is sufficiently large, hence t and c(e) = Θ(t)

are also large enough. By Chernoff, for every η > 0, in particular η = µ/4,

Pr[
∣∣cH(e)− ρc(e)

∣∣ > ηρc(e)] < e−
2(ηρc(e))2

c(e) = e−2η2ρ2c(e) << t−3.
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So with probability at least 1− t−3, (1− η)ρc(e) ≤ cH(e) ≤ (1 + η)ρc(e).

Then,

cH(e) = ρc(e) ≤ ρ(1 + η)c(e)

< ρ(1 + η)t(ζ +
d(Vi, Vk)d(Vj, Vk)

d(Vi, Vj)
) by Lemma 30

= (1 + η)t(ζρ+ ψ′(H)2) by (5.1)

≤ tψ′(H)2(1 + η)(1 + ζδ−3) since ρ < ψ′(H)2δ−3

= tψ′(H)2(1 + µ/4)(1 + µ/2) since ζ = µδ3/2

≤ tψ′(H)2(1 + µ).

Similarly,

cH(e) ≤ tψ′(H)2(1− µ).

Thus, for a fixed edge e ∈ E(XH), the inequality in our lemma holds with

probability at least 1 − t−3. Since
∣∣E(XH)

∣∣ < n2, it holds for all edges with

probability at least 1− n2/t3 = 1−m3/n as required.

Lemma 33. With probability at least 1− 1/n,

∣∣E(XH)
∣∣ > 3(1− 2ζ)

n2

m2
ψ′(H).

Proof. We use the same notations from Lemma 32. For one edge (i, j) ∈

E(H), the expected number of edges of E(Vi, Vj) was coloured with H is

d(Vi, Vj)
n2

m2

ψ′(H)
d(Vi,Vj)

= n2

m2ψ
′(H), and there are 3 edges in H. By Lemma 30,

there are at most ζ
∣∣E(WH)

∣∣ edges belong in WH −W ′
H . So the expectation

of
∣∣E(XH)

∣∣ is at least 3(1 − ζ) n
2

m2ψ
′(H). Since ψ′(H) > m−2 and ζ,m are

constants, by Chernoff, for n sufficiently large, the probability of
∣∣E(XH)

∣∣
deviates from its mean by more than 3ζ n

2

m2ψ
′(H) is exponentially small in n.

Hence, the lemma is true.
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Since there are at most O(m3) copies of K3 in R, with probability at least

1 − m3/n − m6/n > 0 (for N large enough), all copies H of K3 in R with

ψ′(H) > m−2 satisfy both Lemma 32 and Lemma 33. We fix such a coloring.

Again, let H be a copy of K3 in R with ψ′(H) > m−2. We construct a 3-

uniform hypergraph LH such that the vertices are the edges of the correspond-

ing XH and edges of LH are the edge sets in XH that form K3. We claim that

LH satisfies all conditions in Lemma 31. Take d = tψ′(H)2. By Lemma 32 and

our choice of colouring, all vertices of LH have their degrees between (1− µ)d

and (1 +µ)d. Also, the codegree of any two vertices of LH is at most 1 as any

edges belong to at most one K3. So for sufficiently large N and hence t large

enough, µd > 1. By Lemma 31, we have at least (q/3)(1 − β) edge-disjoint

copies of K3 in XH , where q =
∣∣V (LH)

∣∣ =
∣∣E(XH)

∣∣ > 3(1 − 2ζ) n
2

m2ψ
′(H) by

Lemma 33 and our choice of colouring. Recall that δ = β = ε/4, ζ = µδ3/2,

we obtain at least

(1− β)(1− 2ζ)
n2

m2
ψ′(H) > (1− 2β)ψ′(H)

n2

m2

edge-disjoint K3 copies H with ψ′(H) > m−2.

Since there are at most O(m3) copies of K3 in R with 0 < ψ′(H) ≤ m−2,

their total contribution to w(ψ′) is at most O(m).

Recall that w(ψ′) ≥ (α− δ)m2. Then, summing over all H with ψ′(H) >

m−2, we obtain at least

(1− 2β)
n2

m2

(
m2(α− δ)−O(m)

)
= (1− 2β)

n2

m2
m2
(
α− δ−O(

1

m
)
)
> n2(α− ε)

disjoint copies of K3 in G. Hence, ν(G) > n2(α − ε). Since ν∗(G) = αn2, we

obtain ν∗(G)− ν(G) < εn2 as desired.
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CHAPTER 6

Concluding Remarks

In Theorem 2 we proved that the size of the smallest critical set for Latin

squares of order n is of quadratic order, however Conjecture 1 still remains

unsolved.

A conjecture of Daykin and Häggkvist [13] (see [3, Conjecture 1.3]) sug-

gests that Theorem 5 holds under the weaker condition that the minimum

degree of G is at least 3n/2. If this is true, the proof of Theorem 2 provides a

better lower-bound of 2−7n2 on the size of the smallest critical set. However,

this is still far from the conjectured bound of bn2/4c.

In Theorems 8 and 9 we established a lower-bound of n2 − (e+ o(1))n5/3

for both VC-dimension and the recursive teaching dimension of the set of Latin

squares of order n. One can easily obtain an upper-bound of the form n2−Ω(n)

for the VC-dimension, but obtaining a stronger upper-bound, and more ambi-

tiously, determining the exact asymptotics of the VC-dimension seems highly

nontrivial. For the teaching dimension and consequently recursive teaching

dimension, a stronger upper-bound of n2 −
√
π

2
n3/2 follows from the results

of [20]. Hence for sufficiently large n,

n2 − (e+ o(1))n5/3 ≤ RTD(Ln) ≤ TD(Ln) ≤ n2 −
√
π

2
n3/2.
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It would be interesting to improve either of the constants 5/3 and 3/2 appear-

ing in the power of n in the above bounds.
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[3] Ben Barber, Daniela Kühn, Allan Lo, Deryk Osthus, and Amelia Taylor.
Clique decompositions of multipartite graphs and completion of Latin
squares. J. Combin. Theory Ser. A, 151:146–201, 2017.

[4] John A. Bate and G. H. John van Rees. The size of the smallest strong
critical set in a Latin square. Ars Combin., 53:73–83, 1999.

[5] Flora C. Bowditch and Peter J. Dukes. Fractional triangle decompositions
of dense 3-partite graphs. arXiv preprint arXiv:1510.08998v2, 2016.

[6] Lev M. Bregman. Some properties of nonnegative matrices and their
permanents. Soviet Math. Dokl., pages 945–949, 1973.

[7] Nicholas Cavenagh and Reshma Ramadurai. On the distances between
Latin squares and the smallest defining set size. J. Combin. Des.,
25(4):147–158, 2017.

[8] Nicholas J. Cavenagh. A superlinear lower bound for the size of a critical
set in a Latin square. J. Combin. Des., 15(4):269–282, 2007.

[9] Nicholas J. Cavenagh. The theory and application of Latin bitrades: a
survey. Math. Slovaca, 58(6):691–718, 2008.

[10] Xi Chen, Yu Cheng, and Bo Tang. A note on teaching for VC classes.
Electronic Colloquium on Computational Complexity, Report No.65, 2016.

[11] Joan Cooper, Diane Donovan, and Jennifer Seberry. Latin squares and
critical sets of minimal size. Australas. J. Combin., 4:113–120, 1991.
Combinatorial mathematics and combinatorial computing (Palmerston
North, 1990).

[12] Donald J. Curran and G. H. John Van Rees. Critical sets in Latin
squares. In Proceedings of the Eighth Manitoba Conference on Numerical
Mathematics and Computing (Univ. Manitoba, Winnipeg, Man., 1978),

40



41

Congress. Numer., XXII, pages 165–168. Utilitas Math., Winnipeg, Man.,
1979.
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1991), pages 15–19. Tartu Univ., Tartu, 1993.

[24] Hamed Hatami and Yingjie Qian. Teaching dimension, VC dimension,
and critical sets in Latin squares. J. Comb., 9(1):9–20, 2018.
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