S
. A

I -
Y & cmm—
’
\ ‘ ’
L
4 >
-‘\/
Multi-Robot Workcell with Vision for
Integrated Circuit Assembly
Chrstian Michaud ’
BEnp Unwversite bLaval Québec, 1983
J
¢
¢
Department of Electrical Engineering
McGill University
A
o
A thesis submitted to the Faculty of Graduate Studies and Research

\

in partial fulfiliment of the requirements for the degree of

L]

/.*M Eng . McGill Unwersity. 1986

T

July 28. 1986

-

© Christian Michaud




Abstract

This thesis describes the software tools developed toperform multi-robot as-
sembly of Integrated Circuit (IC) with vision The tools developed include the development

of a multi-robot workcell. the design of a database, and the development of image process-
- —

ing algorithms to detect corners and rectangles. All the fa/cilities developed are integrated

~——

in order to experiment with robotic 1C assembly




Résqme

o

Cette these décrit um systeme multi-robot utilisant la visionique pour assem-
bler des circuits intégrés Le développement d'un environnement multi-robot. la concep-
Ei‘on d’une banque de données, et la mise au point d'algornthmes de 'traitement d’1mage
pour la déection de coin;/ et de rectangles. sont décnts Les résultats des expériences

d'assemblages sont discutés
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Chapter 1 _ Introduction

Since the “Industrial Revolution companies have sought greater efficiency in
their production The first major step was the introduction of hard automation machines
which could produce the same product in vast quantities Then Numencally Controlled
(NC) machines became available to precisely execute cutting instrugtions according to a
program punched on paper tape [Pressman. Willams 1977] These NC machines brought
a new dimension to the industnal process. one machine could be used to produce slighty
different products Adthough these products must be of the same category eg boat
propellers the flexibility gained through programming saved both time and mgney Since
then. NC machine programmmg/has become even more sophisticated with the integration
of Computer Aided Design and Computer Aided Manufacturing (CAD/CAM) The most

recent step in the industnal evolution 1s the mtroductéén of robots in the production plant

'

At first. robots were used for pick and place operations A; technology 1m-
proved. the use of robots became more pervasive Robots are now used for many different
tasks such as'welding. palletizing and assembly \‘Nowadays. the use of multi-robot workcells
permut more complex-tasks to be performed faster However, a robot performing complex
tasks requires sophistidated sensory feedback The most acclaimed type of sensory feed-

back i1s vision feedback [tevnne 1985] but it is the most complex to use

. =

Robotics research in the Computer Vision and Robotics Laboratory (CVaRL) of

McGill University 1s mainly oriented towards the inspection and repair of hybrid integrated

g —

=




11 System Overview

circuits and printed cicuits boards in a dynamic 3-D environment using a distributed set of
sensing elements (eg vision). manipulating elements (eg robot. X-Y stage). and "knowl-
edge” elements (eg data base. expert system) The intent 1s to develop the hardware and
the software tools needed in a robotics workcell to visually inspect and repanr certain types

of circuit defects

This thesis project addresses the Integrated Circuit (IC) assembly task and
includes the development of a multi-robot workcell the design of a database and the

development of image processing algonthms

1.1 System Overview

The McGill University Computer Vision and Robotics Laboratory incorporates
three VAX minicomputers. four Sun workstations, and a wide vanety of penipheral equip-
ment, as shown in Figure 1.1 A VAX 11/780 running VAX/VMS and Eunice. a Unix
emulator. 1s inked with two VAX 11/750 minicomputers running UNIX 4 2BSD. by a 10
MHz Ethernet local area network The VAX 11/780 1s used for the Artificial Inteligence
oriented programs which control the overall workcell One of the two VAX 11/750s is
used to control robots and peripheral equipment, while tuhe second 1s used for the vision

processing The Suns are used as software development stations

A Grinnell monitor with a resolution of 256 by 256 pixels 1s installed on to the
Vax 11/780 permitting images to be taken from a camera. which can be mounted on a
microscope A Rembrandt camera system 1s linked to the Grinnell for the generation of

slides

There are three robots available in the laboratory A PUMA 260 (Figure 1 2)
from Unimation. an ECUREUIL from Microbo and a IBM7565 robot. The PUMA robot
is an articulated manipulator with six degrees of freedom. It has a quasi-spherical work-
space. .and this offers great flexibility for the robot motions. The repeatability of the

robot is forty microns. The ECUREUIL robot. shown in Figure 1.3, is a cylindrical robot
.

2



11 System Overview

e — VAX 780
E
! Grinnell *
H rinnel Color
E Sony B/W Cameras Display System Monitor
R
N Rembrandt
E Camera System ~
T
——————! VAX 750
I I I . — I 1
Intel Puma IBM7565 Stepper F
RMX 260 robot Motor Sc:):::; J
| System Robot Controller .
1
B 1
M/croQo Camera Camera
Ecureil Zoom F
| Robot ' XY Stage o0 ocus
" — VAX 750
o 1
RMX/MATROX Color Peripheral »
l Image Processing System Monitor Controller
Sony B/W Cameras Humunation
| 4 Sun
Workstations

Figure 1.1 Faalities avallable in the CVaRL laboratory

with six degrees of freedom It has four revolute and two prismatic joints Although. the
ECUREUIL allows more precision in movement (repeatability of five microns), its work
area 1s much more restricted. Both the PUMA and the ECUREUIL robots are powered by
DC electric motors The IBM7565 1s a cartesian robot with 6 degrees of freedom (Figure
o 14). and a repeatability of one hundred thirty microns. The PUMA and 4: ECUREUIL

a5k
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11 System Overview

Figure 1.2 PUMA 260 robot Figure 1.3 Ecureuil robot
robots are mounted on adjacent tables to share a common workspacge The newly acquired
IBM7565 robot stands on a separate table and is not-used in the current IC assembly
system The PUMA’s native language 1s VAL. while the Microbo’s native language is
a similar but more primitive language called IRL In order to make the programming of
cooperative tasks simpler, software packages have been written in the C programming
language to serve as mterfapces to the VAL and IRL robot languages [Carayannis 1983,
Michaud 1985]. The IBM7565. shown in\‘Flgure 14 1s provided with a poweful high level
Ian'guhage AML and includes asynchronous networking software to hnk it into the VAX

environment Basically. these programs convey commands from remote terminals to the

robot controllers by way of RS-232 links The disadvantage of this option 1s that software

- differences reflect the characteristics of each robots Therefore, it was decided to unify the

programming languages of the PUMA and the ECUREUIL robots through a common flexible
Ianguagg,:{‘ This new manipulator level language called RCCL (Robot Control C Library).
was orig"rzr‘\ally developed at Purdue University and subsequently improved and implemented
at McGill on the PUMA robot [Lloyd 1986] . and on the Microbo robot [Kossman 1986
]. In addition. an object-level language. which uses RCCL as a base, is currently under
development The ECUREUIL robot controller is linked to an Intel RMX System in order
to support the RCCL robot language. The PUMA and ECUREUIL robots togéther form

the robotics workcell used for hybrid and integrated circuits assembly and repair.

:““l
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12 Robotics Rescarch at McGill

Figure 1.4 IBM7565 robot

A Stepper Motor Controller(SMC) 1s u=ed to control an XY-stage. the zoom,
and focus position of the microscope A software package has been written in order to

control the SMC from a remote host The precision of the XY stage.system i1s 1 3 microns

Multipurpose end-effectors are useful features in any robotics laboratory where
a robot must perform a vanety of different tasks A number of tools are required to maintain
the flexibility of the robotic workcell. The hybrid circuit assembly and repair project at the
CVaRL involves a spectn.:‘m of different electronic components, and for each component. a
specialized interchangeable end-effector. All tools have been fitted with a standard plate
which mates to brackets fitted to the end-effectors of both robots. This is possible due
to the fact that the robot end-effector has a standard mechanical arrangement. and that
all the tools can ea?“y be interla)ced to the wnst Inﬂa typical robot assembly task, the
robot first-picks u; the tool for holding hybrid circuits. places the circutt on a jig below the
camera. returns the tool to its tool rack. and then picks up the tool that is appropriate for
the subsequent task In this way. different tasks such as capacitor de-soldering or 1C DIP

chip insertion can be performed by the same robot -

1.2 Radabotics Research at McGill

The goal of the Computer Vision and Robotics Laboratory is to develop a facility

9
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1 2 Robotics Research at McGill

for research in hybnd circuit inspection and repair In the following sections. we highlight

< r»

certain parts of the research program

I3

1.2.1 Distributed Control

BCVaRL 1s currently involved in the‘development of a reliable and efficient inter-

process communication scheme for our distributed robotics environment based on message

7 passing [Gauthier et al 1985] Communication facilities are provided that allow messages
to be passed over communication channels between network endpoints. It.is bas_g_d on the

Transport Communication Protocol (TCP) [TCP 1982] which 1s a part of the Berkeley Unix

BSD4.2 operating system. Use of the messagé passing facilities 1s achieved via function

calls. similar to operating system calls. After, a communication session is set up, virtual
cdmmunicalaoﬁ %@ndpoints on the Ethernet may be created between hosts. Subsequently,

a virtual path may be created between two or more endpoints permitting the sending and

receiving of messages
1.2.2 Database

JDatabase research centers around the development of.a standard methodology
for the organization. storage and retrieval of information for a robotics environment. A¢
evidenced \by the variety of databases and knowledge representation schemes that have
been developed and are currently under development, there is no obvious unique solution

to the storage and representation of knowledge [Aristides 1984]
= ¢

One project, in which the author was involved. focussed on modeling and state
representation issues [Freedman et al. 1986). Two representational approaches have been
investigated: Abstract Data Type and expert systems Subsequently. one implementation
of Abstract Data Type. written in C ., plus two expert system implemeh;’ations. writt%n in
OPS5 and in PROLOG. respectively. were developed. The expert system implementations™

‘ G ' were considered in order to explore the capabilities of these two languages for robotic

-

.
e
e ; .
3 < - o e e e . e o L %
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12 Robotics Research at McGili

o database applications More details are presented in Section 3.2 The Databaséwork in Cis
now being extended for a project in visual inspection Here. the database 1s concerned with
the inspection of hybrid integrated circuit boards [Blais 1986} It is based on a hierarchical

Fi
Computer Aided Design (CAD) model of a printed circuit board and its components

*,

1.2.3 Vision

The emphasis in vision research 1s on visual inspection and on robot hand-eye

’ coordination As far as visual inspection 1s concerned. research is being performed on solder

o ) Jjoint inspection, hybrid capacitor inspection, hybnd IC inspection and finally the inspection
\/\\\ of conductive traces on the hybrid substrate. For the case of capacitor inspection. a line
) . detection algonthm has been developed and successfully tested on hybrnid circuit images
[Marisour et al. 1985b).
"

Research has been performed toward the building of a general purpose yisnén
‘system that could be used for robotic visual inspection [Hong 1986] This system has the
structure of"an Expert System and is used for the low level segmentation of images It is
planned to further enhance the knowledge base of this expert system in order to perform

higher level processing and interpretation of images

w

Robot-vision coordination, also referred to as hand-eye coordination, 1s being

performed for simple cases of robet end effector positioning As an example, sensory

information 1s used in order to derive the position of an IC Dual In hine Package (DIP) chip
relative to the robot end effector. Once this position. which varies from one DIP chip to,

another, is derived, the insertion coordinate is updated in order to allow the insertion to be

e
.
“

groperly perform;ad [Mansouri et al. 19853

—

More details concerning the environment and the research performed in the

0 ' CVaRL at McGill may be found in [CVaRL 1985).

- -

=

>
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13 Project Description

Figure 1.5 IC material to be handled

1.3 Project Description

The project presented here consist\of developing the necessary software tools

to use multiple robots with vision for IC die assembly. Several issues have been addressed:

]

Ideally. the process consists of putting dice on an IC DIP Chip on which solder

robot control, database design, and image processi

g

paste has been applied. There are many ways to perform IC assembly in a multi-robot
environment. Two robots, the PUMA 260 and ECUREUIL, and a microscope are used.
The ECUREUIL is used for the dice manipulation, and the PUMA 260 for the DIP chip
and dice array carrier manipulation The microscope is used for detecting the position and
orientation of a die as well a; for inspection. The material to be handled is shown in Figure
15, -,

.

The global sequence of operation begins with the calibration of fh:-workcell.
Then. the PUMA 260 robot takes a DIP chip and puts it on the XY stage. Meanwhile,
the ECUREUIL robot moves near the microscope and is ready to put on the paste. As"é
soon as the PUMA 260 has finished its move, it goes to get the dice array and puts it in
the jig near the ECUREUIL robot while the latter applies the paste. Then. the ECUREUIL
goes to take a die and puts it on the XY stage. Thereafter, the XY stage moves the die @

-

‘@hder the microscope. When it is in positiorii.:an image of the die is taken and the XY

Co , 8
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13 Project Description

o stage moves immediately back to where 1t was while the vision system computes the exact

position of the center of the die. When the result i1s known and the XY stage 1s in position,
the ECUREUIL picks up the die at the center and moves it over the dice carrier. By that
time. the orientation of the die 1s known, which enables the ECUREUIL to put it in place
Meanwhile. the PUMA 260 he;s replaced the dice array by the next required kind of dice.
This interleaved sequence is shown in Figure 1 6. Note that the synchronization between
robots 1s also used for collision avoidance - A proposal for the approach presented above is

mtroduced in [Michaud et al. 1986b)

In order to develop the proper environmept-to perform these tasks. the following

problems were identified

1- robot congrol.

2- modellirg
3—\'database design.
4- finding of the location of the IC die via image processing

For the purpose of investigation, the problem was split into in three phases.

First. the robot control. modeling and database design were addressed in the context

of a multi-robot demonstration in which a trace is cut on a board. The demonstration

[N -—was intended to prove the validity of message passing to control several robotic processes
- distributed over different host comput:ers. In the second phase. image processing algorithms
) were developed to precisely locate an IC die. It is sho.wn that these algorithms can be

generalized for other types of problems. Finally. robotic workcell experiments were carried

out for the IC die assembly task in order to evaluate the performance issues.
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21 Robot Stations

o

Literature Suryey: Robotics, Concep}s
Chapter 2
and Requirements

N\

/ \

*

This chapter introduces concepts and requirements involved in the design of a

e

robotic workcell. These concepts and requirements arise from the multidisciplinary nature
and varied applications of robotics, encompassing a spectrum of areas such as sensory
feedback. cooperative tasks, and world modeling. The robotic workcells considered here
will exdmine the case of both single and 'multi-robot stations. Special care will be taken in

the sensory feedback section concerning the use of vision feedback for hybrid and-integrated

circuits tasks.

~

The éhapter is partitioned into three main sections. Namely, robot configura-

tions, modeling and database design. and sensor-based robotics.

’ o~

2.1 Robot §\tations .

/5\”,\

The purpose of a robotic workcell is to perform object manipulation tasks.
Clearly, the main advantage of robots over any dedicated object manipulation machine is

that robots can be reprogrammed to perform different actions, While this is not usually true

¢

of dedicated machines.

-~

Several considerations must be taken into account when a robotic workcell is

to be designed. The proper robot configuration, which can be either single or multi- -

manipulator, has to be determined. In addition, there are usually a number of components

¢ 11
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2.1 Robot Stations

. . ..
such as vision systems and other types of sensors and actuators that must be controlled.

Efficient control of the manipulators and of the components usually implies the use of dis-

tributed processing. This raises the problem of synchronization among different processes.

These considerations are examined in detail in the following sectiogs.f—‘l- -

2.1.1 Robot Configuration

?

Most tasks in industry can be performed with one arm whenever the use of
proper holding fixtures is possible, eg. palletizing. welding. screwing and some assembly
tasks. Therefore one might qugtion‘the need for several robots. Conceivably the use
of multiple robots wolld result in three advantages First, it speeds up the operation to
be performed by introducing either parallelism or pipelining in the sequence of operations.
Second, a higher degree of freedom is obta‘ined in defining the tasks. Finally, it enhances

the flexibility of the system by allowing it to perform task§ that require more than one arm.

The importance of multi-robot operation has long been realized

[Chand and Doty 1983]. The choice of using one. two. or even more ‘robots is depen- -

ant on the tasks to be performed. For example, a simple ‘palletization task will require

only one robot. while performing spot welding on a car body with only one robot is too

2

time-consuming and can create a bottleneck in the assembly line. In this case, the use of

a multi-robot configuration appears more attractive. These multi-robot configurations are

Pl

especially applicable to ass(embly tasks which are becoming a major area of application in
robotics [Fox and Kempf 1985). Actually. the emerging trend is-to use multiple multi-robot

statians.

Whenever large quantities of the same kind of product are made, or whenever !

high is precision required, the use of dedicated hard automatiofi is advantageous. In con-

e

trast, there is no way to justify the implementation of hard automation when producing

small batches of different products. Here the use of robets is more promising. In the

e~

context of small batch prodtétion the use of mujlti-purposi tools is the most interesting
¢

2 b y ]
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21 Robot Stati::!ﬁ

N - 6ption. These consist of a group of”diﬂ‘erel’n specialized tools attached to the same end

o effecior which permits th(i robot to perform tasks requiring diﬁe;ent tools without having
.to change the end-effector. Some tasks. which seemed to require several single-pugpoﬁe‘ﬁ

end-effector robots, may in fact be performed by only, one robot with a multi-purpose end-

effector. Making such multi-purpose end-eﬁegtor)s interchangeable permits the éxchange

of one end-effector for another in order to perform a different kind of task. However. it is

often desirable to use multiple robots with single ngn-interch.angeable end-effectors. Spot

welding of car bodies falls into this category. In this case. there i1s no reason to use in-

terchangeable multi-purpose tools. but using several robots will enhance the production

throughput. Thgse specialized end-effectors satisfy specific needsaand further increase the

‘efficiency of the station for a“particular application.

The tasks to be performed by a robotic work’cell are part of a schedule which
describes the order of the actions to be ca}ried out. However, the use of distributed
processing is more efficient and cost effective in providing the computing power required
to e}ﬁciently process all of the incoming data and controlling the robots. "Thus several
operations must be performed in parallel [Shaw and Whinston 1985] . thereby making the
generation of an optimal task schedule very difficult. To ease this problem, we can viewa -
task or goal as a partially ovderea 1 set of subtasks (505) or subgoals. which are themselves
4 partially ordered sets of actions [Fox and Kémbf 1985]. This permits further optimization
of the schedule by performing tasks using the most suitable machine if it is available [Shaw

and Whinston 1985). Unfortunately, one car.mot always assume that the original schedule

will be valid for the entire course of the operation. For example, the system may ‘detect
a malf_unctiqrn that requires the original schedule to be updated. The complexity of these
robot systems is such that the scheduler, which produces the schedule, must be able to

generate a new SoS at run time |Alami and Chochon 1985] from its knowledge of the current

o p X

1A partially ordded set is a set in which the order of some elements may be modified, within

certain constraints. without affecting the end result. For instance, if an action A is to be

performed before actions B and C which have to be done before action D. the two following

[/) valid sets will be obtained: { ABCD }and { ACBD }. B
{ ’
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21 Robot Stations

staie of the world Scheduling. also called activity planning. 1s complicated by the shanng
of resources such as conveyor belts, robots, space. and so on However, this constraint
may be somewhat relaxed by implementing resource supervisors for each group of similar
resources |Sedillot 1984, Chand and Doty 1983 Maletz 1983. Fox and Kempf 1985, Alami
and Chochon 1985] These supervisors are responsible for the allocation of the specific
resource they are controlling. thus releasing a part of the burden from the scheduler, This

4
1s thustrated in Figure 2 1

Global Supervisor

Local Local
XX . X
Supervisor| ! Supervisor
[N N ) Robot | Welding L W)
Tools

Figure 2.1 Example of resource supervisor control by a global supervisor

2.1.2 Distributed Control

)

[
[

Generally, robotic workcells are distributed systems with several processes co-
operating to ac!ueve desirable performance In order to do so the dominant architecture
use% is a global scheduler controlling sev’eral local ones [Sedillot 198i. Shaw and Whinston
1985, Tyridal 1980] . The degree of cooperation among different macilfines can then be

measured by the amount of information exchanged among the different components of the

v
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21 Robot Stations

system [Chand and Doty 1983] The man advantages expected from using distributed
architectures [Jensen 1986. Kopetz and Kuroda 1980 Willams 1979] are -~ B

1- Good rehability and fault tolerance can be offered via redundancy
2- Higher performance can be achieved through parallehsm

3- The hardware and software of the system are expandable in a modular way. depending

on the architecture of the system

\T'r\ distnibuted processing. inter- process communication 1s an important issue
because the problems are distnbuted and the partial results must be recomposed Stan-
dardized communication mechanisms are required to achieve this reconstruction efficiently
The main advantage of a standardized communication mechanisms is that it permits the in-
tegration of products from different manufacturers Three differents approaches heve been
taken for inter-process synchronization These are the language. the network-oriented, and

the backplane bus approaches

In the language approach. the communication primitives required for inter-
process synchronization are embedded in the programming language An example of this
“1s ADA. which allows parallel tasks to be executed Tasks synchronize themselves by a
rendezvous between the task issuing the entry call and the task acceptmg}it ADA has
been considered [Voltz1984] for programming robot-based manufacturing cells  The major
drawback of the language approach is that it forces all programming to be carned out
using one special language in order to make |pter-process commumcat\uon possible This
would seem to be impractical in robotics since it may often be advantageous to write the
scheduler in an Artificial Intelligence language sugh as LISP while heavy computations are
more efficiently irr'\plenjented in C or FORTRAN There 1s also the possibility that one

wants to use in-house software developed in.a different language Thus. what seems more

~

\ ~—
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21 Robot Stations

appropriate 1s an operating systems orientation in which the communication primitives are

independent of the programming language

This network oniented approach, based on local area network technotogy. intro-

duces a more flexible way of hinking the distnbuted elements of a robotic workcell due to its
' independence of the communication primitives vis-a-vis the programming language used
Several network oriented approaches have been proposed for robotic workcells [Harmon
and al 1984, Garetti et al 1982, Milne 1983. Bruno et al 1984} and some manufacturers
have implemented their own network interfaces For instance Unimation's VAL-1l robot
controller | TI:I:F\O and al  1984] contams a network interface for supervisory control
Unfortunately! most manufacturers of flexible automation systems provide propnietary so-
lutions to the commumcatnon’problem This complicates the problem of integrating different
robots together Fortunately. this situation s changing One recent development is the set
of Manufacturing Automation Protocols(MAP) promoted by General Motors [Leopol 1984,

Kaminski 1986] MAP i1s a layered communications standard based on the Open Systems

Interconnection(OS}) modet [Zimmermann 1980] for linking distributed elements within a
5 sy,
factory It is rapidly becoming a de facto standard in factory automation, and has already

gained the endorsement of such notable institutions as 1BM, Ford. and Boeing

A
In contrast to loosely coupled networks, there are also tightly coup‘éd multi-

processor systems T hese consist of multiple processors linked by buses develpped by the
microprocessor industry An example of a robot implementation that uses thljapproach IS
a tightly-coupled hierarchy of 16 microcomputers for the coordinated control of two PUMA
arms [Alford and Belyeu 1984] The Multi-Arm Coordination Computer transmits new
position commands to each robot via high speed block transfers to intermediaries called
Prediction Computers (PC) The PC’s then use a simple handshaking protocol to issue

new setpoints to the joint controllers.

Of these three approaches. none can clam to be the ultimate one. although the
most promising are the network-oriented and backplane approaches. The network-oriented

0‘ approach provides a very fiexible solution to the communication problem. However. due

16



2 2 Modeling and Database Design

to its relatively slow speed. 1t 1s practical only when the messages to be exchanged are
short  On the other hand. the backplane approach provides fast communication. which
1s required for most real-time applications involving several sensors Finally. the language
approach suffers from the needs to restrict all the software development to one language
This 1s a limitation for both software and system integration every part of the system
must support the given programming language in addition 1o having a standard method of

communication among them

2.2 Modeling and Database Design

To be able to perform efficiently in a robotics environment. it 1s important
to have an adequate representation of the envuroﬁment. which provides ways to retrieve
or dertve all the required characteristics of a desired object at a specific time These
charactenstics. which can be geometric or physical properties. or functional abstractions.
must be stored 1n an efficient and consistent way in a proper database structure which
represents the state of the sorld surrounding the robots This will be considered as the
world modeling problem. The problem of building the facilities required to manage these

representations will be referred to as the database management problem ,

2.21  World Modeling
,/
The problems of world modeling n robotics are to store. collect. and manage
the information This s done either via the use of sensors, from which the desired features

are extracted by sensor processing. or by basic guiding|Lozano-Perez 1983]

Anstides [Anistides 1984] has noted that “there 1s no single obyect representation
scheme which is uniformly the best “ and that “redundant data play a pivotal role in
achieving efficiency” This observation is strengthened when a Database (DB) must meet

engineering needs. which typically demand a wide vanety/of data types. facilities to express

complex relationship between entities. and support for knowledge representation |[Hartzband

/
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and Maryansk: 1985]) 1t 1s a simple fact of life that dlﬂef#'éht kinds of tasks require different
kinds of information A detailed Computer Aided Design (CAD) template of a given object
might be appropnate for image processing. in order to generate a synthetic image (based
on camera position and orientation) for simple matching based on features However, path
planning on a primitive scale can be performed using just an object’s bounding volume
Hence. specific information about a particular object, such as’a microscope. might be

maintained in different forms, depending if one is interested 1in geometric information or

general properties such as color or magnification This suggests that a single integrated

information storage and retrieval system could be defined to satisfy all needs at once. In
fact. a prototype of such a system s described in [Mitchell and Barkmeyer 1984] for the
distnbuted manufacturing faciity of the National (US) Bureau of Standards Information
about work orders. inventories, and the states of the various workcells are all combined. in
a herarchical way. within a single logical database entity which provides uniform access to

all data Thewr implementation physically exists as a set of disk-resident databases. plus

shared memory used by the real-time control processes

Information storage/retrieval also means different things in different contexts
Consider a typical CAD system. which provides some type of high-level model representa-
tion, such as a three-dimensional solid. Inside, processes interact in a low-level way (eg
lotk. store, fetch ) with internal data structures which represent information at a much
lower level, such as polygons. There is no knowledge intrinsic to the model: this is defined
by the relationships between the parts of.the model. which in turn is defined by the user
when the CAD representation 1s built The “user interface” to the CAD system typically
provides a means to perform high-level model transformations. and r;wight also incorporate

some natural language understanding.

For robotics-oriented work. data structures might be sufficient for simple col-
lision avoidance {when shared work volumes are explicitly defined), but not for planning
assembly or repair tasks. Here, the knowledge required cannot be represented at this low

level; something more powerful or symbolic is needed, such as production rules embedded

18
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in an expert system Note too that there i1s no “user interface” per se. we are t;flkmg about

a collection of robotic processes interacting with the database

.

We can also draw distinctions between off-line and on-line usage of information
In well-defined contexts. certain kinds of plann;ng such as task decomposition can be
performeld off-line, 1.e generating a series of sub-tasks from a single high-ievel directive
sugh as "assemble pump” Thus is because the information required is static But for real-

time coordination of concurrent activities within a workcell, we require on-hine updating of

state information which s dynamic

This coordination is further complicated by the distributed nature of complex

robotic apphications A typical program would consist of sets of control and sensing pro-

e

cesses resident on distinct hosts [Sedillot 1984] These processes will require .diﬂerent
kinds of information at different times for different purposes This makes the availability of
the database mform}atlon an 1mportant i1ssue From a programmer’s perspective. it would
be simplest to have just one database which 1s equally accessible to each host This could
be implemented by a set of dedicated servers. one peprdhost. which would hide the actual
location of the database, and provide a standard interface for each user process However,
multiple acz:ess of this kind raises other tssues about the writing, reading and ownership of

data
2.2.2 Representational Issues; From Database to Knowledge Base

In general. we can say that information stored in a database '‘can be classed
as entities. and relationships among them [Date 1975] For example, if the entities are

resistors. capacitors. and PCBs. then one relationship might be COMPONENT OF.

The Data - Model is the user’'s view of what is in the database. and the data
sublanguage defines the user interface. this 1s sometimes called the Query Language be-

cause most user interaction with a database takes the form of queries about the stored

19
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S

infbrmation. When the database exists as a"%eparate process. the interface 1s usually called

the Database Manager (DBM).

As discussed in [Sowa 1983] . conventional data models were developed to

represent many repetitions of a small number of data types eg~ 10,000 instances of an
employee payroll account The data types are determined by the systems analyst. not the
user Internally. data is represented as machine-oriented records. fixed linear sequences
of field values Typically, the database is too large for main memory, and must reside on
secondary storage (eg tape. hard disk) . Conventional database research continues to
emphasise mechanisms for efficient data storage and retneval. and topics such as error

detection and recovery

There are three “traditional” data models felational. hierarchical. and network.
It 1s easiest to describe them by using a simple example Consider a set of Printed Circuit
Boards (PCBs), and a set of COMPUTERS composed of PCBs. If the PCBs all have (n)
components, then we can think of each one as a (n+1)-tuple defined by a serial number

and the quantities of the components. All the tuples together would then define a relation

called PCB. This is the Relational Data Model. and is typically represented as a table, see

Figure 2.2. All information is represented by the basic structure (object. attribute, value).

A class of objects of the same type constitutes a relation, associated with a table: each

column in the table is an attribute.

Note the clear distinction_ made between the user view (tables) and the internal
organization of the data (records) To determine what components belong to a given board
(or what PCBs make up a given COMPUTER). we locate the appropriate serial number
and then read across the row. To determine on which boards a given component’(or a

" --given quantity of that component) occurs, we locate the component column and then read
across to the serial number. An extra level of searching is required to discover which
FCOMPUTERS have certain components. Other kinds of queries based on the relational

algebra using connectives such as AND, OR, NOT can be easily expressed. For instance.

\0 one may ask which board has specific components X1 AND X2.

r
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22 Modeling and Database Design

o relation PCB

Serial Number # Resistors # Capacitors‘ . % Transistors

relation COMPUTER

3

Serial Number # PCB_1 # PCB_2 # PCB_3

Figure 2.2 The Relational Data Model

In a Hierarchical Data Model. all the information about each entity is grouped
Continuing with our example. we might choose to define the components as basic entities )

which "belong” td the PCBs (Figure 2.3).

1
w

Note that the full meaning of a node 1s only apparent when the node data is

seen in the context of the complete hierarchy. Responding to a query means first traversing
the hierarchy toaﬁnd the appropriate location But hierarchy is not an appropriate model
for applications based on shared relationships, as when a single leaf node (record) belongs

to multiple branches of the hierarchy.

-

\
o The Network Data Model allows for more flexible associations by replacing the
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3 PCB_1
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b PCB_3
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4 Capacitors ’

O Transistors

2 2 Modeling and Database Design

COMPUTER_2

6 Resistors
0 Capacitors

5 Transistors

4

Figure 2.3 The Hierarchical Data Model

hierarchical structure with a network The nodes represent the tuples of data. and the arcs
represent the relations (Figure 2.4) In the context of artificial intelligence. this could be
called a semantic network More formally. a semantic network is a directed graph consisting

of nodes (objects) and labelled edges (relationships) [Gevarter 1985] .

Thus. the Network Model can represent associations more flexibly than the
HierarchicaLModel. In addition. arcs can express arbitrary "many-to-many’ relationships.
However. the Network Data Model also has its disa&Vantages. All relationships are explicit:
nothing can be inferred about inheritance of properties on the basis of position (which is
central to the Hierarchical Model). Answering queries means searching the network for all
possible paths. The user must also bear in mind how the arcs form chains. since this will

affect how new relationships should be defined.

Of these conventional Data Models, the Relational one has become the most

2
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Figure 2.4 The Netwqrk Data Model

popular. In part. this 1s due to the flexibility of the table representation and the power of
relational algebra behind the query semantics However, when the time comes to coﬁsider
engineering applications where much complex information is present. a large amount of
inter-related information must be kept [Dittrich and Lorie 1985. Haskin and Lorie 1982].
In the case of the Relational database. this 1s motivation for the concept of complex object
[Dittnich et al. 1985] . which can be seen as a group of elements built in such a way that
they naturally capture the hierarchical relationships in a relational framework The need
for this concept points out the weakness of the relational database approach when dealing

with general data types like those required in engineering [Kim and Banerjee 1985).

Further optimization of the hierarchical model leads to Abstract Data Type.

which can be seen as a group of data structures with an associated set of applicable
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| DBM fommmmme- USER INTERFACE /

3 | (COMPUTER) |

\\d = [
| ADT 1 | ADT
4
| (PCB_1) | | Power Sup. |

Figure 2.5 The Abstract Ddta Type Model

operations [Claybrook et al 1985. Guttag 1975, ACM Workshop 1980]. For example,
consider a query about a PCB of type PCB_1 associated with COMPUTER_1. The query is
sent to the top-level DBM, and then passed to the DBM which “mianages’ information about
| *{7 PCB._1s. At this point, a group of routines accesses the appropridte. data structures and
then translates the data into an appropriate form. The structupe of the OMPUTER/PCB
data base might look like Figure 2.5. \-/\ '
’ N

This seems to be more appropriate for robotics because it offers a more flexible
scheme to keep Information. The frame as defined in Al offe.rs a similar representation. As
described in [Winston 1977] . a frame is a data structure for representing typical situations;
in our context, these would be models. A frame is simply a collection of objects and
relationships represented as an afray of named 'slots’. The slots associated with the frame
have default values, as assigned by the model. For example, we might define a frame called

X e PCB. with a slot for the number of resistors.
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The artificial intelligence community has also addressed the database issue. but

0 Y ;vithin the context of fxpert systems for real-world modelling and ‘knowledge' represen-
tation. The word 'knowledge’ also implies something more powerful than just 'dat; . 6:

‘Information’. In [Bic and Gilbert 1986] . ‘knowledge’ is defined as ‘informatidn’ in a form

usable by an agent to alter the flow of control. This 1s why there is much more to represent-

ing ‘knowledge’ than just data structures. An artificial intelligence ‘Database’ is usually a

blend of an explicit forms (facts) called declarative knowledge. and implicit forms (rules) to

infer- new facts from the existing ones: this i1s called procedural knowledge. Consiller once

again information about printed circuit boards and computers This could be expressed,

for exampple. 1n first order predicate calculus as follows

The two tem}{:lates:
pcb(Serial_num, Num_resistors, Num_capacitors, Num_transistors).
computer (Serial_num, Num_pcb_1, Hum_pcb_2, Num_pcb_3).
Some specific examples:
pcb(1, 10, 4, 0).
computer(}. 3, 2, b).

With this structure. we can derive all the remaining information. For example,

here is a rule for determining the number of resistors X t6 be found in the computer Y (N1

times X1 from boards of type pcb.1, N2 times X2 from boards of type pcb_2, etc.).

num_resistors(X1,X2,X3,Y) <- computer(Y, N1,N2,N3) AND pcb(1.X1,_,_)
AND pcb(2,X2,_,.) AND pcb(3,X3,_,.).

o This description is more compact than making all information explicit, as ‘facts’, but most
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queries will be answered more slowly, since information must be derived (inferred). Interest
in logic programming® has led to the development of many ‘expert system database’s such

as) [ Ggriesereth 1985, Getta 1984, Nakashima 1984].
/'

Finally, several ‘hybrid’ Data Models have beeri recently described in the liter-
ature. The intent is to incorporate information about how to ‘reason’ with and about the

data stored in a traditional way. by building sophistication on top of a conventional Data

) Model. One such system called KM-1 is described in [Kellogg 1984, Kellogg 1986]. which

employs a logic-based ‘reasoning engine’ (déductive processor) to derive im‘plicit informa-
tion from the data stored by the “searching engine” in a re'lational database. In [Udagawa
and Mizoguchi 1984] . an abstraction mechanism based on graphics isrdescribed for a CAD
relatjonal database. Another hybrid is described in [Lafu'; and Mitchell 1983] which incor-
porates an expert system to help guide the multi-step design of d‘iggitahcircuits. There is
also much interest in using an expert system as a front end to a relational database, to

provide sophisticated user features such as natural language understanding-[Barnes et al.

1983).

2.2.3 &Database Management -

- Da}abase management in robotics means providing a standard way of arranging,

storing, and accessing information, in a real-time manner.

%

Some database work can be better described as support for CAD (planning),
instead of control. For example. a hierarchical structure can be used to store information
about how the components in an assembly are connected [Lee and Gossard 1985] . in

addition to geometric information about the components. Connections are represented by

i

‘virtual links' between components or ‘instance’s of components, when there are several of -

the same kind in the assembly. The work described in}Lee and Gossard 1985] emphasises

how to interactively create the database. -

a4
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22 Modeling and Database Design

_A production system for planning robot tasks 1s described in |Duﬁesne 1983]
with knowledge represented exclusively as rules n “a production system.
Backward-chaining is used (as in PROLOG) to derive the required plan.

-

But in an uncertain environment. it might be wiser to plan in a limited way
on-line; in [Fox and Kempf 1985] . this is called ‘opportunistic scheduling’. The sequenc-
ing constraints (partial orders) about tasks are expressed as statements in a sequencing

\ language which resemble production rules These constraints and the current state of the

{

world are then used to determine a schedule. based on, forward-chaining

Already mentioned is the database work at the National (US) Bureau of Stan-
dards [Mitchell and Barkmeyer 1984] . which is a part of the Automated Manufacturing
Research Facility research program. Dedicated ‘data servers’ provide uniform access to °
the complete database. Data managed by the server includes the current status (location)
and contents,of all trays., and markers associated with the progress of the active control
programs. Conceptually, a control process communicates with the data server via shared
memory organized as mailboxes. Each mailbox has an access control mechanism to lock
it when a process is \reading or writing The actual'transport of ‘mailgrams’ is subject to

’

flow control to balan\ce the speeds of the communicating processes
+ & —

An ‘intelligent’ monitoring and error diagnosis/recovery system is described in

[Barnes et al. 1983] . for industrial robots with multiple sensors. Knowledge is represented
as frames. with cause and effect relationships encoded as antecedent anc; consequent pairs

- of ‘slots’. ’ ”
An alternative database design methodology for robotics is described in [Gini

1983]. Knowledge about the current state of the world is stored in a symbolic way, as a
/ frame-like structure. Knowledge about how to ‘translate’ sensory &ata into this form, and

how to recover from ‘errors’, are enc&ded as production rules. Error recovery would be

triggered when the expected outcome of an action is different from the actual one.

o ’ A hierarchical database is described in [Geisler 1983] for a robot vision system

27
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- 4
;;erformmg inspection of industrial parts Objects are defined in terms of surfaces (eg top.

bottom). interior regions (eg area. centroid). and finally segments Each surface also has

an associated set of features to guide the pattern recognition step of the vision system

A knowledge-based system intended for a robotic assembly cell s presented in

-y

[Kak et al 1986] In their system. a Current World Model 1s used to maintain a description
of each object in the workcell The current world model sefves two purposes First. 1t is
used to coordinate activities within the workcell For this reason._asemaphore is associated
— with each entry to regulate the reading and wnting by multiple sources Second. it 1s meant
to log sufficient information to recon;trt;ct the state of the robotic workcell Two kinds
of knowledge are distinguished information not subject to change during an assembly

operation. and information that changes as the system state change

But more relevant to us i1s the work reported in [Blume 1984] A knowledge
base called RODABAS (RObot DAta BASe) is described. which uses a relational database

. RODABAS s used to store and maintain a ‘World Model’, as part of a sophisticated

hierarchital programming environment. but the author presents no details about how this
interacts with other modules such as the ‘Interpreter Virtual Machine’ (workcell controller)

or an expert system called the "Planner’

>

2.3 Sensory Information Processing

I

\

’ . Most current industrnial robot applications are performed with binary sensing
and the environment 1s tailored 1n such a way as to eliminate errors and uncertainties that
might occur at different stages of a manufacturing process This 1s p;rformed by means
of §pecia|ized guides and fixtures which usually accommodate a very himited vaniety of
components Although such an approach might be justified for a stable production line,
a tremendous cost 1s associated with any slight change 1n production, due to all of the

redesigning and reworking that has to be done

' o - The other approach. that of “Flexible Assembly” systems. would require a

t

.
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23 Secnsory Information Processing

minimum of dedicated guides and fixtures Rather. these requirements are relaxed in order
to cover a wider range of components and assembly types The obvious advantage of
this approach 1s due to its flexibibty In other words. the same assembly station can be
used to assemble a completely different product with <;;|Iy a minimum of reworking of
the workcell components The price to be gald however 1s that of application program
complexity While in a fixed automation station exact information i1s available as to the

position and orientation of different components. such information may not available in

a flexible assembly context Sensory feedback may thus be required to determine such

unknowns In his analysis using information theory techniques. Sanderson |Sanderson
1983] suggests that while sensory information may be expensive to acquire. 1t 1s cheaper

to store, transfer and manipulate than information acquired in a fixed automation context

The ultimate goal 1n using sensors 1s to acquire knowledge about the environ-
ment This knowledge can either be used to mspeigt given objects or to find thenr exact
position and onientation Each sensor, however, has a different output characterizing |i
An intermediate processing step is therefore needed to translate the sensory signal into a
meaningful description of the surrounding world In what follows, a description of vision
sensors 1s given

“, .

2.3.1 Vision

2

Vision 1s the most widely acclaimed type of sensory feedback. while being at
the same time the most complex to use [Levine 1985. Rosenfeld and Kak 1982, Nevatia
1982] Typical visual sensing sch.emes involve a medium-to-high resolution CCD camera
array, together with a fast hnk to a central processing computer - The processing model
involved in vision 1s the following A set of features are to be extracted from an image
[Duda and Hart 1973, Tou and Gonzales 1974. Levine 1969] . and based on a classification
of these featgres. an interpretation of the image 1s to be generated Visual information
process;; can itself be classified into many different categories In each category. however

simple, the processing model mentioned above i1s vahd
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The simplest kind of vision ts what 1s usually termed “"Binary Vision” The
image to te analyzed can only have two different intensities. black (logical zero) or"white
(logical one) Such systems are very imited since they give only a very approximate
representation of the external environment Surface shading and hght intensity changes
are ehminated The advantage however resides in the ease of use of such systems A small
amount of memory 1s required to store the image and its corresponding processing software
Processing of these binary images revolves mostly around object identification via simple
geometric properties such as perimeter and surface measurements [Rosenfeld and Kak
1982, Nevatia 1982] More complex methods of shape identification via Fourter analysis
and moment calculations are also in use [Zahn and Roskies 1972] In general. simple
algonthms which deal only with surface and perimeter comparisons can be performed in
real time on dedicated single microprocessor systems, while additional computing péwer
1s needed to handle more sophisticated algorithms The main use of binary wvision 1s in
part localization and silhouette identification on conveyor belts. where the part of interest
1s backhighted In the image. the part appears as a dark region on a light background
The visual inspection performed by binary vision systems i1s limited to simple cases where
objects are easily discnminated from therr background. In addition. syght surface intensity
changes which might prove important for inspection tasks are usually not captured.

. .

PN

1 e v

Next in.complexity comes gray-level vision Grayflfevel vision allows the pro-
cessing of images which, in addition to the white and the black intensities found m‘ binary
iImages, contain a number of intermediate gray tones (thu; the term gray-‘lé’vzlf'. Gray level
images contain more information about their surrounding environment than binary images
do. and permit, under certain conditions, the reconstruction of the three dimensional infor-
mation present in a scene An example can be found in shape from shading techniques.
where variations in surface intensity are clues to the description of sur_face;‘\in three di-
mensions [Horn 1975]. Processing of gray level images can be sophisticated enough to
justify the use of a dedicated computer. Due to the fact that gray level imageé\prowdeda -

more faithful representation of a scene than binary images, the number of fkatures that

can be extracted from such images is correspondingly larger than the features that can be
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. ?

extracted from binary images |In addition because of the presence of-a large number of
intermediate gray levels. object boundaries are not as apparent in gray level images as the

vr s

are 1n binary images ¢

L
Before an object can be analyzed and identified. it must be located Interme-

diate processing steps are therefore required in order to discriminate between objects and
their background This process s called image segmentation [Fu and Mu 1981.\Baird 1977,
Levine and Shaheen 1981] Two of the most commonly used processing techniques for seg-
mentation are thresholding |Weszka 1978. Weszka and Rosenfeld 1978] and region analysis
[Brice and Fennema 1970. Zucker 1976] Thresholding ar}d region analysts (also termed
region growing) concentrate on finding uniform regions m(the image. whe;e -u‘fﬁformlty 13

"
v

defined in terms of intensity or texture

Threshold;ég 1s the simplest way of segmenting an image into different regions
It consists of assigning the maximum intensity to all image points that have an intensity
above a certain threshold and the minimum intensity to the remaining image points The
threshold may be chosen adaptively as a fur}cgnon of the intensity distnbution in the image
The result of thresholding is therefore a bi);mry image
R ,‘Another“class of image processihg techniques concentvale%' on boundary detec-
tion by enHarii:ing region differences, The most commonly used technique 1s edge detection
Finding edges 1s of importance in most object recognition algorithms since edges usually”
correspond to object boundaries In addition, edges are usually characterized by discon-
tinuous ntensity changes which are rich in high-frequency content Thus. it 1s possible -
to enhance region bounaaries by a proper selection of spatial convolution masks Typical
masks are the Roberts cross operator |Roberts 1965] . the Sobel masks. and the Hueckel
masks |Hueckel 1971). What distinguishes these masks from the pe;spectlve of perfor-
mance is thelr immunity to noise. Once edges are found.it is desirable to retain only those
that correspond to object bounda{ries. and to discard those that result from surface spec-
ularities and other undesirable eﬂ%ﬁik. Such a selection 1s usually done by removing weak

edges. As a result. in addition to boundary edges. a number of edge elements that do not
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Figure 2.6 Two Sobel masks for computing the vertical and horizontal components
of the gradient

correspond to any object boundary are usualty retaned The Sobel masks are shown in

Figure 26

~

In order to be able to match object boundaries to objecft models, a set :;ﬂ'eatures
must be defined. and a similarity criterion determinegto identify the closest match to the
model These features should be carefully selected to z'ueld robustness to changes in
position. orientation and scaling. The matching can be ;;‘erformed either globally, which
means that a complete model will be used to match features. or locally. where only features
corresponding to sub-parts of the model are to be matched to features extracted from the
digital picture, The latter scheme 1s needed for the identification of partially occluded
objects [Bolles and Cain 1982]. Once the matching i1s completed. each object in the image
is labeled with the label of the model that yielded the closest match Once objects are
properly labeled and located. a number of processing steps can be perfoermed to inspect
the surfaces of these objects. Again. intensity and textural features of the surface of the
located object are extracted and compareci with those of the model in order to yield a

quality measure

The desired features may be extracted directly from the image or from the edge
image However, due to the considerable amount of information c:ntained in an image,
data compression must be done. The three most frequently used d;ta representations for
data compression are quadtree. medial-axis transformation and chain-code representation.
Quadtree [Samet 1980] is an encoding of the spacial occupancy array. A quadtree can be
considered as having a pyramid as an intermediate representation of a image array. The

pyramid is-build by dividing the image in four areas of equal size. and checking if all'the
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pixels have the same vilues for each area If so. there 1s no need to look any further in this
o area On the other hand. if some of the pixels are different, the division process 1s repeated
over the area investigated until every area examined contains pixels of the same values
The representation obtained is more compact than the original picture providing the picture
has cluster of pixels having the same intensity The medial-axis transformation (also called
skeleton) [Blum 1962] provides a method which 1s capable of computing a description of
a natural shape It 1s possible to obtain the skeleton of an object by “grassfire analogy”
[Levine 1985] Assume that we light a fire along the boundary of the object The fire 1s
considered to grow n all directions from each point on the bouagary When two sources
of fire intersect. the fire 1s ext‘irg'uushed at the point of contact This point1s part of
the skeleton of the image The chain-code représentation assumes that a binary image
1s avallable A chain-code i1s formed by the sequence of integers that describe a closed
contoui The integers may take values between 0 to 7. which represent the 8 possible

directions of the next move from pixel A to the neighbouring pixel B

v

Color processing may also be useful in visual |Insbect|on and robot vision [Neva-

tia 1977] . since color provides strong cues for discriminating different objects and surfaces

\ In addition. a large number of visible surface defects have an equivalent color representation
When properly used, color information can therefore be a strong ‘di‘s}cnmmatory feature be-
tween different objects and/or object quality levels. 'A major overhead involved with using
i color images resides in the con\m&uter memory required. While one memory plane can store
a gray-level picture. three such planes are required for storing an equivalent color picture.

each plane now storing a monochrome picture of one of the fundamental colors g

Three dimensional vision is yet an‘other important aspect of robot vision Since
a large number of robot applications are tracking applications (seam welding. for example)
where the robot end-effector is required to keep a constant orientation with respect to
a continuous three-dimensional surface. the exact three-dimensional configuration of the
surface has to be known. Three techniques are available stereo vision [Grimson 1985,

o Luh.and Klaasen 1985] . structured lighting [Hall 1982] and laser range finding [Faugeras
LAY

4
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2 4 Further Considerations and Requirements for a Robotics Station

1984] In stereo vision, complete and.non-ambiguous three-dimensional inférmation cannot
be inferred from a single image Therefore. a number (usually 2) of images taken from
different angles must be analyzed. and as a result of this processing. each point in the
image 1s uniquely mapped to a coordinate in three-dimensional space. The computational
problems involved in stereo vision have confined 1t to a'research stage at present. The
structured lighting technique has been developed to overcome the complexity of analyzing
th‘r‘ee dimensional scenes by projecting a uniform laser light pattern {‘gsually a,’g/r‘i/d pattern)
on the objects of interest Images taken under these lighting conditions are therefore
independent of the surface properties and reflect only the three-dimensional outhine of the
perceived objects. A similar technique developed for three-dimensional scene analysis 1s
laser range finding Here. a laser beam is directed towards the surface of an object. and the
resulting image consists only of a spot of ight which corresponds to the point of intersection
of the laser beam with the surface of the object The transformation between the perceived
position of the spot and its real three-dimensional position is done using information about
the geometry of the setup. A complete range map of a scene can therefore be traced by

sampling 1t at a number of different locations [Rioux 1984]

‘2.4 Further Considerations and Requirements for a Robotics Station

\

&

Although this survey has covered many topics of robot systems, there are still
many facets to this discipline that have been omitted. These are mostly specialized areas
of research which are constantly evolving and which cannot be fully detailed in the span of
a single chapter. Nevertheless, a short insight into ea\ch of these areas is provided below,

as well as their present and possible future contributions to the field. y

The kinematics and dynamics of robot manipulators have been an active research
topic since the intﬁroductaon of the first robot manipulators {Paul 1981]. The kinematics
of robots involves the computation of the frame transformations between different links
of a robot arm. The direct kinematic problem consists of synthesizing the pasition and

orientation of the robot end effector in cartesian world coordinates, given robot j6int values.
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24 Further Considerations and Requirements tor a Robotics Station

« 1 he inverse kinematic problem involves doing the reverse: that is, generating the set of joint

values that yield a desired po@sitlon and orentation to the end effector A major area of
research directly related to the kmerr:atlcs of robot manipulators s that of planning paths
to av;>|d singular configurations While robot kinematics deals with static configurations,
robot dynamics deals with the dynamr. aspects of robot motion such as the end effector

velocity as a function of joint velocities. acceleration, and inertia

One important area of research s that of the adaptive control of robot manip-
ulators |Nitzan 1985] Adaptive control involves the adjustment of robot parameters as
a function of the current state of the robot mampulator The adaptive control of robot
manipulators allows the design of “optimal controllers,” where optimality is usually defined

in terms of mimmizing of the energy required by the robot for its motion

Robotics has also created a new market for peripheral equipment. which consists
mostly of special purpose sensors and end-effectors Presently. numerous companies are

competing for this market For the past few years. there have been several suppllérs offering

_a wide range of end-effectors Therefore. today’s robot owner can worry less about building

his own customized tools for particular applications The most recent, and also the most
promising development 1s related to computer vision systems Most have special hardware
architectures to perform inspection and other visual sensing in real time The developments

in this field are largely due to the rapid advances in the domain of VLS!

One of the major requirements c;f a flexible manufactuning station is to be
programmable off-hne This 1s very important because the setting-up of any specific apph-
cation must take the workcell off-ine and several tnals may be reqaired before obtaining
the desired performance Therefore, proper simulation software packages are necessary
They must fulfill several requirements. First. they should take into account the physical
charactenstics of the robots and of the equspménts such inertia, size, imitations on speed
and acceleration. Second. facilities must be provided to properly represent every object in
the environment on a‘dﬁbl‘ayad'evice. Although much progress has been made in. this field,

there is still much to be done. o
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Jon 2°4  Further Considerations and Requirements for a Robotics Station

\‘l

As far as artificial inteliigence 1s concerned. it is foreseable that in a near f‘ugure.
major research results will be implemented in a practical industnial context |Its major
apphications will be in the development of friendher user interfaces. automatic multi-robot
task generators, collision avoidance strategies. and also sensory information processing
Among the many possibilities of merging artificial intelligence and sensory feedback. one
can mention the development of rule-based expert systems for industrlarvisual inspection

systems <

LB

&

h The reliability of a systemeis one of ts most fundamental aspects, especially
in a multi-robot industrial environment where th;a costs associated with faults are usually
quite high [Implementation of fault tolerant schemes are thus required There a\re three
different methods for improving the robustness of a mult:—roi)ot system At the lowest level.
hardware redundancy offers the opportunity to perform as long as good components are
available At the next level, softwatre-redundancy provides support to recover from transient
errors Finally, process recovery can be done via the use of artificial intelhgence techniques

to recover from the more difficult problems [Gini 1983]

41‘ r
. . A .
For a robot to operate safely, it must avoid collisions with obstacles in its work

space This s generally described as the collision-avoidance or path planning problem The
algorithms for colhision-avoidance can be categonized into two groups: those concerned with
finding collision-free “optimal” paths at the planning level [Lozano-Perez and Wesley 1979)
. and those concerned \;lth avoiding collisions at the control level in real-time [Freund
and Hoyer 1984] The path-finding problem is formulated as follows: Given a robot in a
cluttered environment, find a continuous collision-free path from the start position to the
goal position The problem of avoiding collision may be reduced to detecting an imminént

coliision and then taking the appropriate action

Robot languages are the means by which a user can request a certain action
to be performed by a robot. The languages can be classified into three main categories
|Carayannis 1982] : manipulator-oriented languages. object-oriented languages. and task-

oriented languages. Manipulator-orietited languages are independent of the task to be

3
f
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24 Further Considerations and Requirements for a Robotics Station

performed and as such. provide the user with a general set of manipulator positioning and

onenting procedures Object-onented languages provide major advantages in the program-
ming and maintenance of software for complex systems Tasks-oriented languages allow
the user to specify a set of robot actions. not in terms of manipulator moves, but rather in
terms of intended tasks These task-oriented languages generate a sequence of mampulator
actions based on a high level goal specification from the user In this last case. therefore.
the user does not neeld‘to specify the se§uerce of manipulator agtiops required to achieve
a given end result. but rather. the end result itself A more complete ;urvey may be found

in [Michaud et al 1986a]

>
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Chapter 3 Workcell Development
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This chapter details the philosophy of the proposed IC assembly workcell The
hierarchical control architecture and the sobot programs are presented. The database
requirements, architecture and implementation are detailed. Finally. the results of exper-

mentation with the multi-robot workcell are discussed.

3.1 The Control Architecture

. 7
From a programming point of view. the system consists of a single ‘mas-

ter’ module called the SEQUENCER. and five ‘slave’ modules: three for manipulating
(PUMA, ECUREUIL. XY Stage). one for sensing (VISION). and one knowledge element
(DATABASE). Figure 3.1 shows the architecture of the inter-process communication. Phys-
ically, they are distributed over the two VAX 750 hosts: a third host is used by VISION for
data acquisition and display. The following modules execute on the first host. The SE-

QUENCER module coordinates all workcell activities by sending and receiving messages.

« Messages are passed using a set of virtual communication channels on the Ethernet called
. “links’. one associated with each module. The communication sub-system guarantees that
messages will be properly delivered. In most cases. the messages sent are directives to
% perform a series of tasks. Each slave module is then expected to respond witl;kan ‘AOK’

reply when the tasks are performed. The PUMA module is responsible for manipulating
3 o the DIP <chip and the dice array as outlined in Figure 1.6. The ECUREUIL 'module ma-

»
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31 The Control Architecture
-
o SEQUENCER
/N
XY Stage Viston Database Ecureuil Puma
" ‘. Figure 3.1 Control architecture

< o'?

nipulates the die The XY Stage module presents the die for camera inspection under the . -
\ ’ - ¥

microscope

+ "On the second hgst. the VISION module locates the exact position and orienta-
tion of the die  This information i1s passed to the SEQUENCER module which incorporates
it in the command to the ECUREUIL module The DATABASE module stores all informa- \

\
} tion concerning the task to be performed

The message passing is based on a Session Layer developed for inter-process

communication in distributed robotics workcell [Gauthier et al 1985] This makes it easy

nd convenient to establish communication channels and send messages between various

" modules on the same or different hosts Message passing 1s strictly vertical; the slaves do
not exchange messages. Each message s associated with and triggers a set of pre-defined
elementary tasks'called a task block For example, the module PUMA initializes the robot

when it receives the message WARM START (see Table 3.1).

l

T
| :
' Module Name |

1
|
Message Name | Associated Tasks

- —_——— )
PUMA WARM_START Initialization without teaching new positions.
VISION LOCATE Find the die position and return it
ECUREUIL FETCH-TOOL | Fetch vacuum tool.
XY STAGE MOVE_MIC Move the die under the microscope.
DATABASE UPDATE Update the desired database entry.

27

v o

Table 3.1 Sample messages sent by the SEQUENCER and the module tasks asso- 4
ciated with them. '

v

39



.
!H

‘ 1

\ 31 The Control Architecture

"

The control architecture used for the IC assemﬁB'Iy has been first developed for |

a Hybrid Circuit repair demongtration. which is presented is Section 3.7.

3.1.1 Robot Programming

. At the beginning of this project, RCCL had been installed of-the PUMA 260 -
~~tabot only. Therefore a set of T interface routiries called MROUTINES were developed by
the author to control the ECUREUIL robot using its native IRL language. The author was

responsible for the ECUREUIL programming \

A fine/coarse approach motion strategy 1s ulsed for the robot motions. When
moving from po.int A to point B, the dispfacement is pel"formed in three steps. First. the
‘robot performs a fine motion at lmr: speed in the desired direction to a small distapce away
fr'Om point A. Second. the robot does a coarse motion at relatively high speed. and at a

“safe height (defined as a height where no obstacle exists) to a position close to point B.

Finally. a fine 'motion at low speed is done to pc;int B in the desired\direction. Programmiﬁyg'

the ECUREUIL robot is relatively straightforward. except for object or tool frame motions

wt!ich are not supported by IRL. A typical sequence of operations to move from point A to

Bis:

. speed(slow) " ‘
. ' move(approaéh.position.A)
.,Speed(fast)

~ . move(approach_position_B) .
: - speed(siow)

move(position_B)

' 0
The PUMA 260 does not present this complication since RCCL supports ar-
bitrary reference frames. A second aproblem with the ECUREUIL robot involves the two

distinct workspaces of joint one, a$ shown in Figure 3.2.

. When the robot has to move from one workspace to another, the robot must stop in the

- L]
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3.2 Database Requirements

-

. Figure 3.2 ECUREUIL robot workspace
common workspace (shaded area in Figure 3.2) and a special command must be sent.
3.2 Database Requirements

The author s main contrrbutron to the workcell environment is the development
of a robotic database which would provrde a standard way of arranging, stormg and ac-
cessing information. in a real-time manner After much discussion, it became apparent that

-the database database should support the following objectives:

(a) Increase the consistency of the software written in the laboratory by promoting the
development of standard robot and image processing packages. This is’ achieved by
defining a set of models of the workcell environment, such as frames (or specific data

structure) associated with the tool racks and their tools.

(b) Simplify the planning of robot trajectories. by providing an approximate three-
dimensional model for every object i.e. a bounding volume or combination of volumes

[Lozano-Perez and Wesley 1979).

(c) Simplify the programmer’s task. by providing “high level” aids such-as the transla-

tion of symbolic descriptors. eg. TRAY. into physical locations in the robot world.

/. ‘ 4
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33 The Database Architecture

-(d) A in the synchronization of concurrent tasks, by tracking key aspects of the robot

world via the definition of an appropriate state vector Data driven program opera-
tion could then be based on the state vector contents stored in the database For
example. when a state vanable called JIG takes on the value OCCUPIED. the op-
eration MOVE BOARD mnght\be\irlabled This State Tagle representation would
also be useful for performing simulations. Off-hne programming and simulation are
becoming more important in many industnial settings. because together they allow

modifications to be tested before changes are made on the shop floor

(e) Store expert knowledge which may be required for domain-specific tasks. such as
details about the grinding or welding tasks to be performed

| 3

3.3 The Database Architecture

| it was decided to concentrate on the modeling and state representation issues, |
outlined in the previous section Note that the te.rNaiabase" development used in the

context of this work radically departs from its traditional meaning 1n the following ways

v

o A relatively small amount of information needs to be managed.

[4

s, Information is represented 1n a symbolic way. as in an expert system

o The information to be kept can be divided into three categories First, there is
information that does not change during the lifetime of a manufacturing process. such
as the graphical reﬁr’esentation of the fimshed product Second. there is information

. that does change alt the beginning of every assembly cycle, such as the serial number
of the workpieces - Finally. there is information that changes during the assembly
process such as‘the position of a workplece as it makes its way through the workcell.
This category of information is represented as state variables which are used to

é
. @ monitor and synchronize the different activities of the workcell.

.
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3 3 The Database Architecture

e The distributed nature of robotic applications means that the updating of information
]

about the robot world. as represented by the State Table. i1s performed by many

sources

P

e The store and update operationy must be performed within a real-time context

/" (Most robotic tasks, such as ‘pick-and place’ motions. require on the order of seconds

(/ to execute ) !

The database has two parts the Dictionary and the Environment The Dictio-
nary 1s a pool of templates or models for object defintions Each object 1s indexed by type.
name, and 1s descnbed by a set of attributes Attnbutes might be geometric properties of
ngid bodies such as bounding volume. positions in world coordinates. or relative positions
of components of an object An attribute must be designated static if 1t does not vary
with time as robot activities take place. otherwise, we say it 1s dynarmic  One dynamic
attribute 1s position. and another might be whether a component 1s present or not on a
printed circuit board as in a repair task The motivation for distingujshing static attributes

. £
from dynamic ones will be clear momentanly \

The Dictionary itself actually has two parts the System part. and the Apph-
cation part  The System part contains information about standard elements in the robot
world such as robots. cameras. XY-stage. and feeders, while the Application part:i?ribes
objects particular to the user’'s apphcation. such as hybrid 1C boards. capacitors, etc The

same Data Base Manager will provide the user interface to both parts From the user's

point of view. there 1s just one Dictionary

As for the Environment, 1t contains all the information requue&o completely
describe the environment of the robot world. Thus. the environment can be thought of as a
combination of database and State Table All objects must have unique names (identifiers).
Information is classified as either static or dynamic, depending on the attribute dessgnation

in the Dictionary, Sharing of common data among several instances of the same object

43
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type 1s the motivation behind distinguishing between static and dynamic attributes For
.-
example, there may be a set of PCBs with vanous solder joint faults, but all of them share

the same physical size and component layout Thus, the presence or absence of a fault

1s a dynamic attnbute. but the size and layout are static ones. This sharing of static
information makes the mplei%éﬁtatnon of the Environment more memory efficient, but it is
transparent to the user Note that the Environment, in 1ts initial stages. 1s meant to aid
the real-time coordination of. distnibuted robotic tasks This i1sin contrast to more complex

knowledge representation systems for planning .

An important issue that anises when dealing with a database implementation in
robotics 1s whether there should be a direct connection between sensors and the database
to provide for automatic updating [Wiederhold 1984]. this 1s what we are presently con-
templating More precisely, we associate a separate ‘slave’ process with each sensing and
manipula‘}mg element in the workcell, these slaves operate under the direction of a single

workcell ‘master’ (process) The master Is responsible for all synchronization, based on

the state of the robot world (Environment) However, 1t 1s left to the slaves to update the

| Environment as operations are completed

At this point. a rep%ntational framework has been defined. Using a micro-

scope as an example, information is kept in the following foLm'v

object name MiC1
class of object microscope
s what the object is a part of WORLD
v A
As well, there are a set of attributes associated with the object, such as \

class i position .
description of MiC1 /

) qualifier . Joint_coordinates :
data ) 46 75 98 90 34 87

0 The object name MIC1 is specified by the user, and must be u;u;;ue. In this way, a name s
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sufficient to identify a particqlar object Note that the description of the object is actually
represented by a set of attributes eg position When an object 1s first added to the
database. the name must be associated with a particular class. The class is used to index
into the Dictionary to create a particular instance of the model i.e. object plus attrnbutes.

with the name supplied by the user

\ In order for the various system and user processes to interact with the database

in our robotics environment, the following minimal set of commands was defined ’

-

s it database() This creates the Database Management process. and sets up the

Environment and Dictionary

¢ load database(filename env. other filename dic) This loads the Environment and Dic-
tionary parts of the database to perform initialization Note that the user is free to

have multiple env and .dic files in any directory for running different experiments

) save_env(filenz;ﬁwe env) This saves the current contents of the Environment in the
specified file. and makes possible two features Experiments can be continued after '
a halt, and also a hmited form of error recovery can occur, if the Envuonment 1S
peniodically checkpointed 1e saved with a time stamp Note that an equivalent

feature 1s not required for the chtlonarmnce it 1s edited off-line

e print_env() This prints the current state of the Environment.
T
e add _object(object._name, object class) This adds a new object entry to the Environ-

ment, with the specified name and class.

o, v

¢ add attribute(class.description of.qualifier.data) This adds a new attribute entry to
the Environment. as specified by the various fields. Note that the ‘description of’

' field must be a proper object name such as M/C1.

45
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o delete object(object _name) This removes an entry from the Environment. all its at-
tnibutes, and all its sub-objects and therr attributes. In the example. MIC1 is a

i —~8
sub-object of the WORLD

o retrieve(object_.names. attributes. current values) This is how the user fetches infor-

mation from the Environment about the current state of the robot world

e modify(object name. attribute. new _value) This 1s how the user updates information
(attributes) in the Environment This function might return the old values of the
attributes, although its usefulness is ql;estloned. The old values may sometimes be
useful in order to quickly recover fr?m an error  On the other hand, recovering from
failure often means re-doing a set of tasks. either pargly or completely, with some

modifications This 1s a research topic for an expert system [Gint 1983]

We expect that more commands will be added in order to perform specific
operations in the future. as our database needs become better defined. For example,
a state re-construction feature, via rollback to a previous checkpoint. would make the
database more reliable, but adding the periodic'checkpointing (via save_env) would affect
the speed of response Alternatively, the completion of each operation could be tagged
with the current time, so that the state could be reconstructed from the time history of
all the operations: most expert systems already perform this time stamping. The more

complicated the recovery technique. the slower the system becomes

&

”

3.4 \_Database Implementation Considerations /)

~ ’

Since the Database must be implemented. it makes httle sense’to explore an
intriguing Data Model if it cannot be implemented efficiently. Many progral‘\ming languages
could be used, each with its own advantages and disadvantages. but none can serve as the

general purpose language for database implementation. In the context of robotics, there
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are three major issues to be considered First, data structures must be flexible to support
a wide variety of .mformatlon Second. the system must be reasonably fast such that
accessing the database does not affect the real-time performance of the overall system.
Third. robotics 1s a quickly evolving area and the database must be fiexible If it cannot be

easily changed and expanded. the system will not be able to cope with future requirements

We have explored three alternatives: two different ‘Expert System implemen-

tations, using OPS5 [Forgy 1981] and PROLOG [Clocksin and Melhsh 1984] . and the

* Abstract Data Type implemented in C (At this time. we did not consider any hybrid Data

Models ) The expert system work was motivated by se\);éral factors First, we anucnpatgd
the development of “knowledge elements” such as a "Welding Expert” which would reason
in fairly sophisticated ways about domain-specific problems With {hls in mind. 1t seemed
wise to explore the expert Fystem orientation OPS5 and PROLOG were chosen because

they provide different ways of representing and inferring knowledge OPS5 has also become

" the standard programming language in our laboratory for developing expert systems C was

selected because 1t 1s representative of many high level languages which offer powerful data
structures suitable for Abstract Data Type C s ijso the standard language for robotic

work 1n our laboratory

The basis of companson of the three implementations was the following: speed
(servicing user requests). implementation considerations (ease of representation, overalt

program size). and ease of ‘maintenance’ (degree of modularty. ease of making changes)
3.4.1 OPS5 Implementation

OPS5 1s a general production system programming language developed at
Carnegie-Mellon University for Al. Knowledge-Based Systems and Cognitive Psychology.
It is a forward chaining programming system, which means that problems (or queries)
are ‘solved in~ a i)ottom-up way. Because OPS5 keeps track of all data change depen-

dencies. it is a data-driven or event-driven language. The OPS5 architecture consists of
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i v ’ 34 Database Implemen::‘tion Considerations
three basic components of a rule-based production system. global database. rulebase. and
- interpreter The DB and rulebase are referred to as Working Memory and Production Mem-
ory respectively Assertions and facts in Working Memory are fepresen{ed as vectors or
attribute-value pairs. This representation makes it easy to store objects along with feature
vectors or" their relations to other objects The rules stored in OPS5 consist of a condition
part called the left-hand-side (LHS). and an action part called the right-hand-side (RHS)
The LHS consists of a set of conditions element(s) that, the interpreter tries to match to
the elements in working memory during the recognize-act cycle. If all the conditicns ele-
wnts are satisfied. the RHS 1s executed A “conflict * occurs when the LHS's of several

rules are matched simultaneously. In such an event, OPS5 provides two conflict resolution
strategies, Means-End Analysis(MEA) and LEXicographic ordering (LEX). to select a rule

to fire

An object 1s described 1n our OPS5 implementation as

(object “name MICT
——r “class mlcfoscope
“part_of WORLD

While its attributes are kept in frames that look likes this:
(attribute “class position
"description_of MIC1
“qualifier joint_coordinates
“data 46 75 98 90 34 87 -
a
Here. the data is represented as a vector-attribute and the other features are

‘stored as attribute-value pairs. An example of a rule in OPS5 to fire the “help” command

follows:

(p help condition elements to satisfied

{( user-request “string {( he help ))) ( input ) }

(remove ( input ))
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3 4 Database implementation Considerations

(write - help 1 (crlf)
. ch(ange) at(tribute) | (crlf)
ish(ow) pa(rts} | (crif)
Ish(ow) at(tributes) | (crif)
[quit . (crif)))

More details concerning the use of OPS5 may be found in |Dill and Hong 1984).

3.42 PROLOG Implementation

PROLOG. with its top-down approach. is a backward chaining (goal-driven) Ar-
tificial Intelligence language It assumes some hypothesis(goal) and tries to prove it. It has
a built-in depth-first backtracking mechanism that allows it to look at different:hypotheses
until one is proved true or it fails Like OPS5. (and every rule-based language). PROLOG
rules contain a RHS and a LHS but with different syntax and searching mechanisms than

OPS5 Programming in PROLOG involves.

- - Declaning facts about oB'j'ects and their relationships
- - Defining rules about objects and their relationships

- iAskmg questions about objects and their relationships s

'i*‘

#  PROLOG is referred as a declarative language and therefore declaring facts is

done in a very natural way. For instance, the previous information is kept like this:

object(MIC1. microscope. WORLD)
attribute(MIC1. microscope. coordinate. (46. 75. 98. 90. 34, 87))

This makes it easy to store and maintain a wide variety of information. This list

stiucture is simpler than the OPS5 object structure. The structure of the rules is similar

—

to OPS5. The “help ” rule becomes: -
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command(help).-
nl. write( help’).

nl. wnite('ch_at (change attribute)’).

nl. white('sh_pa (show parts)’).
nl. write('sh_at (show attributes)’).

nl. write('quit’).nl

Unlike OPS5. there i1s no special strategy governing the firing of the rules They
are fired in the order that the useréhas entered them This has_the advantage that the
flow of the search is easier to foilow. but backtracking somewhat negates this General
information about PROLOG may be found in [Clocksin and Melhsh 1984). our particular
PROLOG implementation. CPROLOG. 1s described in [Pereira 1984].

3.4.3 C Implementation |

C 1s a general-purpose systems programming language. Although it is not as
“high level” as the PROLOG. OPS5 and LISP languages. it still offers powerful structures
n for datasabstraction which provide for easy data access and very fast data retrieval. No

; special interface is required to access the database from C user programs, which means

less overhead The data structure in C looks like the following:

"

structure object{
char name|80].
. char class|80]:
char part _of[80].
structure attribute *attr;

structure object *next;},

i structure attribute{

¢ char class|80}:
char qualifier[80).
char data[1024]:

N
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35 Database Tests and Results

structure attnbute *next:}.

Here. there 1s no need to carry the information in the attribute frame concerning
‘gymershlp of the attribute position. In order to fetch more specific information such as the
microscope position, which items are blue ones and so on. separate data structures could
be added with specific sets of routines to handle them in the same way as the rest of the

data The control of the database 1s done via a special set of C routines.

3.5 Database Tests and Results

*

Before presenting the results of our experiments, some background remarks are
appropnate The three database versjons tested were all implementations aof the Environ-
ment part of our proposed design However, the sample database consisted of 12 objects
and 7 attnibutes per object (without static and dym()mlc distinctions), describing an IC die

and its components

The host used in all tests was a VAX 11/750 running the Unix 4 2BSD operating
system. The PROLOG nterpreter [Pereira 1984] is written in C, but the OPSS5 interpreter
[Forgy 1981} is written in a dialect of LISP which itself is written in C. Thus. we anticipated
that regardless of the specifics of our implementations. OPS5 would be slowest. C would

be fastest, with PROLOG in-between

/

In order to compare the three languages. 3 test situations were used to exami’ﬁé
T database operations. First, the database was test@g with the sample database and the
host running under ‘hght’ load This means load values below 1.5 as measured by the
UNIX command “la” (A shell script was used as a background task to. fonitor the load
during the experiments. For the second situation. the dal’;base was made 5 times bigger
to contain 60 objects. and the load was the same as beforeiQFor the third. we examined

the case of the original database and heavy load: this means load values between 3.5 and

5.5. These situations are summarized in Table 1. and the results are shown in Tables 2,

s
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35 Database Testus and Results

a

Load Size of database
Light x1
Light x5 - o
__Heavy x1
=" Table 3.2 Summary of the test cases” L.
« N ’
[ . ] |
| Operations oPS5 | PROLOG C
l Start database 57 6.2 ! 0.53
; Add object 11 . 0.11 | 0.02
| Remove Object 16 0.14«~- = 0007
o Change attribute 11 -« 014 i 0.008
' | Show parts 81 ' 040 | 0.02
. Show attribute - 96 | 0.13 ! 0.010
. _ Incorrect user command 4.8 . 011 | -

L
i

/ Table 3.3 Execution time for light load with normal size database (in seconds)

| Operations OPS5 | PROLOG c
b= +
. | Start database 158 . 106 0.70
' | Add object i 18 ' 0.15 0.03
' Remove Object 97 031 0.06
Change attribute 15 | 022 10.02
: Show parts 14 <« | 084 0.03
) \ Show attribute 15 i 0.13 0.05
Incorrect user command 5.0 } 0.13 —

Table 3.4 Execution time for light load with a database 5 time bigger (in seconds)

3 and 4. All timing information is expressed in seconds to two signif.icant values (where

. possible). The values shown are averages over multiple trials.

& These results must be considered as qualitive rather thin quantitative, since

%’ the load could not be stabilized exactly during the experiments. This is primarily due to

5 the sharing of the host with other users. and network traffic since the:minicomputer hostss. . -
?o \ within CVaRL are linked by an Ethernet local area network:
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— s e

Y

0 : S Operations _ OPS5 ! PROLQG, | C |

; Start databaZe 80 42 1.3 ~
o Add object 27 0.24 0.04

<" Remove Object 100 0.28 0.01

’ Change attribute 32 0.42 0.05

< | Show parts . 35 1.1 | 012

' Show attribute 35 0.42 0.18 .

i_“h/i’correct user command 20 Q.36 -_

ey
a

A

Table 3.5 Execution time for heavy load with normal size database (in seconds)

t

The operation “Start database” deserves special mention. since different activ-
ities must be performed for the C database whén' compared to the PROLOG’and OPS5
databases For the latter pair, the system must create a C interface and then a special
environment to rum:them. This 1s clearly not the case with C where only th_e loading of the
information 1s required The C version differed in a second way too. since it incorporated a
sophisticated pattern-matching user interface. For this reason, there are no entnes in the

El

tables for “Incorrect user command”

The results show that the C databasc‘a is the fastest, followed by the PROLOG
and then the OPS5 versions. OPS5 is in fact almost two or three orders of magnitude slower
than the C version. The PROLOG version js generally less than one order of magnitude
slower. Therefore. it be(iomes obvious that OPS5 is mappropriate for real-time or quasi - —

real-time applications. ) e

- The effect of expanding the database most seriously affected the ORS5 version
of the fiatabase. as demonstrated by an averagé rél_atave increase? of 1.3 for the time
response. In the case of PROLOG, there was an average increase of just 0.6; only the
"‘show parts” operation was significantly slowed. Most operations of the C version were

increased by a factor of 3.5. The fact that the C version was most affected is dué to two

Pl
»

o L’ 2 Given 2 new value N2 and a reference value N1. the relative increase is obtained as IN2 -
T N1 + N1
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3 6 Database Discussion

reasons. Firstly, data is stored in linearly linked lists; this means that the operations will
be s‘l'qw‘ when the databe:ig#érge. The second reason is—# consequence of the UNIX
muiti-tasking environment: ch uses a ‘round-robin’scheduler. As soon'as an operation
cannot be executed within a single time slice (approx’imately 0.01 seconds. the same order
of magnitude for most operations of the C database). it must incur the context-switching

. \ :
overhead of the scheduler. and the execution time will greatly increase

Operating the databaSe under heavy load also affected performance. The OPS5
data in Table 4 shows an average increase of 2.6 over Table 2. while the PROLOG data
shows an average |nc‘rgase of just 2.3. The C version was most sensitive to load. with an
average relative increase of 9.3; again this is mostly due to the multi-taskiné scheduler as

described above .

[l

b7
3.6 Database Discussion

From these experiments. we conclude that C and PROLOG come out far ahead
of OPS5 when speed is of primary concern. at least for our UNIX environment. Of course,
where other implementations of OPS5 and PROLOG are available, this may not hold true.
For example, the originators of OPS5 have released OPS83 [Forgy 1985] . written in C (for

UNIX). which is a blend of the classic production system model and the emperical model

o {used 5y conventional programming languages). This is ?Apposedly 30 times faster than

the OPS5 dialect written in LISP. However. in fast evol ing areas such as robotics and

-image processing. the ease of maintenance becomes an important issue. In fact, in the .

case of a research laboratory like our own. this I1s ‘paramount. It is difficult to persuade
researchers to use a database which cannot be easily adapted to theirmeeds—This derands
an implementation in which the addition of new options to the database can be done easrily.
This is @ major limitation of the C database. Although it was builtin a modular way, adding
new &unctions requires understanding of the complex data structure. which is not the case
with PROLOG or OPS_S. 'Mér'e,over, the source programs written in PROLOG and OPS)

are eas.yqto understand ghd consists of far fewer lines. As a matter of fact. the PROLOG

v
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\ 36 Database Discussion

databasg is the shortest one (200 lines of versus 365 lines for the OPS5 version and about
1300 li}s for the C version) and it is also the eésiest to understand. However, C remains
the language of choice for our robotics.work because the Artificial fintelligence programming
languages do not provide the required features for sensor integration.ﬁ interrupt handling,

and intensive numerical calculations for-which ‘they were not intended.

-
t
y

The implementation described above has been extended to provide rgost of the
intended database framewprk. A hierarchy of object madels forms the Dictionary: models

are identified simply by their class. The attributes of an object are also part of the model.

but there 1s no ‘static’ or ‘dynamic’ distinction made at this time

) In sumimary. C and PROLOG are best for speed. and PROLOG and DPS§ are

best for ease of maintenance This makes PROLOG a promising'choice It offers a very easy
and natural way to build data structures. and 1s easy to mantain Like OPS5, PROLOG
relieves the ‘user of some low-level database ma‘nagement utilities. such as time stamping,
v\lhich would be useful for future work in error recovery. In addition, partial inforrfation
can be kept very easily [Genesereth 1985].by using dummy vanables for "don’t care”
conditions. This is sometimes required for real time applications such as robotics when
operations must be performed with incomplete information. As soon as more information

14
is available, PROLOG can then instantiate these conditions.

A

However, in an induséial environment where the emphasis is on efficient data

¢

retrieval, the Abstract Data Type would be the prefered data model. Such a databage

would:be less flexible than one designed around objects and attributes, but an industrial

database typically evolves incrementally: existing modules are rarely changed. just new

ones are added.

5

Although the PROI:OGTesuItg were promising. the choice was made to pursue

.

the C language option. The response time of the PROLOG versionlremains fast when the

size of the database beconie large. but there is no guarantee that this will be true when

additional rules are added. In'fact, if these rules are not implemented carefully, they may
. / ' v
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37 Workcell Experimentation

re
drastically affect the performance of the database |Genesereth 1985]

It also became clear that a C database could be incorporated more directly into
our plans for a high level kTowledge-based robot programming environment Furthermore.
when the database s tied ro an image processing system. a large number of transactions
(e g. store, retrieve operations) may be required. which will degrade the performance of

the PROLOG-and OPS5 implementations more seriously than the C version

3.7 Workcell Experimentation

. In order to evaluate the workcell philosophy. an alternate expenment concerning
[( Hybnd Circuit Repair(HCB) was performed HCB was chosen instead of IC assembly for
convenience since the image processing was not yet completed for IC assembly In this

demonstration. the task involved consists of cutting traces on a printed circuit board The

operation of cutting traces often happensvin the electronics |r;dusf'r’)4"f)‘é"cause of late changes

in the production cycle This means that after the printed circuit board 1s fabricated, it must

be partially re-designed to reflect tHe availability of new compo;lents or perhaps gdesugn

change As a result. certain traces must be cut. and new ones laid to accommodate the

new design We decided to abstract from this real industrial need by 1magining a robotics

workcell dedicated to the‘ cutting of traces, fed by an inspection workcell ‘'upstream’ which

‘ would label each one with a simplified bar code to indicate which traces must be cut.

g ‘ The author’s contribution to this work was two-fold. the ECUREUIL programming and{}he

I

vision processing . X e

We began witl:n. an idealized situation. the printed crcuit board has just two
traces. The bar-code reading phase 1s performed in parallel with the repair phase At any
time. two boards are in play in the workcell. one in a g under the microscope. a;md the

. ‘other under repair in a separate repair jig.

The repair phase ig cooperative: one robot performs the grinding. while the

e other checks the continuity of the trace after the grind. using a special tool. Once the
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f

“

repair 1s complete. both rob&ts ch“ange tools the grinding robot uses a gnpping tool to
move the repaired board to an output tray. while the checking robot uses a separate gripping

tool tocwove the other board from the camera jig to the repair jig
rJ

A user interface to the workcell was provided by the following commands

‘calibrate-puma’. ‘calibrate-microbo’. ‘execute-demo’. and ‘quit’

The experiment also successfully demonstrated our object/attribute database

methodology An OPS5 database ‘process’ was defined to store the following

(1) static information about where to grind each trace on the board (displacements in

X and Y from an angmn on the jig for the ‘begin’ and ‘end’ positions of each gnind),
/

/

\
(n) static information about where to electncally check the continuity of each trace

(displacements in X and Y from an origin on the jig)

(m) dynamic information about the bar code of each board, which indicated which trace

on the board must be cut (the reparr)

A

As part of the workcell initialization. the static information was fetched from the database
and sent to the robot control processes The dynamic information about the bar code was
updated by the vision system (via the workcell master) OPS5 database was used because

)s development was completed at the time of this demonstration

The mégsage passing paradigm is a sound general approach to distributed con-
trol. Separate slave modules were associated with each maﬁlpulatlng. sensing. and knowl-
edge (database) element, under the control of one master module. Messages therefore
precisely defined the interface between the slaves and the master. and this made it possible
to develop all modules concurrently. In a sense. the message set associated with each slave

constitutes a kind of ‘'menu’ of allowable activities.
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37 Workcell Experimentation

From a control point of view. the message passing paradigm also permits con-
currency of module tasks to be specified in a simple way; the master just sends a set of
messages to th various modules (without waiting for replies). When module tasks must

be synchromized, the master samply waits for the appropriate set of acknowledgements

Note that a high network load does not affect the nature of the control carrned
out via message passing. it simply changes the speed at which activities in the workcell
occur However. in the extreme case. timeouts associated with the message passing facility

will take effect

Also, the message passing overhead associated with the Ethernet and TCP/IP
1s insigmficant when compared with the actual execution time of the task performed upon
receipt of a message eg moving a board. or grabbing a frame Testghave shown that the
average end-to-end delay for most messages (10 characters or less) 1s of the order of 0 1
seconds. while a typical robot task 1s of the order of 10 seconds. )

X The use of a common high level robot langyage makes the robot programming
easier and makes the programs more transportable when the language is available on a
different robot. As a matter of fact. the RCCL environment has been extended to the

ECUREUIL and the “cutting trace” demonstration has bee? successfully adapted to opérate

both robots using RCCL.

]

In the rest of this thesis, the use of an Abstract Data Type kind of database is

intended unless otherwise specified. _

The necessary tools to control multiple robots, and to fetch/retrieve/update

, information concerning the environment have been developed, and can be used to perform I1C

assembly. The image processing algorithms required to identify the position and orientation

of the rectangular IC die are presented in the next chapter.

4
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Chapter 4 - Evaluation of the 1C Die Position.

Corners, triangles, rectangles and circles are common man-made features n
electronic assembly (e g PC boards. capacitors, resistors, 1C die) ﬁus raises the interest
in developing special "algonthms to detect these features This chapter addresses the

problem of precisely locating the position of an IC die in an image

In 1C assembly. as well as in hybnd circuit assembly and repair. one of the
most commonly used high level features of the analyzed image are ninety degree corners
and quasi-perfect rectangles The problem of finding a die in a picture may be abstracted
to that of finding the rectangle enclosing the die in a two dimensional image In most
cases, local features, such as corners, are extracted and then matched to the overall image
[Bolles and Cain 1982] A technique often used ’t’g find complex shapes s template

matching. For instance. to find a die. a rectangle of a known size may be matched over

the desired image This technique presents some drawbacks: it i1s sensitive to noise and

requires knowledge about the exact size of the object. As shown in Section 4.2.1, 1t 1s also

possible to approach the problem in a different way by mapping the information from the

'space domain to a parameter domain via the use of the Hough transform [Ballard 1981]

However, this approach is computationally very inefficient

In order to provide a robust and general rectangle finder. a group of algorithms
has been developed to merge lines, extract corners and rectangles. and rate the “quality”
of the rectangles selected. Throughout this chapter. the word “line” is meant to uenote a

line segment. i.e. line of finite length.

]
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Evaluation of the IC Die Position

A Find Lines

l

Merge Lines

]

Expand Lines

K .

Merge Lines

Y

Find Corners

| L

Find Rectangles

il

Evaluate the guality of the rectangle

Bl

Select Optimal Rectangle

————
Figure 4.1 Approach used to detect a rectangle

The proposed approach is presented in Figure 4.1 First the lines are found in
the image. Then. all the lines that are close in distance (i.e near by) and in orientation are
merged. Subsequently, the lines are expanded in length in both directions. Then, another
merging operation takes place. The purpbse of this sequence of operations is to extract
the corners from the images. The expansibn is necessary because the natural corners of
the scene are the parts most likely to be blurred by noise. Corners aré detected and groups
of corners that can forin a possible rectangle are matched together. Finally the optimal

rectangle in the image is selected.

When the die’s position is found. standard pattern recognition techniques such

o
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FEATURES
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RECT.CHAR

T
RECTANGLE

¥
CORNERS

DISPLA

4 4

“LINES EFFECT LINES

y

Figure 4.2 Data structure ffr image processing
as average, variance and moments of the die image may boe used to identfy the physical
orientation of the IC die from the rectangular outhne The use of template matching may
also be done once the exact position of the rectangle 1s known In the case of a square, a

maximum of four trials are required to tdentify the orientation of an asymmetric pattern.

4.1 Data Structure .

In order to store all the information required for the image processing in a
coherent way, the features of the images are arranged in a hierarchical data structure as
shown globally in Figure 4.2 and detailed in Figure 4 3 This data structure has greatly -
ease the implementation of the rectangle finder by providing practical representation for
lines. corners and rectangles. In Figure 4.3, the solid lines with arrows indicate pointers to
the head of a list of a structure. An arrow pointing to three dots indicates that the same

)

structure is repeated. When a declaration type is followed by “*". it indicates a ponterto =«

a structure of the declaration type

At the bottom of the hierarchy are the lines. They are kept in a structure called
effect_lines and are represented by their end-points. Every effect_lines sttucture consists

of a pair of points and a pointer to the next effect_lines structure. The lines are then

/ 61



S e wiRE st T T T
X ! ‘ AE
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LINES *lines_in
CORNERS *corners.in
RECTANGLE *rect_in
RECT_CHAR “*rect_char

y

RECT_CHAR

RECTANGLE *the_rect
int center.of gravity[2]

float average_a, variance_a
float average_b.variance_b
float average._c.variance.c
fioat average_d,variance.d
int nb_pixel_a.nb_pixel_b
int nb_pixel_c.nb_pixel d

DISPLA *model *chosen DISPLA
int x.y
—> o oo float angle
——p 0 0O

RECTANGLE

CORNERS *corners_in
float quality_match

int I.small, I.long
.int area

¥

CORNERS

p——>b © 00

F EFFECT.LINES *line.1,

int translation[2]
int direction

*line_2

LINES

EFFECT_LINES |—> eeo

EFFECT_LINES *lines.inj
int angle

}

int pts.a[2]. pts b[2]

Figure 4.3 Detailed data structure fay image processing
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41 Data Structure

grouped together according tc; their orientations in a /ines structure. This structure has an
orientation angle and a pointer to an effectilines list. Lines of the same orientation are kept
in the same list. In addition, the x and y coordinates of the endpoints in the effect_lines
structures as well as the effect_lines structures themselves are kept in a specific order. If a
lines structure has an orientation (angle) smaller in absolute value than 45 degrees. the x

and y data for the endpoint with the smallest x coordinate is kept in pts_a of the effect_lines
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Figure 4.4 Defining the direction of a corner "y,
,,,.

structure, the other data becomes pts.b Moreover, the effect_lines structures are stored
in increasing order of the y coordinate data in pts_a If the absolute ornientation of the lines
structure 1s greater or equal to 45 degrees. the data for the endpoint with the smallest y
coordinate 1s kept in pts_a The other data becomes pts_.b. The effect_lines structures are
then stored in increasing_ order of the x coordinate data in pts a A maximum of 181 lines
structures varying from minus ninety degrees to plu:; minety degrees may be kept This
ordering 1s done to ease the identification of overlapping (or quasi-overlapping) lines At a
higher level there is the corners structure. which consists of the pointers to two lines, the
corner position and its direction. As shown in Figure 4 4, the “direction” of a corner s
defined to be the bisector of the angle 26 between the two lines. the angle measured with_
respect to the x axis 1s 8. The angle § may vary between plus or minus one hundred eighty

degrees.

The next level contains the rectangle representation which consists of a list of
corners’ pointers, the area. the length of the two different sides of the rectangle and a
quality match factor, which will be described in Section 4 2 7 All the structures presented
above are general and do not contain any specific information related to the image. In the
upper level, called the rectangle characteristics level. more customization may be added in
order to store information for directing the low level image processing. In order to do so. the
image may be split/in four smaller rectangles of equal size and Yet of standard tests. may

be applied to them. The current structure for this level is: a pointer to7a rectangle, a field
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for the center of gravity. and 12 fields for the number of pixels. averages and variances of
G the four sub-rectangles. This data structure may be avoided if template matching is used.
Since it is intended to find the position and orientation of a die. a structure 1s reserved
(DISPLA%E) to keep the value of the displacement in x and y as well as the rotation in
world coordinates. Finally. all the above structures are embedded in a FEATURES structure

which contains pointers to the head of the structures presented.

4#;2 Algorithms

There are already many algorithms which perform hine and corner detection.

But not all are compytationally efficient or robust in the presence of noise. The following
subsections describe the existing algorithms used as well as specific procedures developed

de novo |

4.2.1 Line Detection

'S

To explore existing line detection schemes. experiments were performed with
three approaches: Houugh transform '[Ballard 1981] , chain-coded detection [Duda and Hart

1973] . prediction/veriﬁcation paradigm [Mansouri et al. 1985b] i

The Hough transform consists of mapping the problem of finding lines in the-
spatial domain to that of finding clusters in the parameter space As Figure 4.5 shows, '
a line can be characterized by two parameters, namely p and 0. where p is the normal

distance to the origin and 8 the angle defined by the normal with respect to the x-axis.

CI s

- »

In effect. the Hough transform maps a given point(X.Y) in the spatial domai"g

R Sk T
.

into a curve in the parameter domain. Mathematically,

p=1Y *3in(0) + X *'cos(0) (4.1)

g

The interesting property of the Hough transform is that points on the same line in the space

domain become curves in the parameter space with a common intersection point. Therefore,
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_Figure 4.5 Hough transfonn

by keebmg the result of the parameterization in an accumulator array. we can detect lines of
a given slope and intercept They are represented by high counts in the accumulator array
The advantage of this technique is that it can be generalized for any type of shape |Ballard
1981] 'HoWever, there is no information concerning the exact location of a line in the
image. and the Hough transform does not discniminate between lines made of connected
or disconnected points Moreover, the Hough transform 1s computationally mefficient on
a VonNeuman architecture machine because for every treated pomf in the image, a value
of p must be computed for every angle under investigation For instance. investigating an
image with steps of one degree over a scale of 90 degrees r_esults in approximately 90n
additions. sine and cosine evaluations. and 180n multiplications in the program. where n is

the number of pixels cousu\dered

Another approach is based on chain-code. A chain-code is formed by the se-

quence of consecutive integers that compose a closed contour The chain-code line detec-

e )

tion techniques are of two types' those fitting a small straight line segment by moving 1t
over the chain-code. and those taking advantage of the coherency of a digital arc. In the
first category, the Goundary segment is approximated by a senies of piecewi‘se linear seg-
ments [Duda and Hart IQTﬁi—mTIarly. it is possible to move a fixed size window over the
chain-code, fit a line segment using least squares technique, and keep the segment provid-

ing it matches within a certain threshold. On a Vax 11/750 supporting Berkeley UNIX 4.2,
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fingling the lines takes 20 seconds. Other techpiques based on chain-code representation
Gz is the coherency-based fechnique [Hung 1985. Wu 1982]. This technique takes advantage
of the fact that in a chain-code a straight line is represente& i)y a periodic pattern of two
directions Thus. it'is possible to determine the straightness of a digital arc by looking at
the chain-code itself without any distance and angle caiculations. The main disadvantage

- of the chain-code based techniques is that they are very sensitive to noise because they

generally .use only local information in their search
L

- -g-\ﬁ."‘a"- -

Another line detettor investigated makes use of the Hypothesis Prediction/

Verification Paradigm (HPVP) According to some observations. the program forms.a hy-

T I A

pothesis and then examines its validity The observations come from the results of the
Sobel edge detector operator This operator is made of two masks. one in the horizontal
direction. the other in the.vertical direction. Thus, the direction produced by these masks
° gives a hypothesis about the direction of the line. Knowing tf;e position of the observed
pixel, it is possible to verify if a line of a specific length exists by putting a line-of a known
size centered on the desired pixel. Then all the pixels on the line having an orientation
consistent with hypothesized line raise the probability of having a line at that position.
This technique is much faster than the Hough transform, and performs well when there is -
noise in the image. which is not the case of the chain-code based techniques. However, it
; has the drawback of finding many lines that are close to the one desired. This makes a
‘ pruning. or a merging algorithm compulsory On a Vax 11/750 :supporting Berkeley UNIX

Pl

4.2, the computing time is about 5 minutes

Other techniques exists for finding lines such as relaxation techniques [Zucker et
/ al. 1977} . Here. the objective is to attain a consistent orientation labeling that propagates
via local computation. This process is also computationally inefficient. In general the
i relaxation technique takes at least as much time as the Hough transform. However, both

of these techniques can be favourably implemented on a parallel architecture machine.

a:‘ * From this review, both the HPVP and the moving window chain-code based

) o algorithms were promising choices for our application. However, due to its robustness to
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4 2 Algorithms

noise and relatively fast speed. the HPVP algorithm was chosen. It provides a solid basis

o for developing higher level feature extracting algorithms
4.2.2 Line Merging - \

The process of merging lines together consists of comparing in orientation and
distance separation of lines taken two at a time. Respecting pre-defined selection criteria,
the result of merging two lines is the longest line that can be bullt with their endpoints.
The merging process, if not done carefully. may generate undesired results Because the
process 1s repeated recursively until completed. the merged line may deviate badly from the

desired result as shown in Figure 4 6.

—_— .
b
(2 i (b)
Desired result : .
{a) (b) (c)

Undesired result

Figure 4.6 Problem of the merging process

The essence of the ;nerging algorithm proposed consists in comparing the differ-
Ao . . '
- ences in directions and the distances between the lines at multiple resolutions. The use of

multiple resolutions is mandatory in ordegAS awpid the problem of Figure 4.6. The merging

Y

o process is done in two stages. In the first stagd, a very small tolerance on the orientation =

- . y
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4.2 Algorithms

_ ——is-allowed in the comparison. If these lines overlap or have their endpoints almost touching

i.e. at a diStance smaller than a given tolerance). the two farthest endpoints are kept and
the others are discarted. This process is repeated at a coarser resolution. During the first f
jass. a high resolution (very small distance). is selectéd. Thus, only the lines that overlap
or almost ’are'mérged. In the second pass. a lower resolution is selected in order to merge
line segments which are further apart but still having the same orientation. Ih the §ecdhd
siage. the same process is repeated with a large tolerance on the orientation. This last

merging operation removes lines that have slightly different orientation but that are close

to each othey. :

The merging algorithm takes a line (to be called line A). and tries t<l> merge it
with each of the remaining lines(called line B) in the list. The decision of merging two
almo;t ovetlappirig lines is based on the line orientations and the Distance Between the

" Lines (DBL). The line orientation condition Is imple'mentgd by taking a group of lines with
the sarT;e orientation from the same group or groups that fall within a selected tolerance.
The DBL is evaluated by taking the minimum distance hetween the endpoints of each line.
If this distance is below a specified threshold, the lines are merged The DBL is calculated

using equation 4.2: , .
° (XxMq)+ By -Y
(M2 +1)

(8.2)

where X and Y are the endpoint c:oordihates of a point in the first line. and M; and B, are
the slope and the y-intercept of the equation of the other line. In order to avoid merging
two lines having the same slope and y intercept. but which are wsdely separated, a special
strategy has been developed..'l?\he strategy consists in ,tracing an elliptical areayaround the
line to be merged. The use of an elliptical area has been chosen t6 merge overlapping lines
having a relatively large separation while a smaller distance is tolerated when they do not
overlap. Bec;use of the line ordering mentionned in Section 4.1, only one of the endpoints
of line B needs to be tested. The elliptical area is obtained by using the engpoints of line A,

and evaluating the sum of the arcs made by both endpoints of line A to the chosen endpoint

of line B, as shown in Figure 4.7. Line B is merged with Line A providing equation 4.3 is
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Line A &
? 2
. Figure 4.7 'EMiptical area of tolerance on merging
> satisfied. .
’ ’ ly + 13 — |y < threshold (4.3)
1 & [ ] ‘
LT where [, 1s the length 6f Line A - ’ L
' The complete algorithm for merging lines of the same direction is the following: :
%«' ‘ ' o N N .

— For.evety group of lines:
A:.Q“ -

™,

Y

.

— For every line in the group (let’s say line A):

- A
. — With all the next lin&s in the group of (let’s call each of them line. B). = <,

& ‘ .
‘ 1) Evaluate the distance between lines. ‘ . .
-— * q' "
5 R
2) If the distance is within the acceptable tolerance. proceed to the next step.
& * . )
~ - e " : :
3) Verify if the endpoints of the two lines are close enough. If so, & merging operation
’ is done. Otherwise. verify if the first endpoint of line B is inside the elliptical area of
- toleranae of line A. ' -
B ‘ 0: A -_ .
» — |If a merge operation has been done. re-evaluate the lines’ direction, re-order the lines.
o ) ' and then restarts the progess. . J .
. . [ 2
& vy ' ~ ! w
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In the second stage when a larger tolerance 1s accepted on the line’s orientation,
G the merging is performed slightly differently. The merging 1s done amopg the lines of

acceptable onentation, and the step one 1s removed

T,— 4.2.3 Line Expansion

In order to enhance the detection of corners. it 1s very useful to expand the
. lines However, expanding short lines may induce the detection of faise corners since small
hines are o%ten due to noise This problem may be avoided by expanding the lines that are
considered long enough Thus a*measure of what is long enough 1s required A solution is

to evaluate the average length y and the variance o2 of the lines length Ly

o : u=E{L}
1 k=n
=-d Lk -
k=1
o? = B{(L - p)?}
{L?) - EY{L} (4.4)

I

‘where the number of lines

—

With these two values. it is possible to perform line expansion to a selected set

¢ of Iine§ only To select the set of lines, the value of o subtracted from u, may be used

: ) to evaiuate the minimum line length 'accepted. Better results are obtained if 2 o is used.
- ” Another issue to b.e resolved is the selection of the line expansion factor. The program
K developed allows two different ways of doing it First, the lines may be expanded by the
same number of pixels at both endpoints. Second. it is possible to expand the lines by
a certain percentage. For instance. if twenty percent is selected. then both endpoints are
expanded by ten percent. This technique ~has proven its usefulness for images of objects

. q with rounded or chipped corners.
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32.4 Corner Detection
Corners represent one of the most useful features for image segmentation In
the following. we will present five published algorithms. which cover the different classes

of techniques .to extract corners

3

Chain-code based corner finders generally consist of studying variations in the
gradient directions [Kitchen 1982] or chain-code values |Freeman and Davis 1978}  For
instance, in the latter, corner detection is done by moving a line segment along the chain-
code sequence “The segment 1s defined by its end points in this chain-code sequence. As
the segment is moved from one chain node to the next, the angular variations between the
successive positions are used as smoothed curvature measures of the chain-code sequence.
A succession of positions that have curvature measures around zero indicate a straight line.
Thus. a corner may be detected by looking for the position of points ;n small neighborhoods

surrounded by zeroes in the smoothed curvature list. This technique has the drawback of

being sensitive to noise since it is based on the acquisition of the chain-code sequence.

A different approach has been proposed by Paler et al. [Paler et al. 1985] .
Their method 1s based on one property of the median filter. which is its insensitivity to
features of dimensions smaller than half the size of the filter window. These ~features are
re-created by subtracting the ;nedian filtered image from the original input image They
assume that a grey level function of thé image may divided in three regions object. edge
and background region. Thus, by moving a median filter window over the imagé. a corner
may be detected when a significant cf}ange in the count of pixels coming from one of the
three regions. The advantage of this algorithm is that it requires no edge detection. no

edge thinning and no chain-code. However. Paler’s method is restricted to simple noise-free

images.

An interesting approach to detect lines has been developed by [Fang 1982} and
presented in [Gu and Huang 1984] . The method is based on the assumption that corners

are the points where the direction of the edge changes by a large amount. The procedure

n



i\

W?‘q ERER AR S N “’:’EE’M?‘«,”Y".@%?L‘ I TR S DA e ek S A - e crT T T .
N - = e F

42 Algorithms

copsists of applying a Sobel operator, storing the values AXand AY from the two masks.

and the gradient intensity of the edge-map at this point, A = VAX2 4+ AY2 The edge -

map is then thinned. T hereafter. the corners icked up from the thlnned/ edge points
if the edge intensity exceeds a specified threshold. an; if the corner strengi?h is a local
maximum. The corner strength is a quantification of how much the edge intensity changes
at-the examined point. This technique. based"on very local features. has the drawback of

being very noise sensitive.

The uses of B-Splines has been proposed for corners detection |Mediani and
Yasumoto 1986] . B-Splmes”are used to produce a curve that approximates or approaches
a given set of points [Mortenson 1985] The technique consists of taking the result of
a very precise edge detector [Medioni and Huertas 1985] . and thentfitting a B-Spline to
it. The idea 1s to let the points “move around” their original position and measure"their

displacement. Points “moving a lot” and having a high curvature are marked as corners.

-

Finally. corners may be found via template matching [Bolles and Cain 1982] .
However, this technique requires that the image possess:as corners which exactly match the

masks. This restricts the template matching technique to a very small subset of images

4.2.5 Algorithm Developed

The corner detector developed is somewhat a mirror image of the lines detector
developed by [Fang 1982] . As explained previously, Fang finds the corners via local features
and then matches lines between the corners. To do this. he assumes knowledge about the
image is available. Our corner detector proceeds in the other direction: the lines are found

first, then the corners. The algorithm developed does not require any particular knowledge

of the scene.

N

A corner is defined as two lines almost touching with a specified aperture a. In
Figure 4.8, line 1 and line 2 are candidates for a corner with an aperture a = 90 degrees. The

term “almost” is used because perfect corners are rarely found in IC images. Rather, the

, 12
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A
\\ I} ﬂ/ l.mc»?_

Line 1 mn 21 L) *

Figure 4.8 Tolerances accepted for the detection of a corner

4
¢ natural corners are degraded by highlights. distortions and noise to form rounded corners

in the image Both lines are extended g calculate the corner’s location and the lepgths ¢
and #, Two lines almost touch if the distances @1 and ¢, are small enough. This is the

first condition to assert a corner ’ ~

In order tosatisfy the second condition. the angle between line 1 and line 2
must be in the range spanned by vy and ;. The testing angles. vy and ~3. define the set
of acceptable angles

Mm=a-Bfm=a+p 1 (4.5)

[ is the tolerance on the apertulre <1 and 3 must be between -90 and 90 degrees For this

reason, if v, exceed 90 degrees, 7y is set to - a, -. =~ For instarice. in Figure

. 4.8.7.=90- 3 while y; = -90 + 5. The tolerance j is used to eliminate the effect of

,/’\—‘;/uantization. When the angle a is very different from 90 degrees, which may occur if the
camera is mounted with an angle relative to the scene observed. a new situation arises.
The group of lines that will be acceptable to form corners will be at plus or minus o degree

from the investigated group of lines. Thus, they must be considered in the corner searchinz

process. To do so. the group of testing ‘angles is divided in two sets: one at plus a and

one at minus o from the line tested (i.e Line 1 in Figure 4.8). For each set, the situation -
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4 2 Algorithms

<

described in Figure 4.8 may occur. which makes four testing angles per group. As a result.

eight angles are needed to discriminate all the possible cases in our general cornersfinder.

=

In the algorithm, only half of the line orientations need to be eg(a'mined since
they are matched with the other half. For every group, the onentation is extracted and

orientations at plus or minus 3 degrees of difference are evaluated.

For each line from the first group. determine, whether it fornis a corner with
any of the lines in the other groups that respect the orientation restriction. For every line
in the acceptablé groups. the position of the corner is evaluated~and a test is done to check
if it is an acceptable corner or not. Thus, evaluating the position of the corner 1s reduced

to finding the intersection of two lines, which is trivial. Special care must be taken for

vertical lines (infinite slope). w

The algorithm to extract the corner is the following.

— For the all groups of lines between -90 and O degree *

v

— Take a group of lines. (let('s say group A) Now we will be looking for a group of

lines at a degrees plus or minus J. :

¢

— Evaluate the testing angles for the lines which may form corner(s).
— For every line in the group of lines A do: -
— For every group of lines in the proper range of orientation

—1) Take a group of lines. (let’s say group B)

¢
v

-

—2) For every line in the group B : ’ . _




42 Algorithms

\d Line A E Line A
¢ . '
Line B
Wh Line B We
a
M

() ! " b)

Figure 4.9 Examples of multiple corner points

3

—3) Evaluate the corner’s position between the line from group B and the line from

group A

—4) Verify if this corner positiém is close enough to the line segments to be a valid

corner. If so keep it/them * !

-

In addition, the system must be able to extract multiple corner points and divide
thenr\i_nto different corners. This may occur after the expansion/merging process previously

»

performed and is shown in Figure 4.9

s h'('\\
.

The decisiom\of keeping. one, o on four corners per pair of ines is based on
how close the lines are. If the two lines eross the corner position by a predefined threshold.
four corners are kept. For instance\(in Figure 4.9a, Line A and B have overlap w, wj that
are greater than the threshold, thus the four corners are kept On the other hand, if orﬁy
one of the lines passes over the corner position, like in Figure 4.9b. and if the other line
is at less than a distance ¢ from the corner_position. two corners must be kept. However,
when no lines overlap the corner position. the two lines under investigation must be at a
distance less than ¢ of the corner location. The lines with arréws are the directions of the

corners.

4 -

-~

The validate and save corner process goes as follows: o
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from 90 degrees. This may be useful for the detection of non-rectangular polygonal shapes.
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- Evaluate the shortest distance between the two endpoints of line A and the corner
location Save the distance and set flag_a to indicate which endpoint is the closest
- Verif)} if line A overlaps the corner. If so, set the distance to zero. set the flag_a to

indicate overlap. and evaluate wq . .
‘ ’
S
- Evall!{é the shortest distance between the two endpoints of line B and the corner
locatio}. Save the distance and set a flag_b to indicate which point is the closest.
T/
- Verify if line B overlaps the corner. If so, set the distance to zero, set the flag_b to

indicate overlap. and evaluate w;,.

- Set the distance value to the largest of the value found in step 1 and 3. (This will

be zero if both overlap the corner)

— If the distance is under a predefined threshold -ave the corner(s) according to, the

information in flag_a. flag_b. w, and w;

a

When processing real images. false corners may be found. However, these

false corners are generally clustered around a true corner. Most of these false corners are
removed by taking the average in the neighborhood of the corner positions. Any remaining
false corners are eliminated by the rectangle detection process described in the next section.

An interesting property of our corner finder is that it can extract corners with angles different

4.2.6 Rectangle Detection \

Operators to detect low level features have been heavily investigated. but ac-

cording to a recent survey [Michaud et al. 1986a] . few are applicable for finding rectangles.

16
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Aside from the approach developed here. only three other techniques have been found in

the literature:

1 - Template matching
2 - Hough Transform. <
3 - Features Matching(Shape Matching) [Bolles and Cain 1982]

The two first techmques were prevnously explained in Sections 42.1 and 4.2 4
and are apphcable to extract rectangles. Features Matching consists of extracting local
features of the object from the image and then trying to instantiate them to match the

-

complete object

Our rectangle detection method does something similar to local features
,~atching with the addition that it makes use of global information from the image It

performs the extraction of dlLthé possible rectangles from the image based on the corners

which have been generated. It is assumed that the corners are kept in increasing order of

direction with aperture a of approximately 90 degrees The procedure gvo;ks as follows.
A

First, a corner is taken from the hst and the three directions that comple?m\er&g_ugle

are computed. The corner chosen is labeled as corner “a”. Subsequently. the other corners

that are at 90, 180 and 270 degrees from the corner “a” are labeled “b, c. and d” as shown
in Figure 4.10. '

Second. all the corners of type “b" that match corners of type “a“ are identified ,
and for every corner pair of type { a. b } a rectangle structure is created. Thus. if
the corners by and b, are identified, two rectangle structures will be created: {a,b;} and

Ll

{a, b3}. In order to match a'corner of type’ “b” with a corner of type “a”. two conditions ‘N

| o must be fulfilled: L/

1

Fr'u— S
e
A
.
/
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a b

Figure 4.10 Example of rectangle labelling
- The line formed between the two corners called the Line Connecting Cornei’s(LCC)
must have a respectable percentage of its length covered by lines in the image. For

instance, the LCC in Figure 4.11, 25 percent of the LCC from “a” to “b” is covered

by the projections of lines !4 and [;. [If the threshold selected is 30 percent. this

corner would be rejected. The minimum distance between a projegted Jine and the

LCC must be within a threshold ¢ I3 is too far away to contribute a projection.

- Each of the corners must be “visible” to each other For this, a tolerance is added

t

to the corner aperture angle by enlarging it slightly beyond 90 degrees to permit the

I ¢ 12
Lﬁl l l\ J
a LCC b

Figure 4.11 Evaluation of the line projection

S
[}

These conditions guarantee that the corner matched is part of a possible rect-

|
. | ]

After this step. a series of corner pairs, kept in rectangle structures. now exists.
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The identification of corners of type "d”1s now performed using tl';e same approach Corner
“c” 1s omitted since it is not adjacent to corner “a”. For every corner of type “a” present
in,rh/e existing rectangle structures. look for corners of type “d” that respect the conditions
|{1enﬁoned For every corner pair of type { a. d } a rectangle structure is created Thus., if
the corners dy and dy are identified. four rectangle structures may be created: {a,bf,d,}i.
{a,by,d1}. {a,by,dp} and {a,by,d;} These four sets represent four possible rectangles.

It 1s also possible that a corner of type “a2” matches only one corner or none. This gives

rnise to three possible situations

P
1 - Only one element is present in the list of rectangle structures i.e { a }

2 - Only two elements are present in the list of rectangle structuresie { a. b } or { a.

d} = )

3 — Three elements are presentie. { a, b. d }

T N " T L ol AR S T T e T e T S A R Dt § o L A S Sl o Al ) Sl J ot - A LR L T S S R
~ - » + - Y R . i i

When two elements are present, the same process used for finding corners of .

type “d” using corners of type “a” is repeated to find corners of type "c” using corners of
type “b”(or “d” according to which corner was matched). However, when three elements
are present. the program evaluates the possible position of the fourth corner from these
three. and looks for corners that are in the hypothesis area. as shown in Figure 4.12.
The evaluation of the position is easily obtained by taking the average position of the two
corners of opposite direction i.e. “b”and “d". 'fherl., we evaluate the difference A between
this new posifion and the corner “a", add it to tfﬁg average position found, and call, this a
corner of Yype Sc”, see Figure 4.12. If no valid corner is found, the calculated position is
kept %s the fourth corner. For every corner of type “c” found. a new rectangle structure is

_created.

S These steps for evaluating the fourth corner position are valid for any parallelo-

-gram. If only a corner of type “a” is found(case 1 above). it is then removed from the list

"
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: Figure 4,12 Evaluation of the fourth corner
N
R o/
A B
C
| + = -
Figure 4.13 Example of a false rectangle
of rectangle structures since accepting rectangles based only diagonally opposite corners.
i.e just corner of type ‘c”, with corner of type “a” generates too many false rectangles in
- a complicated image. A false rectangle is defined as a rectangle created by the association
_: of true (or false) corners that are not already bart of other rectangles as shown in Figure
4.13. Rectangle A and B are real rectangles but the rectangle C enclosing them is a false
i "~
} . one.
g
g All the way through the identification of the possible rectangles, every corner.
5 i matched to a rectangle is put in a special list in order not to be re-used as a first rectatigle's
;‘ ] corner. Without this precaution, the process would find the same rectangles over and over
; , .
: . again. .
L : _ -
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Figure 4.14 Example of a search for an accumulation of fine segments
AR

After the corner ma(ehing phase. all possible rectangles in the image are now
Q .

in the hst of rectangle structures. Nevertheless, many of these structures contain only two

and three corners rather than four corners When three corners are present, it is considered

that there is strong evidence for the presence of a rectangle. and the fourth corner, as ,

estimated in Figure 4 12, is instantiated. On the other hand, when two torners are present,
&5

R > . . a
more investigation is required to cheek before instantiating a rectangle. In order to do so.

we will look for an accumulation of lines quasi-parallel to the LCC This is performed- by
H

scanning the LCC in the direction of the possible corners. Every time a line of the same

orientation of the LCC is encountered, a count equal to the line length is kept in-a linear

array at the position corresponding to the distance from the LCC. as shown in Figure 4.14.

A triangular mask of size "n" fa (f) is used for smoothing the sequence of

values in the linear array. They represents the accumulation of lines contributing to the

- scanning line at a distance d in the /inear array. The sequence of values in the linear array
is correlated with fa, (1). Its Fourier transform @4, (&) is represented by a quadratic sinc

function. In other words, the correlation of the sequen‘ce of values in the linear array with a

"
o triangular mask is@auivalent to a lowpass filter operation in the frequency domain. Thus.

T
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.

fa, (i) = {8_‘ i :;J;ﬁ;’: 71,2,k (4.6)
c02
®a,(6) = ———-——s';'ﬂf(:f{" ) (4.7)

-

The correlation of the inear array with the triangular mask-fa (¢) leads to a

TN ATRSRRT TET LR Ce

smoothed array and is defined as: o

. A )
' SA, = fa, 1) x A, (where % = correlation)

k=n

’ = Z fAn(k)Az+{c : , (4'8)

\k:—‘n

- ' . Then. thé magnitude and thesposition of the maximum value are extracted from
the smoothed array SA. If the ratio of this value over the length of LCC is greater than a

threshold, the two missing corners are instantiated.
N L ] ‘
4.2.7 Evaluation of the Quality of a Rectangle and Seléction of the Optimal

Rectangle
5 .« The rectangle of interest in a die image is the one that best surrounds the die.
A characteristic of this rectangle is that the lines that are part of the die are enclosed by

" jt. This observation may be generglized for any type of image in electronic assen\b[y‘whéé

the observed objects are of rectangular shape. At this point in the processing. there are
” many rectangles that have been found. Thus, an algorithm is needed so that only the
;o rectangle(s) surrounding real rectangular object(s) or object feature(s) are-stored. In order
to do so. a measure of the quality of the rectangle is required. The sum of the projection of
, all the lines in the image that are inside the rectangle within a distance “d" from the LCCs
3 defines fhe quality of the rectangle. LCC1, LCC2, LCC3 and LCCA4 are the lines connecting
e the different corners. lll,lza,lz,,,h,l“ and Iy, are the lines in the image. This is shown in

3
>
¥ ’
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figyre 4.15. This 1s done by créating a linear array for%each length of LCC and marking it

for each valid projection. as will be presented shortly.

lp, is partly projectedd on the LCC: I3, does not contribute a projection.:

within a threshold distance d. we calculate the length of the I'y(e starting at its Closest «

.

«. ‘ 4 2 Algorithms
P by
b g
-~ ) - )
Lcct ) I§" Lccs
\ - ¢

o ‘ . lyy  Lec o ' Ce—— ’

Figure 4.15 Evaluation of the guality of a rectangle

~
. 4

4

A line in the image must satisfy certain conditions to be considered for pro-

jection. First, it rust have almost the same-orientation as the LCC. However, here again -
&~
a tolerance is accepted on the orientation of the line. Second. the line must be withina °

distance “d" of the LCC. For instance, in F igure 4.15, line ly. is completely pro}ected while

In order to evaluate the projected parts of any line that has one of its endpoints

Endpoint from the LCC. up to the ot'her endpoint of the line. If 'this other endpoint is
within the threshold’distance d. the complete length is used as the projection value. This.
is reasonable as long as the orientation of the line and of the LCC are similar, (see ’lj in
Figure 4.15). However, when the tolerance accepted on the direction becomes large. like
lg,. using the complete length may cause a false rectangle to be preferred to z; good one.
This is why tlhe tolerance between the orientation of the line and LCC must be kept small.,
If the other gb_d_point of the line is beyond the threshold (I, in Figure 4.15), the length is
evaluated froin the Closest Endpoint to the point intersecting the perpendicular from the
LCCata giséance d _ ’ ) ’ ) .

¥
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4 ~
Another situation that may occur 1s when the line tested crosses the LCC.

eg. l3in Figute 4 16 In this situation. the intersection betw.eLen I3 and the LCC3 must be
evaluated Then, the length from this intersection point to the endpoint inside the rectangle
T used A combination of the two previous situations can also happen. 1 e a line crossing
LCC but having its interior endpc;mt at a distance greater than the acceptable threshold.
Iike /4, in F}gUfe 4 15 Finally. a line may overshoot the LCC, like /4, There. the distance

from the intersection of the line with LCC1 to the'intersection with LCC4 1s calculated. and

4 Y
the projection operation i1s done only with the segment inside the rectangle

v

~

Before evalusing the quality of the rectangle 1t 1s necessary to shghtly enlarge
4
the rectangle to compensate for quantization-problems such as having _a line perfectly

parallel to a LCC but out of the féctangk by one pixel'

The global algorithm to evaluate the quality of a rectangle and the detatls con-

cernming the proced-ures used 1n the algorithm are described below
a - For every rectangle
b - Enlargelhe rectangle
c - For each side of the rectangle

d - Evaluate the quality of Lthe rectangle. as foly{ws
o ,

<

\
e — Create a inear array of appropriate length for the LCC .
— — For al| lines almost parallél to LCC do
— — 1) Venfy if the line 1s close enough 1.e within the threshold distance 'd

— — 2) Verify if the line 1s nside (or partly inside) theiécta‘ﬁle/ )

84
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Figure 4.16 Position of the corner of>a rectanglg after the rectangle expansion

— — 3) If the previous conditions are fulfilled evaluate the begin and end positions for

the projected line

»

p]

— — 4) If the projection 1s vahd. mark 1's in the linear array over the projection range

L}

— — 5) Evaluate the ratio of the projections found with the Iength of LCC ¢

- h]

;
— Sum all four ranzs belonging to the $ame rectangle. and store the result

\The first operation to be described 1s rectangle expansion The rectangle expan-
sion ls,]equued in order to insure that lines which are a few pixels away from being inside
the rectangle are considered during the rest of the process The corner expansion lis done
by using the projection of the unit vector in the inverse direction of the corner multiplied
by a small distance e. (typically a value of 5) as shown in Figure 4 16 The direction of the

corner 1s not modified during this process

Now comes the st&p to verify if a hne 1s close enough Todo so. the procedure

S &hecks if the line overshoots the LCC. like l4;, n Figure 4 15 This is done by calculating

the arigles between the LCC and the lines starting from the corners to the first endpoint of
the line using the dot product. Usnﬂyfigﬁre 4.17. let vy be the vector made by LCC4 from
endpoint A to endpoint B. while’v, is the vector made from A to endpoint epy of the line
ly In this example. the angle defined between vy and vy is smaller than 90 degrees. Thus.

the endpoint ep; of line {j is not modified On the other hand. the angle between v3 and
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vy 1s greater than 90 degrees therefore. the endpoint ep; 1s replaced by the intersection of

Figure 4.17 Dot product test

LCC1 and I} The angle 9 1s evaluate‘d from the dot product

cos(¥) = R
vy 10y
Y = cos_I( - .»vl(f_): _1’2(1')"*' ‘_’l(y) - "2(!/) ) (49)
1
/ (v1(2)2 + v1(¥)2)2 > (v9(x)? + vy(y)?)2

14
where 9 is the smallest angle defined between v, and v,

When the angle ¥ exceeds 90 degrees. the intersection of the line with the
rectangle 1s evaluated to replace this endpoint during the evaluation of the projection If both
endpoints ovﬁrsl:oot. both'endpoint values are adjusted for this computation Following this
adjustment, both endpoints are inside the rectangle The distance between the endpoints
to the LCC 1s then evaluated using 4 2 The distances of both endpoints from the LCC,
a series of {Iags indicating whuclrll/e?l/db;)nnt(s) 1s (are) overshooting the LCC. and which
endpoints is (are) within the acceptable distance from LCC are evaluated These values
are useful to evaluate the projection parameters, which define where to start and to stop
fillingghe linear array If a line has one of its endpoints (or re-evaluate endpoints) within an
acceptable distance. a test 1s done to know if the hine is inside or outside the rectangle The
cross product ?perator 1s used for this test This requires the construction of three vectors.
as shown ngj’lgure 418 The vectors starting from a defined corner of the rectangle (e.g.
Ain anl.%e 4 18) are evaluated as well as the one starting from this corner to the line’s
endpoint| The cross products are evaluated as follows a vector formed by LCC1 (vecty)

is picked bp and cross multiplied with the other vector formed by a LCC2 (vect;) and with

% 86




42 Algontﬁms

4
vect
vecty|ILCC2
. vecty p
Lcct

/

-

Figure 4.18 Cross product test
the vector vect3 joining A to ep (one of the endpoints of the line tested) If the signs of
the results are different. the endpoint 1s outside the rectangle This cross product test is
apphed to both end}omts if both are outside the rectangle, the line is rejected. if both are
inside. another test is required If the line crosses the LCC. the intersection between the

LCC and the line 1s evaluated. and the endpoint that was out of the rectangle is replaced

by the intersection value for the quality evaluation of this rectangle

When both endpoints are inside the rectangle. the correct hine length to be
projected. as well as the position where the projection starts, remain to be found. If both
endpoints are within an acceptable distance, the entire length of the line 1s projected on
the LCC The beginning position to fill the lingar array is defined as the closest distance
fror‘n a chosen endpoint of the line to the LCC. On the other hand. if an endpoint is farther

than this distance. a new endpoint s evaluated to replace it. as shown in Figure 4.19. In

this figure. a new point NP, on the line P; Py 1s evaluated at the threshold distance d.
d - da

NP() = g + Pala)
- NP(y) = ‘—L% +RO) (4.10)

™ where P,(r) and P,(y) are the (x.y) coordinates of the point-closest to thg LCC. dg, d;
are perpendicular distances to the endpoints from the LCC f.is the orientation of the line.

J
4.2.8 Vision Experiment and Results

The algorithms developed have been successfully tested on many different im«

ages. In Figures 4.20 to 4.32, the performance of the algorithms is shown.
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Figure 4.20 Image of an IC dic

/
Figure 4.22 Result of line merging for Figure 4.23 Result of line merging for
lines of the same direction that are less lines of the same direction that ‘are less
than 3 pixels away than 15 pixels away

First. from the image of the IC die (Figure 4.20), the lines are extracted (Figure
4.21) Then. the ines are merged together The importance of using two stages at multiple
re:olutlonsqn the line merging are well illustrated in Figure 4 22. 4 23, 4 24 and 4.25. When
almost overlapping lines of the same orientation are merged. almost no deviation effect is
noticed, as shown in Figure 4.22 On the other hand. there are stil many hnes that could
be merged If the merging 1s done with a tolerance on the orientation of the hnes. the
merging is much stronger but‘\so 1s the deviation effect (Figures 4 24 and 4.25) Thus,
the sequence of operations performed in order to obtain a meaningful image consists of
merging lines of the same orientation that are 3 pixels away, then those at 6 pixels away,

and finally merging lines with a tolerance on the orientation of 5 degrees that, are less than

5 pixels away, Afterwards, the lines’are expanded as shown in Figure 4.26

In the corner extraction process, two parameters must be taken into account:
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Figure 4.24 Result of line merging al-

_gorithm for lines of orieptation varying
by less than 10 degrees \and less than
10 pixels away

Figure 4.26 Result of line expansion
All the lines are expanded by 25 pixels

Figure 4.28 Detection of corners
(@ = 90, 8 = 20and ¢ = 10)

IR A |
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1 .. .
Figure 4.25 Result of line merging al-
gorithm for lines of orientation varying
by less than 10 degrees and less than T~
20 pixels. away

Rgure 4.27 Detection of corners _
(0 = 90, 8§ = 10and ¢ = 10) h

Figure 4.29 Detection of corners
(a = 90,8 = Tand ¢ = IOL

the tolerance () on the aperture {a) and the distance of the lines to the corner location (¢).
In the image selected. the tolerance on the aperture does not seem to significantly affect
the qualty of the corner detection As Iopg as the value selected remains within a certain
range. the algorithm performs very well (Figure 4 27 and 4 28). However, the selection
of the distance ¢ 1s more critical (Figure 4 29 and 4.30). Even though the detection of
false corners generally has no effect on the final result. it strongly degenerates the time
performance of the system Thus, one must be careful in the selection of this parameter.

Further experiments would be required to select an appropriate valug for another application.

\

Finally. all the possible rectangles are extracted (Figure 4.31). and the optimal

rectangle is selected (Figure 4.32).

The worst case variation between the position of the true corner and the position

of the detected corner, is 0.1 millimeter (10 pixels), when a maximum resolution of 50x
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Figure 4.30 Detection of corners Figure 4.31 Rectangles found when the
(0 =90, f =Tandg¢ = 20) .
* corner detection is made at 4 = 10
and ¢ = 10

Figure 4.32 Rectangle selected for the die picture of Figure 4 20
1s used on the microscope This happens becduse the HPVE" line detection algorithm does
not detect jagged lines Therefore. the image must first be smoothed using a three by
three averaging mask This smoothing has varying effect on the precision of the algorithm.
Fdr instance. when the rectangle has an orientation of 45 degrees as in Figure 3.20. the
precision of a result 1s 0.1 millimeter (10 pixels} The precision becomes 0 02 millimeter (2

pixels) when the rectangle has an orientation near O degrees

In order to enhance the precision. the following steps could be taken-

- A asmaller average mask could be used (two by two instead than three by three)

-

- Tuning the line detector to accept jagged hnes.
- Using a chain-coded line detector .

The program implementation involved about 5000 lines of source code in C

language. Thed execution times of the different parts of the rectangle extraction process are

——
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shown in Table 4.1 A VAX 11/750 running Berkeley UNIX BSD4.2\iwas used

C / . ) ‘ i

There are three ways to improve the speed 6{}the system “gFirst. many sections
of the code could be programmed to be more effietent Durning the development phase
of this project. the software was written to prove the feasibility of the approach rather
than optimm;mg the program execution. time We estimate that a speed improvement of
30 percent i1s possible Second. the use of heuristics can be made in the selection of
the optimal rectangle Actually, we have presented a brute force method that takes into

! , account many rectangles that could be ignored in the selection process To minimize this
problem. only rectangles having an area close to the one desired should be considered

Furthermore. the rectangles generated may have severe assymmetry. due to the tolerances

— used A test based on the lengths of the sides of the rectangles can be done to identify
asymmetric rectangles Up to three minutes may be removed from the selection of the

- optimal rectangle processing time in this way Finally, special purpose hardware 1s essential

for real-time image processing. The use.of parallel processors linked with a commercial

vision system making use of VLSI technology will make our approach usable in real-time. All

the algonthms used and developed can be implemented on parallel architecture machines.

Moreover. a very fast realization of our rather lengthy optimal extraction process could

make 1t a general purpose higher level image processing step. just as the line detector is

used in our approach. f

&
The major-hmitation of the rectangle finding approach presented is that the

duration of the merging and the extraction of rectangles changes according to the amount
of information in the image, i.e. the number of lines obtained by the hne and corner
detection processes. The effect is more important for the rectangle extraction process

which is exponential in the number of lines detected

Because of its generality and robustness. the rectangle detector developed may
e applied to other categories of images such as hybrid circuits. Finding components on a

> hybrid circuit is a difficult task because of the noise and of the complexity of the image.

f Q The image intensity level and shape difference’ between (5 capacitor and a conducting path

A & A
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Operator Duratlon !
e  sobel ' 2 mmutes ;e
Timdesen | mmie |
: Merge 3 pixels 22 seconds
. ‘ Merge 6 pix_e’ISH o “7 _:ec;\-dAs 1 AN .
) ”—AMerge éu—aéér;e; N T v\\J
@ 6p|xels 1 minute ¢
@ o H»E—;a—nd lines ‘ O 01 secoﬁd‘sg" ’
 Merge 3pixels 001 seconds | '
Merg_e 6~ deg—n;e; B N
) 6 plxels . 10 seconds
b | Extract ;)_r;)—;s_ i ——: -« 5
L 10 degrees. 10 pixels _:.! 8 secon9§ #:‘
| Extract rectangleswa_ 1 minute ':
ir Select Optlmal_ ' , -
| , Rectangle 'l 4~_r_r}mutfs
L Total: j ;16 ﬁ;l;lute; v
Table 4.1 Time required to perform the rectangle detection on a VAX 11/750 run
ning Berkeley UNIX BSD4 2 The operators are hsted in their order of appearance
during the process
may be very small In order to avoid detecting many undesired rectangles. heuristics may be
used. Only rectangles having approximately the desired area and width/length ratio may be
kept. Our approach has been investigated on test images such as the one in Figure 4 33.
Figured 4 34 and 4.35 show some very good results However, other rectangles formed
by the lines inside of the welding\ area ( bright area inside the rectangle in Flguui 4.35),
and the three other sides are a valid rectangles and may sometimes be selected. Thus.'
furthet processing 1s suggested to guarantee that the rectangle found completely encloses
the capasjtor. if this is requnred ‘
\ “
\"
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Figure 4.33 image of a capacitor on an Figure 4.34 Rectangle selected for the

‘ g hybrid circuit. capacitor
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Chapter 5 : . IC Die Assembly

A

\
In the two previous chapters, a multi-robot environment with vision was de-

scribed to perform IC assembly. In order to verify the completeness of the environment, an
experiment was conducted with the workcell using just the PUMA 260 robot. The RCCL
robot program was based on the code written for the multi-robot demonstration; only minor »

modifications were required. The purpose of this experiment was to determine the limits

of the workcell to perform IC die assembly. The sequence of operations is the following: i

0; * - The workeell is calibrated.




— N

51 Results and Discussion
\

= The PUMA 260 picks up the IC die from the die holder and puts it on the XY stage,

using a vacuum tool. . .
~

- ~

_— The XY stage moves the IC die under the microscope.
. -

- An image ofjhe»l(; die is grabbed.:

- While the position of the IC die is evaluated. the XY stage moyes the IC die back to
the robot. ) s
- The PUMA 260 picks up the die and places it on the IC chip by pnerforming the

appropriate corrections obtained from the image processing

The IC die. which has dimensions of 1.72 x 1.65 millimeters, is picked up ungi}er

vacuum. In order to perform this operation without damaging the IC die. a special tool

was developed. which mates with the multi-purpose end-effector of the robot. The tool |

R 4 ‘

consists of two parts. The first part is the tool body., which allows the robot gripper to

hold the tool. The second part consists of a vacuum cylinder supported by a spring. which |

- ¥ -
makes the tool compliant in the “Z" tool axis. The cylinder has also a small hole drilled

through its upper part to provide for fast IC die release T he information concerning the
-

types and dimension of the IC die were kept in the Database program. The RCCL database

.was used to store the locations of the different positions taught to-the robot.

51 Results and Discussion \
| ¢
The experiment demonstratéd that the image processing data structure chosen, ..
and the software developed to control the robot, store and fetch the information and evaluate
the position of the IC die. were appropriate tools for IC assembly, but additional problems

remain to be solved.
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- 5.1 Results and Discussion,

-~ When the IC die is picked up, it éften clings to the tool cylinder after the suction is
turned off, due to electrostatic forces. Blowing air back into the ;ﬁmder to release o
the die was investigated.- It turned out to be an ineffective solution for two reasons.
First. our laboratory did not have the facility to accurately control low air pressure.
Thus, the adjustment of the pressure was very 'critical. Second, the electrostatic
forces themselves are unpredictable and would vary with the environment conditions
9. well as with the IC types. 'l - -

s &

~ The precrsTUﬂ of tool modeling was found to be of the same order of magnitude as the
precision of the image processing, abqut 0 1 malhmeter Thus better measurements
are suggested for the tool modeling. A redesign of the suction tool, perhaps using
different materials. might. improve the electrostatic problem. ‘

~

The motion of the XY stage causes vibration so that the IC die moves by at least 0.1

millimeter. This vibration problem is inherent in the stepper motor drive. Obviously,
a better approach would involv?keeping the die on the robot suction tool for the *

image acquisition under the microscope. In the prese?ut workcell configuration. this

was not possible.

The use of a compliant tool causes two sources of i maccuracres First, the compliance
F

- reduces the accuracy of the tool model. Unfortunately, the compliance is accompanied

-1

by small a displacemerrt in the XY plane. The importance of “this error has not been
thoroughly investigated 'iihe second cause of error is due to the fact that the robot
performs its pick and place motrons using compliance along the Z axis of the tool
Provrded the tool Z axis is perfectly aligned the tool complignce should not cause
unwanted motions. The present workcell environment makes these high precrsron
adjustments diﬂict:lt to set up. More versatile utility programs are needed. These

— drawbacks of using a compliant tool remains the price to pay for the gained flexibility.

‘. B i Y - . ‘ -
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Chapter 6 _, Conclusion and Future Work
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This thesiilBs addresséd the deve}gpment of a multi-robot workcell with vision
for IC aséemb@ in ihe context of robotics research in the Computer Vision and Robotics
Laborato‘ry at McGill University. The literature was reviewed outlining some of the conce:t:i
andC\{gquirements for robotic workcells. The design of the robotic workcell was presented
outlini'ng the control architecture, robot programming. and database development. Three
alternati;er database implementations were evaluated using dPSS. PROLOG and the C pro-
grammmg languages. A multi-robot demonstratlon was configured to validate the operation
of the workcell. This was based on a hlerarchlcal master /slave architecture using message
passsing over an Ethernet Local Area network. Original image processing algorithms in-
cluding line merging. corner detection ar;d optimal rectangle finding were developed and
tested IC assembly experlments were.performed to asses the handling\of 1C dice using the

¥

RCCL robot programming environment. The problems encountered wer\e discusse¥.

Future extensions of this work are envisaged. First the database has to be
enhanced in order to handle the geometric Qrepresenfa;io; of objects. This work is alr:;dy
underwe;y. Second. the image processing has to be made much faster. Rewriting part of the
code and running it on a dedicated machine would be a beginning. Third, the tool modeling

problem needs to be investigated. More accurate tool transforms and robot parameters are

requnred for the high precnsnon tasks involved in IC assembly. Fourth the addition of error

recovery is required in order to make this system more robust:

. - . » /
. 1
> )

\



* Conclusion and Future Work

From this work we can say that using robot for IC dice assembly 1s a very
challenging task The high precision required seems to dictate the use of hard ::utomatlon
However as the precision of the robots 8 increased. the tool modeling improved. and
the execution times of computer vision algonthms are accelerated. the use of robots for I1C

manufacturing will become a fact of hfe
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