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Abstract 

This thesis describes the software tools developed urperform multi-robot as­

sembly of Integrated Circuit (IC) with vision The tool5 developed include the developmènt 

of a multi-robot workcell. the design of a database. and the development of image process-
o ~ 

ing algorithms to detect corners and rectangles. Ali the facilities d~veloped are integrated ---
in order tQ...eXperiment with robotlc IC assembly 
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Résumé 

Cette thèse décrit u ... système 'multl-robot utilisant la vision,ique pour assem­

bler ~es circuits Intégrés Le développement d'un environnement multl-robot, la concep­

tion d'une banque de données, et la mise au po lOt d'algorithmes de traitement d'Image 

pour la dé,ection de COin! et de rectangles, sont décrits Les résult~ts des expériences 

d'assemblages sont discutés 
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Chapter 1 Introduction 

/1 

Slnce the "Industnal Revolution companles 'have sought greater eHlclency ln 

theH production The flrst major step was the introduction of hard automation machines 

whlCh could produce the same product ln vast quanlltles Then Numeucally Controlled 

(NC) machines became avarlable to precisely execute cutting Instru<;tlons accordlng to a 
'. 

program punched on paper tape IPressman. Williams 19771 These NC machines brought 

a new dimenSion to the mdustrlal process. one machine could be used to produce slighty 

dlfferent products A1though these produets must be of the same eategory e g boat 

propellers. the flexlblilty galned through programmlng saved both tlme and "",ney Smee 

then. ~C machine programm,'n/has become even rffi::>re sophlstlcated wlth the mtegratlon 

of Computer Alded DeSign and Computer Alded Manufacturmg (CAO jCAM) The most 

recent step ln the tndustual evolutlon IS the tntroductfn of robots ln the productIOn plant , 
" At flrst. robots were used for plek and place operations As technology Im-

proved. the use of robots beeame more pervaslve Robots are now used for many dlfTerent 

tasks sueh as"Weldmg. palletlZlng and assembly '- Nowadays. the use of multl-robot workcells 

permit more complex '~sks to be performed faster However. a robot performmg complex 

tasks reqUires sophlstl~ted sensory feedbaek The most acdalmed type of sensory feed­

baek IS viSIOn (eedback ftevme 1985] but It is the most complex to use 

~ ... -
Roboties researeh in the Computer VIsion and Robottes Laboratory (CVaRL) of 

MeGili University IS mamly onented towards the inspection and repalr of hybrid integrated 

-lM 
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1 1 System Overvlew 

c.rcults and prmted Clrcu.ts boards ln a dynamlC 3- D environ ment usmg a dlstnbuted set of 

sensmg elements (eg vIsion). mampulatmg elements (eg robot. X- y stage). and "knowl­

edge" elements (eg data base. expert system) The mtent .s to develop the hardware and 

the software tools needed m a robotlcs workcell to visually mspect and repa.r certain types 

of clrcu.t defects 

This thesls proJect addresses the Integrated CIrcUIt (IC) assembly task and 

mcludes the development of a multl-robot worktell the des.gn of a database and the j 
development of .mage processmg algonthms ~ 

1.1 System Overview 

The McGili University Computer VISion and RobotlCs Laboratory mcorporates 

three VAX mm.computers. four Sun workstatlOns. and a wlde vanety of penpheral eqUlp­

m~nt. as shown m Figure 1.1 A VAX 11/180 runnmg VAX/VMS and EUnice. a Unix 

emulator. IS IInked wlth two VAX 11/750 mmicomputers runnmg UNIX 4 2BSD. by a 10 

MHz Ethernet local area network The VAX 11 /780 IS used for the Art.flclal Intelligence 

onented programs whlch control the overall workcell One of the two VAX 11/750s IS 

used to control robots aM penpheral equ.pment. while the se~ond .5 used for the vision 

processmg The Suns are used as software development stations 

A Grmnell mOnitor wlth a resolutlon of 256 by 256 plxel~ IS mstalled on to the 

Vax 11/780 permittmg Images to be taken from a çamera. whlch can be mounted on a 

microscope A Rembrandt camera system IS IInked' to the Grmnell for the generatlon of 

slldes 

There are three robots available m the lab~atory A PUMA 260 (Figure 1 2) 

from Ummation. an ECUREUIL from Microbo and a IBM7565 robot. The PUMA robot 

is an artkulated manipulator with SIX degrees of freedom. It has a quasi-spherical work­

space .. and this ofTers great flexibihty for the robot motions. The repeatabihty of the 

robot li fort y microns. The ECUREUIL robot. shown in Figure 1.3. is a cylindncal robot 

\ 

" 

~ 

2 
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: VAX 180 
E 
T 1 -

H Sony B/W Cameras Gnonell tri Color 1 
E Olsplay System Monitor 

R 
N Rembrandt 

1 E Camera System 
--

T 

1 VAX 150 
1 

Intel Puma IBM1565 
Stepper forel' RMX 260 robot Motor Sensln~ System Robot Control/cr 

J 1 
1 1 

M'CTObo Camera Camera Ecureil 

1 1 
Zoom Focus Robot XY Stage 

: VA~ 150 

1 
- - 1 

1 RMX/MA TROX Color 1 
1 

Peripheral l ' Image Processmg System Monitor Control/cr 

1 

1 Sony B/W Cameras 1 
1 

lIIunllnatlon 
1 

1 -4 Sun 1 
1 Workstatlons 

Figure 1.1 Facllities avatlable ln the CVaRllaboratory 

wlth SIX degrees of freedom It has four revolute and two prismattc JOints Although. the 

ECUREUIL allows more precIsion ln movement (repeatablhty of flve microns). Ils work 

area 15 much more restricted. 80th the PUMA and the ECUREUIL robots are powered by 

DC electric motors The IBM7565 IS a carteslan robot with 6 degrees of fr,dom (Figure 

14). and a repeatability of one hundred thirty microns. The PUMA and Che ECUREUIL 

3 
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1 1 System Overvlew 

Figure t.2 PUMA 260"robot Figure 1.3 Ecureuil robot 

robots are mounted on adjacent tables to share a common workspace The newly acquired 

----IBM7565 robot stands on a separate table and 15 not'used ln the current IC assembly 

system The PUMA's native language IS VAl. w~ile the M,~crobo's native language is 

a simllar but more prtmltlve language ca lied 1 Rl ln order to make the programming of 

cooperative tasks slmpler. software packages have been wntten in the C programming 

language to serve as mterfaces to the VAL and IRL robot languages (Carayannis 1983. 

Mlchaud 1985], The IBM7565. shown in Figure 14 IS provided with a poweful high level 
'-

language AMl and tncludes asynchronous networkmg software to hnk It lOto the VAX 

envlronment Basically. these programs con vey commands from remote termlOals to the 

robot controllers by way of RS-232 links The dlsadvantage of thls option IS that software 

- dlfferences reflect the charactertstlcs of each robots Therefore. It was declded to umfy the 

programmlng languages of the PUMA and the ECUREUil robots through a common flexible 

langua~~:: This new manipulator level language ca lied RCCl (Robot Control C Library). 

" 
was origmally developed at Purdue University and subsequently Improved and Implemented 

at McGill on the PUMA robot (Lloyd 1985) . and on the Mlcrobo robot (Kossman 1986 

]. In addit!on. an object-Ievel language. whlch uses RCCl as a base. is currently under 

development The ECUREUil robot eontroller is linked to an Intel RMX System in order 
\ 

to support the RCCl robot language. The PUMA and ECUREUIL robots together form 

the roboties wor:keell used for hybrid and integrated circuits assembly and repair . . . 
-;'~'f ... 4 

\ 
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f 

Figure 1.4 IBM7565 robot 

A Stepper Motor Controller(SMC) IS u",ed to control an XY -stage. the loom. 

and foeus position of the microscope A software package has been wntten ln order to 

control the SMC from a remote host The precIsion of the X Y stage,system IS 1 3 microns 

Multlpurpose end-effectors are useful features ln any robotlcs laboratory where 

a robot must perform a vanety of different ta5ks A num~ of tools are required to malntaln 

the flexibihty of the robotic workcell. The hybrid circuit assembly and repair proJect at the 
• J. 

CVaRL involves a spectrum of dlfferent electronic components. and for each component. a 

speciahzed Interchangeable end-effector. Ali tool5 have been fltted wlth a standard plate 

whlch mates to bracket5 fltted to the end-effectors of both robots. This is possible due 

to the fact that the robot end-effector has a standard mechanlcal arrangement. and that 

ail the tools can e)ar be inter!~ced to the WrJst ln a typlcal robot assembly task. the 

robot flrst-plcks up the tool for holding hybrid CIrcuits. places the circuit on a j.g below the 

camera. returns the tool to Its tool rack. and then picks up the tool that .s appropriate for 

the subsequent task ln thl5 way. d.fferent tasks such as capacitor de-soldering or le DIP 

chip insertion can be performed by the same robot 

1.2 Rôbotics Research at McGiII 

o The goal of the Computer Vision and Robotics laboratory is to develop a facility -. . 
5 
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1 2 Robotics Research at McGiII 

for research in hybnd circuit inspection and repalr ln the following sections. we highhght 
f· 

certain parts of the research program 

1.2.t Distributed Control 

'ICVaRL IS currently Involved ln the'development of a rellable and efficient inter­

process commUnication scheme for our dlstributed robotlcs environment based on message 

passlng (GauthIer et al 19851 Communication facilltles are provided that allow messages 

to be passed over communication channels between network endpomts. lUs based on the 

Transport Communication Protocol (TCP) (TCP 19821 which IS a part of the Berkeley Unix 

B5D4.2 operatmg system. Use of the messag~ passing facilltles IS achieved via function 

calls. simllar to operating system calls. After. a communication session is set up. virtual 

communication '·tmdpolnts on the Ethernet may be created between hosts. Subsequently. 

a virtual path may be created betwee.n two or more endpoints permitting the sending and 

receivmg of messages 

1.2.2 Database 

,patabase research centers around the development of. a standard methodology 

for the organlzatlon. storage and retfleval of Information for a robotics environment. A~ ~ 

evidenced by the vanety of databases and knowledge representation schemes that have 
" 

been develd~ and are currently under development. there is no obvious unique solution 

to the storage and representation of knowledge (Aristides 1984] 

One proJect. m which the author was involved. focussed on modeling and state 

representation issues (Freedman et al. 1986]. Ti/WO representational approaches have been 

investigated: Abstract Data Type and expert systems 5ubsequently. o~e implementation 
• f' .'t 

of Abstract Data Type. written in C . plus two expert system implemenfàtions. written in 

OPS5 and in PROlOG. respectively. were developed. The expert system implementations.-.. 

were considered in order to explore the capabilities of ..!.hese two languages for robotic 

6 
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1 2 Robollts Research al Mc Gill 

database applications More details are presented ln Section 3.2 The Database~ork ln C~ 

now belng extended for a project in visual inspectIon Here. the database IS concerned with 

the inspection of hybrid integrated CircUit boards IBlals 1986) It is based on a hlerarchlcal 
J 

Computer Aided Design (CAD) model of a printed circuit board and ItS components 

1.2.3 Vision 

The emphasis ln vision research !S on visuai Inspection and on robot hand-eye 

coordmatlon As far as vlsual inspection IS concerned. research is belng performed on solder 

Joint inspection. hybnd capacltor inspectIon. hybnd IC inspection and flnally the inspection 

of conductlve haces on the hybrid substrate. For the case of capacitor inspection. a hne 

dete~tlOn algorlthm has been developed and successfully tested on hybnd circuit Images 

IMartsoun et al. 1985b). 
~., 

Research has been performed toward the buildmg of a, general purpose vIsion 

'system that c0l!ld be used for robotic visual Inspection 1 Hong 1986) This system has the 

structure ot'"àn-Expert System and is used for t~e low level segmentation of Images It is 

planned to further enhance the knowledge base of thls expert system ln order to perform 

higher level proce.ssing and interpretation of Images 

Robot-vIsion coordmatlon. also referred to as hand-eye coordlOatlon. IS being 

performed for Simple cases of robot end effector positioning As an example. sensory 

mformati<?n IS11sed in order to derive the pOSition of an IC Dual ln hne Package (DIP) chip 

relative to the robot end effector. Once this position. whlch varies from one DIP chlP tOt 

another. IS derived. the insertion coordinate is updated in order to allow the insertion to be 

.properly performed [Mansouri et al. 1985aJ 
~) , 

,> 
" 

More details concerning the environ ment and the research performed in the 

CVaRL at McGiII may be found in ICVaRL 1985). 
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1 3 Project Description 

, , 

Figure 1.5 IC material to be handled 

1.3 Project Description 

The project presented here conslst of developing the necessary software tools 

to use multiple robots with vision for IC die assem Iy. Several issues have been addressed: 

.. li; robot control. database design. and image processi . 

" 
Ideally. the process consists of putting dice on an IC DIP Chip on which solder 

paste has .been applied. There are many ways to perform le assembly in a multi-robot 

environment. Two robots. the PUMA 260 and ECUREUIL. and a microscope are used. 

The ECUREUIL is used for the dice manipulation. and the PUMA 260 for the DIP chip 

and dice array carrier manipulation The microscope is used for detecting the position and 
1 
! 

orientation of a die as weil as for inspection. The material to be handled is shown in Figure 

1.5. 

--The global sequence of operation begins with the calibration of the-workcell. 

Then. the PUMA 260 robot takes a DIP chip and puts it on the XV stage. Meanwhile. 
~ 

the ECUREUIL robot moves near the microscope and is ready to put on the paste. As\ 

soon as the PUMA 260 has finished its move. it goes to get the dice array and puts it in 

the jig near the ECUREUIL robot while the latter applies the paste. Then. the ECUREUIL 

loes to take a die and puts it on the XV ~. Thereafter. the XV stage moves the die "~") .. 
,.der the microscope. When it is in positiom~.n image of the die is taken and the XV 
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1 3 Project Description 

stage moves Immediately back to where It was while the vision system computes the exact 

position of the cen~r of the die. When the result IS known and the XV stage IS in position. 

the ECUREUIL picks up the die at the center and moves it over the dice carrier. By that 

time. the Orientation of the die IS known. which enables the ECUREUIL to put It ln place 

Meanwhile. the PUMA 260 has replaced the dlce array by the next reqUired kmd of dice. 

This interleaved sequence is shown ln Figure 1 6. Note that the synchronization between 

robots IS also used for colliSion avoldance -A proposai for the approach presented above IS 

rntroduced ln (Michaud et al. 1986b] 

ln order to develop the proper environm~o perform these tasks. the followmg 

problems were identlfled 

1- robot control. 

2- MOde"'"" 
~ 

3- data base deSign. 

4- findmg of the location of the IC die via image proeessmg 

For the purpose of investigation. the problem was split mto in three phases. 

First. the robot control. modeling and database design were addressed in the context 

of a multi-robot demonstration m which a trace is cut on a board. The demonstration 

--was mtended to prove the validity of message passmg to con.trol sever al robotie proeesses 
« 

distributed over different host eomputers. In the second phase. image processing algorithms 

were developed to precisely locate an IC die. It is sho~n t~at these algorithms can be 

generalized for other types of problems. Finally. robotic workcell experiments w~re carried 

out for the IC die assembly task in order to evaluate the performance issues. 
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Chapter 2 

2 1 Robot Stations 

Litera~ure SurKJ!Y: Robotics. ConcePJs 

and Re,quirements 
• 

• 
This chapter introduces concepts and requirements involved in the design of a 

robotic workcell. These concepts and requirements arise trom the multidisclplinary nature 

and varied applications of robotics. en.compassing a spectrum of areas such as sensory 

feedback. cooperative tasks. and world modeling. The robotic workcells considered here 

will ex&mine the case of both smgle and multi-robot stations. Special care will be taken in 
y . 

the sensory feedback section concernmg the use of vision feedback for hybrid and integrated 

circuits tasks. 

The chapter is partitioned into three main sections. Namely. robot configura­

tions. modeling and database desi~n. and sensor-based robotlcs. 

2.1 Robot ~ations 

I~-· 
The purpose of a robotie workcell is to perform object manipulation tasks. 

Clearly. the main advantage of robots over any dedicated object manipulation machine is 

that robots can be reprogrammed to perform different actions.-whÎiethls IS not usually true 

of dedicated machines. 

Several considerations must be -taken into account when a robotic workcelt is 

to be designed. The proper robot configuration. which can be either single or multi- -. 

manipulator. has to be determined. In addition. there are usually a number of components 
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2.1 Robot Stations 

.. ... '\ .. 
such as vision systems and other types of sensors and actuators that must be controlled. . 
Efficient control of the manipulators and of the components usually implies the use of dis­

tributed processing. This raises t~e problem of synchronization among different processes. 

These consider.ations are examined in detail in the following sectio~ 

2.1.1 Robot Configuration 

Most tasks in industry can be performed with one arm whenever the use of 

proper holding fixtures is possible. ego palletizing. welding. screwing ~nd s,ome assembly 

tasks. Therefpre one might qu,tion the need for several robots. Conceivably the use 

of multiple robots wollid result in three advantages Fust. It speeds up the operation to 

be performed by Introducing either parallelism or pipeli.ning in the sequence of operations. 

Second. a higher degree of freedom is obtained in defining the tasks. Finally. it enhctnces . 
the flexibility of the system by allowing it to perform tasks that require more than one arm. 

• • 

The importance of multi-robot operation has long been realized 
; 

(Chand and Dot Y 1983). The choice of using one. two. or even l'JIore robots is depen-' 

jRnt on the tasks to be performed. For example. a simple 'palletization task will require 

only one robot. while performing spot welding on a car body with only one robot is too 

time-consuming and can create a bottleneck in the assembly line. In this case. the use of 

a "lulti-robot configuration appears more attractive. These multi-robot configurations are ,. 
especially applicable to assembly tasks which are becoming a major area of application in 

roboties (Fox and Kempf 1985). Act~ally. the emerging trend is~to use multiple multi-robot 

stations. 

Whenever large quantities of the same kind of product are made. or whenever 1 

high is precision requir~d. the use of d~dicated hard automation is advantageous. In con­

trast. there is no way to justify the implementation of hard automation when producing 

small batches of different products. Here the use of robMs is more promisi"g. In the 

---=ontext of ,small batch prodtltion the use of mu.lti-pur~os, to~15 is the most interesting 

.r. 
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2 1 • Robot Stat~ 

option. These consist of a gro,,!p o( different specialized tools attached to the same end 
, 1 

effector which permits the robot to -perform rnsks requiring different tool5 without having 
p 

,to change the end-effector. Some tasks. which seemed to require several single-pu~po~e 1 
end-effector robots. may in fact be performed by only, one robot with a multi-purpose end-

1 • 

effector. Making such multi-purpose end-effe~tors interchangeable permits the exchange 

of one end-effec~or for another in order to perform a different kind of task. However. it is 

often desirable to use mulüple rODots with single ngn-interchangeable end-effectors. Spot 

welding of car bodies falls into this category. In this case. there IS no reason to use in­

terchangeab1e multl-purpose tools. but using sev.eral robots will enhance the production . -
throughput. These speciali~ed end-effectors satisfy specifie needs and further increase the 

'efflclency of the station for a- particular application. , 

The tasks to be penormed by a robotic work .. cell are part of a schedule wlÏich 

describes the order of the actions to b'e carried out. However. the use of distributed 

processing is more efficient and cost effective in providing the computing power required 
, ~ 

to efficiently process ail of the incoming data and controlling the robots. Thus several 

operations must be performed in parallel (Shaw and Whinston 1985) . thereby making the 

generation of an optimal task schedule very difficult. T 0 ease this problem. we can view a 

task or goal as a partially ordered 1 set ~f subtasks (50S) or subgoals. which a'~e themselves 

partially ordered sets ~f actions 1 Fox and K~mpf 1985). This permits further optimization 

of the schedule by performing tasks using the most suitable machine if it is available (Shaw . 
and Whinston 19,85). Unfortunately. one cannot always assume that the original schedule . ~ 

will be valid for the entire course of the operation. For example. the system may 'detect 

a mal{unction that requires the original schedule to be updated. The complexity of these 
" ~ 

robot systems is 5uch 'that the scheduler. which produces the schedule. must be able to 

generate a new 50S at run time (Alami and Chochon 1985] from its knowle<fge of the current 

) 
r 

., . 
• "j..-

1 A pàitially ord6ed set is'~ set in which the order of sorne elements may be modlfied. w!thin 
certain constraints. without affecting the end resuit. For instance. if an action A is to .,e 
performed before actions Band C which have to be done before action O. the two follQWlna 
valid séts will be obtained: { ABC 0 } and { AC BD}. 
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, 2 1 Robot StatIons 

stal e of the world Scheduhng. also called adlvlty plannmg. IS compllcated by the sharmg 

of rEsources such as conveyor belts. robots. space. and so on However. thls constramt 

may be somewhat relaxed by Implementmg resource supervisors for each group of slmllar 

resources ISedlliot 1984. Chand and Dot Y 1983 Maletz 1983. Fox and Kempf 1985. Alaml 
q 

and Chochon 19851 These supervlsors are responslble for the allocation of the speclflc 

resource they are controlling. thus releasmg a part of the burden from the scheduler", This 
{ 

IS Illustrated ln Figure 2 1 

Global SuperVisor 
-

--

T j 1 1 
Local Local • • • ) • •• Supervisor Supervlsor 

1 1 

• • • Robot 1 
Weldtn[!. ••• 

Tools 

Figure 2.1 Examplc of resource supervlsor control by a global supervlsor 

2.1.2 Distributed Control 

1.' 

Generally. robotlc workcells are dlstnbuted systems wlth several processes co­

operating to achleve deslrable performance ln order to do 50 the dominant architecture 
~ 

used is a global scheduler controlling severallocal ones ISedillot 1984. Sh~ and Whmston 
;-

1985, Tyridal 1980], The degree of cooperation among dlfTerent machines can then be 

measured by the amount of information exchanged among the different components of the 

.' 
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system (Chand and Dot Y 1983] The main" advantages expected from uSlng dlstnbuted 

architectures IJensen 1986. Kopetz and Kuroda 1980 Williams 1979] ar.e·' ---

1- Good rehablllty and fault tolerance can be offered via redundancy 

2- H Igher performance can be achleved through parallehsm .. 

3- The hardware and software of the system are expandable ln a modula, way. dependtng 

on the architecture of the system 

~ dlstnbuted processmg. Inter- process commu.rucatlon 15 an Important Issue 

because the problems are dlstrlbuted and the partial results must be recomposed Stan­

dardlzed commUnication mechanlsms are requlred to achleve thls reconstruction efflclently 

The matn advantage of a standardlzed communication mechamsms IS that It permlts the in­

tegration of products from dlfferent manufacturers Three dlfT~rents approaches have been 
~ 

taken for Inter-process synchronlzatlon These are the language. the network-oreented. and 

the backplane bus approaches 

ln the language approach. the commUnication pnmltlves requlre~ for Inter­

process synchronlzatlon are embedded ln the programmlng language An example of thls 

, IS ADA. which allows parallel tasks to be executed Tasks synchronrze themselves by a 

rendezvous between the task IssUtng the entry cali and the task accePtl~it ADA has 

been considered (Voltz1984] for programming robot- based manufacturlng eells The major 

drawback of the language approach IS that It forces ail programming ~o be carrred out 

usmg one special language ln order to make Inter-process commUnication possIble This 
, ~ 

would seem to be Impractlcal ln robotles since It may often be advantageous to write the 

scheduler in an ArtlflClal Intelligence language su;' as LISP while he~vy computations are 

more efficlently implemented ln C or FORTRAN There IS also the possibility that one 

wants to use m-house software developed i_n!a different language Thus. what seems more 
"\ 
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2 l Robot Stations 

approprlate IS an operatmg systems orientation 10 whlch the communicatIOn primitives are 

IOdependent of the programmlOg language 

ThiS network onented approach. based on local area network technotogy. mtro­

duces a more flexible way of hnkmg the dlstnbuted elements of a robotlc workcell due to Its 

/ IOdependence of the commUnication primitives vis-à-VIS the programmlOg language used 

Several network onented approaches have been proposed for robotlC workcells (Harmon 

and al 1984. Garettl et al 1982. Milne 1983. Bruno et al 1984J and sorne manufacturers 

have Implemented thelr own network mterfaces For Instance Ummation's VAL-II robot 

c.' controller I_:\,mano and al 19841 contams a network mterface for supervlsory control 

Unfortunately. most manufacturers of fleXible automation systems provide propnetary so­

lutions to the commUnication problem ThiS compllcates the problem of IOtegratmg dlfferent 

robots together Fortunately. thls situatIOn 15 changmg One recent development is the set 

of Manufacturlng Automation Protocols(MAP) promoted by General Motors ILeopol 1984. 

Kammskl 19861 MAP IS a layered communications standard based on the Open Systems 

InterconnectlOn(OSI) model (Zimmermann 1980] for Ilnkmg distributed elements withm a 
i :- " ~ - . 

factory It IS rapldly becomlng a de facto standard ln factory automation. and has already 

gained the endorsement of such notable institutIOns as IBM. Ford. and ~oemg 

/' -
ln contrast to loosely cou pied networks. there are also tlghtly coup'ted multl-

processor systems These conslst of multiple processors linked by buses develyped by the 

microprocessor industry An example of a robot implementatlon that uses thl/approach IS 

a tlghtly-coupled hlerarchy of 16 mlcrocomputers for the coordlnated control of two PUMA 

arms IAlford and Belyeu 1984J The Multl-Arm Coordination Computer transmits new 

position commands to each robot via hlgh speed block transfers to intermedianes calted 

Prediction Computers (PC) The PC's then use a simple handshakmg protocol to Issue 

new setpoints to the JOint controlters. 

Of these three approaches. none can daim to be the ultimate one. although the 

most promising are the network-oriented and backplane approaches. The network-onented 

approach provides a very flexible solution to the communication problem. However. due 
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2 '} Modehng and Dat~base DesiR" 

to ItS relatlvely slow speed. It IS practlcal only when the messages to be exchanged are 

short On the other hand. the backplane approach provldes fast commUnication. whlch 

IS requlred for most real-tlme applications ,"volvlng several sensors Flnally. the language 

approach sufTers from the needs to restrlct ail the software development to one language 

This IS a limitation for both software and system integration every part of the system 

must support the glven prograrnmmg language ln adôl~lon.1o havlng a standard method of 

communrcatlon among them 

2.2 Modeling and Oatabase Design 

T 0 be able to perform efTlclently ln a robotlcs envlronment. It IS Important 
.~ 

to have an adequate representatlon of the envIron ment. whlch provldes ways to retneve 
, 

or derrve ail the requlred characterrstrcs of a deslred obJect at a Speclftc tlme These 

charactenstlcs. whlch can be geometrlc or physlcal propertles. or functlonal abstractions. 

must be stored ln an efficIent and consIstent way ln a proper data base structure whlCh 

represents the state of the lorld surroundlng the robots This wIll be consldered as the 

world modehng problem. The problem of building the facllttles requlred to manage these 

representatlons will be referred to as the data base management problem 

2.2.1 World Modeling 
/ 

The problems of world modeltng ln robotrcs are to store. colleet. and manage 

the mformatlon ThIs IS done elther via the use of. sensors. from whlch the deslred features 

are extracted by sensor processrng. or by baSIC gUldtnglLozano- Perez 1983) 

Arrstldes IAnstides 1984) has noted that .. there IS no smgle obJect representation 

scheme which is uniformly the best .. and that .. redundant data play a pivotaI role ln 

achieving efliciency" ThIs observation IS strengthened when a Database (08) must meet 
~f; 

engineering needs. which typically demand a wide vanety of data types. faclltties to express 

complex relationship between entlti~~. and support for knowledge representation IHartzband 
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2 2 Modeling and Oatabase Design 

and Maryanskl 1985) It IS a simple fact of life that dlffe~nt klnds of tas~s require dlfferent 

kmds of information A detailed Computer Aided Design (CAO) template of a given obJect 

might be appropnate for Image processlng. In order to generate a synthetlc Image (based 

on camera position and orientation) for simple matchmg based on features However. path 

plannmg on a primitive scale can be performed usmg Just an obJect's boundlng volume 

Hence. speclflc information about a partlcular object. such as' a microscope. mlght be 

,l"'" mamtamed ln dlfferent forms. dependlng if one IS mterested ln geometrft mformatlon or 

general properties such as color or magniflcation This suggests that a single integrated 

- information storage and retrieval system could be defmed to satlsfy ail needs at once. In 

facto a prototype of such a system IS described ln .!Mltchell and Barkmeyer 1984] for the 

dlstnbuted manufacturing faclilty of the National (US), Bureau of Standards InformatIOn 

about work orders. inventories. and the states of the vanous workcells are ail comblned. In 

a hlerarchlcal way, wlthln a single logical database entlty whlch provldes uniform access to 
1 

ail data Thelr Implementation physlcally eXlsts as a set of dlsk-resldent databases. plus 

shared memory used by the real-tlmè control processes . 

Information storagf!/ret"eval also means dlfTerent thlngs in difTerent contexts 
"-
.' Consider a typlcal CAD system. whlch provides some type of hlgh-Ievel model representa-

tlon. such as a three-dimenslonal solid. Inside. processes interact in a low-Ievel 'Nay (eg 

lotk. store. fetch ) wlth internai data structures which represent information at a much 

lower level. such as polygons. There Îs no knowledge intrinsic to the model: thls is defined 

by the relationshlps between the parts of, the model. which in turn is defmed by the user 

when the CAO representation IS built The "user interface" to the CAO system typlcally 

provides a means to perform high-Ievel model transformations. and might also incorporate 

sorne naturallanguage understanding. ) 

For robotics-oriented w,or~. data structures mlght be sufficient for simple col­

liSion avoidance (when shared work v.olumes are explicitly defined). but not for planning 

assembly or repair tasks. Here. the knowledge reqUired cannot be represented at this low 

level: something more powerful or symbolic is needed. such as production rules embedded 
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ln an expert system Note too that there IS no "user mterface" per se. we are ~aïkmg about 

a collection of robotic processes interactmg wlth the database 

We can also draw distinctions between ofT-lme and on-Ilne usage of Information 

ln well-defined contexts. certain klnds of planning such as task decompositlon can be 

perforl1l.ed ofT-hne. I.e generatlng a senes of sub-tasks trom a single hlgh-Ievel directive .. 
such as "assemble pump" This is because the mformatlon required IS statle But for real­

tlme coordinatio,r;\ of concurrent actlvltles wlthln a workcell. we requlre on-Itne updatlng of 

state information which IS dynam/c 

This coordination is further compllcated by the dlstributed nature of complex 

robotte applications A typlcal program would consist of sets of control and senslng pro-
...... )' ....... ,. 

cesses resident on distinct hosts 15edillot 19841 These processes will reqUire different 

klnds of information at dlfTerent times for difTerent pur poses ThiS makes the avallabihty of 

the database information an Important Issue From a programmer' s perspective. It would 
. l-

be slmplest to have Just one data base whlch IS equally accessible to each host This could 

~-be implemented by a set of dedlcated servers. one per hosto whlch would hlde the actuat 

location of the database. and provlde a standard Interface for each user process However. 

multIple ~çess of thls klnd raises other Issues about the writlng. readmg and ownership of 

data 

2.2.2 Representationalls5ues: From Oatabase to Knowledge B.se 

ln general. we can say that information stored ln a database 'can be classed 

as entit/es. and relationships among them IDate 1975) For example. if the entities are 

reslstors. capacitors. and PCBs. then one relatlonshlp mlght be COMPONENT OF. 

The Data' Model is the user' s vlew of what IS ln the database. and the data 

sublanguage defines the user mterface. thls IS sometlmes called the .()uery Language be­

cause most user interaction with a database ~akes the form of queries about the stored 
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2 2 Modehng and Database Design 

tnfÔrmation. When the data base eXlsts as a"~eparate process. the Interface IS usually caJled 

the Database Manager (DBM). 

As dlscussed in (Sowa 19831 . conventlonal data models were developed to 

'~represent many repetitlons of a small number of data types eg~, 10.000 instances of an 

ernployee payroll account The data types are determined by the systems analyst. not the 

user Internally. data is represented as machtne-oriented records. fJxed linear sequences 

of field values T ypically. the database IS too large for main memory. and must reside on 

secondary stora~ (eg tape. hard disk). Convention al .database research continues to 

em~asise mechanisms for efficient data storage and retneval. and topics such as error 

detection and recovery 

There are three 'traditlonal' data models felatlonal. hierarchical. and network. 

It IS easlest to describe them by UStng a simple example Consider a set of Printed CircUit 

Boards (PCBs). and a set of COMPUTERS composed of PCBs. If the PCBs ail have (n) 

components. then we can think of each one as a (n+ 1 )-tuple deflned by a seriaI number 
, 

and the quantitles of the components. Ali the tuples together would then defme a relation 

called PCS. This is the Relational Data Model. and is tYPlcally represented as a table. see 

Figure 2.2. Ali information is represented by the baSIC structure (object. attribute. value) . 

A class of objects of the same type constitutes a relation. associated with a table: each 

column in the table is an attribute. 

Note the clear distinction .(1'lade between the user view (tables) and the internai 

organization of the data (records) To determine what components belong to a given board 

(or what PCBs make up a given COMPUTER). we locate the appropriâte seriai number 

and then read across the row. To determine on which boards a given cOr!!,ponenC(or a 

, ".-,given quantity of that component) occurs. we locate the component column and then read 

across to the seriai number. An extra level of searching is reqOired to discover which 

COMPUTERs have certain components. Other kinds of queries based on the relational 

algebra using connectives such.as AND. OR. NOT can be easily expressed. For instance. 

one may ask which board has specifie components Xl AND X2. 
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• Transistors 

5 

3 

o 
6 

Figure 2,2 The Relational Data Model 

ln a Hierarchical Data Model. ail the information about each entity is grouped 

Continu mg with our example, we might choose to define the components as basic entities 

which 'belong' to the PCBs (Figure 2,3). 

, . . 
Note that the full meaning of anode 15 only apparent when the node data is 

seen in thè context of the complete hierarchy, Responding to a query means first traversing 

the hierarchy to find the appropriate location But hlerarchy is not an appropriate model 
Q 

for applications based on shared relatlonshlps. as when a single leaf node (record) belongs 

to multiple branches of the hierarchy, 

~ 

\; 

The Network Data Model allow5 for more flexible associations by replacing the 
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o PCB_1 

,4 PCB_2 

3 PCB_3 

6 Resistors 

o Capaci tors 

5 Transistors 

Figure 2.3 The Hlerarchical Data Model 

hierarchical structure with a network The nodes represent the tuples of data. and the arcs 

represent the relations (Figure 2.4) ln the context of artificial mtelligence . ..1.his could be 

called a semantic network More formally. a semantic network IS a directed graph consisting 

of nodes (objects) and labelled e~ges (relationships) IGevarter 1985] . 

Thus. the Network Model can represent associations more flexibly than the 

Hierarchical ~odel. In addition. arcs can express arbltrary 'many-to-many' relationships . .,.. 
However, the Network Data Model also has its disadvantages. Ali relationships are explicit: 

nothing can be inferred about inheritance of properties on the basis of position (which is 

central to the Hierarchical Model). Answering queries means ~earching the network for ail 

possible paths. The user must also bear in mind how the arcs form chains. since this will 

affect how new relationships should be defined. 

Of these conventional Data Models, ~he Relational one has become the most 
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2 2 Modeling and Database Design 

. part_of . 

COMPUTER_1 --------1--------------------------1-----------1 

1->1---1 1->1---1 1 

1 3 1 1 2 1 

1->1---1 1->1---1 

- - - 1 - - - - - 1 - - - - - - 1 - - - - - - - - - 1 PCB _ 2 - - 1 

1->1----1 

1 10 1 

Res i s tor - - - - - > 1 - - - - 1 

1-->1---1 

1 .. 1 

Capac i tor - - - - - > 1 - - - 1 1- -> 1 - - - 1 

1 0 1 

Transistor ----> 1---1 

Figure 2.4 The NetwQrk Data Model 

1->1---1 

1 6 1 

I->L.:--I 

v popular. In part. this 15 due to the flexibility of the table represenlatlon and the power of 

relational algebra behmd the query semantics However. when the time comes to consider 

engineering applications where much complex information is present. a large amount of 

inter-related information must be kept IDlttrich and Lone 1985. Haskin and Lorie 1982). 

ln the case of the Relational database. thls IS motivation for the concept of comp/ex object 

IDittnch et al. 1985] . which can be seen as a group of elements built in such a way that 

they naturally capture the hierarchlCal relatlonships ln a relatlonal framework The need 

for thls concept points out the weakness of the relation al database approach when dealing 

with general data types like those required in engineering (Kim and Banerjee 1985). 

Further optimization of the hierarchical model leads to Abstract Data Type. 

which can be seen as a group of data structures with an associated set of applicable 
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22 Modeling and Database Design 

DBM 1--------- USER INTERFACE 
( 

(COMPUTER) 

\ 
\ 1-

"- -----------
ADT ADT 

Power Sup.1 Hybrl. lr. 1 

1 

1 

j 

-/ 
Figure 2.5 The Abstract D ta Type Model 

operations (Claybrook et al 1985. ~uttag 1975. ACM Worksh 1980). For example. 

consider a query about a PCB of type PCB_1 associated with CO 

sent to the top-Ievel DBM. and then passed to the DBM which . 

PCBJs. At this pomt. a group of routines accesses the appropn 

then translates the data into an appropriate form. The structu,e of the 

data base might look like Figure 2.5. (~ 
~ 

OMPUTER/PCB 

This seems to be more appropriate for robotics because it offers a more flexible 
• 

scheme to keep Information. The frame as defined in AI offers a similar representation. As 

described in (Winston 1977] . a frame is a data structure for representing typical situations: 

in our context. these would be models. A frame js simply a collection of objects and 

relationships represented as an afray of named ·slots·. The slots associated with the frame 

have default values. as assigned by the model. For example. we might define a frame caUed 

PCB. with a slot for the number of resistors. 
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2 2 Modelinjt and Database Design 

The ~lrtificial intelligence community has also addressed the data base iss~, but 
1). 

within the context of expert system!\ for real-world modelhng and 'knowledge' represen-
<7, _._ 

tation. The word 'knowledge' also in\p1ies something more powerful than just 'data' or 

'Information'. In IBic and Gilbert 1986] . 'knowledge' is defined as 'informatibn' in a form 

usable by an agent to alter the flow of control. This IS why there is much more to represent­

ing 'knowledge' than just data structures. An artificial intelligence 'Database' is usually a 

blend of an exp/iclt forms (facts) called declarative knowledge, and implicit forms (rules) tp 

infer' new facts from the existing ones: this IS called procedural knowledge. Consiber once 

again information about printed Circuit boards and computers This could be expressed, 

for exalTlple, ln flrst order predicate calculus as follows 

The two templates: 
y 

_ ___ _"'01---

pcb(Serial_num, NumJesistors, Num_capacitors, Num_ transistors). 

computer (Serial_num, Num_pcb_l, Num_pcb_2, Num_pcb_3). 

Some specifie examples: 

pc b ( 1, 10, 4, 0) _ 

computer (.,' 3,2,6) . 

With this structure, we can derive ail the remaining information. For example, 

here is a rule for determining the number of resistors X tà be found in the computer Y (Nt 

times Xl from boards of type pcbJ, N2 times X2 from boards of type pcb_2, etc.). 

nu.m_resistors(X1,X2.X3,Y) (- computer(Y.Nl,N2.N3) AND pcb(l,X1._._> 

AND pcb(2,X2, _ ._) AND pcb(3 .X3._. _> . 

This description is more compact than ma king ail information explicit. as 'facts·. but most 
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2 2 Modeling and Oatabase Design 

- . 
queries will be answered more slowly, sinee information must be derived (inferred). Interes-t 

., 
in logle programminthas led to the devel~pment of many 'expert system dàtabase's sueh 

~èsereth 1985, Getta 1984, Nakashima 1984). (/_/ 

Finally, several 'hybrid' Data Models have bee~ reeently deseribed in the liter­

ature. The intent is to incorpor~te information about how to 'reason' with and about the 

data stored in a traditional way, by building sophistication on top of a eonventional Data 
, 

Model. One sueh system called KM-1 is deseribed in (Kellogg 1984, Kellogg 1986]. whïch 
. ... 

~mploys a logic-based 'reasoning engine' (deductive proeessor) to derive implicit informa-
• 

tion from the data stored by the "searehing engine" in a relational database. In rUdagawa 
l' 

and Mizoguchi 1984] , an abstraction meehanism based on graphies is described for a CAD 
. ., 

relational database. Another hybrid is described in Ilafue and Mitchell 1983] which ineor-
~~ 

porates an expert system to help guide the multi-step design of digital,circuits. There is 

also much interest ln using an expert system as a front end to a rêlatlonal data base, to 

provide sophistieated user features suèh as naturallanguage understanding-fBarnes et al. 

~ 1983]. 

.. 
2.2.3 \ Oatabase Management 

Oatabase management in robotics means providing a standard way of arranging, ... 
storing, and accessi~ information, in a real-time manner. 

Sorne data base w?rk ean be better described as support for CAO (planning), 

insteâd of control, For example, a hierarchical structure can be used to store information 

about how the components in an assembly are connected ILee and Gossard 1985] , in 

addition to geometriC information about the cornponents. Connections are represented by 

'virtuallinks' between eomponents or ïnstance's of componen.ts, when there are several of 

the sa me kind in the assembly. The work described in)Lee and Gossard 198~J emphasises 

how to interactively create the database. 
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2 2 Modeling and Oatabase Design 

A production system for plannmg robot tasks IS described in IDuf;esne 1983) 
, 

with knowledge represented excluslvely as ru les ln a production system. 

Backward.-chaining is used (~s in PROLOG) to denve the reqUired plan. 

But in an uncertain environment. It mlght be wiser to plan in a limited way 

on~line: in [Fox and Kempf 1985]', this IS called 'oppor\unistic scheduling'. The sequenc­

ing constraints (partial orders) about tasks are expressed as statements in a sequencin~ 

language which resemble production rules These constraints and the current state of the 

world are then used to determine a schedule, based <?~ forward-chaimng 

Already mentioned is the database work at th,e National (US) Bureau of Stan­

dards IMitcheli and Barkmeyer 1984] . whlch is a part of the Automated Manufacturing 

Research Facility research program. Dedicated 'data servers' provide uniform access to ' 

the complete database. Data managed by the server mcludes the curre""t ~tatus (location) 

and, contents, of ail trays. and markers assoclated wlth the progress of the active control 

programs. Conceptually, a control process communicates with the data server via shared 

mernory organiz~ as mailboxes. Each mailbox has an access control mechanism to lock 

it when a proces~ is feading or writing The actual transport of 'mailgrams' is subject to 

flow control to balance the speeds of the communlcating processes 
,\ " 

An 'intelligent' monitoring and error diagnosis/recovery system is descrlbed in 

[Barnes et al. 1983] . for industrial robots with multiple sensors. Knowl~~~e is represented 

as frames, with cause and effect relationships encoded as antecedent and consequent pairs 

of 'slots'. 

4li' 

An alternative data base design methodology for robotics is described in IGrni 

1983). Knowledge_.about the' current state of the world is stored in a symbolic way, as a . , 
frame-like ,structure. Knowledge about how to 'translate' sensory data into this form, and 

how to recover from 'errors', are encoded as production rules. Error recovery would be 

triggered when the expected outcome of an action is difTerent from ~he actual one. 

A hierarchical database is described in (Geisler 1983) for a robot vision system 
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2 3 Sensory Information Processmg 

{ 

performmg inspection of mdustnal parts ObJects are deflnea m terms of surfaces (eg top. 

bottom). mterlor reglons (eg area. centrold), and flnally segments Each surface also has 

an assoclated set of features to gUide the pattern recognition step of the vIsion system 

A knowledge-based system Intended for a robotlc assembly cell IS presented m 

IKak et al 19861 ln thelr system. a Current World Model IS used to mamtaln a deSCription 

of l!ach obJect ln the workcell The current world model se~ves two purposes Flrst. It IS 

~sed to coordlnate actlvltles wlthln the workcell For ttllS reason..-a-'semaphore IS assoCiated 

wlth each entry to regulate the readmg and wntmg by multiple sources Second. It IS meant 

to log sufflclent mformatlon to reconstruct the state of the robotlc workcell Two kmds 

of knowledge are dlstmgUlshed information not subJect to, change dunng an assembly 

operation, and information that changes as the system state ~hange 

But more relevant to us IS the work reported ln IBlume 19841 A knowledge 

base called RO DABAS (RObot DAta BASe) IS descnbed, whlch uses a relatlonal databàse 

RODABAS IS used to store and malntam a 'World Mode!', as part of a sophlstlcated 

hlerarchltal programmmg envlronment. but the author presents no detalls about how this 

Interacts wlth other modules such as the 'Interpreter Vlrtual Machine' (workcell controller) 

or an expert system called the 'Planner' 

2.3 Sensory Information Processing 

Most current mdustnal robot applications are performed wlth binary senslng 

and the environ ment IS tailored ln such a way as to ehmmate errors and uncertamtles that 

mlght occur at dlfferent stages of a manufactunng process ThiS IS performed by means 

of specialized gui.des and flxtures whlch usually accommodate a very hmited vanety of 

components Although such an approach might be Justlfled for a stable production hne. 

a tremend~us cost 15 assoclated wlth any slight change ln production. due to ail of the 

redesigmng and reworking that has to be done 

The other approach. that of "Flexible Assembly" systems. would require a 
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2 3 Sen~ory Information Processmg 

minimum of dedleated gUides and flxtures Rather. these reqUirements are relaxed ln order 

to cover a wlder range of components and assembly types The obvlous advantage of 

thls approach IS due to ItS flexlblhty ln other words. the same assembly station can be 

used to assemble a completery dlfTerent product wlth only a mtnlmum of reworklng of 

the workcell components The prtee to be 'Pald however IS that of application program , 

eomplexlty Whtle ln a flxed automation station exact information IS avatlable as to the 

position and Ortentatlon of dlfTerent components. such tnformatlon may not available ln 

a flexible assembly context Sensory feedback may thus be reqUired to determme such 

unknowns ln hls analysls UStng information theory techntques. Sanderson ISanderson 

1983] suggests that whlle sensory informatIOn may be expenslve to acqUire. It IS cheaper 

to store. transfer and mantpulate than information acqUired ln a flxed automation context 

The ultlmate goal ln usang sensors IS to acqulre knowledge about the envlron­

ment This knowledge can elther be used to mspect glven obJects or to fmd thelr exact 
fi 

position and- Orientation Each sensor. however. has a dlfTerent output charactertztng It 
\ 

An mtermedlate processlng step IS therefore needed to translate the sensory signal Into a 

meanlngful description of the ,surroundlng world ln what follows. a deScription of VISion 

sensors IS glven 

.f 

2.3.1 Vision 

VIsion IS the most wldely acclalmed type of sensory feedback. while betng at 

tl1e same tlme the most compleK to use ILevme 1985. Rosenfeld and Kak 1982. Nevatla 

1982] TYPlCal VISU al senstng. schemes Involve a medlum-to-hlgh resolutlon CCD camera 

array. together wlth a fast Imk to a central pr.qcessang computer ,The processmg model 

mvolved ln vIsion IS the followtng A set of. features are to be extracted from an Image 

IDuda and Hart 1973. Tou and Gonzales 1974. Levlne 1969] . and based on a classlftcatlon 

of these features. an interpretation of the Image IS to be generated Visual information 

processtng can itself be classlfled Into many dlfTerent categories ln each category. however 

simple'. the processing model mentioned above IS vahd 
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2 3 Sensory Information Processlng 

The slmplest klnd of VISion IS what IS usually termed "Bmary V,s,on" The 

Image to tte analyzed can only hav~ two dlfTerent mtensltles. black (Ioglcal zero) orwhlte 

(Ioglcal one) 5uch systems are very hmlted smce they glve only a very approxlmate 

representatlon of the external envlfonment Surface shadmg and hght mtenslty changes 

are ellmlnated The advantage however resldes ln the ease of use of such systems A small 

amount of memory IS reqUired to store the Image and Its correspondmg processlng software 

Processlng of these bmary Images revolves mostly around obJect Identification via simple 

geometflc propertles such as penmeter and surface measurements IRosenfeld 'and Kak 

1982. Nevatla 19821 More complex methods of shape Identification via Founer analysis 

and moment calculatlons are also muse 1 Zahn and Roskles 19721 ln general. simple 

algorlthms whlch deal only wlth surface and penmeter compansons can be performed m 

real tlme on dedlcated single mlcroprocessor systems. whlle addltlonal computmg power 

IS needed to handle more sophlsttcated algorlthms The main use of bmary vIsion IS in 

part 10calizatIOn and silheuette Identification on conveyor belts. where the part of interest 

IS backhghted ln the Image. the part appears as a dark reglon on a hght background 

The vlsual mspectlon performed by bmary vision systems IS hmited to simple cases where 

obJects are easily discnmmated from thelr background. In addition. s;ght surface Intenslty 

changes which mlght prove important for mspectlon tasks are usually not captured. 
" 

, " 

Next Irwcomplexity comes gray-Ievel vision 
- f 

Gray level vision allows the pro-

cessing of Images wll'ich. In addition to the white and t~ black mtensities found ln bmary 
. . .. ' 

Images. contam a number of mtermedlate gray tones (thus the term gray-lèVelt. Gray level 

Images contam more information about thelr surrounding envlronment than binary images 

do. and permit. under certain conditions. the reconstruction of the three dimensional infor­

mation present in a scene An example can be found m shape from shading techniques. 

'" where variations in surface Intenslty are clues to the descnptlon of su~faces'\in three di-

mensions IHorn 1975]. Proc~~ing of gray level Images can be sophisticated enough to 

justify the use of a dedicated computer. Due to the fact that gray level im~ge~rOvlde -a -

more faithful representation of a scene than binary images, the number of ftatures that 

can be extracted from 5uch images is correspondingly larger than the features that can be 
" 
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2 3 Sens~ry InformatIon Process,"~ 
• 

extracted from bmary Images ln addition because of the presence 01"a large number of 

mtermedlate gray levels. obJect boundanes are not as apparent m gray level Images as they 

are 10 bmary Images 

.. 
Before an obJect can be analyzed and Identifled. It must be located Interme-

dlate processtng steps are therefore requlred 10 order to olscnminate between obJects and 
, 

thelr background This process IS called Image segmentation 1 Fu and MU! 1981. Baird 1977. 

levine and Shaheen 19811 Two of the most commonly used processmg techniques for seg­

mentatIOn are thresholdmg IWeszka 1978. Weszka and Rosenfeld 19781 and reglon analysls 

IBrice and Fennema 1970. Zucker 19761 Thresholdmg and reglon analYQls (also termed 
r . 

reglon growtng) concentrate on flndlng unlform reglons ln the Image. where ul'llformlty IS 

deflned ln terms of mtenslty or texture 

.: 

Threshold* IS the slmplest way of segment mg an Image lOto dlfTerent reglons 

It conslsts of asslgnmg the maximum tntenslty to <,lll Image pomts that have an mtenslty 

above a certam threshold and the minimum Intenslty to the remammg Image pomts The 

threshold may be chosen adaptlvely as a funf~lon of the mtenslty distribution 10 the Image , 

The result of thresholdmg IS therefore a b{nary Image 

• ~ 3 " 

... - .. Another class of Image processlhg techniques concentrateS on boundary detec-
,'- ) , 

tlon by enhari~ing reglon difTerenceg.~ The m05t con:uTlonly used technique 15 edge detection 

Fmdtng edges IS of Importance in most obJect recognition algonthms slnce edges usuallr 

correspond to obJect boundarles ln addition. edges are usually characterlzed by dlscon­

tmuous mtenslty changt'~ which arf. rich 10 high-frequency content Thuz. it IS possible " 

to enhance reglon bounC;~rie~ b)' a proper selection of spatial convolution masks Typical 

masks arr the Roberts cross operator (Roberts 19651 . the Sobel masks. and the Hueckel 

masks (Hueék.el 1971]_ What dlstmguishes these masks from the perspective of perfor­

mance is the.r immunity. to noise_ Once edges are found.lt is deslrable to retam only those 

that correspond to object boundaries. and to dlscard those that result trom surface spec­

ulantles and other undeslrable elf~l~. Such a selection 15 usually done by removing weak 

edges. As a result. in addition to boundary edges. a number of edge elements that do not 
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1 0 -1,1 -1 -2 -1 

2 0 -2 0 0 0 

1 0 -1 1 2 1 

Figure 2.6 Two Sobel masks for computlOg the vertical and horizontal components 
of the gradient 

correspond to any obJect boundary are usuaUy retalned The Sobel masks are shown ln 

Figure 26 

,,-
ln order to be able to match obJect bouridarres to obJe~t models. a set of1'eatures 

- ( 

must be defined. and a slmilarrty cnterron determined to Identlfy the closest match to the 

model These features should be carefully selected to reld robustness to changes ln 

position. orientation and scalmg. The matchlng can be performed elther globally. which 

means that a complete model will be used to match jeatures. or locally. where only features 

correspondrng to sub-parts of the model are to be matched to features extracted from the 

dlgilal plcture., The latter scheme IS needed for the Identification of parllally occluded 

obJects IBolles and Carn 1982J. Once the matching IS completed. each object ln the image 

is labeled with the label -of the model that Ylelded the closest match Once objects are 

properly labeled and located. a number of processlng steps can be performed to inspect 

the surfaces of these objects. Agam. mtensity and texturai features of the su~ace of the 

located object are extracted and compared with those of the model in order' to yield a 
"'"' 

quality measure 

The desired features may be extracted dlrectly from the image or from the edge .., 
Image However. due to the considerable amount of mfprmatlon contained in an image . .. 
data compression must be done_ The three most frequently used data representations for ~ 

data compression are quadtree. medial-axIs transformation and cham-code representation. 

Quadtree ISamet 1980) is an encoding of the spacial occupancy array. A quadtree can be 

considered as having a pyramid as an intermediate representation of a image array. The 
• 

pyramid isJ>ui!d by dividing the image in four areas of equal size. and checking if alrthë 
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2 3 Sensory InformatIon Proc~ssing. • 

pixels have the sa~ 'vruues for each area If so. there IS no need to look any further m thls 

area On the other hand. if sorne of the pixels are dlfTerent. the divIsion process IS repeated 

over the area Investlgated untll every area examlned contains pixels of the same values 

The representatlon obtamed is more compact than the orlgmal plcture proVldml' the plc,ture 

has cluster of pixels having the same intenslty The medial-axIs transformation (also called 

skeleton) (Blum 1962] provldes a method whlch IS capable of computmg a description of 

a natural shape It IS possible to obtam the skeleton of an obJect by "grassfue analogy" 

(Levme 1985] Assume that we light a flre along the boundary of the obJect The flre 15 

consldered to grow ln ail directions from each pOint on the bouadary W~~n t.wo sources 
~ ~.' 

of flre Intersect. the flre 15 exlin,gUlshed at the pOint of contact ThiS pOint 'IS part of 

the skeleton of the Image The cham-code representatlon assumes that a blnary Image 

15 avallable A chain-code 15 formed by the sequence of Integers that descnbe a closed 
. 

contoUi The mtegers may take values between 0 to 7. whlch represent the 8 pOl>slble 

directions of the next move from pixel A to the nelghbourlng pixel B 

Color processlng may also be useful m visuai inspection and robot VISion (Neva­

tla 1977] . slnce color provides strong cues for dlscnmlnatmg dlfTerent obJects and surfac~s 

ln addition. a large number of Visible surface defects have an equlvalent color representation 

When properly used. color Information can therefore be a strong dL~cnmlnatory feature be­

tween difTerent objects and/or obJect quahty levels. 'A major overhead Involved with USlng 

color images resldes in the c0"25uter memory reqUired. While one memory plane can store 

a gray-Ievel pkture. three such planes are reqUired for storlng an eqUivalent color plcture. 

each plane now stonng a monochrome picture of one of the fundamental colors 

Three dimensional VISion is yet another Important aspect of robot viSion 5mce 

a large number of robot applications are tracking applications (seam weldlng. for example) 

where the robot end-efTector is reqUired to keep a constant orientation with respect to 

a continuous three-d.mensional surface. the exact three-dimensional configuration of the 
" 

surface has to be known. Three techniques are available stereo vision (Grimson 1985. l ' 

Luh ,and Klaasen 1985] . structured lighting (~II 1982) and laser range finding (Faugeras 
4 . 
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2 4 Further Considerations and Requirements for a Robotlcs Station 

19841 ln stereo visIon. complete an~.non-amblguous three-dimenslonal InhJrmatlon cannot 

be mferred from a smgle Image Therefore. a number (usually 2) of images taken from 
"" 

dlfTerent angles must be analyzed. and as a result of this processing. each point ln the 

Image IS untquely mapped to a coordmate ln three-dlmenslo'nal space. The computatlonéll 
, ' 

problems mvolved m stereo VISIon have confmed It to a research stage at present. The 

structured hghting techntque has been develôped to overcome the complexlty of analyzing 

. ---three dlmenslonal scenes by projectmg a unlform laser hght pattern {usually a/grid pattern) 
" , 

on the objects of mterest Images taken under these Itghtmg conditIOns are therefore 

mdependent of the surface propertles and reflect only the three-dimensional outhne Of the 
• 

percelved objects. A slmllar technique developed for three-dimensional scene analysis IS , . 
laser range findtng Here. a laser beam is dlrected towards the surface of an object. and the 

resulting ,mage conslsts only of a spot of hght which corresponds to the pOint of intersection 

of the laser beam with the surface of the obJect The transformatIOn between the perceived 

position of the spot and ItS re&1 three-dlmenslonal position is done using mformatlon about 

the geometry of the setup. A complete range map of a scene can therefore be traced by 

samphng It at a numbe~f_dlfferent locations IRioux 19841 o 

2.4 Further Considerations and Requirements for a Robotics Station 

Although thls survey has covered many tOplCS of robot systems. there are still 

many facets to this discipline that have been omitted. These are mostly specialized areas 

of research which are constantly evolving and which cannot be fully detailed in the span of 

- a smgle chapter. Nevertheless. a short inslght into each of these areas is provided below. . \ 

as weil as their present and possible future contributions to the field. 

The kinematics and dynamics of robot manlpulators have been an active research 

topie since the int.roductlon of the flrst robot manipulators 1Pau11981J. The kinematics 

of robots involves the computatIon of the frame transformations between different links 

of a robot arm. The direct kinematic problem consists of synthesizing the position and 

orientation of the robot end effector in cartesian world coordinates. given robot j6int valu~s. 
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2 4 Further ConsideratIons and Requirements for a Robottes Station 

'. The Inverse kinematic problem involves dOlng the reverse: that is. generating the set of jomt 

'" values that yleld a deslred positIon and orientation to the end effector A major area of 
« . ~ 

researeh,'dlrectly related to the kmemattes of robot mampulators IS that of plannmg path~ 

to avold smgular conftguratlons Whtle robot kinematlcs deals wlth statlc confIguratIons. 

robot dynamlcs deals wlth the dynam'~ :"spects of robot motion such as the end efTector 

veloclty as a functlon of Jomt velocltles. acceleratlOn, and mertla 

One important area of research 15 that of the- adaptlve control of robot mamp­

ulators INltzan i985) Adaptive control Involves the adJustment of robot parameters as 

a functlOn of the current state of the robot mampulator The adaptlve control of robot 

mampulators allows the deSIgn of "optlmal controllers:' where optlmahty IS usually defin~d 

ln terms of mmlmlzlng of the energy requtred by the robot for ItS motion 

Robotlcs has also created a new market for pertpheral equlpment. whlch eonslsts <. 

mostly of speCial purpose sensors and end-efTectors Presently. numerous compantes are 
-

competing for thls market For the past few years. there have been several supphers ofTering 

a wide range of end-effectors Therefore. today's robot owner can worry less about building 

his own customlzed tools for particular apphcatlons The most recent. and also the most 

promislng development IS related to computer vIsIon systems Most have speCIal hardware 

, architectures to perform inspectIon and other vlsual senslng in real time The developments 

ln this field are largely due to the rapid advances ln the doméYn of VLSI -
, . 

One of the major requlrements of a flexible manufacturlng station is to be 

programmable ofT-hne ThIs IS very Important because the settmg-up of any specifie apph­

cation must take the workcell ofT-hne and several triais may be required before obtaining 

the deslred performance Therefore. proper simulation software packages are necessary 
. 

They must fultill several requirements. Flrst. they should take into account the physlcal 

charactenstics of the robots and of the equlpment~ such inertia. size. hmitatlons on speed 

and acceleration. Second. facilities must be provided to properly repr,esent every object ln 

the environment on a-diSpfay device. Although much progress has been made in. this field. 

there is still much to be done. 
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,!l"- 2~4 Further Considerations and Requirements for a Robotics Station 
\ - 1 

As far as artlflclal intelligence 15 concerned. it is foreseable that ln a near future. 

major research results will be Implemented ln a practical industnal context 115 major 

applications will be ln the development of fnendller user interfaces. automatlc multi-robot 

task generators. collision avoidance strategies. and also sensory information processlng 

Among the many possibihtles of merglng artlflclal Intelligence and sensory feedback. one 
~ 

can mention the development of rule-based expert systems for industnal visual inspection 

systems .. 

The rellablhty of a system VIS one of I.tS most furl.damental aspects. especlally 
'; . 

ln a multl-robot IndustrJal envlronment where the costs assoclated wlth faults are usually 

qUite hlgh Implementation of fault tolerant schemes are thus reqUired There are three 

dlfTerent methods for Improvlng the robustness of il multl-robot system At the lowest level. 

hardware redundancy offers the opportunlty to perform as long as good components are 

available At the next level. softwafe"redundancy provldes support to recover from transient 

errors Finally. process recovery can be done viii the use of artlficlal intelligence techniques 

to recover from the more difficult problems r Gini 1983) 

'f.' ~ 

For a robot to operate safely. it must avoid colli~lOns wlth obstacles in its work 

space ThiS IS generally described as the colllsion-avoidance or path planning problem The 

algorithms for colhsion-avoidance can be categonzed into two groups: those .concerned with 

finding collision-free "optimal" paths at the planning level- (lozano-Perez and Wesley 1979) 
"-

. and those concerned wlth avoiding colliSions at the control level in real-time (Freund 

and Hoyer 1984) The path-finding problem is formulated as follows: Glven a robot ln a 

cluttered environment. find a continuous collislon-free path from the start position to the 

goal position The problem of avoiding collision may be reduced to detectlng an imminént 

collision and then ta king the appropriate action 

Robot languages are the means by which a user can request a certain action 

to be performed by a robot. The languages can be classified into three main categories 

ICarayannis 1982J : manipulator-oriented languages. object-oriented languages. and task­

oriented languages. Manipulator-orieftted languages are independent of the task to be 
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24 Further Considerations and Requirements for a Robotics Station 

performed and as such. provlde the user wlth a general set of manipulator posltloning and 

onentmg procedures ObJect-onented languages provlde major advantages ln the program­

ming and maintenance of software for complex systems Tasks-onented languages allow 

the user to speclfy a set of robot actions. not ln terms of manipulatW moves. but rather m 

ter ms of mtended tasks These task-onented languages generate a sequence of mampulator 

actions based on a high level goal specification from the user ln thls last case. therefore. 

the user does not nee~ to speclfy the se~eoce of manlpulator as:tlo~s required to achle.e 

.') glven end result. but rather. the end result Itself A more completé 'survey may be found 

ln [Mlchaud et al 1986aj 

.. 

.. 
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Chapfer 3 Workcell Development 
.-

This chapter detalls the philosophy of the Ji' oposed le assembly workcell The 

hlerarchlcal control architecture aria the l'Obot progr ms are presented. The database 

requirements, architecture and Implementation are d tailed. Finally, the rE'sults of expen­

mentatlon wlth the multi-robot workcell are dlscussed. 

3.1 The Control Architecture 

{l 

From a programmmg point of view, the system consists of a single 'mas-

ter' module called the SéQUENCER. and five 'slave' modules' three for manipulatmg 

(PUMA, ECUREUIL. XY Stage), one for sensing (VISION), and one knowledge element 

(DATABASE). Figure 3.1 shows the architecture of the inter-process communication. Phys­

ically, they are distributed over the two VAX 750 hosts: a third host is used by VISION for 

data acquisition aod display. The following modules execute on the first hosto The SE­

QUENCER module coordinates ail workcell activities by sending and receiving messages. 

Messages are passed using a set of virtual communication channels on the Ethernet called 

"'links', one associated with each module. The communication sub-system guarantees that 

messages will be properly delivered. In most cases, the messages sent are directives to 

perform a series of tasks. Each slave module is th en expected to respond with an 'AOJ( 
&\ 

rej>ly when the tasks are performed. The PUMA module is responsible for manipulating -- \ . 
the DlP 'chip and the dice array as 04tlined in Figure 1.6, The ECUREUil 'module ma-
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3 1 The (ontrol Architecture 

Puma 

Figure 3.1 Control architecture 

mpulates the die The XV Stage modulelpresen,t .. ~ the die for camera inspection under tlit,e ._" 
r - ) 

microscope 

-On the second hQst. the VISION module locates the exact position and orienta­

tion of the die This mformation IS passed to the SEQUENCER module which incorporates 

il m the command to the ECUREUIL module The DATABASE module stores ail Informa-

) tion concernmg the task lo be performed 

The message passmg is based on a Session Layer developed for Inter-process 

(- communication ln dlstributed robotlcs workcell 1 Gauthier ~t al t 985) This makes It easy 

\ )nd convenient to establish communication channels and send messages between vanous 

- - modules on the same or dlfferent hosts Message passll'\g IS strictly vertical: the slaves do 

not exchange messages. Each messaJt,e IS, associated with and trlggers a set of pre-defined 

elementary tasks' called a task block For example. the module PUMA lRitializes the robot 

when it receives the message WARM START (see Table 3.1). 

,-------,-------- ------ -- --------- ---------- - ---- ---

Module Name Message Name 
1 

i Associated T asks 
i 

--------~~-----------_r----------------------------

PUMA 
VISION 

ECUREUIL 
XV STAGE 
DATABASE 

WARM_START 
LOCATE 

FETCH_I UUL 

MOVE_MIC 
UPDATE 

InitializatlO[I without teaching new positions. 
Find the die position and return it 

Fetch vacuum tool. 
Move the die under the microscope. 
Update the desired database entry. 

Table 3.1 Sample messages sent by the SEQUENCER and the module tasks asso. 1 
ciated with them . 

. , 
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3 l The Control Architecture 
I~ 

The éontr~1 archit~cturé ;sed fo~ the IC assembly has been first developed for 

a Hybrid Circuit repa,r demon;;tration. which is presented is Section 3.7. 

3.1.1 Robot Programming 
• 

/--

At fhe beginning of this project. RCCl had been mstalled ~1tee PUMA 260 . 

r .. ....,{Jj>ot only. Thereforet-a set of t interface routines called MROUTINES. were developed by 

the author to control the ECUREUIL robot using its native IRl language. The author was 

responsible for the ECUREUil programming \ 
. 1 

A fmejcoarse approach motion strategy IS used for the robot motions. When 

moving from point A to point B. the displacement is performed in three steps. First. the 
, ~ 

robot performs a fme motion at low speed in the desired direction to a small d,st~ce away 
1 

from point A, Second. the robot does a coarse motion at relatively tligh speed. and at a 

" safe height (defined as a height YJhere no obstacle exists) to a position close to point B. 

F~nally. ~ fme motion at low speed is done to p~int 8 in the desired \ direction. Programming. 

the ECUREUIL robot is relatively straightforwar'à. except for object or tool frame motions 

wttich are not supported by 1 R L. A typical sequence of operations to move from point A to 

Bis: 

speed(s,low) 
, 

move( approach-position.A) 

..speed(fast) 

move(approach-position_B) 

spE\,ed (slow) 

move( position _8) 

t) 

The pUMA 260 does not present this complication since Reel supports ar-

bitrary referencè frames. A second ·problem with the ECUREUIL robot involves the two 

distinct workspaces of joint one .. d-shown in Figure 3.2. 

, When the robot has to move from one workspace to another. the r.obot must stop in the , .. 
40 
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3.2 Dalabase Requirements 

1 

, Figure 3.2 ECUREUil robot workspace 

common workspace (shaded area in Figure 3.2) and a special command must be sent. 

3.2 Oatabase Requirements 

The author's main contribution to the workcell ~nvironment is the" development 
• J f *~ 

of a robotie database which would provide a standard way of arranging. storing. and ae-
~ C> 

- . 
cessing information. in ~ real-tlme m,·anner. After much discussion. it became a,pparent that 

-the data base database should support the following objectives: 

(a) Incrèase the consistency of the software written in the laboratory by promoting the 

development of standard robot and image processing packages. This is" achieved by 

defining a set of models of the workcell environment. such as frames (or specifie: data 

structure) associated with the tool ~acks and their tools. 

(b) Simplify the planning of, robot trajectories. by pr~iding an approximate three­

dimensional model for every object i.e. a bounding volume or combination ôf volumes 

[Lozano-Pere~ and Wesley 1979). 

(c) Simplify the programmer's task. by providing "high I~vel" aids such/as the transla­

, tion of,symbolic descriptors. ego TRAY. into physicallocations in the robot world. 
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3 ~ The Database Arch.tecture 

,,(d) Ald ln the synchronrzatlon of concurrent tasks. by trackmg key aspects of the rqbot 

world via the defm,tlon of an approprtate state vector Data drlven program opera­

tion could then be based on the state vector contents stored m the database For 

example. when astate vartable called JIG takes on 'ihe value OCCUPIED. the op­

eration MOVE BOARD mlght~ enabred This State Table representatlon would 

also be useful for performmg slmuÎà.tlons. Off-hne programmmg and simulation are 

beèommg more Important ln many industnal settmgs. because together they allow 

J 
modlflcat,ons to be tested before changes are made' on the shop floor 

(e) Store ~xpert knowledge whlch may be requlred for domaln-speclflc t'asks. ~uch as 

detalls about the grlndlng or weldmg tasks to be performed 

3.3 The Database Architecture 

It was declded to concentrate on the modellng and state representatlon issues. 

outlined in the prevlous section Note that the te~aiabase" development used in the 

context of thls work radlcally departs from Its traditlonal meanlng ln t,he followlng ways 

• A relatlvely small amount of mformatlon needs to bé managed. 

" Information IS represented lJl a symbohc way. as in an expert system 

• The information to be kept can be dlvlded into three ,categories First. there is 

information that does not change qurmg the lifetlme of a manuf~cturing process. such 

as the graphical representation of the flnlshed product Second. there is information 

that does change at the begmnlng,of every assembly cycle. such as the seriai number 
~ , ., 

of the workpieces Finally. there is mformatK>n that changes durmg the assembly 
, . 

process ~uch as the position of a workplece as it makes its way through the workcell. 
, ' 

ThiS category of information is represented as state variables which are used to 

monitor and synchronize the difTerent ~ctlvities of the workcell. 

\ 
t;:., 

,,- --" 

> 42 

! 



0. 

, . -~--- --:-:-;------......" <>,...".., ~"""'!:'j. :::." 

'1 '~t. 

3 3 The Database Architt'cture 

• The dlstrlbuted nature of robot le applications means that the updatmg of information 
1 

about the robot world. as represented by the State Table. IS performed by many 

sources 

• The store .nd upd.te operatlon\ must be performed wlthon • real-tlme CO;;';,! 
/' (Most robotlc tasks. sueh as 'plek~nd place' motions. requlre on the order of ~econds 

! to execute ) 

The data base has two parts the Dlctlonary and the Envlronmenl The OlCtlo­

nar~ IS a pool of templates or models for obJect defrnltlons Each obJect IS Indexed by type. 

name. and IS descrrbed by a set of attrrbutes Attrrbutes mlght be geometrrc propertles of 

rlgld bodies such as boundrng volume. positions ln world coordlnates. or relative positions 

of eomponents of an obJect An attflbute must be deslgnated stallc If It does not vary 

wlth tlme as robot actlvltles take place. otherwlse, we say It IS dynamlc One dynamlc 

attflbute IS position. and another mlght be whether a component IS present or not on a 

pnnted circuit board as rn a repalr task The motivation for dlstingulshing statlc attflbutes 

from dynamlc ones will be clear momentanly 

The Dlctionary Itself actually has two parts the System part. and the Appll-

cation part The System part contalns rnformatlOn about standard elements ln the robot 

world such as robots. cameras. XV-stage. and feeders. whlle the Application part~5ribes 

abjects partlcular to the user' s applicatIOn. such as hybrrd le boards. capaCitors, etc The' 

same Data Base Manager Will provlde the user Interface to bath parts From the user's 

pOint of vlew. there 150 Just one Dlctlonary 

As for the Envlronment, It contams ail the mformatlon requeredto completely 

describe the environ ment of the robot world. Thus, th~ envlronment can be thought of as a 

combmatlon of database and State Table Ali objects must have umque names (Identifters). 

Information is classified as either stallc or dynamlc, depending on the attribute des.gnation 

in the DJCtion~_I), Sharing of common data among several instances of the same object 
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3 3 The Database Architecture 

type IS the motivation behmd dlstmgUlshmg between statlc and dynamlc attnbutes For 
,/ 

example. there may be a set of PCBs wlth vanous solder Joint faults. but ail of them share 

the same physlcal size and component layout Thus. the presence or absence of a fault 

• 
IS a dynamlc attnbute. but ,,~he size and layout are statlc ones. This shanng of statle 

(" '.!. 

information makes the Implen1~htatlon of the Emllronment more memory efficient. but it is 

transparent to the user Note that the Environment. in ItS initiai stages. IS meant to ald 

the real-tlme coordmatlon of· dlstnbuted robotlc tasks This IS in contrast to more complex 

knowledge representation systems for plannmg 
" 

An Important Issue that anses when deahng wlth a data base Implementation m 

robotles IS whether there should be a direct connectlon between sensors and the database 
) 

to provlde for automatlc updatmg IWlederhold 19841, thls IS what we are presently con-

templatmg Mor.e precisely, we assoclate a separate 'slave' process wlth each sensing and 

manipul..,wg element in the workcell. these slaves opera te under the direction of a single 

workcell 'master' (process) The master IS responslble for ail synchronizatlon. based on 

the state of the robot world (Environment) However, It IS left to the slaves to update the 

Environment as operations are completed 

At thls point, a rep~ntational framework has been defmed. Using a micro­

scope as an example. information IS kept ln the following fOLm~_ 

object name 

class of obJect 

what the object is a part of 

MICl 

mIcroscope 

WORLD 
, '.J 

As weil, there are a set of attributes assoelated wlth the obJect. such as' 

class position 

description.of MICl 

qualifier ---- joinL coordina tes 

data 46 75 98 90 34 87 

~ 

~ 

1 

The object name MICl is specified by the user. and must be unique. In this way. a name is 

_.J~, '. ~ .. - --...... . . 

-

'i 1 
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3 3 The DatabiSe Architecture 

sufflClent to Identify a parti~lar obJect Note that the description of the obJect is actually 

represented by a set of attflbutes eg position When an object 15 flrst added to the 

database. the name must be assoclated wlth a partlcular c1ass. The c1ass is used to index 

mto the Olctlonary to create a partlcular Instance of the model i.e. obJect plus attnbutes. 

wlth the name supphed by the user 

ln order for the varlOus system and user processes to mteract wlth the database 

m our robotlcs envlronment. the followmg minimal set of commands was defined 

• Inlt database() This creates the Database Management process. and sets up the 

Envlronment and Olctlonary 

• load database(fllename env. other Jllename dlc) This loads the Envlronment and Ole­

tlonary parts of the database to perform mltialazatlon Note that the user IS free to 

have multiple env and .dlc files in any directory for runnlng dlfferent expenments 

, 
• save_env(filename env) This saves the current contents of the Envlronment ln the 

speclfted file. and makes possible two features Experiments can be continued âfter 

a hait. a'n~ also a hmlted form of enor recovery can occur. if the Envlronment IS 
, p 

peraodlcally checkpointed 1 e saved with a tlme stamp Note that an equivalent 

feature 15 not requlred for the D,ct,onar1.af.nce It IS edlted off-line 

• prinLenvO This prints the cunent state of the Environment. 

'>:~.ff 

• add_obJect(objecLname.objecLclass) This adds a new object entty' to the Environ-

ment. with the specified name and class. 

• add.attribute(class.description_of,qualifier.data) This adds a new attribute entry to 

the Environment. as speclfied by the various fields. Note that the 'description .of' 

field must be a proper object name such as MIC1. 

45 
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• dei ete object(obJect _name) This removes an entry from the Envlronment. ail its at­

tnbutes. and ail its sub-objects and thelr attributes. In the example. MIC1 IS a 

sub-obJect of the WORLD 

• retneve(object.names. attributes. current.values) This is how the user fetches infor­

matIOn from the Environment about the current state of the robot world 

• modify(object name. attnbute. new _ value) This IS how the user updates informatIon 

(attnbutes) ln the Envlronment This. funflon mlght relurn the old values of the 

attnbutes. although ItS usefulness IS questloned. The old values may sometimes be 

useful ln or der to quickly recovèr fr~m an error On the other hand. recovering from 

failure often means re-domg a set of tasks. elther partly or completely. wlth sorne 
'" 

modifications This IS a research tOplC for an expert system [Gml 1983] 

We expect that more commands will be added m order to perform specific 

operations in the future. as our database needs become better defmed. For example. 

a state re-construction feature. via rollback to a prevlous checkpomt. would make the 

database more reliable. but adding the penodlc'checkpointing (via save_env) would affect 

the speed of response Alternat.vely. the completton of each oper~tion could be tagged 

with the current time. so that the state could be reconstructed from the time history of 

ail the operations: most expert systems already perform this tlme stamping. The more 

complicated the recovery technique. the slower the system becom~s 

3.4 Oatabase Implementation Considerations 

Since the Dltabase must be implemented. it makes httle sense' to explore an 

intriguing Data Model if i~ cannot be implemented efficiently. Many progra~ming languages 

could be used. each with its own advantages and disadvantages. but none can serve as the 

general purpose language for database implementatio... In the context of robotics. there 
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3 4 Oatabase Implementation Considerations 

a~e three major Issues to be consldered Flrst. data structures must be flexible to support 

a wide variety of mformatlon Second. the system must be reasonably Jas't such that 
• 

accessing the database does not affect the real-tlme performance of the overall system. 

Thlrd. robotlcs IS a qUickly evolvlng area and the data base must be flexible If It cannot be 

easily changed and expanded. the system will not be able to cope wlth future requirements 

We have explored three alternatives: two d.fferent Expert System Implemen­

tations. us mg OPS5 IForgy 1981) and PROLOG l(Jocksm and Melhsh 1984) . and the 

Abstract Data Type Implemented in C (At this tlme. we dld not eonslder any hybrid Data 
.:.s 

Models) The expert system work was motlvated by seVeral factors Flrst. we antlclpated 
\ 

the development of "knowledge elements" such as a 'Weldmg Expert' whlch would reason 
, j 

ln falrly sophlstlCated ways about domain-specifie problems Wlth thls ln mmd. It seemed 

wise to explore the expert ~stem orientatIOn OPS5 and PROLOG were chosen because . 
they provlde dlfTerent ways of representmg and mferrmg knowledge OPS5 has also become 

, the standard programmmg ~anguage in our laboratory for developing expert systems C was 

selected because It IS representatlve of many hlgh level languages which offer powerful data 

structures suitable for AbstréJct Data Type C IS \50 the standard language for robotic 

work ln our laboratory 

The basis of comparlson of the three Implementations was the following: speed 

(servlclng user requests). implementatlon considerations (ease of representation. overalt 

program SIZe.);. and ease of 'maintenance' (degree of modulanty. ease of making changes) 
, 

3.4.1 OP 55 Implementation 

OPS5 IS a general production system programmmg language developed at 

Carnegie-Mellon University for AI. Knowledg~Based Systems and Cognitive Psychology. 

It is a forward chaining programming system. whiçh means that problems (or queries) 

are 'solved in a bottom-up way. Because OPS5 keeps track of ail data change depen­

dencies. it is a data-driven or event-driven language. The OPS5 architecture consists of 
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3 4 Database Implementation Considerations 

three basIc components of a rule-based production system. global database. rulebase. and 

. Interpreter The DB and rulebase are referred to as Working Memory and Production Mem­

ory respectlvely Assertions and facts ln Workmg Memory are represerÂ~d as vectors or 

attribute-value pairs. This representation makes It easy to store objects along with feature 

vectors orthelr relations to other objects Ttlè ru les stored ln OPS5 conslst of a condition 

part ca lied the left-hand-side (lHS). and an action part ca lied the right-hand-side (R.HS) 

The lHS conslsts of a set of conditions element(s) that. the interpreter tries to match to 

the elements m workmg memory dunng the recognlze-act cycle. If ail the conditic ns ele-

bnts are satisfted. the RHS IS executed A "conthct .. occurs when the lHS's of several 

rules are matched slmultaneously. In such an event. OPS5 provldes two conflict resolution 

strategies. Means-End Analysls(MEA) and LEXlcographic ordering (LEX). to select a rule 

lo tire 

, 

~ 

An object IS described ln our OPS5 Implementation as 

(obJect Aname Mlèt '\ 

Aclass microscope 

WORlD 

While its attributes are kept ln frames that look likes this: 

(attribute A class position 

Adescnption_ofMICl 

Aqualifier 

Adata 

jOInLcoordinates 

46 75 98 90 34 87 

Here. the data is represented as a vector-attribute and the other features are 

stored as attribute-value pairs. An example of a ru le in OPS5 to fire the "help" command 

follows: 

(p help condition elements to satisfied 

{( usenequest "string (( he help })) ( input) } 

(remove < input )) 

48' 

.' ' _'---.-...'~ ____ -t>_ .... 



o 

, 

o 

•.• 1" -.-,,), .. ~ . -

(wnte 

3 4 Oatabase Implementation Considerations 

, help 1 (crlf) 

1 ch(ange) at(tribute) 1 (crlf) 

Ish(ow) pa(rts) 1 (crlf) 

Ish(ow) at(tributes) i (crlt) 

IqUit ' (crlf))) 

More detalls concernmg the use of OPS5 may be tound ln 1 Dili and Hong 1984]. 

3.4.2 P ROlOG Implementation 

PRO LOG, wlth its top-down approach. IS a backward chammg (goal-drlven) Ar­

tlflcialintelligence language It assumes sorne hypothesls(goal) and trtes to prove It. It has 

a bullt-m depth-flrst backtracking mechamsrn that allows It to look at difTerent_~hypotheses 

untll one is proved true or It falls Like OPS5. (and every rule-based language). PROLOG 

rules contam a RHS and a LHS but wlth difTerent syntax and searching mechanisms than 

OPS5 Programrning ln PROLOG involves. 
~, 

- - Declarmg facts about oH:;ects and thelr relationships 

- - Defmlng rules about objects and thelr relatlonships 

- \.. AsklF'lg questions about objects a~d thelr relatlonshlps ( 

"'Ii PRO LOG is referred as a declarative language and therefore declaring tacts is 

done in a very natural way. For instance. the prevlous information is kept like this: 

object(MIC1. microscope. WORLD) 

attribute(MIC1. microscope. coordinate. (46. 75. 98. 90. 34.87)) 

This rnakes it easy to store and maintain a wide vanety of information. This list 

stl ucture is simpler than the OPSS obJect structure. The structure of the rules is similar -- -
trJ OPS5. The "help 00 rule becomes: 

\. 
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3 4 Oatabase ImplementatIon Considerations 

command(help).-

nI. wnte('help·). 

nI. wnte(' ch _at (change attribute) '). 

nI. wflte('sh_pa (show parts)'). 

nI. wnte('sh.at (showattributes)'). 

nI. write('quit').nl 

Unlike OPS5. there IS no special strategy governmg the finng of the rules They 
~ 

are fired in the order that the user has entered them ThiS has ..the advantage that the 

flow of the search IS easler to follow. but backtracking somewhat negates thls General 

information about PROLOG may be found ln 1(locksm and Melhsh 19B4]. our partlcular 

PROLOG Implementation. CPROLOG. IS descnbed in IPerelra 1984). 

3.4.3 C Implementation 

C IS a general-purpose systems programming language. Although it is not as 

··high lever as the PRO LOG. OPS5 and LISP languages. it still offers powerful structures 

for data/abstraction which provide for easy data access and very fast data retrieval. No 

special interface is required to access the database from C user programs. which means 

less overhead The data structure in C looks like the following: 

structure object{ 

char nameI80]. 

char classIBO): 

char parLof(BO). 

structure attribute * attr: 

structure object *next:}. 

structure attribute{ 

char classIBO): 

char qualifierIBO]. 

ch" d't'lt024); ~ 
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3 5 Oatabase Tests and Results 

structure attrtbute *next:}. 

Here. there IS no need to carry the information in the attribute frame concerning 

.,9wnershlp of the attribute position, ln order to fetch more speclfic information such as the 
s, 

microscope position. whlch Items are blue on es and so on. separate data structures could 

be added wlth specifie sets of routines to handle them ln the same way as the rest of the 

data The control of the data base IS do ne via a special set of C routines. 

3.5 Oatabase Tests and Results 

Before presentlng the results of our experiments. some background remarks are 

approprtate The three database versions tested were ail Implementations of the Environ-. 
ment part of our proposed design However. the sample data base conslsted of 12 obJects 

1 

and 7 attrtbutes per obJect (without statlc and dynamlc distinctions). describlng an IC die 

and its components 

The host used in ail tests was a VAX 11/750 runmng the UniX 4 2BSD operating 

system. The PROlOG Interpreter (Pereira 1984] is written ln C. but the OPS5 interpreter 

IForgy 1981] is written ln a dialect of LISP whlch itself is wriUen ln C. Thus. we anticipated 

that regardless of the specifies of our implementatlons. OPS5 wou Id be slowest. C would 

be fastest. with PROlOG in-between 

,! • 

ln order to compare the three languages. 3 test situations were used to examine 

7 database operations. First. the database was test.e~ Wlth' the sample database and the 

host running under 'lIght' load This means load' values below loS as measured by tl\e 

UNIX eommand "la" 
'f: \ 

(A shell Script was used as a background task to_ mOnitor the Ioad 
,6 

during the experimentso For the second situation. the datâbase was made 5 times biger 
-~ 

to contain 60 objects. and the load was the sa me as beforeo For the third. we examined 

the case of the original database and heavy load: this means load values between 3.5 and 

5.5. These situations are summarized in Table 1. and the results are shown in Tables 2. 
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3 5 Database Tests and Results 

.- -,----
Load ' S.ze of datab. se 

l Light x 1 
1 Light x5 
! Heavy x 1 L 

Table 3.2 Summary of the test casei-" 

r­
I , 
1 

-
Operations 

Start database 

Add object 

Remove Object 

Change attribute 

Show parts 

Show attribute -
1 

'-
~correct user com"!and ~ 

1 

1 
! 
1 

1 

i 
1 
1 

OPS5 1 PROLOG ,- 1 

1 
57 1 6.2 
11 0.11 

1 

16 0.14<r.' 

11 . ,"i! 014 

8.1 1 0.40 
96 

1 

0.13 

4.8 1 0.11 

" 

"'(: 

.. 

1 

0.53 

0.02 
! 
: 0.007 
1 

1 

0.008 

0.02 
1 

.J 

0.010 

-
Table 3.3 Execution tlme for light load wlth normal size database (in seconds) ,--- -

Operations 1 OPS5 
1 

PRO lOG C 
1 

! Start database ! 158 10.6 0.70 ! •. ' 1 
, 

1 Add object ~.~ 18 1 0.15 0.03 1 
, 

, 
Remove Object 97 

1 

0.31 0.06 1 

Change attribute 15 i 0.22 0.02 1 

Show parts 14 .. 
1 0.84 0.03 

Show attribute 15 
1 

0.13 0.05 1 l -1 
Incorrect user command 5.0 1 0.13 -

~ 

Table 3.4 Execution time for light load with a database 5 time bigger (in seconds) 

• 

-

.. 
3 and 4. Ali timing information is expressed in seconds to two significant values (where 

possible). The values shown are averages over multiple trials. 

, " 

These results must be considered as qualitive rather' than quantitative. since 

the load could not be stabilized exactly during the experiments. This is primarily due to 

~ ---"I~';; 

the sharing of the host ~ith other users. and network traffic since the\minicomputer hosts~>' .. ';': 

within CVaRL are linked by an Ethernet local area network: 
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35 Oatabase Tests and Resul15 

r------ -- -----,.---- ---~-- --- ------"7 -..... 
l ' \ 

Operations 1 _ OPS5 i PROlOG, C i 
"1:=1 =======-=====f.=1 ====:::::fo======1==:=:----- 1 
,i Start datab'èl}e 80 42 01.04.3 I~' 

Add object 27 0.24 

~ '" Remove Object 100 0.28 0.01' 

Change attribute 32 0.42 0.05 
Show parts 35! 1.1 1 0.12 

0.18 
! t.ieor~:;;wu:::r~~~:.nd ~ 1 O~~·1 ~ . _~!b__ _ __ 

Table 3.5 Execution time for heavy load with normal sile database (in seconds) 

The operation "Start database" deserves special mention. since different actlv-
, . 

Ilies must be performed for the C database whén compared to the PROlOG and OPS5 

data bases For the latte{ pair. the system must create a C mterface and then a special 

environment to r,l,tR,them. This IS clearly not the case wlth C where only the loading of the 

mformation IS reqUired The C version dlffered in a second way too. since il Incorporated a 

sopbtsttcated paUern-matching user interface. For thls reason. there are no entnes in the 

tables for "Incorrect user command" 

The results show that the C database is the fastest. followed by the PROLOG 

,~nd then the OPS5 versions. OPS5 is ln fact almost twoor three orders of magnitude slower , 
than the C version. The PROLOG version IS generally less than one order of magnitude 

slower. Therefore. it becomes obvlous that OPS5 is mappropriate for real-time or quasi 

real-tin1e applications. - :--

The effect of expanding the database mo~t seriously afTected the O~5 version 

of the database. as demonstrated by an averag~ relative Increase2 of 1.3 for' the time . 
response. In the case of PROlOG. there was an average increase of just 0.6: only the 

"show parts" operation was significantly slowed. Most operations ~f the C version were 

,"crea~ed by a factor of 3.5. The fact that the C version Was most affected is }tué to t~o 

2 Given a new value N2 and a reference value Nt. the relative inuene is obtained as IIN2 -
N111 + NI. 

.( .-\. 
".,-1 -
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3 6 Database Discussion 

reasons. Firstly. data is stored in linearly linked lists: this means that the operations will 

be s'o.w. when the databa~is.$rge. The second reason is-w consequence of the UNIX 

multi-tasking en"vironmen~~ uses a 'round-robin·,scheduler. As s~on'as an operation 

cannot be executed within a single time slice (appro~imately 0.01 seconds. the s~me order 

of magnitude for most operations of the C database). it must !ncur the context-swltching 

overhead of the schèduler. ~nd the execution tlm~ will greatly increase 

Operating the database under heavy Joad also affected performance. The OPS5 

data in Table 4 shows an average increase of 2.6 over Table 2. whil~ the PROLOG data 

shows an average Incr~ase of just 2.3. The C version was most sensitive to load. with an 

average reJatlvè mcrease of' 9.3: àgain this is mostly due to the multi-tasking scheduler as 

described above 

3.6 Oatabase Discussion 

From these experiments. we conclude that C and PROlOG come out far ahead 

of OPS5 when speed is of primary concern. at least for our UNIX environment. Of course. 

where ether implementations of OPS5 and PROLOG are available. this may not hold true. 

For example. the originators of OPS5 have released OPS83 [Forgy 1985] . written in C (for 

UNIX), which is a blend of the classic production system model and the empencal model 

~ (used by conventional ,programming'languages). This ,is sfPposedly 30 ti~es faster (han 

the OPS5 dialect written in USP. However, in fast evol'ing areas such as robotics and 

,--image proces~ing. the,. ease of maintenance becomes an Important Issue. In facto in the 

case of a !esearch laboràtory like o~r own. this IS ·paramount. It is difficult to persuade 

researchers to use a data base which cannot be(easily adapted to their needs. This demands 

an implementatioo in which the addition of new options to the data base can be done easily. 

This is a méljor limitation of the C database. Although it was built in a modular way. adding 

new functions requires understanding of the corhplex data structurè. which is not the case 

with PROlOG o~ OPS5. Mor~ver. the s~urce programs written in PROlOG and OPS5 
o 

are easy to understand aCnd consists of far fewer linës. As a matter of facto the PROLOG . , 
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3 6 Database Discussion 

databasr ~s the shortest one (200 Ilnes of versus 365 lines for the OPS5 version ana about 

1300 lin~s for the C version) and.it is also thé eàsiest to understand. However. C remains 
. ' . l,. 

the language of choice for our robotrcs.work because the Artificial,lntelligence programming . " . 
• 

lan~ua~es do not p,rovide the required features for sensor integration. interrupt handling. 

ànd intensi;e numerical.Çalculatlo~s for"which 'hey were not intended. 

The im~lementation described above has bèen extended to prôvide roo~t of the 
lb' • • • 

tntended data base frame~rk. A hierarchy of object mQdels forms the Dictionary: models 
.' . 

are identifled slmply by t~eir class. The attributes of an object are also part of the mode!. 

but there IS no 'static' or 'dynamlC' distmctlon made at this tlme .... 

ln summary. C and PROlOG are best for speed. and PROlOG and bps~ are 

, best for ease of maintenance This makes PROlOG a promÎslng'choice Il offers a veryeasy 

and natural way to buifd data structures. and IS eas~ to mamtaln Uke OPS5. PROlOG . " 

relieves the 'user of sorne low-Ievèl database management utilitles. such as time stamping . 
\ 

which would be useful for future work in error recovery. In addition. partial inforrlfltion 

can be kept yery' easily IGenesereth 1985J by using dummy variables for "don't care" 

conditions. This is' sometimes required for real time applications such as robolies when 

operations must be performed wlth incofl1plete information. As soon as more information 

is available. PROlOG can then instantiate these conditions. 

'However. in an indusJial e~vironment where the ~mphasis is on efficient' data 

retrieval. the Abstraet Data Type would be the prefered data model. Such a databa~e 

woul~,be less flexible than one designed around objects' and attributes,l but an industrial . 
~. . 

data'base typically eNolves incrementally: existiag modules are rarely ch~nged. just new . . , 

ones are added. 

, . 
Although the PROlOGTesult~ were promising. the ehoice was made to pursue , 

, . 
the C language option. The response time of the 'PRO lOG version remains fast when the .' 

, 
size of the databas~ become large. but there is no guarantee that this will be tn~ when. 

additional rules are added. ln' fact. if these rules are not implemented ~refully. they may 

~ l' ~ 
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3 7 Workeell ExperimentatIon 

.r 
drast.cally affect the performance of the database 1 Genesereth 1985J 

It also became clear that a C database could be mcorporated morè dlrectly lOto 

our plans for ~ h.gh level krowledge-b~sed robot programm'Qg environ ment Furthermore. 

when the database IS ti~d 1,0 an .mage processmg system. a large number of transact.ons 

(e g. store, retrteve operations) may be, reqUired. whlch Will degrade the performance of 

the PROLOG-and OPS5 .mplementatlons more sertously than the.c. version 

3.7 Workcell Experimentation 

. In or der to evaluate the workcell phllosophy. an alternate expenment concerntng 

Hybrtd Circuit Repalr(HCB) was performed HCB was chosen Instead of le assembly for 

conventence stnce the Image processlng was not yet completed for IC assembly ln thls 

demonstratlon. the task involved conslsts of cutttng traces op a prtnted circuit board The 

operation of cutttn,g traces often happens in the electronlCs I~dustr'lf,etause of late changes 
~ 

ln the production cycle ThIs means that after the prtnted c.rcUit board .s fabricated. It must 

be partlally re-deslgned to reflect the availabllity of new components or perhaps at design .­
change As a result. certain traces must be cut, and new ones laId to accommodate the 

new desIgn We dec.ded to abstract from this real industrial need by Imaglning a robotics 

workcell dedicated to the cutting of traces, fed by an Inspection workceU 'upstream' which 
, r 

would label each one with a s.mplifled bar code to mdlcate whlch traces must be cut. 

The authoYs contribution to th.s work was two-fold. the ECUREUIL programming andJhe 

vIsion processmg 1 

" 
. 

We began wit~ an .dealized situation. the printed CIrCUIt board has Just two 

traces. The bar-code reading phase IS performed in parallel with the repair phase At any 

time. two boards are m plây in the workcell. one in a Jlg under the microscope. and the 

other under repalr in a separate repair j.g. 

The repair ph.ase ~ cooperative: one robot performs the grindtng, while the 

other checks the continuity 'of t~e trace after the grind, using a special tool. Once the 
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3 1 Workcell Experimentation 

repalr IS complete, both rob~ts change tools the grlndlOg robot uses a gnpplng tool to .. 
move the repalred board to an output tray, while the checktng robot uses a separate grtppmg 

tool tocove t~ other board from the camera Jlg to the repalr jlg 

A user Interface to the workcell was provlded by the followmg commands 

'cahbrate-puma', 'calibrate-mlCrobo', 'execute-demo', and 'quit' 

T.he expertment also successfull~ demonstrated our obJect/ attrlbute database 

methodology An OPS5 database 'process' was deftned to store the followmg 

(1) statle tnformatlon about where to grtnd each trace on the board (dlsplacements m 

X and Y from an Qngln on the Jlg for the 'begtn' and 'end' positions of eaeh grtnd) , 
1 

1 
1 

(II) statle information about where to eleetncally check the conttnUlty of each trace 

(dlsplacements m X and Y from an ongm on the jlg) 

(III) dynamlc mformatlon about the bar code of each board, whlch mdlcated whlch trace 

on the board must be cut (the repalr) 

As part of the workcell InttlahzatlOO, the statlc information was fetched from the database 

and sent to the robot control process~s The dynamlc mformation about the bar code was 

updated by the vIsion system (via the workcell master) OPS5 database was used because 

~ development was completed at the tlme of thls dem~nstratlon 

The mQmg paradlgm i5 a sound general approach to dlStributed con­

trol. Separate slave modules were associated wlth each mantpulatmg, sensmg. and knowl­

edge (data base) element. under the control of one master module, Messages therefore 

preclsely defined the interface between the slaves and the master. and this made il possible 

to develop ail modules concurrently, ln a sense. the message set associated with each slave 

constitutes a kind of 'menu' of allowable activitles, 
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3 7 Workcell Experimentation 

From a control pOint of vlew. the message passmg paradlgm also permlts con­

currency 'of module tasks ta be speclfled ln a simple way: the master Just sends a set of 

messages ta thè vanous modules (without waitmg for replies). When module tàsks must 
'~ 

be synchronlzed. the master slmply walts for the appropriate set of acknowledgements 

Note that a hlgh network load does not affect the nafure of the control carned 

out via message passmg. It simply changes the speed at whlch actlvlties in the -workcell 

occur However. In the extreme case. tlmeouts associated wlth the message passing facility 

will take effect 

,Also. the message passmg overhead assoclated with the Ethernet and Tep jlP 

IS mSlgnlficant when compared wlth the actual executlon tlme of the task performed upon 

recelpt of a message eg movlng a board. or grabbtng a frame T estfhave shown that the 

average end-to-end delay for most messages (10 characters or less) IS of the order of 0 1 
-

seconds. whlle a typical robot task IS of the order of 10 seconds. 

t 
The use of a common high level robot lang~ge makes the robot programmtng 

easler and makes the programs more transportable when the language is available on a 

different robot. As a matter of fact. the 'ReCl envlronment has been extended to the 

ECUREUil and the "cuttmg trace" demonstration has been successfully adapted to opérate 
\ 

bath robots using RCCl. 

ln the rest of this thesis. the use ~f an Abstract Data Type k'ind of database is 

mtended unless otherwise specified. 

The necessary tools to control multiple robots. and to fetch/retrieve/update 

information concerning the environment have been developed. and can be used to perform IC 

assembly. The image processing algorithms required ta identify the position and orientation 

of the rectangular IC die are presented in the nex! chapter. 
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Chapter 4 - Evaluation of the IC Die Position. 

Corners. tnangles. rectangles and clrdes are common man-made features m 

electronlc assembly (e g PC boards. capacltors. reslstors. IC dIe) -th,S ralses the interest 

ln developmg specIal' algonthms to detect these features ThIs chapter addresses the 

problem of preclsely locatmg the posItIon of an IC dIe m an Image 

ln le assembly. as weil as ln hybnd CirCUIt assembly and repalr. one of the 

most commonly used hlgh level features of the analyzed Image are nmety, degree corners 

and quasi-perfect rectangles The problem of finding a die in a plcture may be abstracted 
'\ 

to that of f,"ding the rectangle encloslng the die ln a two dlmenslonal Image ln mosl 

cases. local features. such as corners. are extracted and then matched to the overall image 
.", , 

IBolles and Cain 1982J A technique often used to fmd complex shapes IS template 

matching. For mstance. to fmd a die. a re<;)angle of a known slze n;tay be matched over 

the deslred Image ThiS techmque presents sorne drawbacks: It IS sensitive t~ nOise and 

reqUires knowledge about the exact slze of the obJect. As shown in Section 4.2.1. It IS al50 

possible to approach the problem in a dlfferent way by mapping the Information from the 

-space domain to a parameter domam via the use of the Hough transform IBaliard 1981] 

However. thls approach is computationally very inefficient 

ln order to provlde a robust and general rectangle fmder. a group of algorithms 

has been developed to merge lines. extra ct corners and rectangles. and rate the "quality" 

of the rectangles selected. Throughout this chapter. the word "Ii ne" is meant to c;enote a 

line segment. i.e. line of finite length. 
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Evaluation of the IC Die Position 

'" 
"Go ~ Fmd Lines r 

1 
Merge Lmes 

l 
Expand Llnes 

. l 
Merge Lmes 

l 
Fmd Corners 

"1 
Fmd Rectangles 

l 
Evaluate the qua/ilyof the rectangle 

_1 
Select Optimal Rectangle 

-=­
Figure 4.1 Approach used to detect a rectangle 

The proposed approach is presented in Figure 4.1 First the Imes are found ln 

the image. Then. ail the lines that are close in distance (i.e near by) and I~orientation are 

merged. Subsequently. the lines are expanded in length in both directions. Then. another 

merging operation takes place. The pur~se of this sequence of operations is to extract 

the corners from the images. The expa~n is necessary because the natural corners of 

the scene are the parts most likely to be blurred by noise. Corners aré detected and groups 

of corners that can form a possible rectangle are matched together. Finally the optimal 

rectangle in the image is selected. 

When the die's position is found. standard pattern recognition techniques such 
4 

60 

. 
,' .. ' .. i 



o 

o 

, ," .. -~ ~ - - ~-...,.--- -----,~..,"+ ... =h!,....".-....... t.<..,..' .... ~~_ 

~;~ 

~ 41 Data Structure 
j 

. LINES 1-----+1 EFFECT UNES 

Figure 4.2 Data structure for Image processing 
... 

as average. variance and moments of the die Image may be used to IdeRttfy the physlcal 

orientatIOn of the Je die from the rectangular outhne The use of template matchmg may 

also be done once the exact position of the rectangle IS known ln the case of a square. a 

maximum of four trials are required to identlfy the Orientation of an asymmetric pattern, 

4.1 Data Structure. 

ln order to store ail the mformation required for the Image processing ln a 

coherent way. the features of the images are arranged in a hierarchical data structure as 

shown globally in Figure 4.2 and detailed ln Figure 4 3 This data structure has greatly l' 

ease the implementation of the rectangle finder by provldlng practlcal representatlon for 

lines. corners and rectangle~. In Figure 4.3. the sohd lines with arrows indicate pointers to 

the head of a li5t of a structure. An arrow pomting to three dots indlcates that 'the same . 
structure is repeated. When a declaration ~ype is followed by " .... It indicates a pOinter to " 

a structure of the declaration type 

At the bottom of the hierarchy are the lines. They are kept in a structure called 

efTect_lines and are represented by their end-points. Every effect_lines sttucture consists 

of a pair of points and a pointer to the next effect_lines structure. The lines art then 
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FEATURES 

LlNES "lines)n 
CORNERS "corners_in 
RECTANGLE "recUn 

RECT_CHAR "recUhar 
DISPLA "model ·chosen f.---t DlSPLA 

int X.y 
REC T. CHAR ~ ••• float angle 

RECTANGLE "thuect 
int centet'.of..gravity/2} 

float average..a. variance. a 
float averageJJ. variance_b RECTANGLE f--+ • •• 
float average_co variance_c CORNERS ·corners_in 
float average.d. variance_d float qua/ity_match 
int nb_pixe'-a.nb_pixetb int '-small. '-long 
int nb_pixeJ.c.nb_pixel.d . jnt area 

J. 
CORNERS ~ ••• 

. -
, EFFECT.L/NfS "Iine_l. ·'ine_2 

'~' int trans/ation/21 
int direction 

LINES EFFfCT_LINfS --+ • •• . 

EFFECT_LlNES "Iines)n int pts.a/l}. pts.b/21 
int angle 

! 
••• 

Figure 4.3 Detailed data structure fQl' image processing 

grouped together according to their orientations in a fines structure. This structure has an 

orientation angle and a pointer to an efTectdlineslist. Unes of the same orientation are ~ept 

in the same list. In addition. the x and y coordinates of the endpoints in the efTecUines 

structures as weil as the elfect_Iines struct4res themselves are kept in a specifie order. If a 

lines structure has an orientation (angle) sm aller in absolute value than 45 degrees. the x 

and y data tor the end point with the smallest x coordinate is kept in pts_a of the effecUines 
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Figure 4.4 Definlng the d.rectlon of a corner ' ~, 
l'Ir' 

structure, the other data becomes pts_b Moreover, the effecUmes structures are stored 

ln Increaslng order of the y coordlnate data ln pts_a If the absolute onentatlon of the lines 

structure IS greater or equal to 45 degrees. the data for the endpomt with the smallest y 

coordmate IS kept in pts.a The other data becomes pts_b. The eflect_lmes structures are 

then stored ln mcreasmg.order of the x ~oordlnate data m pts a A maximum of 181 lines 

structures varying from minus nmety degrees to plus nmety degrees may be kept T~is 

ordering IS done to ease the Identification of overlappmg (or quasl-overlapping) lines At a 

higher level there is the corners structure. whlch consists of the pomters to two Imes. the 

corner position and ItS direction. As shown in Figure 4 4. the "direction" of a corner IS 

defmed to be the blsector of the angle 26 between the two Imes. the angle measured with 

respect to the x axis IS (). The angle 0 may vary between plus or minus one hundred eighty 

degrees. 

The next level contains the rectangle representatlon which conslsts of a list of 

corners' pomters. the area. the length of the two difTerent sldes of the rectangle and a 

quality match factor. which will be describetl ln Section 4 2 7 Ali the structures presented 

above are general and do not contain any specifie mformation related to the image. In the 

upper level. called the rectangle characteristics level. more customization may be added in 

order to store information for directing the low level image processing. In order to do so. the 

image may be spljtAn four sm aller rectangles of equal size and \et of andard tests, may 

be applied to them. The current structure for this levél is: rectangle. a field 
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for the center of gravity. and 12 fields for the number of pixels. averages d variances of 

the four ~ub-rectangles. This data struct~rl may be avoided ,if template matchlng is used. 

Smce it is intended to find the position and orientation of a die. a structure IS reserved 

(DISPLA'!E) to keep the value of the displacement in x and y as weil as the rotation in 

world coordinates. Finally. ail the above structures are embedded in a FEATURES structure 

which contams pOinters to the head of the- structures presented. 

4.2 Aigorithms 
j,. 

There are already many algorithms whlch perform Ime and corner detection. 

But not ail are compl,ltatlonally effièlent or robust ln the presence of nOIse. The following 

subsections describe the eXlstmg algorithms used as weil as speclflc procedures developed 

de novo 

4.2.1 Une Detection 

To exptore existing line detection schemes. experiments were performed with 

three approaches: Ho~gh transform '[Ballard 1981] . chain-coded detection (Duda and Hart 
'" . 

1973] . prediction/verification paradigm (Mansouri et al. 1985b] 

The Hough transform consists of mapping the problem of findlng lines in the­

spatial domain to ~at of findmg cI",sters in the parameter space As Figure 4...5 shows. 

a line can be characterized by two parameters. namely p and e. where p is the normal 

distance' to the origin and e the angle 'defined by the normal with respect to the x-axis. 

ln effect. the Hough transform maps a given point(X. Y) in the spatial domain .,.-
into a curve in the parameter domain. Mathematically. 

p -:- y * sin(8) + X * 'cos(8) (4.1) 

The interesting property of the Hough tr'ansform is that points on the same line in the space 
~ 

domain become curves in the parameter space with a. common intersection point. Therefore. 
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4 2 Aigorithms 

by keepmg the result of the parametenzatlon m an accumulator array. we can detect Imes of 

a glven slope and mtercept They are represented by hlgh counts rn the accumulator array 

The advantage of this technique IS that it can be generallzed for any type of shape (Baltard 

19811 -R~ever. there is no information concernlng the exact location of a hne in the 

Image. and the Hough transform does not dlscrlminate between Imes made of cpnnected 

or dlsconnected points Moreover. the Hough transform IS computationally mefficient on 
, 

a VonNeuman architecture mach me because for every treated pOint ln the Image. a value 

of {J must be computed for every angle under mvestlgatlon For Instance. investigating an 

Image with steps of one degree over a scale of 90 degrees results in approximately 90ry 

additions. sine and cosme evaluations. and 180n multiplications in the program. where n is 

the number of pixels consldered ... 

Ano.1her approach is based on chain-code, A cham-code is formed by the se­

quence of consecutive integers that compose a cJosed' contour The cham-code line detec-
~~ 

tion techniques are of two types' those flttlng a smalt straight fine segment by moving It 

over the chain-code. and those ta king advantage of the coherency of a digital arc. In the 

first category. the t~lIn(lary segment is approximated by a senes of piecewise linear seg­

ments (Duda and Ha~ 19~1arly. it is possible to move a fixed size window over the 

chain-code. fit a line segment using least squares technique. and keep the segment provid-

ing it matches within a certain threshold. On a Vax 11/750 supporting Berkeley UNIX 4.2. 
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. .~.~ 4.2 Aigorithms 

fi"ing the lines takes 20 seconds. Other techniques based on chain-code representation 

is the coherency-based'(echnique (Hung 1985. Wu 1982]. This technique takes advan'tage 

of the fact that in ~_ çhain-code a straight line is represented by a periodic pattern of two 

directions Thus. it 'is possible to determme the stralghtness of a digital arc by looking at 

the chain-code itself without any distance and angle calculations. The main dlsadvantage 

of the chain-code based techniques is that they are very senSitive to noise because they 

generally.use only local u1.formatlon ln thelr search ,.. 

Another line' deteètor mvestigated makes use of the Hypothesis Prediction / 

Verification Paradigm (HPVP) Accordmg to sorne observations. the program form~,a hy­

pQthesis and then examines its validity The observations come from the results of the 

Sobel edge detector opefator This operator is made of two masks. one 10 the horizontal 

direction. the other in the.,vertical direction. Thus. the direction produced by these masks ) 

gives a hypothesis about the direction of the line. Knowmg the position of the observed ( 

pixel. it is possible to verify if a line of a specific length exists by putting ~Jjne-of a known 

siz~ centered on the desired pixel. Then ail the pixels on the line having an orientation 

consistent with hypothesized line raise the probability of having a line at that position. 

This technique is much faster than the Hough transform. and performs weil when there is 

noise in the image. which is not the case of the cham-code based techniques. However. it 

has the drawback of finding many lines that are close to the one desired. This makes a 
, 

prunmg. or a, merging algorithm compulsory On a Vax 11/750 supporting Berkeley UNIX 

4.2. the computing tlme is about 5 minutes 

Other techniques exists for finding lines such as relaxation techniques (Zucker e.t 

al. 1977) . Here. the objective is to attain a consistent orientation labeling that propagates 

via local computation. This process is also computationally inefficient. In general the 

relaxation technique takes at leas\ as much time as the Hough transform. However. both 

of these techniques can be favourably implemented on a parartel architecture machine. 

From this review. both the HPVP and the moving window chain-code based 

algorithms were promising choïces for our application. However. due to its robustness to 
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4 2 Aigorithms 

noise and relatively fast speed. the HPVP algorithrn was chosen. It provides a ,solid basis 
, 

for developing higher level feature extracting algorithms 

4.2.2 Line Merging \ 
'; 

The process of merging lines together consists of comparing in orientation and 

distance separation of lines taken two at a time. Respectlng pre-defined selection criteria. 

the result of mergmg two lines is the longest line t~at can be bUilt with thelr endpolnts. 

The merging process. if not done carefully. may generate undesired results Because the 

process IS repeated recurslvely until completed. the merged line may devlate badly from the 

desired result as shown ln Figure 46. 

(a) (b) 
,r--- ----1 " 

Oesired /esult 

• 

~_, __ - ~_.-
(a) (b) (c) 

Undesired result 

Figure 4.6 Problem of the merging process 

" The essence of the merging algorithm proposed consists in comparing the difJer-

" en~es in directions and the distances between the lines at multiple resolutions. The use of 

multiple resolutions is mandatory in orde~id the problem of Figure 4.6. The merling 

process is done in ;wo stages. In the tirst stag~ a very small tolerance on the orientation 
. . 
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4.2 Algorithms 

~--4s-,aUowed in the comparison. If these Imes overlap or have their endpoints almost touching 
.. , 

j 
.. e. at a di~tance smaller than a given tolerance). the two farthest endpomts are kept and 

t e others are discarted. This process, is repeated at a coarser resolution. During the first : 

55. a high resolution (very small dIstance). is se,lectéd. Thus. only the lines that over'ap 

or almost are, merged. In the second pass. a lower resolu~ioi1 is selected in order to merge 
J 

line segments which are further apart but still having the same orientation. Ih the ~econd 
- -

stage. the same process is repeated with a large tolerance on the orientation. This last 

merging operation removes tines that have. slightly' different orientation but that are close 

to each othe~. 

, 
The merglRg a/gorithm takes a line (t-o be ca lied line A). and tries to merge it 

with each of the remaining lines(called line B) 10 the list. The decislon of merging two 

almost ovetlapping lines is based on the line orientatIons and the Distance Between the 
r -

i lmes (DBL). The 1ine orientation condition IS imple'ment~d by taking a group o~,lines with 

the< same orientation from the sa me group or grou,ps thât fall within a selected tolerance . 

The DBl is evaluated by taking the minimum distance between the end points of each line. 

If this distance is below a specif.ied threshold. the lines are merged The DBt: is calculated 

u~ng equation 4.2: 

(X x Ml) + Bl - Y 

(Ml + 1) 
(4.2) 

where X and Y are the end point coordinates of a po~nt in the first line. and Ml and Bl are . , 

the slope and the y-intercept of t~e equation of the oth.er line. In order to avoid merging 
1 

two lines having the ,ame slope and y intercept. but whièh are widely separated. a special 
\ . 

strategy has been developed .. The strategy consists in tracing an elliptical area around the 

line to be merged. The U$e of an elliptical area has been chosen tl merge overlapping lines 

having a rela~ively large separation while a ~maller distance is. tolerated when they do not 

overlap. Because of the line ordering mentionned in Section 4.1. orily one of the endpoint,s 

of line B needs to he tested. The elliptical area is obtained ,by using the endpoints of line A. , 

and evaluating the sum of the arcs made by both endpoints of line A to the chosen en d'point 

of liné ~. as shown in Figure 4.7. Line B is merged with Line A providing equation 4.3 is 
68 
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'Il Pl Line 8 

1 e<::: 1 :-:::;;;J 2 
• 

Line A 

f 
Figure 4.7 'ElliptlCal area of tolerance on merging • 

satl!;.fled. 

(4.3) 

where It IS the length Of Line A. 

The complete algorithm for merging lines of the sa~e direction is the forJowing: 

For. evety group of lines: 
~ .... , 

-' Fol" every tine ln the group (let' 5 say line A): 

- ~ 

\, 

. - With ail the next IÎ~s ln the group of (let' s cali each of them line, B). --,. 

~ 

1) Evaluate the distance between lines. 

~ 

2) If lhe distanèè is within the acceptable tolerance. pr.oceed ta the next step. ' 
, 

~ ( 

3) Verity if the end points of the two lines are close enough. If 50. il mergin, operation 

is done. Otherwise. ver if y if the first end point of line B is inside the elliptical area of -

. toler.anG'e of line A. 

~ ... . ~-

- If a merge operation has been done. re--e"aluate the lines' direction. re-order the lines. 

and then re~tarts- the proçe5S. • 

.' 
• 

, 

" ,'.~ . , ~_ .... 
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4 2 Aigorithms 

ln the second stage when a larger tolerance IS accepted on th,e "ne's orientation. 

the merging is performed slightly (Mferently. The mergmg IS done amof}g the Imes of 

acceptable orientation. and the step one IS removed 

4.2.3 Line Expansion 

ln order to enhance the detection of corners. it IS very useful to expand the 

Imes However. expanding short Imes may induce the detectlon of false corners since small 

Imes are often due to n~lse This problem may be avoided by expanding the lines that are 

considered long enough Thus a'measure of what is long enough IS required A solution is 

to evaluate the average length Il and the variance 0 2 of the !Ines length Lk 

(4.4) 

.Wh.r.~ th. numbe~ of hnes 

With these two values. it is possible to perform line e~panslon to a selected set 

of fines onfy T 0 select the set of fines. the value of 0 subtracted from 1-'. may be used 

to evaluate the minimum fine fength accepted. Better resufts are obtained if 2 (j is used. 

Another issue to be resolved is the selection of the line expansion factor. The program 

developed al,lows two different ways of doing it First. the fines may be expanded by the 

same number of pixels at both endpoints. Second. i~ is possible to expand the lines by 

.a certain percentage. For instance. if twenty percent is selected. the" both endpoints are 

expanded by ten percent. This technique has proven its usefulness for images of objec.ts 

with rounded or chipped corners. 
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-4 a,2.4 Corner Detection 

Corners represent one of the most useful features for image segmentation ln 

the followlng. we Will present five pubhshed algonthms. whlch cover the different classes 

of techniques .to extract corners 

Chain-code based corner flnders generàlly conslst of studying variations in the 

gradient directions IKitchen 1982] or cham-code values IFreeman and Davis 1978) For 

instance. in the latter. corner detectlon is done by movmg a !lne segment along the chain­

code sequence ~l1i; segment IS défined by its end pOints ln this chain-code sequence. As .. 

the segrpent is moved from one chain node to the next. !he angular variations between the 

successive positions are used as smoothed curvature measures of the chain-code sequence. 

A succession of positions that have curvature measmes around zero indicate a straight line. 

Thus. a corner may be delecled by lookmg for th~ position of points in small neighborhoods 

surrounded by zeroes in the smootned curvature Iist. This technique has the drawback of 

being sensitive to noise smce it is based on the acquisition of the cham-code sequence. 

, 

A dlfTerent approach has been proposed by Paler et al. [Paler et al. 1985]. 

Their method IS based on one property of the medlan filter. which is its insensitivity to 

features of dimensions smaller than half the size of the filter window. These features are 

re-created by subtracting the median filtered image from the original input image They 

éÎssume that a grey level function of the image may divided 10 three regions object. edge 
1 

and background region. Thus. by moving a median filter wmdow over the image. a corner 
Q 

may be detected when a significant c~nge ln the count of pixels comlng from one of the 

three reglons. The advantage of thls algorithm is that it requires no edge detection. no 

edge thinning and no chain-code. However. Paler's method is restncted to simple noise-free 

images. 

An interesting approach to detEct lines has been developed by (Fang 1982) ,and 

presented in (Gu and Huang 1984) . The method is b~sed on the assumption that corners 

are the points where the direction of the edge changes by a large amount. The procedure 
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4 2 Aigorithms 

COflsists of applying a Sobel operator. stonng the values 6Xand 6Y from the two masks. 

and the gradient Intensity of the edge-!,"ap at this point. l:1 = vi 6X2 + 6y2. The edge­

map is then thinned. Thereafter. the corners ~ up from the thmned edge points 

if the edge mtensity exceeds a spedfied thraQ.Qj~ if the corner streng~ is a local 

maximum. The corner strength is a quantification of how much the edge intenslty changes 

at the examined pOint. This technique. based"on very local features. has the drawback of 

being very noise sensitive . 

The uses of B-Splines has been proposed for corners detectlon (Mediani and 

Yasumoto 19861 . B-Splmes,are used to produce a curve that approximates or approaches 

a given set of points (Mortenson 1985] The technique consists of taking the result of 

a very precise edge detedor (Medlonl and Huertas 1985] . and, then~ttmg aB-Spline to 

it. The idea IS to let the pomts "move around" their original position and measure' their 

dlsplacement. Points "moving a lot" and having a hi,gh curvature are marked as corners. 

Finally. corners may be found via template matching (Bolles and Cain 19821 . 
~ 

However. this technique requires that the i,mage possesses corners which exactly match the 

masks. This restricts the template matching technique to a very sm ail subset of images 

4.2.5 Aigorithm Developed 

The corn~er detector developed is somewhat a mirror image of the lines detector 

developed by (Fang 1982] . As explained previously. Fang finds the"corners via local features 

and then matches lines between the corners. To do this. he assumes knowledge about the 

image is available. Our corner detector proceeds in the other direction: the lines are found • 
first. then the corners. The algorith,m developed does not require any particular knowledge 

of the scene. 

""*.,.. 
A corner is defined as two,lines almost touching with a specified aperture a. In 

Figure ".a.line 1 and line 2 are candidates for a corner with an aperture Q = 90 degree$. The 

term "almost" is used iJeéausë p~rfect corners are rarely found in le images. Rather. the 

72 

tt .. 

iï;_'_l\=~:-"" .. ,-,,' "-"-'-' ~_~-"---_~. ~~, .. j ,_.',,---~ ._ .. 

" 



o 

o -, 
< 

.... =_"' ..... ' 

r , 
4 2 Algorithms 

~-
( . 

r '\ 

Une 1 

( 
\ 
\ 

Figure 4.8 Tolerances accepted for the detection of a corner 

natural corners are degraded by highliJhts. distortions an"d nOIse to form rounded corners 

ln the Image Both Imes are extended ~alculate the corner' s location and the le..Dgths tPl 

~nd <1>2 Two Imes almost touch if the dlstànces <Pl and tP2 are small enough. This is the 

tirst condition ~ assert a corner 
~ 

ln order to ..satisfy the second condition. the angle between' line 1 and line 2 

must be in the range spanned by 11 and 12' The testing angles. 11 and 12, define the set 

of acceptab1e angles 
, 

11 = (} - {J,12 = 0: + {3 (4.5) 

{J is the tolerance on the aperture 'YI and 12 must be between -90 and 90 degrees For this 

reason. if "t2 exceed 90 degrees. 12 is set to {J - 0:. :-.z.. For instance. in Figure 

. 4.8. "Y1.:- 90 - {J while 12 = -90 + {J. The tolerance fJ is used to eliminate the effect of 
~ " 

,-' quantization. When the angle (} is very different from 90 degrees. which may occur if the 

camera is mounted with an angle relative to the scene observed. a new situation arises. 

The group of lines that will be acceptable to form corners will be at plus or minus (t degree7 

from the investigated group of lines. Thus. they must be considered in the corner "Searchin& 

process. T 0 do 50. the group of testing 'angles is divided in two sets: one at plus Q and 

one at minus Q from the line tested (i.e Une 1 in Figure 4.8). For each set. the situation 
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c ~ 

described in Figure 4.8 may occur. which makes four testing angles per group. As a result. 

eight angles are needed to discriminate ail the possible cases ln our general corners~finder. 
o 

... 
ln the algorithm. only half of the line orientations need to be eltitmined slnce 

they ~re matched with the other half. For every group. the orientation is e·xtracted and 

orientations at plus or minus {3 .degrees of difference are evaluate~. 

For each line from the tirst group. determlne, whether it fornts a corner with 

~ any of the lines in the other groups that respect the orientation restriction. F~r every line 

in the acceptabl~ groups. the position of the'corner is evaluated--a.r:td a test is done to checY< 

If it is an acceptable corner or not. Thus. evaluatlng the positioA of the corner IS reduced 

to fÎndlng the intersectIon of two lines, which is trivial. Special care must be taken for 

verticallines (infinite slope), 

l 
The algorithm to extract the corner IS th~ following. 

For the ail groups of lines between -90 and 0 degree Il 

Take a group of lines. (let\ say group A) Now we will be looking for a group .of 

lines at a degrees plus or minus {J, 

, Q , 

Evaluate the testing angles for the lines whjch may form corner (s). 

- For every line in the group of lines A do: 

For every group of lines in the proper range of orientation 

-1) Také a group of lines. (Iefs say group 13) 

.' 

-2) ~or ever, linè ;n the group B 

. , ' . 
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Line A 

\ 
\ 

Line 8 

(b) 

Figure 4.9 Examples of multiple c.orner points 

-3) Evaluate the corner's position between the !lne from group 8 and the line from 

group A 

-4) Verify If thls corner positibn is close enough to the line segments to be a valid 

corner. If so keep it/them • 

c a 
ln addition. the system must be able to extract multIple corner pOInts and divi,de 

the~nto difTerent corners. This may occur after the expanslon/merging process prevlously 

performed and is shown ln FIgure 4.9 

The decÎslo of keeping. one. cf-on four corners per pair of "nes is based on 

how close the lines are. If the two lines oss the corner position by a predefined threshold. 

four corners are kept. For instance'\in Figure 4.9a. Une A and B have overlap wa Wb thaf 
~ fi 

are greater than the thr'eshold. thus the four corners are kel1t On the other hand. if only 

one of the lines passes over the corner position. like in Figure 4.9b. and if the other line 
\ 

Îs at less than a distance <1> from the corner. position. t\'!o corners must be kept. However. 

when no fines overlap the corner position. the two lines under investigation must be at a 

distance less than <1> of the corner location. The lines with ar-rows are the directions of the 

corners. 

~ 

The validate and save corner protess goes as follows: 
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1 - Evaluate the shottest distance between the two endpomts of line A and the corner 

location Save the distance and set flag_a to indicate whi.ch end point is the closest 

2 - Verify if line A overlaps the corner. If 50. set the distance to zero. set the f1ag_a to 

indicate overlap. and evaluate Wa 

, 
j' 

3 - Eval~'e the shortest distance between the two endpoints of line B and the corner 
t • - 1 

10catio', Save the distante and set a flag_b to indicate which point is the closest. 

2 i 

4 - Verify if line B overlaps the corner. If so. set the distance to zero. set the f1ag_b to 

indicate overlap. and evaluate Wb. 

5 - Set the distance value to the largest of the value found in step 1 and 3. (This will 

be zero jf both overlap the corner) 

6 - If the distance is under a predefined threshold ... ave the corner(s) according to, the 

information in fJag_a. flag_b. Wa and Wb 

When processing real images. false corners may be found. However. these 

false corners are generally clustered around a true corner. Most of these false corn~rs are 

removed by taking the average in the neighborhood of the corner positions. Any" remaining 

false corners are eliminated by the rectangle detection process déscribed in the next section. 

An interes\i?g property of our corner finder is that it can extr~ct corners with angles different 

from 9Od'ê&rees. This n'lay be useful for the de\ection of non-rectangular polygonal shapes. 

• 
4.2.6 Rectangle Detection \ 

Operators to detect Jow level features have been heavily investigated. but ac­

cording to a recent survey (Michaud ei al. 1986a) . feware applicable for finding rectangles. 
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Aside from the approach developed here. only three other techniques have been found ln 

the IIterature' 

1 - T emplate m~tchtng 

2 - Hough Transform. 

3 - Features Matching(Shape Matching) [Bolles and Cain 19821 

The two first techmques were prevlously explamed ln Sections 4 2.1 and 4.2 4 

and are applicable to extract rectangles, Features Matchtng consists of extracting local 

features of the object from the image and then trytng to tnstantiate them to match the 

complete object 

Our rectangle detection method does somethlng simllar to local features 

rlJ1atching with the addition that It makes use of global Information from the Image It 
I~' ') , 

performs the extraction of (fllth~ possibl~ rectangles from the Image based on the corners 

which have been generated. It is assumed that the corners are kept in increasing order of 

direction wlth aperture Q of approximately 90 degrees The procedure wo~ks as follows. 

First. a corner is taken trom tl'ie hst ~nd the three d.rectlons that Compl~gle 
are computed. The corner chosen is labeled as corner "a ". Subsequently. the other corners 

that are at 90. 180 and 270 degrees from the corner "a" are labeled "b. c. and d" as shown 

in Figure 4.10. 

Second. ail the corners of type "b" that match corners of type "a" are identified 
. 

and for every corner pair of type { a. b } a rectangle structure is created. Thus. if 

the corners bl and b2 are identified. two rectangle structures will be created: {a, bl } and 
~ 

{a, b2}' In order to match a' corner of typer "b" with a corner of type 'a ", two conditions ,~ 

must be fulfilled: 
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c 

a 

Figu!e 4.10 Example of re,ctangle labelhng 

1 - The Ime formed between the two corners ca lied the rine Connecting Corne(s(LCC) 

must have a respectable percentage of its lengt~ covered by Imes in the image_ For 

Instance. the LCC in Figure 4.11. 25 percent of the LeC from "a" to "b" is covered 

by the projections of lines Il and 12, If the threshold selected is 30 percent. this 

2 

angle. 

-
corner wOl,dd b-e rejected. The minimum distance between a projected fine and the 

Lee must be within a tlueshold ( 13 is too far away to contribute a projection. 

- Each gr the corners must be "visible" to each other For thls. a tolerance is added 

erture angle by enlarging it slightly beyond 90 pegr~s to permit the 

two adjacent cor rs to be "seen" from the first. 

. "/ 
.!y -

1 
lE b.J 

a . Lee b 

Figure 4.11 Evaluation of the line projection 

These conditions guarantee that the corn~r matched is part of a possible rect-

• 
After this step. a series of corner pairs. kept in rectangle structures. now exists. 
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The identification of corners of type "d" 15 now performed using the same approach Corner 
" 

"c" 15 omitted smce it i5 not adjacent ta corner "a". For every corner of type "a" present 
! 

inXhe existmg rectangle structures. look for corners of type "d" that respect the conditions 

~eniioned For every corner pair of type { a. d } a rectangle structure is created Thus. if 

the corners dl and d2 are Identified. four rectangle structures may be created: {a, bl; dJ}i 

{a, b2, dl}' {a, bl , d2} and {a, b2 , d2} These four sets represent four possible rectangles. 

It IS also possible that a corner of type "a" matches only one corner or none. ThiS gives 

flse to three possible situations' 

----1 - Only one élement is present m the list of rectangle structures i.e { a } 

2 - Only two elements are present ln the list of rectangle structures 1 e { a, b } or { a, 

d} ... 

.. 
3 - Three elements are present i e. { a, b, d } 

When two elements are present. the same process used for fmding corners of . 

type "d" uSlng corners of type "a" is..repeated ta find corners of type "c" using corners of 

type "b"(or "d" accord mg ta which corner was rnatched). However. when three elements 

are present. the program evaluate5 the possible posl~on of the fourth corner from these 

three. and looks for cor-ners that are in the hypothesls area. as shawn În Figure 4.12. 

The evaluatlon of the ,position is easily obtained by taking the average position of the two 
, 

corners of opposite direction i.e. "b" and "d", Then., we-evaluate the difference â between 
. ./" 

thls new position and the corner 'a". add it ta t.f1e average position found. and cali. this a 

corner of~'c", see Figure 4.12. If no valid corner is found, the calculated position i5 

kept \s the fourth cornef. For evea corner of type 'c" found: a new rectangle structure i5 

created. 

f These steps for evaluating th~ fourth corner position are valid for any parallelo­

-gram, If only a corner of type 'a" i5 found(case 1 above), .it is then removed from the lilt 
--

, 

) 

, 
19 ." 



Ft;r:"'JI.. T~ ~," '"""} ...... r .. r'''':;-·'\~'i .IIC . '1"; ..... !~;~- ---:JF i" ;:.:v: ... ~i!f'.;-.-..;:"'!l~----.{ .... ~., _'f." ;. .... ::--:'. ,... .... - - r'~Y" '~"--"":-'';'-f .. -r ~ .. ;, 

f'" \ 
~- "';'~:'" •.. ~ l-r 

" 
._. ':"'-~' - -~···· .. ·-.-·r~--·~ 

\.' l'. f.J. 

" 0 
l ~ • 

d 

a 

o 
~;s.rea 

l:l A verage position 
of band c 

b 

Figure 4,12 Evaluation of the fourth corner 
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Figure 4.13 Example of a taise rectangle 
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of rectangle structures since accepting rectangles based only dlagonally opposite corners, 

i.e just corner of type ",", with corner of type "a" generates tOQ man y false rectangles in 

a complicated image. A false rectangle is defined as a rectangle created by the association 

of tr~e (or fa Ise) corners that.are riot already part pf other rectangles as shown in Figure 

4.13. Rectang1e A and B are real rectangles but the rectangle,C enclosin.g them is a false , 
r 

one. 

Ail the way through the identification of the possible rectangles, every corner· 

matched to a rectangle is put in a speciallist in order not to be re-used as a first rectangle's 

corner. Without this precaution. the process \Vo~ld find the same rectangles over and over 

again . 
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Figure 4.14 Example àf a search for a.n accumulation of li ne segments . \ 
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- After th~ corner m~ing phase. ail possible rectangles ln the image are now 
'l . 

in the IIst of rectangle structures. Nevertheless. many of these structures contain only two 

and three côrners rather than four corners Whe~ three corners are present. it is considered 

that there is strong eVldence for the presence of a rectangle. and the fourth corner. as 

estlmated in Figure 4 12. is instantiated. On the other hand. when two 'corners are present. 
a 

more investigation is required to cheGk before instantiating a rectangle. In order to do 50. " 

we will look for an accumulation of lines quasi-paraUei to the Lee This is performed· by 
i 

scanning the Lee in the direction of the possible corners. Every. time a line of the same 

orientation of the Lee is encountered. a cou nt equal to the hne length is keptm-a linear 
, 

arrayat the position corresponding to the distance from the Lee. as shown in Figure 4.14. 

A triangular mask of size "n" fAn (i) is used for smoothing the sequence of 

values in the linear array. They represents the accumulation of lines contributing to the 

scanning line at a distance d in the lif'lear array. The sequence of values in the /inear array 

is correlated with fAn (i). Its Fourier transform 4» â n (e) is represented by a quadratic sine 

functio,h. In other words,. the correlation of the sequence of values in the linear a"ilY with a 
-' 

triangular mask is(eêÎuivalent to a lowpass fil ter operation in the frequency domain. Thu5. 
\ 
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• 
fâ

n 
(i) = {o-n - li! if IiI ~'lr.- n~'l, 2, .... k 

elsewhere. 
(4.6) 

(4.7) 

The ,correlation of the hnear array with the triangulear mask -f â n (i) leads to a 

smo'othed array and is defined as: 

SAI = f A~ (i) x A~ 
k=n 

:::: L fân(k)A'+k 
\ k=-n ' 

(where x ~ correlation) 

(4.8) 

. Then. thé magnitude and the-position of the maximum value are extracted from 

the' smoothed ,array SA. If the ratio of this value over the length o,f LCC i~ greater than a 

th.œsboJd.. the two missing corners are instantiated. , 
4.2.7 Evaluation of the Quality of a Rectang~e and Selection of the Optimal 

Rectangle 

Q. The rectangle of interest in a die image is the one that best surrounds the die. 

A characteristic of this ~~. is th the lines that ar.e part of the die are enclosed by 

. it. This observation riÎay be gener zed for any type of image in -electronic assemP!:tYlnfrè 

the observed objects are of rectangular shape. A,t this point in the processing. there are 

many rectangles that have been found. Thus. an algorithm is needed so that only the 

rectangle(s) surrounding real rectangular object(s) or object feature(s) afe-5tored. In or~er 

to do 50. a measure of the qua/ityof the rectangle iuequired. The sum of the projection of 

ail the lines in the image that are il'lside the rectangle within a distance "d" from the LeCs 

d~fines the qua/ityof the rectangle. lCe1.1CC2.Le~3 and LCC4 are the lines connecting 

the difTerent corners. 11,/2(1,I2b,/3,I40 and 146 are the lines in the image. This is shown in 
1 

\. 
1 
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Figure 4.15 Evaluation of the qualityof a rectangle ' . 
flgl&re 4.15.~This IS do ne by èrêating a linear array forJeach length of Let and marking it 

for each valid projection. as will be presented shortly. 

A line in the image must satisfy certain conditions to be considered fQr pr~ 

jectlon. First. it n'tust have almost the same'orientation as the Lee. However. here again 0 , 
~ 

a toJerance is accepted on the orientation of the line. Second. the line must be within a 6 

, . 
distance "d" of the Lee. For instance. in Figure 4.15. line li. is completely projected while 

12a is partly projecteti on the Lee: ln does not contribute a projection.,: 

ln ord~r' to evaluate the projected 'parts of any line that has one of its endpoints 

within a threshold distance d, we calculate' the length of the I~e slarting al ils Closest 

Endpoint from the Lee. up to the other endpoint of the line. If this other end point is 
• 

within the threshold distance d. the complete length is used as 'the projection value. This . . 
is reasonab,le as long as the orientatiOR of the line and of the L~e are similar,(see 11 in 

Figure 4.15). However. when the tolerance accepted on the direction becomes large. like 

14.' using tht complete lengih may cause a false rectangle 10 be 'prefenec! to ~ g;"'d one. 

This is why t~e tolerance between the orientation of the line and Lee must be kept smalt., 

If the oth~r ehdpoint of the line is beyond the threshold (/2a in Figure 4.15). the lenith is 

evaluated fro~ the ClOsest Endpoint to the point intersecting the per~dicula, from the 

Lee at a disiance d. ' " . . 

," 10 • • - ... 

.. 



.. 

o 

.. 

o 

, 

/ 
/ 

, 

'.., 

Ci 

,. 

4] AI~orlthms 

Another situatl,on that may occur IS when the IIne tested èrosses the LCe. 

e g, '3 ln Figure 4 1f ln thls situation. the Intersec~lon betw~~n '3 and the LCC3 r:nust bé 

ev'aluated Then. the length from thls intersection pOint to the endpomt mSlde the rectangle 

1S used A combinat Ion of the tw,o prevlous situations can also happen. 1 e a IIne crosSlng 
" 

Lec but havlng Its Intenor end'polnt at a distance greater than the acceptable threshold. 

IIke '41/ ln Fr!iure 4 15 Flnally. a IIne may overshoot the LCe. IIke 14/. There. the distance 

from the intersection of the Ime wlth LCCl ta the'mtersectl0n wlth LCC4 IS calculated. and 
,. , 

the projectIon oper atlon IS done only wlth the segmen~ Inslde tjle rectangle . 
Before evaluift'T'ng the quallty of the rectangle It IS necessary to sllghtly enlarge 

1 
the rectangle to compensa te for qU!)Jltlzatlon -problems such as havlng.a Ime perfectly 

parallel to a LCC but out of the réctang~ by one pixel' 

The global él'gorlthm to evaluate the qualllyof a rt'ctangle and the detalls con­

cernlng the procedures used ln the algorlthm are descnbed below 
10 

a - For every rectangle 

b - Enlarge lhe rectangle 

c - For each slde of the rectangle 

d - Evaluate the quality of the rectangle. as fOIJ6ws 
c •• 

i 

. \ 
e - Create a IInear array of appropnate length for the LCC 

- For ait Imes almost parallél ta LCC do 

- - 1) Vent y If the IIne IS close enough Le wlthin the threshold distance 'd 

- - 2) Verify If the IIne IS Inslde (or partly inslde) theJ.ecta~;- ) 
84 
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Figure 4.16 POSitIOn of the corner of"a rectangI,J after the rectangle expansion 

- 3, If the prevlous conditions are fulfilled evaluate the begln and end positions for 
t l' .'---

the projected Ime 

• 
- 4) If the projection IS valtd. mark l' s ln the Itnear array over the projection range 

- - 5) Evaluate the ratio of the projections found wlth the length of LCe 
.... 

Sum ail four ratl~s belongtng to the Çame rectangle. and store the result 

The flrst operation to be descrtbed IS rectangle expansion The rectangle expan­

sion ISjeqUired ln order to Insure that Imes whlch are a few pixels away from belng inslde 

the rectangle are consldered dunng the rest of the process The corner expansion is done . 
by usmg the projectIon of the Unit vector tn the tnverse direction of the corner multlplied 

by a small dIstance e. (typlcally a value of 5) as shown ln Figure 4 16 The direction of the 

corner IS not modlfied durtng thls process 

\,' Now cornes t\e sŒ'J) to verlfy If a Itne IS close enough To do so. the procedure 

~- ......... checks If the Ime overshoots the LCe. like 14h m FIgure 4 15 This IS d6~e by calculating 
- ---, . .. 

the angles between the Lee and the Imes startmg from the corners to the flrst endpomt of 

the Ime ustng the dot product. USlrfgr'fig~re 4.17. let VI be the vector made by LCC4 from 

endpomt A to endpoint B. whilev2 is the vector madé from A to endpoint eP2 of the hne 

11 ln this e~ample. the angle defihed between VI and v2 is smaller than 90 degrees. Thus. 

the endpolnt eP2 of line '1 is not modifled On the other hand. the angle between V3 and 
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Figure 4.17 Dot product test t 
Vt IS greater than 90 degrees therefore, the endpomt ePl IS replaced by the mtersectlon of 

LCCl and Il The angle t') IS evaluated from the dot product 
'\ 

VI • l'2 cos(t?) = --- --
IVI Il'2 

t? = cos- 1( _ ___ t'!(X)_" V2(X
t
)_ + t~dY) , t'2!Y) 1) 

(vdI)2 + vdy)2)2 )0 (t'2(x)2 + v2{y)2P j 

" 
where {) IS the smallest angle, defined between VI and v2 

(4 9) 

When the angle t? exceeds 90 degrees. the intersection of the "ne with the 

rectangle IS evaluated to replace thls endpoint dunng the evaluatlon of the projection If both 
,; 

endpolnts o~rshoot. both "endpomt values are adJusted for thls computation Followtng this 

adJustment. both endpoints are inslde the rectangle The distance between the end pOints 

to the Lee IS then evaluated uSlng 42 The distances of both endpotnts from the LCC. 

a series of flags mdlcatlng whlch~~dpOlnt(s) IS (are) overshoottng the Lee. and which 
\ / 

1 

endpomts is (are) within the ~ceptable distance from Lee are evaluated These values 

are useful to evaluate the projection parameters. whlCh dehne where to start and to stop 

fllllng.he "near array If a IIne has one of ItS endpomts (or re-evaluate endpoints) wlthtn an 

acceptable distance. a test IS done to know If the "ne is IIi Si de or outslde the rectangle The 

cross prqduct ,perator IS used for thls test This requnes the construction of three vectors, 

as shown ln PÎgure 4 18 The vectors startang from a deftned corner of the rectangle (e.g. 
/ 

A in Flg{re 418) are evaluated as weil as the one starttng from thls corner to the line's 

endpolntl The cross products are evaluated as follows a vec~or formed by LCCl (vectl) 

is picked ~p and cross multiplled with the other vector formed by a LCC2 (vect2) and with 
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the vector vecl3 JOlOlOg A to ep (o~e of the endpomts of the lme tested) If the signs of 

the results are dlfTerent. the endpomt IS outslde the rectangle This Cross product test IS 

ap!1hed to both end~mts If both are outslde the rectangle. the lme is reJected. If both are 

mSlde. anott}er test IS reqUired If the Ime crosses the L C e. the intersection between the 
• 

LCC and the Ime IS evaluated. and the endpomt that was out of the rectangle IS replaced 

by the intersection value for the qqahtyevaluatlon of thls rectangle 

When both endpoints are inside the rectangle. the correct Ime length to be 

proJected. as weil as the position where the projection starts. remain to be found. If both 
~ 

endpoints are within an acceptable distance. the entire length of the lme IS projected on 

the LCC The beginnlng position to fill the Im,ear array is defined as the closest distance 
• 

from a chosen endpoint of the line to the LCe. On the other hand. if an endpoint is farther 

than thls distance. a new endpoint IS evaluated to replace it. as shown in Figure 4.19. In 

thls figure. a new point NP. on the "ne Pa Pb' IS evaluated at the threshold distance d. 

d - da 
N P(x) = sm(O) + Pa(x) 

( d - da • 
N P(y) = cos(O) + Pa(Y) \ (4.10) 

V'" where Pa(X) and Pa(Y) are the (x.y). coordinates of the point-c1osest to th: LCe. da, db 

are perpendlcular distances to the endpoints from the L C.ç_ .0- is the orientatIon of the line. 

) 

4.2.8 Vision Experime.nt and Results 

The algorithms developed have been successfully tested on many different im~ 

ages. In Figures 4.20 to 4.32. the performance of the algorithms is shown. 
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Figure 4.19 Evaluation of the new pQlnt NP 

Figure 4.20 Image of an IC dlc 

Figure 4.22 Result of line merglng for 
lines of the same direction that are less 
than 3 pixels away 

/ 
(1 1 ~ 

1 -

Figure 4.21 Result of hne detection 

Figure 4.23 Result of li ne merglng for 
Ilnes .of the same direction that 'are less 
than 15 pixels away 

Flrst. from the image of the le die (Figure 4.20). the Imes are extracted (Figure 
J 

4.21) Theil. the Imes are merged together The Importance of using two stages at multiple 
\ 

resolutlons"ln the Ime merging are weil illustrated ln Figure 422. 4 23. 4 24 and 4.25. When 

almost overlappmg Imes of the same orientation are merged. almost no deviation efTect is 

notlced. as shown m Figure 4.22 On the other hand. there are still many Imes that could 

be merged If the mergmg IS done wlth a tolerance on the orientation of the Imes. the 

"" mergmg is much stronger but so IS the devlatlon effect (Figures 4 24 and 4.25) Thus. 

the sequence of operations performed ln order to obtaln a meanmgful image consists of 
• merging lines of the sa me orientation that are 3 pixels away. then those at 6 pixels away. 

and finally mergmg Imes with a tolerance on the orientation of 5 degrees tha\, are less than 

5 pixels away" Afterwards. the lines/are expanded as shawn ln Figure 4.26 

ln the corner extraction process. two parameters must be taken into account: 
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Figure 4.24 ·Result of line merging al· 
,_ gorithm for lines of orieptatlon varytng 

by less than 10 degrees \and less than 
10 pixels away 

Figure 4:26 Result of line expansion 
Ali the lines are expanded by 25 pixels 

Figure 4.25 Result of line merging al· 
gorithm for lines of orientation varying 
by less than 10 degrees and less than 
20 pixels.a.way 

~gure 4.27 Detection of corners 
(0 = 90, fJ = 10 and ~ = 10) 

Figure 4.28 Detection of corners Figure 4.29 Detection of corners 
(1.1 = 90, fi = 20 and ~ :; 10) (0 = 90, /3 = 7 and 4>. = 10.L 

the tolerance (8) on the aperture (a) and the distance of the lines to the corner location (4)). 

ln the Image selected. the toleran~e on the aperture does not seem to significantly affect 

the quahty of the corner detectlon As 10,ng as the value selected remains" within a certain 

range. the algorithm perforrns very weil (Figure 427 and 428). However. the selection 

of the distance <b IS more critical (Figure 429 and 4.30). Even though the detection of 

false corners generally has no effect on the final result. i.t _ strongly degenerates the_tirn.e 

performance of the system Thus. one must be careful ln the selection of this parameter. 

Further experiments w~uld be required 'to select an appropriate value for another application. 

Finally. ail the possible rectangles are extracted (Figure 4.31). and the optimal 

rectangle is selected (Figure 4.32). 

The worst case variation between the position of the true corner and the position 

of the detected corner. is 0.1 millimeter (10 pixels). when a maximum resolution of 50x 
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Figure 4.30 Detection of corners 
(a = 90, fi = 7 and q. = 20) ... 

fi 

Figure 4.31 Rectangles found when the 

corner detectlon is made al fi = 10 
and q. = 10 

Figure 4.32 Rectangle selected for the die plcture bf Figure 4 20 

IS used on the microscope This happens becé?use the HPVP lin~ detectlon algorithm does 

not detect Jagged Imes Therefore. the image must first be smoothed using a three by 

three averaging mask This smoothing has varymg efTect on the precision of the algorithm. 
J 

Fdr Instance. when the rectangle has an orientation of 4--5 degrees as in Figure 4.20. the 

precision of a result IS 0.1 millimeter (10 pixels) The precision becomes 002 millimeler (2 

pixels) when the rectangle has an orientation near 0 degrees 

ln order to enhance the precision. the followmg steps could be taken~ 

. 
- A a smaller average mask could be used (two by two mstead than three by three) 

- Tuning the line detector to accept jagged Imes. 

- Using a chain-coded line detector 

The program implementation involved about 5000 lines of source code in C 

language. Thl execution times of the differenl parts of the rectangle extraction process are 
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1 

shown ln Table 4.1 A VAX 11/750 runmng"Berkeley UNIX BSD4.2\iwas used 
1 " There are three ways to Itnprove the speed M the system \ First. many sect.ons 

') 1 

of the code could be programmed to be more efftetent Durmg the development phase 

of thls proJect. the 'software was wntten to prove the feasibility of the approach rather 

than optimlZlng the program executlon, lime We estlmate that a speed Improvement of 

30 percent IS possible Second. the use of heurtstlcs can be made in the selection of 

the optimal rectangle Actually. we have presented a brute force method that takes into 

account many rectangles that could be ignored ln the selection process To mlnlmize thls 

problem. only rectangles havlng an area close to the one desired should be consldered 

Furthermore, the rectangles generated may have severe assymmetry. due to the tolerances 

used A test based on the lengths of the sides of the rectangles can be done to Identify 

asymmetflc rectangles Up to three minutes may be removed from the selection of the 

optImal rectangle processing tlme ln thls way Finally. special purpose hardware .s essential 

for real-t.me· image processing. The use.of parallel pro(essors linked with a commercial 

vision system makmg use of VLSI technology will make our approach usable ln real-tlme. Ali 

the algonthms used llnd developed can be implemented on parallel architecture machines. 

-Moreover. a very fast reallzatlon of our rather lengthy .optimal extraction process could 

make It a general purpose higher level image processing step. Just as the line detector .s 

used ln our approach. J 

The major-limitation of the rectangle ftnding approach presented is that the 

!tùratlon of the merging and the extraction of rectangles changes according to the amount 

of information in the image. i.e. the number of Imes obtained by the hne and corner 

detection processes. The effect is more important for the rectangle extraction process 

which is exponential in the number of lines detected 

Because of its generality and robustness. the rectangle detector developed may 

".be applied to othe~tegories of images such as hybrid circuits. Finding components on a 

hybrid circuit is a difficult task because of the noise and of the complexity of the image. 

The image intensity level and shape difference' bet'ween rà capacitor and a conducting path 

91 

, , 



o 

fi 

o 

Operator Duration 

Sobel 2 minutes 1--- _________ _ 

Llne detectlon 
~ _________ _ :1' __ _ 

: Merge 3 pixels 
~-----.--- - ..... -- -

Merge 6 pixels 
~-- -~-

~erge 6 degrees 

';.l 6 pixels 
------- --

3 minutes 

22 seconds 

7 seconds 

1 minute 
- , 

Expand Ilnes 0.01 seconds ' 

Merge 3 pixels 

~erge 6 degrees 

6 pixels 

Extract corners 

001 seconds 

, 10 seconds 
1 -- -~ 

1 i ' 
, 10 degrees. 10 pixels J 8 seconds L ___ _ 

r­
I 

Extract rectangles 1 1 mmu~- ~: 
Sele~t 0 pt~;;;-~-I- - - -1-

Rectangle ! 4 mmutes ,Il ----L-__________ J 

( l , 

Total: __ r==~_~_mm~_t~s ; 

4 ') AIRorithms 

/ 

Table 4.1 Time required to perform the rectangle delectlon on a VAX 11/750 run 
ning Berkeley UNIX BSD42 The operators are hsted ln their order of appearance 
during the process 

may be very small ln order to avoid detecting many undeslred rectangles. heuristlcs may be 

used. Only rectangles having approximately the desued area and width/length ratio may be 

kept. Our approach has been investlgated on test images such as the one in Figure 4 33. 

Figured 4 34 and 4.35 show some very good results However. other rectangles formed 

by the Ilnes inslde of the welding area ( bright area inside the rectangle in Figure 4.35). , , 
and the' three other sides are a valid rectangles and may sometimes be selected. Thus. 

further: processlng 15 suggested to guarantee that the rectangle found completely e~closes 

the ca paetz0 r-. , if thls is required 
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Figure 4.33 Image of a capacitor on an 
hybrid CIrcuit. 

• 

• 

Figure 4.34 
capacitor 

oÔ 

Rectangle selected for the 

Figure 4.35 Rectangle selected overlayed on the capacitor 
) 
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Chapter 5 le Die Assembly 

.. 

\ 

ln the two previous chapters. a multi-robot environ ment with vision was de-

scribed to perform le assembly. In order to ver if y the complete!less of the environment. an 

ex periment was conducted with the workcell using just the PUMA 260 robot. The Reel 

robot program was based on the code written for the multi-robot demonstration: only minor 

modifications \vere required. The purpose of this experiment was to determine the limits 

of the workcell to perform le die assembly. The sequence of operations is the fonowing: 

The workcell is calibrated. 

fJ 
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• 5 1 RCSults and DiscussIon 
\. 

'- ,The PUMA 260 piêKs up the IC die from the die holder and puts it on the XV stage. 

using à vacuum to~1. 
q 

The XV stage moves ale le die under'the microscope . 

.. 
- An Image of t~e·1C die is grabbed.· 

. ..t ~ J 

- While the position of the le di~ is evaluated. the XV stage moyes the le die back to 

the robot. 

o 

- The PUMA 260 picks up the die and places it on the le chip by performing the 

appropriate corrections obtained from th,e imagé processing 

The IC die. which has dimensions of 1.72 x 1.65 millimeters. is picked up under 
- ,f 

vacuum. In order to perlorm. this operation without damaging the IC die. a special tool 

was developed. which mates with the multi-purpose end-effector of the robot. The tool 

consiS't:s of two parts. The first part is the tool body. which allows the robot gripper to 

hold the tool. The second part consists of a vacuum cylinder supported by a spring. which 
/~ , . 

/" makes ihe tool compliant in the "z,oo tool axis. The cylinder has also a small hole drillêd 

/ through its upper part to provide for fast le die telease The Information concerning the .-
types and dimension of the le die were kept in the Oatabase program. The Reel data base 

,was used to store the locations of the different positions taught to,the robot. 

5~1 Results and Discussion 

• 
The experiment demonstratéO that the image processing data structure chosen.--­

and the software develbped to control the robot. store and fetch the information and evaluate 

the position of the le die. were appropriate tools for le assembly. but additional problems 

remain to be solved. 
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5.1 Resu~ts and Discussion, 

- When the IC die is picked up. it ôften clings to the tool cylind~r after the suction is 

. turned off. due to electrostatic forces. Blowing air back into the cylinder to releasè 
j 

the die was invest~ated.·lt turned out to, be an ineffective solution for two reasôns. 

First. our labQratory did not have the facility to accurately control low air press_ure. 

Thus. the àdjustment of the pressure was very critical. Sécond. the electrostatic 
\ 

forces themselves are unpredictable and would vary with the environment conditions 

ts weIl as with the IC types. r ----
(-

• 

The preci~ of tool modéling wa~ found ~o ~e of the sam~ order of magnitude as the 1 
pr~cision of the image processing. abQllt 0.1 millimeter. Thus. better measurements 

are suggested for the tool modeling.· A redesign of the suction tool. perhaps using 
• 

different materials. mighL improve the electrostatic problem. 

~ 

- The motion of the XV stage causes vibration so that the le die moves by at least 0.1 

millimeter. This vibration problem is inherent in the stepper motor drive. Obviously. 

a better approach would involv~keeping the die on the robot suctÎon tool for the ... 

image acquisition under the microscope. In the present workcell configuration. this 

was not possible. 

- The use of a compliant tool caus~s two sources of inaccuracies. First. the compliance 
~. 

reduces the accuracy of the tool model. Unfortunately. the compliance is accompanied 

by small a displacement in the XV plane. The importance of'this error has not been 
." 

thoroughly.investigated. The second F~lUse of error is due ~o the f~ct that the robot 

> performs its pick and place motions using comp~nce ~Iong the Z axi~ of the tool. 
. ) - - \ 

Provided the tool Z axis is perfectly aligned tbe tool compliél,nce should not cause 
, 

unwanted motions. The present workcell environment makes these high precision 

adjustments difficult to set up. More versatile utility programs are 'needed. These 

drawbacks of using a compliant tool remains the pFtce to pay for th~ gained flexibility. 
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Ctlapter 6 Conclusion and Future Work 

'-..-->.J '" 

o 

This thesis has addresséd the development of a multi-robot workcell with vision -- .-, , 1 • 

for IC assembl~ in the context of roboties research in the Computer Vision and Roboties 
,r--

Laboratory at McGÎII University. The literature vias reviewed outlining sorne of the concepts . -c 

and~quirements for robotie wor~cells. The design of the rob<?tic workeell was presented 

outlining the control architecture. robot programming. and database development. Three 
~cU 

alternativ.e database implementations were evaluated using OPS5. PRO LOG' and the C pro- ( t - 1 t'? ~ 

gramming languages. A multi-robot demonstration was eonfigured to validate the operation 
. -"'" 

of' the workcell. This was based on a hierarchical master jslave architecture ù\ink message 

passsing over an Ethernet Local Area network. Original image processing algorithms in-
, 

cluding line merging. corner detection and optimal rectangle finding were developed and 

tested. IC assembly eXl?eriments were,performed to asses the handling\of le dice using the 

--- RCel robot\" progra~mi'n~ enviro'nment. The pr<;>blems encountered we~ discussetl. ' 

• Future extensions of this work are envisaged. First the database has to be 
~ Q .- -=-

enhanced in order to handle the geometric representation of objects. This work is already 

underway. Second. the image' processing has to be made much faster. Rewriting part of the 

code and running it on a dedieated machine would be a beginning. Third. tlle tool modeling 
\, 

problem needs to be investigated. More accurate fool transforms and robot parameters are 
, ~ 

required' for the high precision tasks involved in IC assembry: fourth. the addition-of error 

recovery is required in ord~r to make this system more robust; 

1 
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\' . ! 

../. - . 
i 

-- __ 1( 



ft 

, 
Conclusion and Future Work 

From thls work we can say that us mg robot for le dlce assembly IS a very 
~ 

challengrng task The hlgh precIsIon requlred seems to dlctate the use of ha rd automation 

However as the preCISion of the robots i~ rncreased. the tool lT,lodelrng Improved. and 

the executlon tlmes of computer vIsIon algorrthms are accelerated. the use of robots for IC 

manufacturrng wIll become a fact of lite 

) 

1 

~ 
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