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TlIE USE OF PHONOLOGICAL INFORMATION IN SKILLED SILENT READING 

Abslract 

Six expcnments were conducted to address the role of phonologicai infonnation in 

vl\ual word recognition. A semantic decision task was used to ensure that word meanings 

werc accessed. Expenrnents 1-4 showed that subjects make more faise positive eITors on 

homophone fmb (e.g. living thmg- FLEE) than on spelling controls (e.g. living thing-FLEX) 

nnly when both members of the homophone pair are uncommon and are similarly spelled. In 

Expcrirncnt 5, there was an incrcase In eITors on Iow but not high frequency homophone 

catcgoly exemplar~ when they were preceded by a word related to the other mernber of the 

homophone paIr Ce.g. SHA ITER-BRAKE). In Expenment 6, subjects produced longer 

decI~lon latencles on homophone exemplars than on semantic controls only when the y were 

low 111 frequency. These results indicate that, even in skilled readers, phonological 

infonnation mediates the access of meaning for low frequency words, and that orthographie 

activation also contriblltes to the activation of their meanings. 



LA FONCTION DES INDICES PHONOLOGIQUES LORS DE LECTlJRE ..\ 

VOIX BASSE CHEZ DES LECTEURS EXPÉRIMENTÉS 

Résumé 

La fonction des indices phonologiques dans la reconnaissance vlMlclle des m()t~ 

(anglais) a été examinée à l'aide de six expériences de décision~ ~emanllqlle~ afin de 

s'assurer que le sens des mots étaient acquIs Les étude~ 1 à 4 ont démontré que le,> ~u]Ct~ 

ont fuit plus d'erreurs (en répondant OUI alors que la réponse étau NON) sur les 

homophones déjoués (e g. créature vivante-PAIR) que sur les contrôk~ orthographlqllc~ 

(e.g. créature vIvante-PAIX) seulement quand les deux memhre~ du couple 

homophomques étaient des mots de basse fréquence et dont J'épellation était \emhlahk. 

L'étude 5 a révélé qU'li y a augmentation des erreurs ~ur les exemplc~ homophol1lquc\ de 

b:lSSe fréquence (et non sur les exemples fréquent~) quand ce~ exemple~ ~ont précédé .. par 

un mot relIé sémantiquement à l'autre membre du couple homophoniquc (e g COUPLE­

PERE). Enfin, lors de l'étude 6, les sujets ont mis plus de temps pour prendre leur,> 

décisions face aux exemples homoph0nique~ que face aux conl.fôlc<; <;émantIqllc~ ~elliement 

quand il s'agissait de mots de basse fréquence. Ces résultat~ indIquent d'une part, que 

même chez les lecteurs expérimentés, les Indices phonologique,> Jouent ur. rôle dan\ le 

processus d'accès sémantique pour les mots de ba~se fréquence, et d'autre part, que IcI, 

indices orthographIques contribuent également à l'accès ~émanl1que. 
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Written languages differ m the ease with which the pronunciatlOn of an unk.nown wOId 

can be derived. Historically, wntten languages have evolved towards more direct 

rcpresentatlons of th~ phonemes of the spoken language (Hendcr~on, 19lC; llung & 

Tzeng, 1981). The reason for this trend is lInclear, althollgh a possible cxplanalloll i~ that 

phonological illfonnatlon may serve a useful funcuon in ~killcd readmg or learning to reall 

(Seldenberg, Waters, Bames, & Tanenhaus, 1984). The advantage of lallguage~ that 

encode phonology IS that they offer readers two ways to access the meal11ngs of worth ln 

an alphabetic language such as English, the meamng of a printcd word c~m he acce~\cd 

directly on the basls of an analysis of the vlslwl pattern, but another pŒ'ilbility 1\ that 

letters can be translatcd 11110 sounds, and meamng accc!>\cd on the basis of the spoken 

fonn. The extent to which readers of English translate letters mto their phonological 

representatlons in order to access meanmg has bee:1 a central issue In research or. word 

recognition. A major diffelencc 111 word recognition theones 1'> In the relative imponancc 

they place on the two possible recogl11tIon processes. 

Psychologists filst began studying the role of phonologlcal infonnation In ~kll1cd \lIcnt 

readll1g over a century ago Huey (1908/1968) devoted two chapters of hl\ c1a\'>lc hook to 

the topic of mner speech 111 readmg. Recent lIlterest 111 thls i,,~ue stems from the puhltcation 

of a semmal paper by Rllbenstelfl, LewI'l, and Rubemtem ln 1971. They, and .. evcral 

subsequent theorists (Gough, 1972; Spoehr & Smith, 1973), argued that a printcd \tlmulu,> 

is al ways recoded 1l1to its phonologlcal reprcsentatlon III readmg and thm thl\ 1'> the only 

representation used to acce~s meal1lng Suppon for thls VICW came from :~tlldle~ 

demonstrating an Influence of phonology on word recognItIon, ,>uch a\ longer re .. pol1<.,c 

times on homophones (e g. BARE/BEAR) th an on nonhomophone~ (c.g. BAKE) and an 

effect of the ease with which a words could be translated into their phonologlcal 



representations (e.g. LOSE vs LATE). An opposing view c1aimed that phonological 

infonnauon play~ no role in skilled word recogmtion and suggested instead that meaning is 

accessed dlrectly on the basis of visual infonnation (Becker, 1976, 1980; Brown, 1987; 

Johnson, 1975; Paap, Newsome, McDonald, & Schvaneveldt, 1982; Rumclhart & Siple, 

1974; SmIth, 1971). Support for this view came pnmarily from studies that failed to 

ob~erve phonological effects (McCusker, Hilhnger, & Bias, 1981). 

ln hght of the considerable eVldence for each of these posItions, It is perhaps not 

surpri~ing that many re~earchers ended up conc1udmg that both visual and phonological 

pathways eXlst and operate in parallel (Coltheart, 1978, 1980; Forster & Chambers, 1973; 

Laberge & Samuels. 1974, McClelland & Rumelhart, 1981; Meyer, Schvaneveldt, & 

Ruddy, 1974; Paap, McDonald, Schvaneveldt. & Noel, 1987; Patterson & Morton, 1985; 

Seidenbcrg & McClellalld, 1989; Shallice, Warrington, & McCanhy, 1983). Dual route 

theonsts dlffer In their descriptions of the operation of the phonological route, and in therr 

views of the relati ve timing of processmg on the two routes. Coltheart (1978, 1980), for 

example, proposed that processing along the visual route is almost always faster than via 

the phonological route in skilled readers, whereas other researchers have suggested that 

processing along the visual route is faster only for common words (Andrews, 1982; 

Laberge & Samuels, 1974; Seidenberg et al., 1984). However, all ofthese theories have 

in common the dssumption that processing occurs along both visual and phonological 

pathways when a pnnted word is presentt".d. This dual route approach has dominated the 

field and is widely accepted. 

Rccently, Van Orden (1987; Van Orden, 10hnston, & Hale, 1988) has questioned the 

evidence supporting the duect visual ac ;;ess route, and instead proposed that word 

candidates are activated exclusively by their phonological representations. A verification 

procedure then checks the spelling of candidates against the target stimulus. This view is 

essentially the same as the one proposed by Rubenstein ~t al. in 1971 that initiated interest 
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in the role of phonologie al infonnation in word recognition Thus, if Van Orden 1" cnrrl'ct. 

after nearly 20 years of research on the question of whether the access of meaIlll1g I~ 

phono!cgically medIated, we a..-e back to where we started. The ~tudles Ihal have bl'cll 

conducted in the past two decades using other methcvJologles will he reviewed shortly to 

detennine the extent of suppon for the vlew that the acccss of meanmg I~ phonologlrally 

mediated, and then a series of expenments WIll he reported that fur,her exammc the 

perfonnance of subjects on the task used by Van Orden to support hl~ view 

It is important to detennine the role of phonological information ln the skillcd readlllg of 

English, because ideas about how best to teach children to rcad are often ha-.;ed on a theory 

of skilled reading (Crowder, 1982). There has been a long and ~tormy dchate ln readmg 

education a; to whetheror not it is useful for begmmng readers to be exphculy taught the 

spelling-sound relationships of English. Phomcs programs were wldcly ahandoncd 111 

favor of whole word methods earlier this century, and part of the jmtlflcallon for thl" wa" 

the theory that skilled readers recognize words on the ba<;is of thclr ovcrall ..,hart' hcc 

Adams, 1990; Crowder, 1982). More recently, phonies programs have agai n fallen JIltn 

disfavor, partIy on the basis of arguments about skilled reading made hy Goodman (1972, 

1973) and Smith (1971). Goodman (1972,1973) has argued that skilled rcaders u<;e 

context to generate predictions about upcoming words and then vi<;tmlly In"'pect the H:xt 

only as much as is needed to confinn thdr predictions. Smith (1971) ha~ que~tioned the 

plausibility that spelling-sound roles are used because of the complexlty of the mie.., nccdcd 

to characterize English a:1d the uncertainty as to the appropnate rule for a partlcular won!. 

None of these positions view phonologlcaI infonnauon a~ playmg a mie ln ..,klllcd word 

recognition. However, neither the word shape hypothesls nor Goodman\ hypothc:-'I.., of 

skilled reading have been supported by experimental work (Adam~, 1979; McConklc & 

Zola, 1981), and Seidenberg and McCleIland (1989) have shown how the pronuncIation'l 
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'. 
of words can be derived without making use of the spelling-sound mIes objected to by 

Smith (1971). A demonstration that phonological infonnation does play an important role 

in skilled word recognition would provide support for the view that spelling-sound 

tran~lation lessons are a valu able compone nt of beginning reading instruction (Adams, 

1990). 

Evidence that phonological infonnation plays a role in skilled reading could also 

provide 1I1s1ght into the reading problems of the hearing impaired. Conrad (1977) 

estimated that only 4.5% of hearing impaired students leaving high school in England and 

Wales can read at a level appropriate for their age, and even fewer profoundly deafread at 

this level. Half of the 15 and 16 year old hearing impaired students he studied scored 

below the founh grade level on a sentence completion task. Studies conducted in the 

United States have found similarresults on paragraph reading tests (DiFrancesca, 1972; 

Trybus & Karchmer, 1977). The decreased opportunity to benefit from the spelling-sound 

relationships present in English may he one reason for this difficulty (Treiman & Hirsh­

Pasek, 1983). 

ft is important, then, to determine whether phonological information is used by ski lIed 

readers to access the meanings of words. The results of a number of recent studies 

strongly suggest that, in skilled readers, the phonological representations of words are 

available rapidly and automatically. Three studies have found evidence that phonological 

properties of a stimulus influence performance on a task in which the subjects are required 

only to name the ink color of the stimulus. Longer color naming latencies were found for 

pronounceable nonwords than for unpronounceable nonwords (Bakan & Alperson, 1967), 

for \\ ords shming initial or final sounds with incongruent color words (e.g. BLOT or 

FLEW printed in green ink) than for unrelated words (Dalrymple-Alford, 1972), and for 

target words (e.g. FOOD) preceded by primes that were phonologically similar but 

onhographically different (e.g. RUDE) than for targets preceded by unrelated (e.g. WELL) 
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primes (Tanenhaus, Flanigan, & Seidenberg, 1980). Since the actIvation of phonologlcal 

information hindered performance on each of the tasks, these rcslllt~ suggest that it \Va, not 

a conscious strategy of the subjects. FlIrther, Humphrcys, Evett, and Taylor (19R2) have 

demonstrated phonological primmg in a tachistoscopic recognttIon expcnmcnt under 

rnasking conditions that produced minimalldentiticarion of the pnmc ltself And tinally, 

Perfetti, Bell, and Delaney (1988) have provlded evidence that phonologleal infonnation i, 

rapidly activated using a backward masktng paradlgm. Bncfly prcsented targct~ (c.g. 

HOLE) masked by a pseudoword that sounded like the target (e.g. HOAL) wcrc more 

accurately identified than targets masked by onhographic (e.g. HORL) or unrelated (e g. 

PLIS) pseudoword controls. 

Thus, the phonological representations of words appear to he available qllickly and 

automatically in skilled readers. However, this does not necessarily mean that sllch 

representations are used to access the meanings of words. They may instead he lISed only 

to generate a pronunciation when reading aloud or serve as a memory code for words 

pending comprehension of an entire phrase or sentence. The review of the hterature 

below, and the studies that folIow, attempt to detenmne whether or when phonologlcal 

information is used to access the meanings of words 10 ski11ed silent readmg. Most of the 

relevant studies in the literature have used the leXical decision task. A ~maller nllmher that 

have used the sentence evaluation task and the category decislOn task will also he reviewed, 

along with evidence from neurological patients. 

The conclusion that is reached at the end of the review IS that we sull do not know for 

sure wh ether or not phonological information is used to access meanings of word~. 

However, a critical examination of previous studles leads to a clearer picture of the ~ort of 

task and stimuli that would more definitively address the question. A ~erics of expenmcnt~ 

is then presented based on the approach that emerges from the review a~ the mo~t likcly 

one to yield an answer to th~ elusive issue of wh ether or not acce~s to meanmg i~ 
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phonologically mediated in silent reading. 

Lexical Decision Studies 

As mentloned earlier, most of the experiments examining the role of phonological 

mformation In siient word recognition have used the lexical decision task. In this task, 

subJccts arc presented with a series of letter strings and mùst decide whether each string is 

a word or a nonword. Colthean, Davelaar, Jonasson, and Besner (1977) have argued ôtat 

result~ from studles usmg the lexical decision task are relevant to the issue of phonological 

medmllon provlded thal the nonwords are not orthographically illegal (e.g. PVDHW). 

When illegal nonwords are used, subjects can base their decisions solely on the 

orthobrraphlc characteristics of the stimuli. Experirnenters employing the lexical decision 

task have used sevenù different strategies to detennine whether phonological mediation 

occurs. These include comparing performance on homophonie and nonhomophonic 

stimuli, examimng whether the ease of translation into a phonological representation affects 

performance, exanùning whether presentation of a phonologically related prime influences 

responding, and exploring whether perfonnance deteriorates with concurrent articulation. 

Homophones 

One strategy used to determine whether or not words are phonologically recoded prior 

10 the access of meaning has been to compare subjects' lexical decision perfonnance on 

homophonie and nonhomophonic stimuli. The logic of this approach is that if letter strings 

are translated into their phonological representations, then homophonie stimuli should 

produce sorne confusion relative to nonhomophonic stimuli. On the other hand, if access 

to rneaning occurs directly on a visual basis, the two types of stimuli should not dîffer. 

Pseudowords. One group of studies has eompared subjects' latencies to rejeet 

pseudowords that are homophonie to real words (e.g. GRONE) and those that are not 
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homop!lOnie (e.g. SLINT). If letter strings are phonologically reeoded. perfOlll1anee on 

pseudohomophones should be slowed beeallse their phonological rcpresentatlon~ acttvalr 

representations of words and must he eheeked for spelhng. whcreas pseudoword~ ùo not. 

Rubenstein et al (1971) found that pseudohomophone!o. produced slgllllïcanlly longer 

deeisions and more eITors th an pseudowords. Howevcr. Meyer et al (1974) pOll1lcd ouI 

that pseudohomophones mlght produce longer decisions beeau!o.e they may look more Itkr 

English words. The appropriate orthographlc control for pseudohomophonc.., ha.., hcrn a 

subject of debate among researchers. Some have observcd a p.,eudohomophonc l'freel 

(Barry, 1981; Besner & Davelaar, 1983; Besner, TWllley, MeCann, & Seergohlll. 1l)<)O. 

Coltheart et al., 1977), while others have not (Martin. 19R2; SCldcnherg & McCklland. 

1989). Other work has provided evidence that a p~eudohomophonc cff Cl 1 1.., found when a 

small proportion of nonwords are pseudohomophones (McQllade, 19R 1). and 111 ..,tudle!'. 

that include homophones among the word stimuli (Denl1l~, Besner, & Davelaar. 19X5. huI 

see MeCann, Besner, & Davelaar, 1988). 

These studies demonstrate that the pseudohomophone effeet may oceur tn ~omc 

circumstances. Coltheart et al. (1977) convmcingly argue, however, that the findtng of 

longer rejection latencies for pseudohomophones does not provlde evidence about whethcr 

lexical access is phonologieally mediated. This is because NO lateneles are typlcally longer 

than YES lateneies in a lexical decision task. It is possible that phonologlcal recodll1g 1<, a 

relatively slow process and that the meanings of words are usually aettvated before Il ha.., 

been completed. The extra rime reqU1red to reject a pseudoword may he sufficlent to allow 

this process to finish. Coltheart et al. (1977) conclude that in a deel..,lon ta..,k, onl)' the 

finding of effects on YES responses would provide unequivocal eVldcnce for phonologlcal 

recoding prior to lexical aecess. Coltheart (1978) and Denm.., et al. (l9R5) note. however, 

that the existence of a pseudohomophone effect demonstrate!-. that the phonologlcal code of 

a letter string is always generated despite the faet that It leado; to ~lowcr re ... pon..,e~ on 
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pseudohomophone!>. 

Words. Another group of studIes has compared lexical decision latencies for 

homophone and non homophone words. The logic of this approach is that if access to 

meamng occ.;ur~ on the basi~ of phonological information, homophones (e.g. FLEA) will 

aclIvate two entnes (lOsect and run) whereas appropriately matched nonhomophones (e.g. 

MOTH) will actlvate only one (lOsect). RubenstelO et al. (1971) suggested that a spelhng 

check would then be donc, comparing the spellmg assoclated with each meamng to the 

spelling of the stimulus presented. The highest frequency alternatIve is checked first, and 

If it doe~ not match the stImulus, the other alternative is checked. Th'JS, on sorne 

occasions, the recogmtion of homophones wou Id be slowed because the wrong alternative 

wa!> chccked flrst. Consistent with thelr hypothesls, Rubenstein et al. (1971) found that 

homophones produced longer decislOn latencies and more eITors than non homophones, 

and they concluded that lexical access is phonologically mediated. 

The reslllt~ of Rllbenstein et al.'s (1971) experiment were challenged by Clark (1973) 

and Colthean et al. (1977). Clark (1973) demunstrated that their effect of homophony was 

not slgnificant when items were treated as a random factor. A possible reason for the 

non~lgmficant resuIt 10 the Item analysis for homophones is suggested by their posthoc 

analysls demonstmtmg that the effect of homophony occurred only for the homophones 

that were the less frequent member of the homophone pair. This fin 'ing is consistent with 

the Ir hypothesis smce lower frequency members are checked only after the higher 

frequency member has been found not to match the spelling of the stimulus. 

Colthean et al 's (1977) cnticism was that the homophones and nonhomophones were 

not matched for frequency, nllmber of letters, or pan of speech. However, although the 

words may not have been explicitly matched on these factors, they did not diffeT greaùy. 

The mean frequency (llSlOg the nOnTIS of Kucera and Francis, 1967) of the homophones 

was 18.6 and the mean frequency of the nonhomophones was 20.9. The mean length of 
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the homophones was 4.2 letters and the mean length of the nonhomophone-; was ·t 0 

letters. Colthean et al. (1977) compared lexIcal decision latenClcs for 39 homophone ... and 

39 nonhomophones that were matched for frequency, length, and part of speech To 

inerease the likelihood of finding an effect of homophony accord1l1g to Ruhcn:-.te\l1 et al .... 

(1971) theory, a11 homophones were the les" freqllcnt memher of a homophone p:ur They 

failed to find an effect of homophony, and argucd that dm tïndll1g contradlcted Rul"lCn:-.te111 

et al.'s (1971) view that words were necessarily phonologlcally recoded pnor to lexical 

aeeess. Colthean et al. (1977) propo~ed Instead that word recogmtlon OCl'llr~ on the ha~l'" 

of visual mforn1anOr j Their find1l1g was rephcated by Denm., et al (llJX5, Exp! 4) who 

used the same words and found no effeet of homophony 111 the latency data and an cffcct III 

the error data that was sigmficant only by subjects In \:ontra ... t, however, Ihey found III 

another expenment that a subset of 25 of the 39 homophone~ produced a ~Igmficant cffecl 

on decislOn latencie~ in the subject data and a ~Igl1lficant effeet 111 errors III txlth the ... uhJcc! 

and item data (Denms et al., 1985, Exp!. 3). Barry (1981) pre"ented a ~uh~e! of 16 of the 

39 homr-phones and their controis tachistoscopically, once to eaeh vl'>lJaI field, and found a 

significant effeet of homophony on both decislOn latency and aecuracy The effeet on 

lateney was small and pnmarily m words presented to the nght vl~ual field, although 

effects may have been attenuated beeause the Items were repeated. 

A study by Davelaar, Colthean, Besner, and Jona~.,on (1978) ~llgge~t., that a 

homophone effeet is found 111 a lexical decision task only when the p~eudoword., In the 

experiment do not sound like Enghsh words. Davelaar et al (197R, Expt~ 3 & 4) found 

an effeet of homophony when the pseudoword~ in the expenment were Item., .,ueh a., 

SLINT but not when they were pseudohomophones ~ueh a~ GRONE 11m homophone 

effect occurred only for homophones that were the lower frequeney memher of a 

homophone pair. Rubenstein et al. (1971), Colthean et al (1977), Denni~ et al ()985), 
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and Barry (1981) aIl included pseudohomophones among their pseudowords, and hence 

the result.., of thl~ expenmcnt provlde a possible account for their negative or weak results 

Davclaar et al (1978) suggested that their finding that the effect of homophony In 

lexical deCISlon depends on the nature of the pseudoword~ mc1uded JO the experiment 

mdlcate~ that phonologlcal recodmg is a strategy under the control of the subJect. Naive 

~uhject.., rely on the outcome of phonologlCal recoding, but they abandon thls strategy 

when 11 pr(xluce~ too many errors, as when p~eudohomophones are included, and instead 

rely ~olely on a visual strategy. However, Henderson (1982) has pointed out a problem 

wlth thl~ account. Davelaar et al (1978) cImm that homophone effect found in the SLINT 

envlronment wlth the lower frequency member of a homophone pair occurs because a 

spelhng check IS made on the higher frequency member first, and when that fails a second 

speIlmg check IS then done on the lower frequency member. This second spelling check is 

done "to avoid erroneous YES responses to pseudohomophones" (p. 4(0). However, 

they daim that when pseudohomophones are present, the subject makes many "!rrors and 

so ignores the results of phonological processing. But such errors would only occur if 

subjects were responding before the second spelling check. There is no reason why they 

should not continue on as proposed in the case of the SLINT nonword environment and do 

a spelling check on other lexical alternatives. Thus, the Sa me strategy they propose to 

account for homophone effects in the SUNT environment should lead to accurate 

performance and slmilar homophone effects in the GRONE environ ment. It is not clear, 

then, why subjccts would abandon a phonological strategy when pseudohomophones are 

induded hut mallltain it in the presence of homophones. If anything, the inclusion of 

pseudohomophones should strengthen the homophone effect if indeed it results from a 

spelling check procedure. When no pseudohomophones are included, the spelling check is 

not necessary SlIlCC the sulJject can respond YES to a homophone as soon as either 

meamng is acuvated by its phonologie al representation. The presence of 
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pseudohomophones should make the spelling check mandatory and th us produce a 

homophone effect. 

Davelaar et al 's (1978) explanation of their finding, then, cannot account for hoth the 

presence of a homophone effect in the SLINT environment and its absence \Il the GRONE 

environment. One posslbihty IS that the findmg Itself IS an artlfac! of thelr procedure 

Different sets of homophones were used in the pseudoword and p!.cudohomophonc 

environments. Smce the homophone effect IS rather eluslve, il seems nnperatlve 10 

demonstrate that only the change in pseudoword envlronment producc!. the dlffcrencc 111 

the Slze of the effect. There is sorne eVldence, however, that the Davelaar et al. (197X) 

result will replicate. The 29 homophones used in the SLINT envlronment were all 

inc1uded in the Colthean et al. (1977) expenment in whlch 50% of the p~eudowords werc 

pseudohomophones. The means for this subset of homophones and thclr controb l'an he 

calculated from the item means presented m the appendlx of the paper The latency for 

homophones was 18 msec faster than for matched nonhomophones. a rever~al of the cITee! 

found with thest words in the SLINT environment of Davelaar et a\.\ (197H) expcnrncnt 

The homophone effect appears, then, to require a different explanatlon than (hat of 

Davelaar et al. (1978) and Rubenstein et al. (1971 ). 

One other study using homophones appears to have found support for the strdteglc u~e 

of phonology (Hawkins, Reicher, Rogers, & Peterson, 1976). Hawkms et al found an 

effert of homophony in a tachistoscopic recognition task when a low proportion of 

homophones were included but not when the sumulus hst contained a hlgh proportion of 

homophones. However, the tachistoscopic recognttion ta~k doe~ not reqUlre acce!.,> 10 the 

meanings of words, so lt is unc1ear whether such flexlbihty le; pO~~lble ...... hen the ta~k 

requires access to meanings. It remains to be seen whether the proportion of homophone,> 

included in a lexical decislOn task will influence the size of the homophone effcct. 
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---------~ --

ln sum, the result~ of lexIcal decI~lon studles using homophones have not provided 

uncquivocal evidence that the acc,ess of meamng is phonolùglcally medlated. There is a 

po..,sibillty that phonologlcal medlation occurs only for sorne words, although these studles 

do not 1I1dicate the relevant charactenstics of such words beyond the suggestion that 

homophone effecb are more hkely to occur for the lower frequency members of a 

homophone pair. Thcre IS also the possiblhty that the use of phonologIcal mwiation 

depend~ on the nature of pseudowords 1I1cluded In the expenment. If this tums out to be 

true, it would Imply that the lexical decision task IS of limIted vaiue in determining whether 

phonologlcal medlation occurs in the normal readmg since text does nat include nonwords 

of eaher type. 

lIomographs 

Seidcnberg et al (1984) hypothesized that performance on homographs, words thal 

have two pronunciauons associated with different meanings (e.g. DOVE, WIND), should 

differ from nonhomographs if subJects recode the words into their phonologlcal 

representauons. In their study, lexIcal decision latencies were similar for homographs and 

mat<:hed regular words, although a significant difference had been found in naming. 1t is 

possible that an effect was not evident because the homographs and regular words were not 

matched for number of meanings. A disadvantage of having two pronunciauons may have 

been cancclled out by an advantage of having more than one meaning (Chumbly & Balota, 

1984; Jastrzembski, 1981; Jastrzembski & Stanners, 1975; Rubenstein, Garfield, & 

Mllhken, 1970). Such an advantage IS not found in naming (Balota & Chumbly, 1984; 

Chumbly & Balota, 1984) because the task does not require the access of meaning. It is 

not possible to deterrnine whether the size of the homograph effect is modulated by 

frequency because there are so few homographs in English and most are fairly common 

words. 
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Ease of Translation 

Another group of studles has attemptcd to detern1ine whethcr acre!>!> to mcanmg I!> 

phonologlcally medlated m sllent readmg by exatl11mng whether the eu!IC wlth whICh a kttCT 

string can he tran~lated lOto us phonological representatlal1 affects leXical dccI~I()n 

latencies. This has bcen exammed by cornpanng nanworcb that lhffcr 1Jl pronounccabdlty. 

words that differ In length, and word~ that dltTcr 1/1 the con"I~!Cncy of Ihclr rrollunClallon" 

relative to simil.trly spelled word~ No effect of ease of tramlatlon would he cxpcetcd If 

access to meanmg occurs directly on a visuai basts. 

Nonword Pronounccability. Rubensteui et al. (1971) argued that If \cHer ~tnng~ 

are phonologically recoded, rcjection latenCl\.:" for nonwords matched for orthographIe 

Iegality should lx' affected by thelr prorounœabi!Jty. They reported that orthographlcally 

illegal pronoullceable smngs (e.g. GRATF) took slgmficantly longer ta rCJcct than Illegal 

unpronounceable strIngs (e.g. LIKJ); however thls dlfference wa~ not slglllficant ln an 

analysis by items (Clark, 1973). In a further, more eareflllly eontrollcd "tudy. RlIhcmtelfl. 

Richter, and Kay (1975) found a reliable dtsadvantage for the pronolll1cea~lc "tnng~. 

Other studles (e.g. Richardson, 1976, Snodgras~ & Jarvclla, 1972, Slanncl \, Forhach. & 

Headley, 1971; Walker, 1973) have compared rCJection latcncle~ for pronollnccahlc and 

unpronounceable nonwords but did not match for orthographIe \cgahty. Howcvcr. "mcc 

words, by definition, must be bath pronounceable and orthographlCully Iegallt '" unc\car 

what implications these findlllgs have for normal readmg. AI\() Ih(' oh.,crvatJon ... u ... ll1g 

this technique are made on NO latcnele~, and as Coltheart et al (!lJ77) ar!:lIC, they rnay 

produce phonological effects not seen on faster YES trIal'> 

Length. Frederiksen and KroH (1976) and Richard~on (1976) hypothe~lzed that If 

phonological recoding occurs pnor to the access of meanmg, then factor" that affect the 

Iatency to name words aloud, such as word length, ~hould al'io Illnuence perfonnance on 

the lexical decision task. Instead, they bath found that the effeet ... of the number of letter~ 
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in a word dld not replicate in a lexIcal deeision experiment, and eoncluded that 

phonologlcal recoding I~ not a prereqU1<;ite for retneval of meaning On the other hand, 

Balota and Chumbly (1984), Chumbly anè Balota (1984), Forster aJ1d Ch;lmhers (1973), 

and Hud~on and Bergman (1985, Expts 1 & 2) have found that length eff~ct~ observed in 

nammg dld rcplicate on a lexical decl~lon task. Funher researeh is needed to resolve this 

mcon~l~tcncy Howcver, if length effeets tum out to he absent in lexlca! declslOn, it wou Id 

not necessanly imply that access 10 meamng d",:.:s not involve the use of phonological 

information. TheIr absence cou Id he cxplamed by assummg that the length effects found 10 

naming are a product of the denvatIon of an aruculatory code used to make a naming 

respome, and not the denvatIon of a phollologIcal code (Colthean, 1978; Davelaar et al., 

1978, Hender~on, 1982, McCusker et al., 1981). Henderson (1982) has argued that until 

it is shown that length effects are a necessary product of phonologIe,11 -eeoding, their 

ahsence 111 a leXIcal decision task does not constItute evidence agamst phonologIcal 

rccod1l1g 10 Sllent reading. 

Two findmgs argue agamst anicuiatory-motor preparation as the locus for length effects 

in nammg Richardson (1976) pointed out that word length effects are not found when 

suhjects name obJects (e.g. Oldfield & Wingfield, 1965; Carroll & White, 1973). Further, 

four expcnment~ (Balota & Chumbly, 1985; Cosky, 1976; Eriksen, Pollack, & Montague, 

1970; Jarcd. unpubhshed study) have reponed that the length effect they had found in 

nnmedIate nam1l1g dIsappeared m a delayed nammg COndItIOn which has heen a<;sumed 10 

mca<,ure the respon~e preparation component of narmng, panieularly If the delay is 

unpredlctabIr (Balota & Chumbly, 1985). These studIes imply that the locus of the length 

effeet m narmng I~ qulte early, and thus may reflect spelling-sound translauon. The 

absence of a length effect In leXical dccision would he eVldence contrary to the 

phono1oglca1 rccoomg vlew. 

On the other hand, If length effecl<; tum out to he present in both naming and lexical 
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decision, thi~ would not necessanly imply that phonological r~~coding OC'CUf!. in hoth ta!.b 

It is possible that a length effect in nammg renects the spelhng-sound translation prOC'e~s 

but that in lexical decislOn it is the result of a post-recognitIOn spelhng check IIudson and 

Bergman (1985) have argued for this position on the hasls of a demonstration of a 

frequency ,!ffect but no effect of length 111 lexical dccision whcn the nonword~ were Illegal 

and when they were legal hut unlike any real word~ Tlm ~1I gUI11Cllt re ... t~ on the 

assumption that frequency effects could arise only If the In,lcon had heen acces~ed. An 

alternative, though, is that subjects based thelr decislons on orthographlc tarlllhanty, and 

that this decislon was faster for high freqllency words (Balota & Churnhly, 19X4) 

No firm conclusions, then, can he made at present from this hne of re",earcb. FIN, 

the existence or absence of a length effec! 111 leXical deci~lon mll~t he e",tabh ... hed and an 

explanation given for the inconsistent results 111 the literature A ~ugge~tJon come~ from 

Cosky (1976) and Jared and Seidenberg (1990) who have ~hown that m nammg, lcngth 

effects are smaller for high frequency words than for low frequency worth It I~ pm!>lhle 

that length effects are attenuated m lexical decision and occur only for low frequency 

words. Secondly, if it is confirmed, the locus of the length etfect need ... to he e:,tahhshed 

The length effect appears to arise early m processmg for nam1l1g, but the findmg'> for 

lexical decislOn are less clear. A later occurring effeet in Icxlcal decI'>lon would he eVldencc 

against the phonological reeoding hypothesis And finally, evell If hoth effcct,> werc 

shown to occur early, the results would only be sugge.;;tIve of a '>Imilar cau ... e, phonologlcal 

recoding, and not conclusive evidence. Length effects could ame fron; an carly vI,>ual 

processing stage common to both tasks 

Another measure of length for whlch visual proce~slJ1g reqUirement\ can he equated 1'> 

the number of syllables in a word. As wlth lener length effect!>, If !>yllahlc effect'> arc 

found to arise early in narrung but not m leXIcal decislon, il would he eVldencc agam,>t the 

view that the access of meaning is phonologically mcchated. The eVldence ~o far 1\ 
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inconc\usive. Four studies (Balota & Chumbly, 1984; Forster & Chambers, 1973; 

Frederiksen &. Kroll, 1976; Richardson, 1976) failed to find an effeet of numberof 

syllable~ on lexical dccislon, but they did not find syllable effects on naming either. 

Several naming ~tudies have found syllable effects (Butler & Hains, 1979; Klapp, 1971; 

1974; Klapp, Anderson, & Bernan, 1973) but others have not (Henderson, Coltheart, & 

Woodhousc, 1973; Mason, 1978). Jared and Seidenberg (1990) demonstrated an effeet 0f 

number of !o>yllab1e!o> for words matched on number of letters only when words were low in 

frcquency. They suggesled that the longer naming latency associated with words having 

an exn'a syllable may be due to the fact that these words usually contain more vowels, 

whlch arc a primary source of spelhng-sound inconsistency in English. If this account is 

correct, and lexIcal access is phonologically mediated, then syllable effects for these words 

should not be present in a delayed naming task and should be found in lexical decision. 

Klapp et al. (1973) and Jared (unpublished study) have found that syllable effect!> present 

in Immediate naming disappear in a delayed naming task, but it remains to be determined 

whether syllable effects are found with low frequency words in lexical decision. 

Thus, although it is very difficult to determine whether an effect of length in letters 

actually reflects the spelling-sound translation process, the effect of length in syllables 

found in naming low frequency words probably does reflect this process. However, an 

effect of number of syllables has not been demonstrated in a silent reading task such as 

lexical decislon. ll1Us, despite the initial daims of Frederiksen and Kroll (1976) and 

Richardson (1976), it cannot he detennined from this research whether or not phonological 

information plays a role in the access of meaning. 

Spelling-sound Consistency. A potentially strong piece of evidence that the 

access of the meanings of words IS phonoiogically mediated would he to find an effect of 

the reguhmty or consistency of spelling-sound correspondences in a lexical decision task 

(Henderson, 1982). Such an effect would have the advantage that it would be evident on 
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YES decisions and that it lS directly related to the conversion of pnnt to sound. The 

panicular words considered to he more dlf~cult to translate from spelling (0 sounù depend:­

on the theory of the translation process. Accordmg to Coltheart ( 19n), eviùence for 

phonological recoding prior to the access of meamng would conslst of demon!.tratll1g that 

exception words, words for which grapheme-phoneme correspondence rules (e g. 

Venezky, 1970; Wijk, 1966) fail to yield a correct pronunciauon (e.g HAVE), produce 

longer decision times and more errors than regular words (e.g. GAVE and MUST), whose 

pronunciations can be correctly derived using these rules. Other theones (Glu!.hko, 1979, 

Kay & Marcel, 1981; Seidenberg & McCielland, 1989) suggest that the phonologleal 

representation of words containing an inconslstently pronollnced letter pattern (e.g. -AVE 

as in HAVE and GAVE) will take longer to produce and WIll be more prone to errors than 

that of words containing a consistently pronounced pattern (e.g. -UST a!. 10 MUST), and 

that the degree of difficulty depends on the degree o! il'comisteney Oarcd, McRac, & 

Seidenberg, in press). These categories are not mlltually exclu!o>ive, exception word!. 

usually have a pronunciation that is inconsistent with most word!o> with !o>amc !.pelling 

pattern (e.g. HAVE) but this is not always true (e.g. MILD). Sorne regular word-; arc abn 

inconsistent (e.g. GAVE) and sorne are consistent (e.g. MUST) 

The results of lexical decision experiments have been mixed. Stanovich and Bauer 

(1978) found that exception words produced sigmficantly longer decI"lon latenclco; and 

more errors than regular words, but Coltheart, Besner, J onasson, and Da vclaar ( 1 (79) 

failed to observe effects of regularity in two separate lexIcal declslon expcnrnent.., on the 

sarne stimuli that had produced a regularity effect when named. Mason (1 (78) did not fmd 

an effect of regularity for either good or poor college readers, although two asoeet!o> of th 1.., 

experiment mitigate against findir.~ an effect; the exception words u~ed were higher 111 

frequency than the regular words and subjects saw each stimulus tWlce. Bauer and 
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Stanovich (1980) .Jsed the same words as in one of the Coltheart et al. (1979) experiments 

and also did not obtain a regularity effect. They pointed out that this set of words 

contamed a number of inconsistcntly pronounced words among the regular words. In a 

further experiment they selected nine exception, regular-inconsistent, and regular­

consistent monosyllabic words from the Coltheart et al. (1979) words and found that both 

exception and regular-inconsistent words produced longer latencies and more errors than 

regular-consistent words, although the latency difference for exception words was not 

stati~tically sigmficant. They constructed another list with 50 exception and 50 regular 

words and, in two separate experiments. found that exception words produced 

slgmficantly longer decision latencies. This result is somewhat surpri sing given the results 

of their second experiment, since 25% of their regular words were inconsistent and Il % of 

their exception words were consistent (Parkin, 1982). Andrews (1982) factorially 

manipulated regularity and consistency and found that only spelling-sound consistency had 

an effect on lexical decision latencies, and then only for low frequency words. 

Other researchers have also found an effect of spelling-sound translation difficulty only 

under certain conditions. Parkin (1982) found an effect only for exception wo:ds with 

sufficiently unusual pronunciations that they were listed in the Oxford paperback dictionary 

Ce.g. QUAY). Parkin and Underwood (19R3) examined a possible problem with this 

experiment, that the effects were due to differences in orthographic not phonological 

regularity, and reported that onhographically irregular and orthographically regular 

exceptbn words both produced significantly longer decision latencies than regular words. 

Waters, Seldenberg, and Bruck (1984) found that both types of exception words produced 

significantly more errors than regular words, although these effects occurred for low 

frequency words only. Consistent with this Jnding, Parkin, McMullen, and Graystone 

(1986) failed to find an exception effect for orthographically regular, monosyllabic words 

that were of moderate frequency and Jared (1985) found only a small consistency effect in 
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the error data for moderate frequency multisyllabic words. In contrast, cvcn with low 

frequency words, Seidenberg et al. (1984) found that neither excepùon nor rcgular­

inconsistent words produced longe, decision latenCles or more errors than matchcd rcgular 

words, although in another experiment they did find an exception effect for 

orthographically irregular ("stranr.c") words. 

Waters and Seidenberg (1985) provide evidence that reconclle'i these conflictlllg 

results. They demonstrated that wheth"~r or not an exception effeet occurs for low 

frequency, onhographically regular words depends on the compositIOn of the stimuli 111 the 

expcriment. Exception words produced significantly longer dccision latenelcs and more 

errors than regular words when strange words were also present in the expenmcnt 

(almough only in the subject analyses), which IS con~istent with the findings of Parklll and 

Underwood (1983) and Waters et al. (1984), but the latency effect disappcarcd when 

strange words were excluded. This latter finding IS consistent with Seldenherg ct al. 

(1984), and along with the frequency explanation, accounts for the results of Parkm ct al. 

(1986) and Jared (1985). Waters and Seidenberg (1985) explained these results by 

suggesting mat subjects adopt variable decision criteria dependmg on the composition of 

the stimuli. The inclusion of irregularly spelled words makes the word-nonword 

discrimination more difficult, making il more likely that phonological information will have 

time to accrue and enter into the decision process. 

Several other researchers have attempted to detennine whether stïdtegÏc factor~ 

modulate spelling-sound effects in lexical decision. Stanovich and Bauer (197H) repol1CU 

that their exception effect disappeared in an experiment in which subjects were requlred to 

respond faster than usual through the use of a response dea.dline procedure. They 

concluded that phonological recoding takes place either followmg direct leXical acce<.,~ or in 

parallel with, but slower than, access based on a visualtepresentation. Water<; and 
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SCIdenberg (1985) condueted a response deadline ex periment with their exception, regular, 

and strange words and also found that the exception effect disappeared, although strange 

words still produced longer decision times and more errors. Park in (1982) found that the 

exceptIon cffeet that he observed for unusually pronounced exception words remained 

under speeded response instructions; however since these words are analogous to the 

strangc word~ this may he an orthographie eftect. In another study, using the same words 

and a few addaional ones, Parkm and Ellingham (1983) examined whether subjects could 

he dI~couraged fwm using phonological information by inc1uding pseudohomophones 

among the nonword stimuli. They found no difference in the size of the exception effeet 

when half the nonwords were pseudohornophones than when aIl were non homophonie 

pscudowords, although overalliatencies were slower. Andrews (1982) also inc1uded a 

condItIon in her experiment in whieh half of the nonwords were pseudohomophones and 

she too still found an effect of spelling-sound consistency for low frequency words. 

Surprisingly, subjects produced significantly faster latencies on low frequency words and 

fewer eITors overal1 than when no pseudohomophones were included. Andrews (1982) 

suggested that the inclusion of pseudohomophones induced subjects to decrease their 

reli.mcc on a phonologieal code. 

Thus, the literature on regularity and consistency effects does not conelusively answer 

the question as to whether phonological representations are used to access meaning in silent 

reading. No effects of spelling-sound translation difficulty are evident for high frequency 

words, but this does not necessarily imply that meanings are accessed on a visu al basis for 

these words In the Seidenberg and McClelland (1989) model, the pronunciations 01 high 

frequency exception words can he computed as easily as those of high frequency regular 

words because the model improves its ability to derive the pronunciation of a word each 

time it is encountered. There is sorne evidence that phonological mediation occurs for low 

frequency words but this may depend on the strategy of the subject. The results of several 

• 
20 



experiments suggest that effects are smaller when response lateneie~ are faster (Baucr 8.: 

Stanovieh, 1978; Waters & Seidenberg, 1985; Andrews, 1982), although tlllS was not 

seen in Parkin's work (Parkin, 1982; Parkin & Ellingham, 19X3) perhap~ hcrallsr thr 

exception words used in the response deadline and pseudoholllophone conditions were 

orthographically irregular. The evidence that the presence or size of the effert dcpcnd~ on 

the instructions given the subject and the nature of the words and nonword-; 1I1cludcd \Il the 

experiment rnakes it diffieult to assess whether or not phonologlcal rcprc~cntatlons arc usrd 

to access meaning in a normal reading situation. 

In sum, studies that have attempted to detennine whether or not phonologleal 

information is used to access meaning by examining whether the ease with which the 

stimulus can be translated into its phonologlcal representauon affect~ lexical dccislon 

latencies have not settled the issue. As in the case of studies uS1l1g pseudohomophones, 

studies using pronounceable and unpronounceable nonwords require NO respon~es which 

are usually slower than YES responses and may reflect additional processe~ not opcratlng 

for YES responses (Coltheart et al., 1977). Funher, the use of orthographically Illega'! 

nonwords rahes questions as to the relevance of the results for the proccssll1g of 

OIthographically legal words. Studies examining effccts of spelling-sound con~btency 

examined YES responses, but as was the case for studies using homophones, effect~ of 

spelling-sound consistency were sensitive to the composition of the sl1mulu~ li~t whlch 

makes it difficult to determine whether or not phonological mediation occurs in nomlal 

reading. AIso, as was the case for homophone studies, there wa~ ~omc evidcncc that 

phonological mediation might occur for low frequeney words, although the~c ~tudic\ 

cannat mIe out the possibility that phonologieal mediation might also occur for hlgh 

frequency words. Studies exam1l1ing length effects also examined YES respon<,c\, 

although effects of length in letters cannot he definitely attributed to the spellii1g-~ound 

translation process, and the possibility that number of syllables may affect lexical dccision~ 
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for low frequency words has not been explored. Such a study would also not be able to 

rule out the possibIluy that phonologie al mediatIon occurs for hlgh frequency words since 

HIS possIble that the phonologlcal representations for high frequency words with different 

numbcrs of syllabIe!> are equally easy to calculate (Seidenberg & McClelland, 1989). 

Priming 

ln !>till another approach usmg the lexIcal decision task, researchers have reasoned that 

if word~ are recogmzed on the basls of phonologicai representations, then decision 

latencles should be affeeted by the phonological relationshlp between a parr of words 

presented eIlher ~imultaneously or sequentially. On the other hand, if access to meaning 

occur!> directly VIa a vlsual representation, the phonological relationship between the two 

words should bc urelevant. 

In the first study using this strategy, Meyer et al. (1974) simultaneously presented two 

lelter strings, and the subject's task was to decide whether or not bath stimuli were words. 

The most important comparisons involved word pairs that were orthographically and 

phonologically Slmllar (e.g. BRIBE-TRillE; FENCE-HENCE) and their controls (BRIBE­

HENCE; FENCE-TRIBE) and word pairs that were orthographically similar but 

phonologically different (e.g. COUCH-TOUCH; FREAK-BREAK) and their controls 

(COUCH-BREAK; FREAK-TOUCH). They found slight but nonsignificant facilitation 

for phonologlcally sim lIa "prurs relative to con trois and significant interference for 

phonologlcally disslmilar pairs. In a second study using sequential presentation the 

interference effect was attenuated but still significant. The interference effect has been 

replicated In three other studies usmg simultaneous presentation, two with the Meyer et al. 

words (Shulman, Homak, & Sanders, 1978; Hanson & Fowler, 1987), and one with a 

different stimulus set (Hanson & Fowler, 1987), although in aIl three studies the 

facilitation effect was also significant. Meyer et al. (1974) concluded that the interference 
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effect indicated that word recogniùon is mediated al least part of Ih~ lIlne Ihrough 

phonological representations. They proposed an encoding Dias hypolhesis 10 t'xplaill Ihl'~t' 

results. When a second strIng end~ with Ihe sarne lettcn-.. a~ Ih~ fIrsl, Iherc I~ a tendclle)' 10 

use the sarne grapheme-phoneme conversIOn rules on the second ~tnng, w}11(:h call"c~ 

difficulty if it does not rhyrne. Another pos~ible explanauon for the lI1t,~rferencc effeel, 

however, was suggested by Banks, Oka, and Shugamlan (19X 1) SlIlce a large proportion 

of the word pairs rhymed, and 1l1~ unlikely that many of the palr~ contall1l11g a nonwnrd 

did, subjeets might adopt a strategy of checkmg for rhyrnes. If this wa~ the ca'>e, the,>e 

experirnents have little to say about whether the access of meaning IS phonologlcally 

rnediated. 

Hillmger (1980) a!so reported evidence that word recognitIon IS phonologlcally 

rnediated, although his results dld not support the encoding-bia~ hypolhe~l~ Ile not only 

found significant facilitation for phonologically simllar pairs ... 'lat werc orthographlcally 

similar (LA TE-MA TE), but irnportantly, also found facilitaùon for orthographlcally 

dissimilar pairs (EIGHT-MA TE) !Ising a sequential presentation paradlgm Whde the 

former effeet could be due either to orthographie or phonologlcal slmllarity, the latter errect 

cou Id only be a result of phonologie al similarity. These facilitation effect~ werc round 

relative to both unrelated (VEIL-MATE) and neutral (****-MATE) control ... The latencle\ 

for the two control conditions did not differ, which suggests that faCIlitation effect~ wcrc 

not due to subjects anùcipating rhyrnes. If they had been, there should have hccn a cml to 

anticipating incorrectly and unrelated pairs would have been :;Iower than nculral control.,. 

In addition, there was no facilitation for words preceded by orthographlcally simllar 

pseudowords (JA TE-MATE), contrary to the encoding-bias hypothc~l~ and to the VICW that 

phonological recoding occurs prior to recognition. Hillingcr suggested that word pnme~ 

activate their phonologicaJ representations in a phonological acces~ file (~ee For~ter, 1976) 

and that this activation spreads to phonologically similar word~. 

23 



Hilhnger\ (1980) results have, however, been challenged Besner, Dennis, and 

Davelaar (1985) demon~trated that lexIcal decIslon 1atencies to words could be facilitated by 

pre~entmg a p~eudohomophone of the word on the previous trial (e.g. GRaCE-GROSS) 

instcad of an unrelated pseudoword (e.g. BRULT-GROSS). The size of the priming effect 

wa~ much larger than that for word.., preceded by onhographlcally similar pseudowords. 

Thi" ~ugge<,t~ that the activation of phono10gical representations is not restricted to words, 

and dlu.., cou Id be occurring pnor to recognItion. 

On the othcr hand, MartIn and Jensen (1988), falled to replicate Hillinger's facilitauon 

effect~ for word pnmes using the same pr(\Cedure and both Hillinger's stimuli and another 

st1mulu~ set ln addition, they also failed to find phonological primmg effects with 

Hlllinger's stlmuh and a thlrd stImulus set using a procedure in WhlCh the pnme is 

presented for a shon or long duration and the subject responds only to the target. They 

concluded that their observations were compatible with a view of the lexicon in which there 

is no spreadmg of actIvation among phonologIcally similar words, or with the view that 

lexical decislons are made without phonological mediation. However, since this 

conclusion IS based on nuIl results, it must be viewed cautiously. It is possible that their 

expenment failed to detect priming effects that actually do exist. 

One reason that Martin and Jensen (1988) may not have found priming effects is that 

they may be modu1ated by word frequency. The majority ofwords in these experiments 

were common words, only 37.5% and 10% of the target words on Manin and Jensen's 

(1988) two lists had a Kucera & Francis (1967) frequency 1ess than 10, and only 30% of 

the targets used by Hillinger and 20.8% ofthose used by Meyer et al. (1974) were in this 

range. Davelaar et al. (1978) and Columbo (1986) have presented evidence suggesting that 

word frequency is Important. Davelaar et al. (1978) presented strings one at a time for 

lexical decision. They ccmpared decision latencies for homophones that were preceded by 

the other member of the pair two trials earlier (e.g. A TE in the sequence EIGHT, DRVG, 
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A TE) with latencies for non homophones of similar freqllenl.'y (e.g. ROB III the ~rqllt'nl.'C 

TRY, BIRD, ROB). They observed a significam facilitation erfecl for low fretjllcllry 

homophones and a slgnificant Interference effeet for hlgh freqllenry hOl11ophonc~ 

Davelaar et al. (1978) concluded that thlS was eVldcnce for phonologleal rel.'odmg III \exlcai 

decision. The posslblhty that at least pan of these effect~ are onhograplm: cannot hl' 

completely ruled out since most homophone paJr~ were vI~ual1y sllllliar (r ~ IIORSE, 

HOARSE) and the nonhomophone pairs were not reponed to he matched to the Hem two 

trials earlier for visual similarity. An analogolls result was reponed by Coillmhn (19X6) 

She found no overall facilitation effect for words preceded by rhymes, huI found that 

rhyme primes significantly faellitated declsions for low freqlleney target~ and ~lgl1llicantly 

interfered with decisions for high frequency targets. However, onhographlc and 

phonological similarity were confounded in thlS expenment 50 Il l~ Imp0..,slhlc III dctcnmnc 

which is responsible for the effect5. 

The results of the studies discussed above suggest that lexical dccI~lon latenclc.., arc 

affected by the phonological relationship between paIrs of words. There I~ ~ome eVldcncc 

that for phonologically sirnilar words, facihtation may occur for low frequency word~ and 

interference for high frequency words, although further research need., to examme whcthcr 

the effects are truly phonological. The question remains, however, a~ to whethcr the~e 

effects indicate that phonological representations are used to access meanmg or whcthcr 

they reflect the use of phonology in the decision proce~s after the acce.,~ of meal1lng. One 

way to address this issue is to see whether Il is possible to obtain semanuc prm1lng effcct.., 

in the absence of phonological prirning effects. Three lexical decI~lon stlldle., have 

appeared to have demonstrated such a result. Shulman et al. (1978) oh~erved facilitation 

for both BRIBE-TRIBE and COUCH-TOUCH pairs relative to control!., lI1dlcatlng no 

phonological recoding, and also facilitation for semantically related pair~ such a., 
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STREET-ROAD relative to controis in an experiment with random letter nonwords and 

simuitaneou'\ presentation of stnngs. A problem wlth this study, however, is that evidence 

relating to phonologieal recodmg was obtained from visually similar word parrs whereas 

eVldence for semantic aceess was obtained from visually dissimilar pairs. Facilitation for 

the slmllarly spelled word pairs suggests that they may not have been processed to the 

samc extcnt a~ dlsslmllarly spelled word pairs; perhaps subjects could base their decisions 

on orthographIe mfonnatIon. The semantically related word pairs look approximately 40 

m~ longer to respond to than the onhographically slmilar pairs; it is possible that 

phonologleal InformatIon became available during thlS rime. 

This prohlem was aVOlded in an experiment by Martin and Jensen (1988) who preceded 

each target (e.g. SPOOL) wnh an orthographically dissimilar rhyme (e.g. RULE), an 

orthographlcally similar rhyme (e.g. FOOL), a semantically similar word (e.g. THREAD), 

and two control primes, an unrelated word (e.g. WALTZ) or a neutral string (e.g. 

XXXX). There was no facilitation relative to the controls for targets preceded byeither 

type of rhyme, but there was a significam facilitation for words preceded by semantically 

relateci words. This suggests that the access of meaning is not phonologlcally mediated. 

However, the stimuli in this experiment were quite common; only 10% had frequencies 

Jess than 10, and so this does not necessarily indicate that aIl word meanings are accessed 

directly. Davidson (1986) presented sentence contexts word by word (e.g .... she mixed 

up the _). and then presented either a congruous word (e.g. DOUGH), ils homophone 

(e.g. OOE). a control, or a pseudoword for lexical decision. Subjects produced 

significanùy faster latencies for congruous words than for control s, but there was no 

facilitation for homophones of the congruous words. He concluded that context primes 

semantic but not phonological codes. Neither the words nor their frequencies were 

reported so it is unc1ear whether this pattern of results would be found with aU stimuli. 

Three other papers have examined phonological and semantic prirning in tachistoscopic 
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recogniton tasks. The advantage of thls technique IS that lt mmlmlze" suh.lcct',' abIlItIC:\ 10 

generate expectatlons about targets The pnme c:m he pre~ented so hndly that lt cannllt he 

reported, yet It still affect~ processing of the followlIlg word. Thu~. It I~ qlllte unhke\y that 

results are due to strateglc effects that are found III lexICal c1eClsion pnmlllg expenl1lent~ 

For example, Tweedy, Lapmskl. and Schvaneveldt (1977) have shown that the scmantll' 

priming effect 111 lexical decision i" larger wnh a greater proportion of re\ated triaI" 

Although tachistoscopic recogmtlon does not reqUlre acce.,., to mealllng. If a "emantlc 

priming effect can he demonstrated in the absence of phonolog.lCal pfll11lng. tlm wOlild 

suggest that the meanings of words l'an be actlvated before phonologlcallllfonllatlOn ha~ 

rime to accrue Evett and Humphreys (1981) observed a scmantlc prnmng cffect III one 

experiment. and then fruled to find a dlfference 111 the size of the faclhtallon etTect" for 

Fll..E-TILE and COUCH-TOUCH pnme-target pam, In a ~econd expenment u"lIlg 

different stimuli. They concluded that phonological codmg 1 ... not nece ...... ary for the al'Ce~" 

of meamng. Only 26.7% of targets had a frequency le..,~ th an 1 () and 60% had a freqllency 

greater than 20 and so the se results cannot be used to argue that phonologlcal 

representatIons are never used to access meamng, smce thl" may he true for 11Igh frequenry 

words only. Further, the phonological similanty of the pnmes and target., may not have 

been sufflcient. Humphreys et al. (1982) demonstrated that homophone~ were recognllcd 

more easily when preceded by the other member of the homophone pair (c g MAID­

MADE) than when preceded by an orthographically slmilar word., (e g MARK-MADE) or 

an unrelated word (e.g. SHIP-MADE). Almost half of the homophone target" (45 W~,) 

had frequencies less th an 10. No facilitation wa~ found for word" preccded hy a 

pseudohomophones (e.g. MIAL-MILE), contrary to the leXIcal decI"lon findlllg\ of Bc"ncr 

et al. (1985), and so they concluded that automatic acces~ to phonology mu~t occur al' ter 

recognition. There are two aspects of their stimulI that may have produced thi~ nu\l 
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1 findmg; quite a few pseudoword primes were very unusual orthographcally (e.g. 

KWYTE, BOYL, KUPH, NIPHE, TR YEL) and may not have been completely processed 

In the hrief prcsentauon, and a smaller percentage of targets were low ln frequency (21.3% 

le!o.!o. than H» ln thelr final expenment, Humphreys et al. (1982) found a similar sized 

facIlItation effcct for rcgular and exception homophone targets They reasoned that if 

automatlc acce ... ~ to phonology wa!o. computed using grapheme-phoneme correspondence 

rules, then m the ca"e of exception word targets, the primes (e.g. PAIR) should have 

produced one pronunclatlon and the targets (e.g. PEAR) another (the regularized 

pronunclatlon, e.g PEER), and no facilItation should result. They concluded that 

automatlc acces~ te phonology occurs following recognition. This conclusion rests on the 

assumptIon that the computed phonologIcai route could not produce the correct 

pronunciatlon of exception words. However, the Seidenberg and McClelland (1989) 

model does produce the correct pronunciations for exception words without addressing 

whole word representatIons. The phonologIcal representations of high frequency 

exception word~ are computed as easily as those for high frequency regular words, and 50 

no difference In pnmmg effects would be expected. 

ln sum, the pnmmg literatl1re suggests that the meanings of high frequency words may 

become available before their phonological representations, but is not conclusive as to 

whether ail, or most words are recognized on a visual basis. More work comparing 

performance on low and hlgh frequency words needs to be done, with careful attention to 

separating phonologic,ù and orthographie effects. However, even if priming experiments 

reveallhat phonological priming effects do occur without semantic priming effects for low 

freql1ency words, lt woulc! still not be clear whether phonological activation of meaning 

precedes vlsual aCtlvation of meamng in an unprimed situation. Monsell, Doyle, and 

Haggard ( 1989) have suggested that the phonological route may be too slow to have much 

effect on lexical dticislOns unless it has been primed. 
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.. Concurrent Articulation 

Several researchers have examined the role of phonological recoding III word 

recogmtion by seeing whether perfonl1ance detenorates when the subject pcrfonns a 

concurrent task that IS believed to dismpt phonologlcal recodmg. Thesc rcscarchcrs have 

assurned that phonological recoding involves the antculatory apparatl1~ and ~o have u~cd 

concurrent tasks of shadowing and articulatory sllppre~<;lOn Shadowing lJlvolvc~ 

repeating back a list of digits or message presentcd alldltonly. and artlclliatory ~llppression 

consists of uttering an lrrelevant phrase (e.g. hiya. hiya, 11lya) (lvcr and ovcr 

Kleiman (1975) examined the effects of a concurrent shadowmg ta~k on suh.lect~' 

abilities to rnake three types of decisions. graphernlc (Do these two words look alikc afler 

the tirst letter? HEARD-BEARD, GRACE-PRICE), phoncmlc (Do the~c two words 

rhyme? TICKLE-PICKLE, LEMON-DEMON), and semantic (Are these two word., 

synonyms? tdOURN-GRIEVE, DEPART-COUPLE). He found Llat perfommnce on 

phonemic decisions was rnuch more irnpaired th an for either graphemic or scmantlc 

decisions. Since synonyrn judgments were no more impalred than gmphemlc Jlldgrncnt~, 

he concluded that subjects were able to retrieve the necessary infonnauon about the 

rneanings of the words without using speech recodmg. 

Besner, Davies, and Daniels (1981) and Besner (1987) have argued. however, that the 

tinding that rhyme judgments are imprured by shadowing or aruculatory suppres~ion doc" 

not necessarily imply that these concurrent tasks interferc WIth the phonologlcal code lI.,ed 

for the access of meaning. Rhyme judgrnents mlght be perfonned usmg a ~egmcntal1on 

and deletion process carried out on a whole word phonological repre~entat1on. and thu,> 

the se concurrent tasks may Interfere only with these post-recogmtIon proce~~e... Sirnliarly, 

Baddeley (986) has JX>inted out that the rhyme and graphernlc Judgrncnt ta~k ... reqUlrcd 

subjects to hold the target word in mernory, and that subJcct'i rnaklllg rhyrnc Judgmcnt,> 

may have been more likely to hold the target phonologically than when making other type~ 
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of judgments. 

In suppon of this view, several experiments have produced evidence of phonological 

recoding under concurrent articulatIOn. Baddeley and Lewis (1981) found that concurrent 

articulation did not impair homophony judgments for words or nonwords, although Besner 

et al. (19H 1) found an effect in their error but not their rt.:action time data. These two 

groups of expenmenters also found no effect of suppression on subjects' performance of a 

task ln which they had 10 aecide whether or not nonwords sounded like real words (e.g. 

PIIOCKS). In addItion, Besner and Davelaar (1982) found that an advantage of 

pscudohomophones 0\ er pscudowords in a senaI recall task remamed under suppression 

conditions even though effects of phonological similarity and word length disappeared. 

They concluded that there are at least two phonological codes, one used for meaning access 

and the ~econd used by working memory to aid comprehension, and that only the latter is 

affected hy concurrent articulation. Further, the interference it causes appears not to he due 

to speCifie phonemic interference (McCutchen & Perfetti, 1982) but rather to the additi .. ··'~l 

generJI processing demands it requires (Waters, Komoda, & Arbuckle, 1985). Thus, 

smce concurrent articulation does not seem to disrupt the derivation of the phonological 

code used for mt'aning access, the absence of an effect of suppression on semantic tasks 

such as synonym judgme.lls does not reveal whether or not such tasks involve 

phonological recoding (Besner, 1987). 

Summary of Lexical Decision Results 

The large l:xxly of lexical decIsion experiments condueted to date has not yielded a c1ear 

answer as to whether or not access to meaning occurs via phonological representations, 

however several gUidelines for further research have emerged from a review and analysis 

of the findings. The tirst is that studles must observe phonologie al effeets on YES 

responses; experiments using pseudohomophones ~d nonwords varying in 
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pronounceability IT'ay overestimate the influence of phonology s1I1ce il may bel'ollle 

available only for slower NO responses. Second, the studles, m partlcular the prillllllg 

studies, strongly suggest that hlgh and low frcqllency words nccd 10 lx- exanllned 

separately since phonologlcal mediation may occur for low frequcncy word~ only. 

Phonological priming experiments, thollgh, may overestimate the saliencc of the 

phonological code; on the other hand, a failure to observe phonologlcal prnmng effects 

must he interpreted cautiously. Third, ~tudies examinmg the ease of tran~lal1on of a word 

into ils phonological code will not he able to determme whethcr access to the mealllng'o of 

high frequency words is phonologically mediated, smce the translatIon process may simply 

he more efficient for these words. It is, however, a useful strategy to exam1l1e 

phonological recodmg of low frequency words. Homophones, on the other hand, can he 

used to examine phonological recoding for both high and low frequency word~ Fourth, 

evidence from concurrent articulation experiments is not relevant to the 1~~ue of the u~c of 

phonological infonnation in the access of meaning since it appears to dlsrup! laler mcmory 

processes instead. 

A final point that emerges from these studies is that lexical declsion IS not a gond ta'ok to 

use in order to study the access of meaning. Homophony and consistency ~tudle\ have 

uncovered a serious problem with the lexical decision task, and that i~ thal ~uhJcct~' 

performance is very susceptible to the composition of the stimulus list~. The rcsult 1'0 that 

different sorts of lists give different answers as to Y/hether or not lexical aeee~" I~ 

phonologically mediated, and it IS unc1ear what S0ft of list is appropriate 111 order to 

generalize results to actual reading. The likely explanauon of lisi dependent effee! ... 1\ that 

lexical decision involves discriminating word~ from nonwords, and ~ubjcct" '-ct vanable 

decision criteria depending on the difficulty of this dlscrimmation on a parueular il,,! (Balota 

& Chumbly, 1984; Besner, Davelaar, Alcott, & Parry, 1984, Gordon, 19R3, Seldcnberg & 

McClelland, 1989; Waters & Seidenberg, 1985). According ta thls Vlew, respon"e" In 
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lexical decision rnay be based solely on stimulus familiarity, and may not involve the 

access of rneaning. Several studies have appeared to demonstrate that subjects do access 

the rneanings of words when perfonning lexical decisions with pseudoword distractors. 

James (1975) dernonstrated an effect of word concreteness on lexical decision latencies for 

low frequency words, and several studies have demonstrated effects of number of word 

meanings (Chumbly & Balota, 1984; Jastrzembski, 1981; Jastrzembski & Stanners, 1975; 

Ruhenstein, Garfield, & Milliken, 1970), or other meaning variables (Balota & Chumbly, 

1984; Whaley, 1978). However, Gernsbacher (1984) has argued that these effects rnay 

have occurred because concreteness and nurnber of rneanings were confounded with 

familiarity. In her experirnents, there was no effect of concreteness or number of meanings 

when word familiarity was controlled. Thus, there is good reason to suspect that the 

lexical decision task does not require access to meaning. Baron (1985) has argued that "the 

lexical decision task is a labomtory model of no natural process. It does not help us leam 

how people pronounce words or how we extract their meaning for it requires neither" (p. 

706). The more promising strategies that have been used with a lexical decision task, then, 

need to be applied to tasks that necessarily involve the access of meaning. 

Phrase and Sentence Evaluation Studies 

Another body of research has made use of a ta3k that bears a more obvious relationship 

to the task of rearling continuous prose for meaning than does the lexical decision task, and 

does not involve word-nonword discrimination. In a phrase evaluation task subjects r.re 

shown a short phrase or sentence and asked to indicate whether or not it makes sense. 

Sorne of the same research strategies have been used with the sentence evaluation task as 

were used with lexical decision, and these include the use of homophones, the use of 

words that vary in speIling-sound consistency, and prirning. 
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Words. Baron (1973) compared response latencies to reject phmses that contalIlcd a 

homophone of a word that rnakes sense in the phrase. such as IN TIIE HAUL. wuh 

latencies to reject phrases such as NUT AND BOUT that conîained an inappropnatc word 

that was just visually similar to the appropriate one. He found no dlffcrence 111 dccÏslon 

latencies for the two types of phrases, and concluded that meaning could he acces~cd 

without phonological mediation. However, the error rate was sigl1lficanlly grcater for 

phrases containing homophones and so this conclusIon I~ not warranted. Baron also 

compared performance on the two appropnate phrases, IN THE HALL and NUl' AND 

BOLT, and failed to find a difference in YES decision Iatency or accuracy. A problem wllh 

this study is that the phrases were each repeated 16 times, and so the items werc highly 

familiar. This rnay have diminished the size of phonological effect~. Trelman and IIm.h­

Pasek (1983) avoided repeating sentences and also found sigmficantly more errors on 

those containing homophones th an on those containing visually matched controb, and no 

difference in decision latencies. Profoundly deaf subjects showed no homophone cffect!-. 

in either the Iatency or error data. However, Coltheart (1980) and Hendc~on (19<,\2) argue 

that the finding of false positive errors on a phrase evaluation task for sentences contallllllg 

homophones of the appropriate word does not necessarily indlcate Ihat a phonologie al 

representation was used to access meaning. Such errors cou Id result mstead From a 

phonological representation retrieved following recognition and u~ed a~ an ald 10 

comprehension. 

Pseudowords. Doctor (1978, cited in Coltheart, 1980) attempted to dl~tingUl~h 

between the se two alternatives. She included aU-word sentence~ such a~ Baron's and aho 

included pairs of sentences that contained a pseudoword that wa~ homophonIe cuher to the 

appropriate word (e.g. WE W A TE IN THE QUEUE) or to an ll1appropriate word (e.g 

WE GRAIT IN THE QUEUE). She argued that greater dlfficulty on pseudoword 
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sentences that sounded correct would indicate that phonological recoding took place prior 

to recogniùon because this is the only way pseudowords can contact a semantic 

representation. Doctor found no differences in either rejection latencies or errors between 

the two t'IpeS of pseudoword sentences, although she replicated Baron's (1973) finding of 

a higher error mte for all-word sentences containing homophones of the appropriate word. 

Unlike Baron, she also found an effect in YES decision accuracy. Sentences containing 

homophones produced significantly more errors than those that did not. Banks et al. 

(1981) also faIled to find a difference in subjects' abilities to reject pseudoword sentences 

that did and dld not sound correct in a study using homophonic and nonhomophonic 

pseudowords that were carefully rnatched for visuai similarity. Both Coltheart (1980) and 

Banks et al. (1981) concluded that the access of meaning via phonology is not a significant 

process for skilled reading. Coltheart (1980) aruibuted the phonological effects found on 

all-word sentences to post-recognitio~ }Jnonology. Henderson (1982) has argued, 

however, that the way subjects iJrocess pseudowords may not necessarily indicate how 

they re3~ feal words. 

Sp'..'lIing-sound Consistency 

Other researchers have attempted to determine whether or not the phonological 

n'presentation of a word is used to access its meaning by comparing performance on a11-

\\ ord sentences that contain regular and exception words. The mtionale for this approach 

IS based on a hypothesis of dual-route models (e.g. Coltheart, 1978) that the correct 

phonologlcal representation of an exception word can only be retrieved following access 

via the visual route; the phonological route appHes gmpheme-phoneme currespondence 

rules to the string and will produce a regularized pronunciation of exception words. 

The expenments using excepton and regular words have taken several different 

approaches. Treiman, Freyd, and Baron (1983) chose exception words (e.g. PLAID) that 

sound Iike another word (e.g. PLA YED) when incorrectly given a regular pronunciation. 
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They reasoned that if subjects use phonology to access meaning, they should have 

difficulty rejecting sentences such as THE CHILDREN PLAID IN THE STREET and 

accepting sentences such as HE WORE A PLAID SHIRT since PLAID will arccss the 

meaning corresponding to PLA YED. If the access of phonology occurs after recogllltion, 

subjects should have no more difficulty wil1 those sentences than ~entenres contallllllg 

matched regular words (e.g. HE WORE A PLA YED SI-nRT; THE CHILDREN PLA YED 

IN THE STREET). They found that subjects made more errors on sentences contaming an 

exception word than on regular word sentences, however thls differencc was small (W',{, 

vs. 7.1 %), and while signiticant in the analysis by subjects, it only approarhed 

significance in the item analysis. There was a trend for lateneles on exceptlon word 

sentences to be longer, although it was not significant. One aspect of the de~ign of lIu" 

experiment may, however, have reduced the size of the effeet seen in the exeepl10n ward 

sentences. Subjects saw each word eight times in a single session, and so the Item" would 

have been quite farniliar by the end. Another problem with thls study IS that the analyses 

were not conducted separately for correct and incorrect sentences. 

A second approach, used by Coltheart, Laxton, Rikard, and Elton (1988), ha .. becn to 

choose exception words (e.g. NONE) that are homophonie to another word (e.g. NUN) 

when pronounced correctly. They reasoned that if subjects access the phonologleal 

representations of words after meaning, then sentences contaming an exceptIon ward that 

is homophonie to an appropriate word (e.g. THE NONE SA YS HER PRA YERS) ~hOllld 

he more difficult to reject than sentences containing a regular word (e.g. THE NINE W AS 

IN CHURCH). On the other hand, if subjects use phonology to aeces .. meanlllg, they 

should have no more difficulty rejecung sentences contaimng an exception homophone 

than control sentences, since the regularization of NONE Will not sound any more hke the 

appropriate word than NINE. They should, however, have more difficulty on ~entenee~ 
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containing a pseudohomophone of the appropriate word than sentences containing a control 

nonword. Coltheart et al. (1988) concluded that they had found support for both pre- and 

post-recognItion phonological recoding in skilled readmg, since subjects made significantIy 

more false positive errors on exception word homophone and pseudohomophone sentences 

that sounded correct than on control sentences. Neither group showed any effects of 

homophony on YES responses. 

Coltheart et al.'s (1988) nonword results confllct WIth the findings of Doctor (1978, 

cited in Coltheart, 1980) and Banks et al. (1981) who failed to find any differences 

between nonword sentences that did and did not sound correct. However, the difference in 

faise positive error rates on homophonie nonwords and controis in their study was quite 

small (4% vs. 1 %), and it is not clear whether it was significant by items. Thus, the effect 

with nonwords does not appear to he very robust, and as pointed out earlier, may he of 

limited value anyway in detennining how words are processed. There is also a problem 

with Coltheart et al.'s (1988) Iogic for the aH-word sentences. Their conclusion that 

subjects' difficulty wlth homophJnic exception word sentences is evidence for post­

recognition retrieval of phonology depends on the assumption that the correct 

pronunciauon of exception words cannot he produced prior to recognition. This is true if 

the translation from spelhng to sound is through the use of grapheme-phoneme 

correspondence rules as posited by Coltheart (1978) but not via the system developed by 

Seidenherg and McClellalld (1989). Thus, the findings in this experiment do not settIe the 

Issue of whether or not phonological representations are used to access the meanings of 

words. Trelman et al. 's (1983) experiment is not subject to this criticism since it depends 

on subjects producing the incorrect pronunciation of the exception word (e.g. PLA YED for 

PLAID) which. according to both theories, can only he done if the phonologie al 

representation is derived prior to the access of meaning. 

Waters et al. (1984) used a slightIy different procedure in their sentence verification 
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task. Sentences were presented on the screen without the last word and subjecls rcad Ihem 

silently. Vpon completion, they pressed a button and the final word. whlch was cuher an 

exception word or a regular word. was prescnted. SubJects had 10 decldc as qll1ckly as 

possible whether the word made sense given the preceding eontexl. They found Ihal low 

frequency exception words produced significantly slower deeislon latenclc~ and more 

errors than matched regular words, but there was no exceptton effeet for hlgh freqllency 

words. The words used in thlS experiment were the sa me rcgular and excepllon words 

used in Waters and Seidenberg's (1985) lexical decision expenment thal dld nOI prodllcc a 

low frequency exception effect. These results imply that phonologica11l1formation doe~ 

influence the recognition of low frequency words by skilled rcaders Scidenberg (1985) 

suggested that these results should he interpreted with caution, however, ~tnCC dCCI~lon 

times were relatively long and Il is possible that phonological information wm, activalcd 

during the interval the decision was made. While such a technique perrnits the 

measurement of decisions upon presentation of the word of interest, care must he taken to 

ensure that words in each group are equally predictable given thelr sentence fmme<;. 

Priming 

Treiman et al. (1983) examined whether the interference effects for similarly spcllcd but 

differently pronounced words (COU CH-TOUCH) found in the lexical decl~lon ta~k 

(Meyer et al., 1974; Hanson & Fowler. 1987; Shulman et aL, 1978) are abo found In a 

sentence reading task. They used a slight variation of the sentence verificatIon ta~k; 

subjects were shown sentence fragments and then were given a ChOIce of two word., and 

they were required to indicate which word correctly completed the sentence. The cntlcal 

comparisons were between sentences such as HE MADE A NASTY HASTY REMARK 

and hs controls, and sentences such as 1 WILL NEVER SEVER OUR RELA TIONSI IIP 

and its controis. They found a significant interference effect for sentence~ cor!aIntng 

similarly spelled but differently pronounced word pairs, whlch they argue Indlcate~ that 
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subjeets use phonological codes in reading sentences. 

Several researchers (Baddeley & Hitch, 1974; Baddeley & Lewis, 1981; McCutchen & 

Perfetti, 1982; Treiman & Hirsh-Pasek, 1983) have demonstrated that tongue twister 

sentences (e.g. SHE CHOSE THREE SHOWS TO SEE AT THE THEATRE) take longer 

to read than semanL..:ally equivalent sentences (e.g. SHE PICKED 1W0 MOVIES TO SEE 

WITH HER FRIEND). However orthographie and phonological similarity are 

confounded in ton gue twister sentences. Baddeley and Lewis (1981) have demonstrated 

that verificatIon time for their phonologically similar sentences was significantly correlated 

with thelT orthographie slmilarity. On the other hanè, McCutchen and Perfetti (1982) argue 

that visual simIlarity was not responsible for their effeet, and suggest that these results 

mdieate automatic activation of phonological infonnation, although not necessarily prior to 

recognition. 

In sum, results from senten~e evaluation experiments have suggested that phonological 

information is used in performing the task, however it is difficult to determine from this 

research whether skilled readeTS ever access the meanings of words based on their 

phonological representations, or whether the phonological infonnation is accessed after 

mcaning and used in sentence comprehension. The most promising way to answer this 

question using a sentence evaluation task seems to he the one useO by Treiman et al. 

(19H3). However, only a demonstration that subjects have greater difficulty on Treiman et 

al.'s type of exception word sentences would be informative in this debate. No difference 

bctween exception and control sentences could occur because subjects could correctly 

derive the pronunciations of the exception words prior to the access of meaning or because 

they retneved the pronunciations following the access of meaning. It is also possible that 

no difference Will he evident because the sentence evaluation task may not he a very 

senSItive measure. Subjects may be able to resolve phonological confusions before they 

• 
38 



have finished reading the sentence. 

Acquired Dyslcxia Studies 

Another line of evidence conceming the role of phonologieal infom1ation in word 

recognition cornes from neuropsychological studies of adults whose abllity to rcad has 

heen impaired due to brain damage from accidents or strokes. The strongest argument thal 

could he made from patient data would he that phonologlcalmfonnation play~ no role, and 

this could be made by the existence of a patient who showcd good comprehensIOn of 

words in silent reading but could not derive phonological representation~ pnor to the al'cess 

of meaning. It is more difficult to demonstrate that phonologlcal recodmg does play a mIe 

in word recognition using data from patients sinee impaired eomprehen~ion 111 the pre~ence 

of poor phonological processing eould either be eaused by the phonologlcal detiell, or hoth 

eould he eaused by a third impainnent or two independent Impairment~ 

There have been several reported cases of patients who show an impalrcd ahihly 10 

derive phonological representations, but who nonetheless appear 10 comprchend wnttcn 

stimuli weil (Dérouesné & Beauvois, 1985; Patterson, 1982; Shalhce & Warnnglon, 

1980). These patients have been called phonologieal dyslexies, although the tenn wa~ 

eoined for patients who show good word naming and poor p~eudoword nammg wllhoUI 

reference their ability to understand written words (Beauvois & Déroue~né, 1979; 

Dérouesné & Beauvois, 1979). Patients with the abIlity to name word~ cannot he a~~umed 

to have understood them sinee in sorne views (Bub, Caneelhere, & Kerte~z, 19X5; 

Funnell, 1983; Morton & Patterson, 1980; Schwanz, Saffran, & Mann, 19RO) there I~ an 

additional word specifie processing route from orthography to output phonology that IS 

independent of the semantic system. In order 10 make statements about the role of 

phonology in the access of meaning, then, written word comprehension mu~t hf­

specifically tested. 
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Phonologie al dyslexies rarely show a complete lack of ability to derive phonologieal 

infonnation. usually assumed to he an inability to name pseudowords that is not due to 

other problems such as an inabIlity to produce the spoken fonns of stimuli or an inability to 

hold items In working memory. The five patients tested by Dérouesné & Beauvois (1979. 

1985; Beauvois & Dérouesné, 1979) and B.T.T. (Shallice & Warrington, 1980) were able 

to read half of the pseudowords from at least one list. and thus these cases thus do not 

allow strong conclusions about the role of phonology in word recognition. 

More mteresting for the present purposes are patients who show very poor oral reading 

of pseudowords. Of these. A. M. (Patterson, 1982) has been the most extensively tested. 

He read only 8cz, 01 pseudowords in the same session that he read 95% of a list of nouns, 

although he later read as many as 26% of nonhomophonic pseudowords. He had no more 

difficulty rejecting pseudohomophones than pseudowords on a lexical decision task, which 

suggests he was not accessing their phonological representations. On the other hand, 

g: ~n a pnnted pseudoword, A. M. was able to correctly choose its equivalent from a set 

of three spoken by the experimenter on 79% of trials in which the alternatives were distinct 

(e.g. FLEB. TREAN. MIDE) and on 60% of the trials in which the alternatives were 

phonologically similar. Patterson (1982) argued, though, that since liA. M. '5 ability to 

assemble a phonologlcal code was so minimal, 50 slow, 50 hesitant, and so error-prone 

lhal it is exceedmgly unlikely to have played any role in his confident and accurate reading 

of real word~" (p. 94). 

However. pseuèoword reading tests and untimed lexical decision tasks may 

underestlmate a patlent's phonological recoding abilities. It is possible that a phonological 

repr.:sentatlon ntay be producea and facilitate word recognition even if patients are un able 

to consciously use Il to derive the pronunciations of pseudowords. Recently, Hildebrandt. 

Sokoi. Dymkowski, and Ruzecki (1990) have demonstrated that a deep dyslexie patient 

(see Coltheart. Patterson, & Marshall, 1980) who could read only 9/232 pseudowords 
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correctly nonetheless still showed effects of spelling-sound regulanty 111 timed nanung and 

lexical decision tasks. This study reaffirn1s Henderson's (1981) Vlew that hoth lateIlcy and 

accuracy measures need to be examined in order to be able to relate the perforn1.ml'e ot 

patients and normal subjects. 

Even the most impaired patients, then, may have a minimal amount of phonologieal 

information contributing to the activation of word meanings. and ~o the~c patlents do Ilot 

provide conclusive evidence for the strong hypothesis that readmg l'an o<:ClIr wlthollt 

phonology. However, if we assume that very little phonologll'almfom1atlon 15 availah1c to 

aid word recognition in patients sueh as A. M., and they demon~trate nonnal 

comprehension of written words, then we couid eonelude that phonologlcalmfonnatlon 

plays, at best, a minor role in word recognitIon. But the wntten word comprehen~lon 

ability of A. M. was not entirely normal despite mtaet auditory comprehen<;lOn Ile made 

no more errors than normals on lexical deelsion tasks that inc1l1dcd low frequency word~ or 

function words, and performed only slightly poorer on suffixed word ... (no lalency Illea ... urc 

was reported), but this does not necessarily me an that the word~ were fully comprehended 

Comprehension needs to be demonstrated in olher tasks as weil because il IS pO~<;lhle that 

lexical decisions could be performed on the basls of orthographlc famlhanty or panlally 

activated sem an tic representations. Patterson found that A M. dld have dlfficultlc", 

comprehending sorne function words and may have problem~ wllh denvatlOnal forrm III'" 

comprehension of abstract words on word-picture matchmg and ~ynonym JlIdgmcnt te ... t ... 

was good, although it is unclear how broad a range of word cla~<;e ... and frequencle ... were 

included in these tests. Dérouesné and BeauvOiS' (1985) patIent LB, who wa ... hetter at 

reading pseudowords than A. M., showed a similar pattern. He ... cored normally on a tc~t 

of content word comprehenSion but had difficulty under~tandIng verb mncction~ and 

function word li. 
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Since comprehension deficits appear to accompany poor phonological recoding ability, 

the conclusions that can he made about the role of phonological recoding are weaker. It 

suggests that phonologlcal recodmg may play a role in the recogmtion of sorne words, 

although one must he extremely cautious and not infer from the correlation of phonological 

and comprehensIOn deficlts in a few patients that intact phonological processing is 

necessary for understanding such words. Patterson (1982) acknowledges that this is a 

problem but ~he presents a variety of other aI guments in support of the view that 

phonologie al recoding is necessary in order to read grammatical morphemes. In addition, 

shc has argued that patients who show normal reading of single-morpheme content words 

provide convincmg evidence that the recognition of these words does not reqmre 

phonological recoding (Patterson, 1981, 1982). Allport (1979) has also suggested that the 

comprehensIOn of grammatical morphemes but not content words depends on phonological 

recodmg. 

Since at least sorne phonological information may he contributing to the activation of a 

word in patients such as A. M., it cannot he detennined whether or not phonological 

information is required ln order to access the meanings of content words. However, given 

the impmrment of patients such n<; A. M., if it were playing an important role in word 

recognition, sorne deficit in reading these words would he expected. A possibility is that 

phonologie al codmg facihtates quick and accurate identification of words, particularly those 

that are not very famlliar. When testing patients, researchers seldom collect latency 

measures although often report that patients respond slower than nonnal subjects. A model 

that accommodates this raIe for phonological infonnation is the Seidenberg and McCIelland 

(19R9) mode!. Presentation of a stimulus will activate both a phonological representation 

and a semantic representation. Activation will :ùso spread from phonological units to 

s~mantlc umts ln the case of a high frequency word, activation of the semantic units will 

be mpld and strong before activation from phonological units reaches them. On the other 
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hand, when a low frequency word is presented, the activation of the semantic 1I1llts willl~ 

slower and weaker, and in this case the addition al activation from phonologicallllllts may 

allow a clear pattern of activation to emerge on the sem,mtic 1I1llts fa~tcr. The extent tn 

which phonological infonnation contributes to the activation of the II1canmg of a word will 

depend on the strength of the connectIons between the orthography and the ~ernantic 

representation of the word. This model call be used to simulate word recognition hy 

dyslexie patients, for example, by deletll1g sorne of the proce~sing lUlUS (Pattcr~on, 

Seidenberg, & McClelland, 1987), but as of yet a simulation of phonological dy~lexHl ha~ 

not been anernpted. 

In surn, studies of neurological patIents suggest that it may oc pos~ible to access the 

meanings of sorne words with minimal phonologie al mfomlatlon avallahlc, howcvcr, till', 

does not necessarily mean that skilled silent reading makes no use of phonologlcal 

infonnation sin ce it is possible that skilled readers use phonologlcal mformal1o!l for rapld, 

accurate access to meaning. It is also possible, however, that the way ncurologlcal patlcn .... 

perfonn is by means of cornpletely different strategies than that those used hy mlact ~killcd 

readers (Henderson, 1981; Seidenberg, 1988). ThllS generalizauons from data on hram 

damaged patients to skilled reading must be made very cautiously. 

Semantic Decision Studies 

Evidence to this point for the use of phonology in the acccss of meanll1gs of wonb 1'> 

not very strong. However, the three types of techniques u~ed to examll1e the quc~tJon that 

have been reviewed so far have ail been problematic. lexical decl'>lon may he pcr!omlcù 

without access to meaning, effects found in most sentence venfication expenmcnt,> may 

reflect processes occmring after the access of meaning and the technIque may not he 

sensitive enough to examine single word reading, and therc arc problem~ generalIZlng from 
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neuropsychological patients to skilled readers. A final technique avoids difficulties of the 

prcvious methods. In the semantic decision task, subjects must decide whether or not a 

word bclongs to a previously specified semantic category. Tl:~; this task more directly 

measures the acces!> of meamng th an the others discussoc. It does not involve the word­

nonword discriminauons of the lexical decisiOn task, it allows measurement on single 

word!>, lt is used with skilled readers, and data can he collected on YES responses. 

There have been only a few studies examining the use of phonologicalmfonnation in 

semanuc decislOns, and most of these have made use of homophones. In other studies, 

Green and Shallice (1976) found no effect of word length on either YES or NO semantic 

dCClSlon times using categories such as SPORT and OCCUPATION, and Klapp et al. 

(1973) failed to find an effect of number of syllables on YES or NO decision latencies 

using the categories ANIMAL and aBJECT. Monsell et al. (1989) found that neither 

length 111 letters nor syllables were significant predictors of PERSON WORDtrHING 

WORD classification time. Lupker and Williams (1989) did not find faster 

REAUARTIFlCIAL decision latencies for " ords (e.g. TRUCK) when the word on the 

pr~vious trial rhymed (e.g. DUCK). These experiments, then, provide no evidence that 

phonologlcal information plays a mIe in reading for meaning. However, lexical decision 

studies examinmg length and prirning effects suggest that the se effects may occur for low 

frequency stImuli only. 

Hillinger and James (1977) used an ambiguity decision task in which subjects had to 

decide whether or not words had more than one meaning, and observed that latencies for 

homographs (e.g. DOVE, WIND) were longer than for words also having two meanings, 

but only a single pronunciation (e.g. BANK, FAIR). They argued that this result would 

not he expected if access to meaning was based solelyon a visual representation. 

The experiments witl-. ~omophones also provide evidence for the use of phonological 

infom1ation. Meyer and Ruddy (1973) and Meyer and Gutschera (1975) reponed mat NO 
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responses to the question fils this word the 'rlame of LI fTuit'?" were slower wl1l'n the test 

word was a homophone of a fmit name (e.g. PAIR) than when It was an unrclated 

homophone (e.g. TAIL). A problem WIth these studle~ I~ that spelhng contmls were not 

included and so it is unclear whether these effects are phunologK'al or orthograplllc. 

Ellison (1975, cited in McCusker et al., 1981) conoucted a stuoy that tiId inc1ude ~pe1hng 

controls, The decision that subJccts made was whether or not a wonl was an arlllllal, and 

targets were either homophone foils (e.g. BARE), orthographically ~lInilar (c.g BEAT), 

phonologically similar (e.g. CARE), or unrelated (e.g. TREE). Ilomophone fOlI .. took 

significantly longer to reJect than rhymes, which were slower than orthograplllcally S11111lar 

words, and the unrelated words were rejected the fastest. Since therc wa~ sorne 

interference for orthographically simllar words relative to unrelated word .. , the IIlterfcrence 

(ffect for homophones is not entirely due to phonologlcal recodlllg Thm, hornophonc~ 

must be evaluated with respect to spelling controls in order to detemllne the extent 01 

phonological recoding. Banks et al. (1981) used an ANIMAL decision t<I~k, and found 

that subjects made significantly more errors on homophone fOlb than on s~elling control .. 

but there were no rejection latency dIfferences. In an expenment usmg the category BODY 

PARTS, homophones took slightly longer to reject and produced more error~ than '>pclhng 

controls but none of the differences were slgnificant. Only four subjects partlclpatcd 111 the 

experiment, however. In another experiment, Banks et al. (1981) demomtrated that eflect '> 

for homophones were due to the fact that they sounded hke a member of the category and 

not to sorne peculiar property of homophones They had subjects make both ANIMAL and 

BODY PART decisions using the same set of words, and fouud a ~lgl11ficant Interaction 

between the type of homophone foil and type of decision DeciSion latencle,> were longer 

for homophones when the y were foils for a category (e.g. DEAR for the catcgory 

ANIMAL) than when they were unrelated (e.g. DE ER 111 the category BODY PART) A 

smaller, but also significant, interaction was found for visually sInular nonword,>; that 1'> 
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DEEB took longer to reject when the category was ANIMAL than when the category was 

BODY PART. Error rates for homophones of category members did not differ from 

~;pclhng control<; These results suggest that both phonological and visual similarity can 

cau~c interference in a categorization task. The Size of the homophone effeet is probably 

undcreMunated in thl\ experiment because spelling controls were more similar visually to 

target~ than were homophones. 

Colthean (1980) points out that studies sueh as these do not distinguish between 

phonological infonnauon used to access meaning and post-recognition phonology. He 

Clled an unpubh~hed study by Midgley-West (1978) who attempted to address this 

question hy companng performance for regular and exception homophone foils. 

According to Colthean, the phonological representatlon of exception words derived prior to 

recognition I~ incorrect, and thus any phonological effects on this task for exception words 

must he due to post-recognition phonology. There was no difference between regular and 

exception words for ellher NO responses to homophone foils or YES responses to targets, 

and so he concluded that there was no evidenee that a phonological code is used to access 

meaning. However, as pointed out earlier, there is a possibility that the correct 

phonological representations of exception words are calculated prior to the access of 

meamng (Seidenberg & McClelland, 1989) and so this is Ilot conclusive evidence that 

mcaning IS accessed on a visual basis. 

Colthean (1978; Coltheart et al., 1977) has suggested that the eategorization task could 

he perfoffiled elther by searching members of the specified category fOT a match to the input 

or hy interrogatmg the semannc representation accessed by the target. He argues that only 

If the latter procedure IS used would the semanuc categorization task he useful to examine 

l'odes used in reading for meaning. Advance category information is not given in normal 

reading so a category search strategy is not possible. In addition, if a search procedure 
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... were used, NO decisions could only be nlade after aIl members of the category Wl'fl' 

searched and this means that NO responses wOllld necessanly he ~lower than YES 

responses. Thus, slower phonologleal coding may not br available 10 lIlnucn~:c YES 

responses but may influence NO responses. The report~ of longer rejectlon latenL'lcs for 

homophone foils, then, wou Id not necessanly indicate that phonologlcallllfonnalloll IS 

used to access the meanings of words. Coltheart (1978) thoroughly analY7cd the data from 

Meyer and Gutschera's (1975) experiment and concluded lhat a ~ean:h model wal\ Ilot 

adequate to explain their results, and instead advocated the view that sllbject~ interrogated 

the semantic representation accessed by the targel. From the low (1 5 (lk l ) falsc pOSlltve errOl 

rate for homophone foils, Coltheart (1978) argued that decisions based on phonologK'al 

access do not occur very often. He suggested that if a decI:,lOn i~ based on phol1ologlcal 

access of meaning when a homophone foil such as PAIR i<; presented, ~lIbJect~ wOllld he 

more likely to produce a false positive error than a correct response sinee the PEAR 

meaning would be primed from the category name FRUIT. Th'l\, phonologleal acces\ of 

meaning probably occur!l less than 30% of the time. 

Recenùy, Van Orden (1987; Van Orden, Johnston, & Hale, 19R8) perforrncd a ~cnc\ 

of semantic categonzation expenments and concluded that access of meaning i~ alway\ hy 

means of a phonological code. To avoid difficulties of making conclmion~ ha\cd on NO 

responses, they compared false positive YES responses to homophone 1'011\ and matchcd 

spelling controls. Van Orden (1987) found that subjects made slgnifieantly morc crror\ 0/1 

homophone foils than on spelling controls, and that thi~ effce! wa~ largcr for fOlh that an; 

spelled very slmilarly to the actual category member (e.g. MEAT-MEET) Thl\ \lmllanty 

effect disappeared when words were presented briefly and then pattern ma\kcd Van 

Orden argued that these findings sJpponed the phonologlcal medlation hypothc~I~, and 

provide evidence against the view that the influence of phonologlcal codc~ on word 

recognition is delayed relative to the influence of onhographlc code~. He propO\cd that a 
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verification type model (e.g. Rubenstein et al., 1971; Becker, 1976, 1980; Schvaneveldt & 

McDonald, 1981; Paap et al., 1982) could best explain his results. In his view, lexie al 

cntric~ are aclÎvated by thcir phonological representations and then a spelling check is 

condueted on thcse entries in order of their activation levels until the orthographic 

rcpre<,cntation of one matches that of the stimulus word. A word is more likely to be a 

fabc candidate for the verification procedure if it is phonologically similar to the target, and 

a candidate is more likcly to slip by the verification procedure if it is orthographically 

similar to the target. Thus, the particularly high error rates on similarly spelled homophone 

foib. Masking interrupts processing before the spelling check occurs, eliminating the 

effeet of orthographie similarity. 

In a third experiment, Van Orden tested this theory against a dual route account in 

which access is dIrect forcommon words and phonologically mediated for less common 

words (Andrews, 1982; Seidenberg et al., 1984). He argued that the dual route account 

predIcts that the Iikelihood of phonological confusions would depend on the frequency of 

the stimulus the subject sees, that is, the homophone foil,whereas the verification account 

predIct~ that the likelihood of false positive errors depends on the frequency of the 

homophone that is the exemplar of the category. A faise candidate it is less likely to pass 

the orthographie check if knowledge of its spelling is complete and readily available. He 

found an effect of exemplar frequency on false positive errors but did not find an effect of 

homophone foil frequency, and concluded that that the verification theory was supported. 

In a second paper, Van Orden et al. (1988) attempted to de termine whether the 

phonologie al code responslble for the effects found in the first paper was computed prior to 

aecess or retneved afterwards. They compared false positive error rates for both word and 

pseudoword homophone foils and their respective controls. Both types of foils produced 

significantly more errors than spelling controls, and error rates to the two types of foils did 

not dlffer. In addition, YES response latencies that were false positive errors (e.g. body 
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part-HARE) were not significantIy different than YES response Iatem:ies for ('ontrol 

exernplars (e.g. body part-TOOTH) either for word or nonword foils. Van Orden et al 

(1988) conc1uded that computed phonology is aVailable rapldly enough 10 mtluenct' 

positive responses in a categorization task, and that there was no evtdencc of an mtlucnce 

of an independent dIrect access route. 

However, if Coltheart's (1978) analysis is apphed to Van Orden's results, then he dld 

find evidence for direct access. In the experiment where stimuh were pattern ma ... kcd, and 

in his Vlew the spelling check was prevented, the faise positive error raIe wa~ 40% for 

sirnilarly spelled homophones and 46% for less simtlarly spelled hOl1lophone~ A rate of 

50% would be expected if both homophones were avrulable and SUh.lCCb chme randomly 

l::x>tween them. But accordmg to Coltheart, the false positive error rate would he expccted 

to be greater than 50% if the category name prime!> the exemplar and make~ Il more lJkcly 

to be the basis of the response. This priming is likely glven that sorne of the categonc~ had 

a small number of exemplars (e.g. PART OF A HORSE'S HARNESS). At lca ... t ~omc of 

the time, then, access appears to be via a direct vtsual route. 

U category names do prime phonoIogIcal representatIOn~ of exemplars, then at lca~1 

sorne faise positive eITors may he due to subjects responding on the basts of a match 

between the incoming phonological representation and the pnmed repre!>entatton, rather 

than on the basis of a semantic representatIon acttvated by phonology. Tht" would mcan 

that faIse positive error data do not give an accurate ptcture of the extent to whlch 

phonology is used to access meanmg. If pnming were parually respon~ihlc for the 

increased false positive errors on homophone foils, then one mtght expect to fine! an 

influence of the strength of the association between a category name and the exemplar on 

false positive errors to the homophone foils, since several studles have found production 

frequency effects on YES categorization responses (Balota & Chumbly, 19X4; Green & 
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Shallice, 1976; Rosch, 1975). Van Orden (1987) collected production frequency nonns 

for each of the exemplars used in his third experiment by giving a group of subjects the 

category name!. and askmg them to list as many exemplars as possible in 30 seconds. 

Therc was no correlatIon between the number of times an exemplar was produced and the 

rate of fabe positIve errors on homophone foils. In addition, Van Orden et al. (1988) did 

not observe effects of eaher production frequency or typicality on false positive error rates. 

Ilowever, the range of values on the production frequency and typicality measures may not 

have been very large, and small stimulus sets were used so it is possible that these 

correlations dld not detect the influence of these measures. One way to avoid possible 

primmg effects is to use very broad category names such as LIVING THING and 

OBJECT that wouid he much Iess likely to strongly prime any particular word. Monsell et 

a:. () 989) advocated the use of such categories to minimize typicality effects and post­

recognition processing. 

Van Orden (1987) did not observe an effect of the frequency of the homophone foils 

on false positive errors, which he interpreted as evidence against the view that high 

frequency words are recognized dlrectly on a vIsual basis. One reason why he may not 

have found a lower error rate for high frequency homophone foils is that effects of foil 

frequency may have becn cancelled out by effects of exemplar frequency. There was a 

confound in his stimuli in that the low frequency foils had primarily high frequency 

exemplars (WhlCh were associated with fewer errors) and the high frequency foils had 

primarily low frequency exemplars (which were associated with more errors). To examine 

the role of homophone foil frequency, it and exemplar frequency need to he manipulated 

factorially. A second reason for his failure to find an effect of foil frequency is that 

spelling controls were nOl used in his experiment; the controis he used were neither 

phonologically similar nor visually similar to the exemplar. Thus, errors on homophone 

foils cou Id have been due either to visual or phonologie al similarity to the exemplar, and it 
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is possible that errors on high frequency foils were due only to their visual slImlanty to th~ 

exemplar whereas error.; on low frequency foils were due to bath visual and phonologlcal 

similarity to the foil. In order to attribute effects to phonologkal pn:x:es~es. then. Il 1'> 

imperative that perfonnance on homophone fOlb be compared to that on spdhng l'Ontrob 

In sum, researc:t using the semanuc decision task has provided stronger eVldence that 

phonological information is used to access mc:!" ngs than has prevlOlIs resean:h. Thl'> I~ 

important, because the task comes closer than any others in dlrectly mca~llnng the al'l'e\~ 

of meaning of single words by skilled readers. However, a potential prohlcm with the la~" 

was noted, and that is that performance may be affected by advanee IIlfOmla110n from the 

category names. Thus, before Van Orden's conclusion that aece!>s to mealllng I~ alway~ 

phonologically mediated can be accepted, this possibility need!> to he explored ln 

addition, since the review of the literature uncovered very httlc other eVldcncc that ~kllled 

readers use phonological infonnation to access the meanings of hlgh frequency wonl,>, 

perfonnance on these words needs to he examined carefully with reference to an 

orthographie control. From the review of the lexical decision hterature, lt hecame eVldent 

that homophones are the best stimuli to use In examming phonologleal effects on hlgh 

frequency words, since an absence of an effect of ease of translation (numhcr of lcttcr!>, 

number of syllables, spelhng-sound consistency) may occur because the spelhng-sound 

translation process is more efficient for these words. 

The studies that follow compare responses for homophone and non homophone stimuli 

on the semantic decision task. In the first study, the frequency of the homophone fOiI and 

the frequency of the exemplar are factonally manipulated, and perfomlance on the fOlb 1'., 

compared to that on spelhng eontrols, III order to determme whether eVldencc for 

phonological mediation of the meaning of high frequency word~ occur<., u\mg the ~amc 

procedure as Van Orden (1987). In the second study, broad categone~ are u<;ed to examine 
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whether the results obtained in Van Orden's work and in the frrst experiment are due to 

priming from the category name. The third experiment explores whether the use of 

phonologtcalmfonnauon is strategic by discouraging subjects from using phonology, and 

the fourth expenment exammes whether foils must not only sound like but aIso look like 

the exemplar in order to produce more false positive eITors. The results of these four 

expenments suggest that the effects Van Orden reported are more limited than his studies 

suggest. l'wo f urther studies examine phonological effects on YES responses to 

excmplar~. 
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EXPERIMENTS WITH HOMOPHONE FOIL TARGETS 

Experiment 1: 

A Replication and Extension of Van Orden's Studics 

The goal of the first experiment was to examme whether lt wa~ p<.)s~lhlc to rcphc:ate Van 

Ordents (1987; Van Orden et aL, 1988) findmg that suhjccts makc morc fal"ic pO~lIIVC 

categorization errors when stimuli are homophones of a category cxcmplar than whcn thl'Y 

are spelled slmilarly to a category exemplar. ln addition, the study exal11l11cd whcthcr thc\l' 

effects depend on the frequencies of the exemplar and fOlI Yan Ordcn (1987. Expt )) 

found an effect of exemplar frequency but not fOlI frequency. however, 1'011 and cxcmplar 

frequency were confounded in the study and control word!'> were not matchcd to fOlb for 

orthographie similarity to the exemplar. Two levels of exemplar frequency (ll1gh and low) 

were crossed with three levels of foil frequency (high, low, and p~eud()hom()phont'), 

which produced six groups (see Table 1). 

Two other category-target conditions were mcluded in addition to the homophone 1'011 

(e.g. car part-BREAK) and the spelling control (e.g. car part-BRA YE) condition!'> 

mcntioned above. The exemplar (e.g. car part-BRAKE) was included ln order [0 he ahle to 

compare faIse positi\-\! response latencies on homophone foils to YES re~pon~e latcnCll~~ 

for the actual exemplars. Van Orden et al. (1988) argued that their fallure to find fa<,tcr 

YES latencies for exemplars was evidence that the orthographie repre~ntal1on" of 

exemplars did not contribute to decision latencies, since false YES decl"lon latenclc" 10 

foils could not have benefined from orthographie informatIOn. They cornpared t~lhe 

positive response latencies for homophone foils to a mean YES lateney for ~JX other 

exemplars of the category in their fIrst experiment, and to a smgle other exemplar in thcir 

second experiment. The actual exemplar is a better companson sincc Il eomrols for 

variables such as typicality and production frequency that affect the ea~c of making the 
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Table 1 An illustration of the conditions uscd in Expcrimcnt 1. 

Group Catego."y-Target Relation 

Foll Exemplar Exemplar Foll Speltlng Homophone 
Freq. Freq. Control Control 

lilgh Hlgh male relative-SON male relalive-SUN male rclallvc-SIN arr vehlc1e-SUN 

Hlgh Low car part-BRAKE car part-BREAK car part-BRAVE pamtcr's equipment-BREAK 

Low Hlgh chlld's toy-HALL chlld's toy-BAWL cluld's toy-BAIL construction matenal-BA WL 

Low Low parasltc-FLEA parasite-FLEE parasltc-FLEX award-FLEE 

Non Ihgh fOOlwcar-SHOES footwcar-SHEWS fOOlwcar-SHOSS watcr veluc1e-SHEWS 

Non Low carune-FOX caninc-FOCKS canme-FOW fastcner-FOCKS 



category decision, and it is also a homophone. 

In a founh condition, subjects had to declde whether the homophone l'ml wa\ a IllC'Illhl'l 

of a completely unrelated category (e.g. pamter's equipment-BREAK) Thl~ allowed the 

comparison of rejection urnes and error~ for homophones whcn they ~oundcd hke they 

belonged to the category and when they dld not. Bank, et al. (1l)~ 1) lIlc1uded a ~1I1111ar 

conditIon to control for the possibihty that homophones l'OU Id take langer ta rCJel't and hl' 

more prone to eITors than spelling controls becau~e they arc rcprc\cnted dlnàently l'rom 

nonhomophones, and not because they ~Ollnd hke a memher of the category Tlm 

homophone control condition was not included 111 Van Orden\ expenmcnt\ 

Thus, there are several comparl~ons of mterest ln the expenment. The mo,t Imponant 

of these are the compansons of the false poSitive error rate on homophone fO\I~ wllh that 

on spelling contrais and on homophone controb. If more fabc positive error\ an' made on 

homophone folls than on elther spelhng control!. or homophone controb, It wOllld provlde 

evidence that access to the meanings of words lS phonologIcally medlated Correct NO 

response latencles for homophone fOils were compared to thm,e for spelhng control ... and 

for homophone controls. Van Orden (1987) and Van Orden et al. (19RR) argued that 

similar NO latency distributions provide evidence that aIl word~ undergo a spellmg chelk, 

not just homophones. However, hls theory suggests that on ~orne OCCa\lon ... , the wrong 

member of the homophone pair w1l1 be selected for the spelhng check fiN, and a ~el'Ond 

spelling check subsequently perfonned on the oLler member. In the ... e ca ... e~, NO latenclc<, 

for homophones should be longer th an for spelhng controb. A prohlem wlth NO 

latencies, though, is that they may include further extended <,cmantlc proce ... e.,mg that le., not 

done when a target IS a member of the category, so the eVldence from NO latcnclc~ le., much 

less important than eVldence from false posItive error~. ,<\ •• ld finaIly, fal ... c poe.,ltIve 

response latencies on homephone foils were compared to correct YES latenCIC\ on 

exemplars to examine Van Orden et al.'~ (988) claim that excmplare., do not bencfit from 
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havmg orthographie information consistent with the YES response. However, there is alSCl 

a problem making Inferences from this companson, since correct responses on exemplars 

may occur for tnab on WhICr. subJects filllsh processing the target before responding, 

wherea .. Incorrect respome~ on fOlls may occur when subjects respond before processing 

ha~ been completed. Thus, these results are also less lmponant than the false positive error 

data. The effcct of the frequency of the exemplar and the frequency of the foil on the 

magnitude of the~e effect~ was a1so examined. Van Orden's (1987) view predJ.cts that 

phonologlcal effect~ will occur for both hlgh and low frequency words, whereas the dual 

route vlew predlct~ phonologlcal effects for low frequency words only. A comparison of 

the Slze of phonologlcal effects for the word groups and the pseudoword groups will 

provlde eVldence a~ ta whether the effects anse prior to or after the access of meaning. 

The mcluslOn of the exemplar and homophone control conditions required a change in 

deSign from Van Orden's expenments. He presented all stimuli in a single session. In 

order ta aVOld mtra-list repetition effects, the present ex periment was conducted in four 

sessIOns separated by at least one week. Only one member of a stimulus quadruple 

appearcd In each ~ession For example, the trials car part-BRAKE (exemplar), car part­

BREAK (homophone foil), car part-BRA VE (spelling control), and painter's equipment­

BREAK (homophone control) aIl appeared in different sessions. As in Van Orden's 

expcnments, a large nurnber of filIer tnals were included, since severa! researchers have 

suggested that subjects change their processillg strategies when a large number of 

homophone~ are mcluded in ap experirnent (Davelaar et al., 1978; Hawkins et a!., 1976; 

McQuade, 1981). 

Method 

Subjects. Twelve McGill University undergraduates were paid $10 each to 

panicipate in the study. AlI were native speakers of English. 

Stimuli. ll1ere were 288 experirnental trials and 720 flller trials. The experimental 
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trials consisted of 72 quadruples (see Appendix A). The first step in the con~trllcllOn of thl' 

quadruples was to choose 72 pairs of homophones. ln order to be able to use the ~ame 

stimuli with broad category names in Experiment 2, the homophone p:urs wert' ~c1e(.'ted so 

that one member of each pair -the exemplar- wa~ either a hving thmg or an ohJert. and the 

other -the foil- was neither. Half of the exemplars were hvmg thmgs and half \Vere 

objects. The 72 homophone pairs were chosen so that they fell mto SIX group" of 12 pam. 

each. The six types of groups were produced by factonally mamplilatmg the frcquency of 

the exemplar (high, low) and the frequency of the foil (high, low, pscudohol1lophonc). 

The me an frequencies of the exemplars and homophone foih. for cac! i of the SIX group" are 

presented in Table 2. 

The second step in the construction of the stImulus qlladrllplc~ was to chomc a ~pc1hng 

control (e.g. car part-BRAVE) foreach of ûle 72 homophone fOlls. The spelhng control .. 

needed to be as similar orthographically to the exemplars a~ the homophone folis wcrc 10 

the exemplars. To accomphsh thlS, the orthographie stmllanty of eaeh fOiI to W, cxcmplar 

(e.g. BREAK!BRAKE) was calculated usmg Weber'~ (1970) graphie ~inlllanty Illca"lIfC 

(used by Van Orcièll, 1987; Van Orden et al., 1988), and then another !'.timulm wa\ eho\cn 

that was as similar as possible to the exemplar Ce.g. BRA VE/BRAKE) on thi" meaSllrc, 

and was similar to the foi! in frequency. The mean slmilan ty scores of the fOlls tn the 

exemplars and of the spelling controls to the exernplars for each of the ~IX group!'. are 

presented in Table 2, along with the me an frequencies of the ~pcllmg control" 

In the final step, a category name was chosen for each of the 72 exemrlar~ (e.g. car 

part-BRAKE). These catrgory names were also used for the ma((:hed homophone foih 

(e.g. car part-BREAK) and spelling controls (e.g. car pan-BRAVE). The fOllrth mcrnher 

of each quadruple, the homophone control, conslsted of thc homophone fOiI and an 

unrelated category narne (e.g. painter's equipment-BREAK) To create thc\c unrela:at 

categories, the category names withm each of the six group~ were shuffled (e.g. car part-
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Table 2: Mean word frequency and mean onhographic similarity to exemplar for the stimuli 

in the six experimental condiùons in Experiments 1-3. 

Word Frequency Similarity to Exemplar 

Group Exemplar Foil Spelling Control Foil Spelling Control 

HF FOIl! HF Exemplar 85.3 83.4 76.5 .63 .64 

IIF FOIII LF Exemplar 7.3 86.4 88.4 .62 .63 

LF FmI! HF Exemplar 92.1 6.9 5.9 .66 .70 

LF FOIII LF Exemplar 5.0 4.5 4.5 .65 .66 

PW FOIl! HF Exemplar 83.8 .66 .67 

PW FmI! LF Exemplar 6.8 .67 .68 

NOle Word frcquency was calculatcd usmg the Kucera and Francis (1967) nonns and orthographie similanly 

wa.\ calcu!atcd usmg Webcr's (1970) rneasure. HF = hlgh frcquency; LF = low frcquency; PW = 

pS<.'udoword The stal1SllCS for the homophone eontrol group are the sarne as for the fOiI group smce the 

onl)' dlffcrcnce ln thcsc COndltlO'1S was m the prccedmg category name. 

--------------------------------------- ----- --------------
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CELLAR, store personnel-LA TIER. pamter's eqmpment-BREAK). 

Four lists contmmng 72 experimental mals were created, wlth eaeh Illl'mber or li 

quadrupk on a dlfferent h~t Eighteen item~ from eaeh of the category-targct eOlllhl1on\ 

(exemplar, homophone fOlI, spelhng control, and homophone control) appc,ued on eaeh 

list. These 18 consisted of three from each of the SIX exemplar frcql1eney/fOlI frequenc)' 

groups. The homophone controls were placed on li~ts sueh that no categO!) Illmt' 

appeared more than once on a hst The number of expenmental YES lnab. on eaeh h~t wa'\ 

18 (the exemplars), and the number of expenment.ù NO triab. on each h~t wa~ 54 ( 1 X 

homophone foils, 18 spelling controls, and 18 homophone eontrols) The homophollll' 

experimental stimuli were 21.5% of the stimuli on the entlre l1 ... t (\ 6 77r of the Il\t were 

word homophone~ and 4.8% were pselldohomophone~); one thm! of thc~c werc 1'011 tnal\ 

In addition to the expenmemal stimuh, 720 tiller tnal, were mcluded. lXO on eaeh I .... t 

One hundred and eighty categories were created, and each category appeared once on eaeh 

list. (Half of these were livmg thmg categone~ and hall' were ohJec! categone\ a\ reqlllrcd 

by Experiment 2) Four word~ were cho<.;en for each catcgory. ~ome of them were 

exemplars and sorne were not exemplar~. Of the 1 gO filler word, on eaeh h,t, IOX werc 

exemplars of thelr categones and 72 were not exemplar, Thl\ cn\Ufed that aern~\ eaeh 

entire list (expenmental trials plus fillers) there were the \lime numhcr (126) of YES and 

NO trIals. The NO tiller words were from a vanety of grammatical cla~ .... e.., ..,0 that the 

homophone fOlb, WhlCh were not all nouns, would not he unmual (The NO filler\ were 

chosen so that the correct response would still he NO when the categom~ .... were ehan!;ed tn 

LIVING mING and OBJECT m Expenment 2) 

In sum, there were four hsts, each havmg an equal numher of YES and NO tna\<' The 

same 252 category names appeared on each IISl; the targel appcanng wnh a glvcn calegory 

name was different on each IIst. The only target~ that appeared tWlce were lhe 72 

homophone foils that appeared with two different category name, The order of 
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pre<,entation wa~ randomized on each lIst such that no more than three YES or NO trials 

appcared ln ~ucce~~lOn. 

An addltlOnal 16 categones and 16 ~t1muh were chosen for a practice list. Half of the 

... umulI were cxemplar<, of thclr categorie~ and half were not. 

Procedure The ~uhJects completed four experimental sessions, each lasting 30 

mlOute~. The ~c<,sion~ were separated by at least one week. In a session, the subjects first 

~aw the 16 pracl1cc trial!>. and then the 252 expenmental tnals from one of the li~ts 

Suhjcct~ werc given fccdback on each pracucc trial to ensure that they understood the task. 

The order of pre~entatlOn of the expenmental hsts was counterbalanced across subjects 

!>.uch that cach lIs! was prc~ented three tIme~ in each of the four sessIOn positions. No 

~uhJect !>.aw any of the expenmental hsts tWlce. 

On each tnal the category name appeared on a computer screen for 2 s, a fixation point 

(*) appeared for the next 500 ms, and then the target stImdus appeared and remained until 

the ~uhJect re~ponded SubJect~ were mstructed to mdlcate whether or not the target 

sumulu~ was a member of the indkated category by depressing one of two telegraph keys 

41<, qlllcldy a~ po~~,lble The left key was used to 10dlcate NO responses and the right key 

wa~ used to mdlCate YES responses. The intennallîterval was 1.5 s 

Stlllluh were pre~ented 10 lower case letters In the centre of an IBM monitor (model 

5154) attached to an IBM AT computer A real-ume clock 10 the computer calculated 

respon~e Ul11e~ ln mllh~econds from the Ume the target stimulus appeared on the ~I.-reen to 

the ume the ~ubJect depressed one of two telegraph keys connected to the computer. The 

computer also rccorded WhlCh key was depressed. 

Results 

TllTee sets of analy~es were conducted. The first set examined error rates (false YES 

responses) on homophone foils, spellmg controIs, and homophone controls. A second set 

exanuned correct NO latencies on these three groups. A third set compared erroneous YES 
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latencies on homophone foils and correct YES responses on excmplars. Al1aly~l'~ of 

variance using both subject and item means (Clark. 1973) were used 111 the first two set" nt 

analyses. There were three factors ill each analysls' category-target relatton (hotllophnm' 

fcil, spelling control, homophone control). target frequeney (lllgh. low. pseudoword), and 

frequency of the exemplar (hlgh. low) The factor~ were treated as withm- .... uhject fal'tOl~ 

in the analyses USIng subject mean~ and were analyzed a~ between-suhlel't factor" 111 the 

analyses using item means Planned compan~om were perfonncd to te~t for ~lgllllïcal1t 

dJfferences between palr~ of mean~ that were theorel1cally relevant ln th" and ~uh~cqul.'nt 

experiments, subject means are reported III the text and figure~ 

False Positive Error Data. Percent error~ were arcslllc tran~l()rmed pnor ln 

analysls, although the untransformed data prodllced e.,<;enually the "a me re~lllt" 'l1u: 

untransforrned percentage<; are reported In the tl'xt Tht dlfferencc~ III perccnt error .... 

between homophone fOlb and spelhng eontroh are pre~l'nted III Figure l, and the 

differences between homophone fOlb and homophone controb are pre.,ented III hgun: 2 

There was a maIn effeet of eategory-target relation. F(2,n.) = 3g 96, p < (XII hy 

subjectsandF(2,198)= 19.17,p<.OOI by1lem~ Sllhjeet" made 16.2% error"on 

homophone fOlls (e.g. car part-BREAK), 6.8% on <;pelhng control., (e.g car part-

BRA VE), and 3.1 % on homophone controb (e g pamter\ eqUlpment-BREAK) Planned 

comparisons indlcated that slgnificanùy more error~ were made on homophone 1mb than 

on eaher spelhng contrais. F( 1.11) = 48 10. p < 001 by ~uhJect., and Fe 1.1(8) = 

16.75, p < .001 by Items, or homophone controb, FO,II) = 45.39, P < OO! hy 

subjects and F(1, 198) = 36.82, p < .eX)1 by Item~ 

The main effect of target frequency wa~ slgmficant 111 the ~llhjeet anaIY\I\. 1-(2,22) == 

9.94, P < .001, and approached slgmtieance In the Item analy\I~, H2, 19X) = 291, fJ < 

.06. SubJect~ made more error<; on hlgh frequeney word., (\ 1 5%) than on low frcllUeney 

words (~.5%) and pseudoword~ (6.2%). The 1I1teractlon hctween eategory-targct relation 

and target frequency was not sigmficant enher by .,ubJect~. both F's < 1 The differcncc., 
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Figure 1: The difference ln mean percent errors between homophone foils and spelling 

con troIs ln Experiment 1. 

62 



... 25 -0- HF Exemplar 
0 • LF Exemplar ... ... 
CI) 20 -c: 
CI) 

15 u ... 
CI) 
Co 

10 
c: 

CI) 5 u 
c: -0 
CI) ... 0 CI) .... .... 
C -5 

HF Foil LF Foil PW FOII 

Foil Frequency 



Figure 2: The difference in mean percent errors between homophone foils and 

homophone comrois in Experimem 1. 
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hetween homophone foils and spelling controls wcre of similar magnitude for high 

frequeney word~ (H.3%), low freque:1cy words (10.6%), and pseudowords (9.0%). 

Accordmg 10 Myers (1979), planned tests can be perfonned even if the overall Fis not 

!"!Igmfiean!. Con"I!"!lent wnh Van Orden's (1987) view, and contrary to a predictlon of 

dual roUlc lheory, planned compansons mdlcated that the difference for hlgh frequency 

word" wa~ ~Igmflcant both by subJects, F(l, Il) = 20.03, P < .001, and items, 

F(1, 1 9X) = 4 49, P < 05 Th~ dlfferences between homophone foils and 

homophone controb were al~o of slm~lar magmtude for hlgh frequency words 

(14.6%), low frequency words (13.6%), and pseudowords (11.1%). 

The main effect of exemplar frequency was not slgmficant, F(1, Il) = 1.00, P > .05 

by ~ubJect~ and F < 1 by Items The mteractIon of category-target relatIon and exemplar 

frequency wa" slgmficant by sub]ects, F(2,22) = 9.05, p < .01, but not by items, 

F(2,19X) = 2.24, p > 05. The dlfference in percent errors between homophone foils and 

~pelhng controls wa~ 14.1 % for those with low frequency e'<.emplars, and 4 6% for those 

wllh hlgh frequeney exemplars. Consistent with Van Orden's (1987) view, the planned 

compan..,on~ mdlcated thal the dlfference for fO\ls with low frequency exemplars was 

significant, F(l,11 ) = 101 50, P < .001 by sub]ects and FO, 198) .:: 17.96, P < .00 1 by 

Items, hut thc difference for folls with hlgh frequency foils was not slgnificant. The 

dlffcrencc hctween homophone foils and homophone controls was 17.4% for those with 

low frequency exemplars and 8.8% for those with high frequency exempl:rrs. 

The tnple Interaction was slgnificant by subJects, F(4,44) = 3.09, p < .05, but not by 

Item~, F( 4, 19X) = 1 00, P > .05. Planned compansons perfonned to examine the 

dlfference In error nue between homophone foils (e.g. car pan-BREAK) and spelling 

controls (e g. car part-BRAVE) in each of the six groups revealed that the difference was 

slgnificant by both subjects and items only for low frequency foils with low frequency 

exemplar'\. F(1, 11) = 26.25, P < .00 1 by subjects and F( 1.198) = 8.44, P < .0 1 by 
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items, and pseudohomophone!. with low frequency exemplars. F( 1.11) = 34.3-'. T' < 

.001 by subjects and F(1, 198) = 7.69. p < .01 by items. The dlfferenl·c!. III mean crror 

rates between homophone foils and spclling controls for the !.IX group'" are presented III 

Figure 1. 

Planned comparisons were also perfomled on the dlffercnce~ hetween homophone l'Olt... 

(e.g. car part-BREAK) and homophone controb (c.g. pa1l1ter\ eqllipment-BREAK) 

Planned comparisons indicated that these difference<, wcre !.lgmfiCa\11 hy "'UhJl'Ch and ttern.., 

in four of the six groups: hlgh frequency foils wHh hlgh frequcncy exclllplar .... and hlgh 

frequency foils, low frequency foils, and pseudohomophone~ wllh low frequency 

exemplars, ail p's < .02. The differences in percent error hctween homophone fOlI ... and 

homophone controls for the SIX groups are prescntcd III Figure 2 

NO Reaction Time Data. This analysis exam1l1cd correct NO latennc\ (", 

homophone foils (e.g. car part-BREAK), spelhng control\ (e.g car part-BRA VElo and 

homophone controls (e.g. painter's equipment-BREAK). A !.uhJect\ re<,pon\c latenry 0\1 

a trial was only mcluded in the analyses if the subJect responded correctly on that !rial. and 

also responded correctly to the other three members of the ~t1mlllu<, quadmplc (c g 

responses on car part-BRAKE. car part-BREAK, car pan-BRAVE. pamter'!. eqlllpmcnt­

BREAK al! had to he correct for them to he mcluded) ThiS procedure en<,lIred that the 

same number of scores were mcluded 111 each of the three category-target relation 

conditions in the analysis (Van Ordefl, 1987; Van Orden et al, 19RR) The ad(lluonal 

constraint that a trial was inc1uded only if the subJect correctly rc\ponded to the rclated 

exemplar ensured that a NO response to me fOiI (e.g. car pan-BREAK) oClurrcd hccau<,e 

subjects correctly avoided confUSIOn with the exemplar, and not hccau<,e <,uhJect<, aCllvated 

the representation of the exemplar (e.g. BRAKE) via phonology, but thought that the 

exemplar was a nonmember of me category (e g that a BRAKE wa\ not a car pan) The\c 

criteria were met by 69.6% of responses. Another 21 6% of re~ron',e<, were correct hut 
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were discarded because the subject made an error on another member of the quadruple. 

E!.senually the !.ame results were obtained when all correct responses were included in the 

analy!.e ... Nme re-;ponse urnes greater than 1500 ms were replaced with times of 1500 ms 

Therc wa." a main effect of category target relatIon In the NO latency data, F(2,22) = 

1 R.61 , P < .001 by ~ubJect~ and F(2, 195) = 10.53, P < .001 by items. Planned 

companson~ revealed that homophone foils (702 ms) produced significantly longer 

latcnclc!'I than ~pelhng controls (665 ms), F(1,II) = 15.92,p < .01 by subjects and 

F(1 ,195) = 761, P < 01 by Items, and slgmficantly longer latencies than homophone 

controls (641 m~), FO,lt} = 37.72, p < .001 by subjects and F(l,195) = 20.77, p < 

.001 by item~ None of the other mrun effects or interactions were sigmficant. 

Contrary to what Van Orden (1987) and Van Orden et al. (1988) observed in their 

ex periment!., the mam effect of category-target relation in the NO latency data was not due 

to a few outlymg scores. A second analysis was performed with aIl scores greater than 

1 (X)() m~ removed. along WIth their corresponding scores in the other two category-target 

relation conditions. Thi~ resulted in the rernoval of 10.5% of the scores inc1uded In the 

prevlOU~ analyses. The mam effect of category-target relation was still significant, 

F(2.22) = 21 14. P < .(X)) by subJects and F(2,195) = 13.59,p < .001 by Items. 

Planned comparlsons revealed that homophone foils produced slgmficantly longer latencies 

than either spelhng controls (19 ms), F(1,Il) = 15.82, P <.01 by subJects and F(l,195) 

= 7.40, P < .01 by Items, or homophone controls (46 ms), F(l,II) = 31.18, p < .001 

by subJects and F( 1.195) = 27.19, p < .001 by items. 

YES Response Latencies. In a final set of analyses, correct YES response 

latencles on exemplars were compared with faIse positive response latencies on 

homophone fOlls to examme wh ether exemplars benefit from having onhographic 

mfonnatIon conslstent with the YES response. One-tailed t tests of subject and item 

means were used because too few errors were made to perform an analysis of variance 
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with the foil frequency and exemplar frequency factors An Item was induded in the\e 

arlJlyses only if a subject made bath a false JX)siuve error on the homophone 1'011 and 

correctly accepted the matched exemplar. Nme out of 140 fabc pO~ltlve crror~ on 

homophone foils were not mcluded hecau~e the ~l1b.1cct failed to re\pond correctly to the 

correspondmg exemplar. Subjects responded YES slgIuflcamly fa\ter tn e,el1lplar~ (5·l6 

ms) than 10 the homophone fOils (620 m~), t(ll) = 3.61. " < n05 hy ~lIh.1ech and t(XX) 

= 2.33, p < .02 by item~. This tendency occurred \Il each of the ~I \. glOlIP\, howewr, 

there were too few errors m each group (the range wa~ from R-33) to eXall11ne the cffcct~ 01 

exemplar and foil frequency. The dlfference between exemplars and homophone fOlI\ wa~ 

exaggerated by a few extreme scores. When 12 (9.2%) false pOSltlVC homophone fOlI 

responses longer than 900 ms and the correspondmg ::xemplar re~pon~e were removed, the 

difference between correct YES respon~es (540 m~) and fabe pŒlt1Ve re\pnn~e latencle\ 

(566 ms) only approached significance by subjects, t( Il) = 1.7R, P < .06, and wa~ not 

significant by items, t(82) = 1.00, p > .05. 

Discussion 

The results of the error analyses were similar to those of Van Orden (19X7, Van Ordcn 

et al., 1988). He found that subJects produced slgnificantly more false po\ltlve crror\ on 

homophone foils than on spelhng controls, and this findmg wa\ replteated hcre FlIrther, 

Van Orden (1987, Expt. 3) did not observe an effeet of foil frequency on the magnitude of 

the difference between homophone foib and controb when all of the ,>l1rnlllI wen: worth, 

and Van Orden et al. (1988) observed a simllar ~Ized differencc hctwcen fOlI,> and '>,)CIllng 

controis for words and pseudowords Con<;lstent wtth thl'>, 111 Expcnment 1 the '>l/e of thl' 

difference between homophone fOlb and ~pelhng control,> wa,> '>lmIlar for hlgh freqllcncy 

words, low freqllency word~, and pseudohomophones. Van Ordcn (19X7) found that the 

magnitude of the difference 111 fal~e posittve error rate~ betwcen homophone 1'011,> and 

spelling controls was mfluenced by the frequeney of the exemplar. Con'>l,>tent wlth thl'>, In 

Expenment 1 the dlfference between homophone fOlb and spelhng eontrob wa,> largcr 
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when homophone foib had low frequency exemplars than when they had high frequency 

cxemplan,. 

In the NO latency data, an overall difference between homophone foils and spelling 

controls wa~ ob~erved, as in the Van Orden (1987) and Van Orden et al. (1988) studies. 

They argued that the difference in their latency data hetween the two groups was due to a 

small numhcr of outliers in the homophone foil group, and that otherwise the NO latency 

di~tnhutions for the two groups were essentially the same. However, the difference 

bctween homophone foils and spelling controls remained in Experiment 1 when outliers 

were excluded from the analyses. Van Orden (1987) did not report the percentage of 

~cores that were removed From the analysis that produced similar means for the two 

groups, but Van Orden et al. (1988) reported that the means did not differ when about 30% 

of score~ were removed. It is c1ebatable wh ether these could aIl he considered outliers. 

llere outlier~ were consldered to he the upper 10% of scores. The data of Experiment 1 

were consl~tent WIth Van Orden's (1987, Expt. 3) observation that target and exemplar 

frcquency did not affect the magmtude of the NO latency difference between homophone 

foib and controls. 

Van Ordcn et al. (1988, Expt. 1) found similar latencies for false positive responses on 

homophone fOlls and for correct YES responses on category exemplars. In the second 

expcnment In the paper, the exemplars were matched more closely to the foils and this time 

the YES latenCles were faster for exemplars than for foill; (49 ms faster for words, 63 ms 

faster for pscudoword~), although the differences were not significant. Van Orden et al. 

argued that the dlfference~ were due to outlier latencles for homophone foils, and 

dernonstrated that the mean~ for fOlI~ and exemplars were the same wh en 30% of scores 

were removed In Experiment l, YES latencies collapsed across group were significantly 

fa~tcr for e\emplars than for homophone foils, but there was no difference when about 

JOo/r of tnals wlth the longest latencies were removed. This suggests that the exemplars 

----------------- -- -
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benefitted Httle from having orthographie infomlation consister.t with the YES rcsponse. 

However, this conclusion is based on a small number of responses and. as mentioned 

earlier, it may not he valid because erroneous YES responses may he made hcfore foils arc 

full j processed. 

In su m, the overall results of Experiment 1 rcplicated Van Ordents re~ults quite weil. 

with the exception of the NO latency dIstributions. In addItion. Experiment 1 ha~ 

demonstrated that the higher error rate for homophone foils than for ~pclling controls IS 1101 

due ta a more general difficulty in processing homophones. s1l1ce homophone t'otis 

produced significantly more crrors than homophone controls. The difficulty with 

homophones on a semantic decision task arises only when they ~otilld ltkc an cxemplar of a 

category. 

Van Orden (1987; Van Orden et al., 1988) argued that the results of hls expcnmcl1t~ 

provided evidence that subjects only access the meanings of words using a phonologlcal 

representation. The findmgs cited in suppon of this conclusion wcre the higher CITor rate 

on homophone foils than on spelling controh rcgardless of frequency, the similar YES 

latencies on exemplars and foils, and the slmllar faIse poslllve error rate~ 011 homophone 

and pseudohomophone foils. This Iast finding provldes evidence that the phol1ological 

effects arise pnor to the access of meaning, rather than following acccs~. Sumlar NO 

latency distributions for homophone foils and spelhng controls suggc\tcd to h1ln that 

subjects were making use of a spelling check for both types of ~l1mllh, although prohlcll1\ 

with this hypothesis were mentioned earlier. He mterpretcd the effcet of exemptar 

frequency on homophone foil eITor rates as addllional ~upport for the verificatIOn 

hypothesls since better knowledge of the cxemplar would facllitatc a spellmg check. Dual 

route theory, he chumed, predicts that a diffelence betwecn homophone foil\ and ~pclling 

contraIs should he observed for Iow frequency foils but not hlgh frcquency fOlb. A hlgh 

frequency foil shouid activate its meaning lhrectly and thu\ not bc Influenced by lts 
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phonological rcpre\cntauon, but a low frequency word is accessed via the phonological 

TOute and ~o ~hould be more susceptible to phonologie al confusion eITors. However, in 

nclthcr Van Orden\ (1 <Jh7) expenment, nor ln Experiment 1 wa~ the difference between 

homophone fOlh and ~pclhng controls affected by foil frequency. In addition, Van Orden 

(19X7) pOHlte<..1 out that dual route theory predlcts that the dlfference between homophone 

fOlb and ~pclhng con troIs ~hould be greater when homophone foils have high frequcney 

exemplar\ than when they have low frequency exemplrus. This IS because the high 

;n~qllency exemplar~ would rcach maximum levels of activation !looner than low frequency 

worcb (Morton, 1 <J(9), and thus would be more hkely to be rnistakenly selected. In 

contra~t, 10 Van Orden'~ (1987) experimentand in Experiment 1, fewererrors were made 

on homophone fOlb Wlth hlgh frequency exemplars than on those with low frequency 

exemplaT~ 

The ovcrall results of Experiment 1 appear tu support Van Orden's view. Clo(" ,C 

lIlspcc1Jon of the data, however, reveal that the eVldence for the use of phono1ogical 

information ln accessmg the meanings of high frequency words is not strong. Although 

h1gh frequcncy fOlb produced sigmficantly more eITors than spelhng controIs, when the 

high flequency fOlls wIth hlgh frequeney e~emplars and hlgh frequenc) foils wuh 10w 

frequcncy exclllplars \'.ere exarmned separately, the dlfferences for e ... ch group were only 

slgmficant III the "iuhJech analy~ls, which ~uggests the effeet 1~ limlted to only sorne of the 

wonb In addition, the magmtude of the dlfference betwecn homophone fOlls and 

~relhng controb wa~ ~ml1lar for l11gh frequeney fOlls wlth hlgh frequency exemplars and 

hlgh frcquency 1mb wlth low frequency exemplars. This tïnding 1~ not consistent with 

Van Orden':-. plOpo:-.al that all word~ undcrgo a spelhng check, smce in his view subJects 

~hollld have more complete knowledge of the spelling of a high frequency exemplar and 

thu~ should he hctter able to detert m homophone fOilm the ~pelling check 

Dual route theory, on the other hand. has dlfficlIlty erolaimng the absence of a faIse 
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positive error effect for low frequency and pseudohomophone fOIb WIth 11Igh frcqucncy 

exernplars. These stimuli should have accessed semantlc repre~entatlon~ on the ba~ls of 

phonologlcalmfomlauon, and smce the semantlc reprc~entatlon of the cxemplar 1" abn 

activated wlth homophone foils, the foils ~hould have heen more su~ceptJhle to fal"c 

positive error~ than spelling contrais. 

The weak evidence for the use of phonologlcal medi,ulOn in acces~ing the me;:l1mg of 

high frequency words may be due to the small number of stllnuh u~ed in each of the 

groups 1Il the expenment (aIthough more \Vere used here than m Van Orden'~ expenment). 

and perhaps if more hlgh frequency homophone ~umuh were avmlahle, Mronger dfects 

would he found. However, another posslblhty 1~ that the effect of homophone 100b ver~lI\ 

spelling contrais was exaggerated in Expenment 1 and Van Orden\ expcnmcl1h, 

partlcularly for high freqllency word~, because of primmg from the category namc. 

Expenment 2 explores thls possibihty. 
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Experiment 2: 

The Effect of Category Specificity 

Expenmcnt 2 addre~~ed whether the fabe positive error rate in the category decision 

ta\k 1<., affccted hy ta~k- ... peclfic ,>trategle,>, Speclfically, false poslllve errors may arise, in 

part, 1 rom ,>uhJe,cl\' allcmph to generatc potentlal target." Balota and Chumbly (1984), 

h)Ner ( 1 %~), and Mon\ell ct al (19H9) have ,>uggested that category narncs may pnmr 

cxcrnpl.lr\ 111 a catcgory dCCl'>lon ta\\.. Becker (1976) ~peC\fïcally proposed in hls 

vcnlÏcatlO!l mode! that .,ubJcçt~ gcneratc a \emantlc c~mdldate set when ~hown a prime, 

Several \tu(hc ... have dernon\trated pnmmg hy category name" ln a leXical dcclslon task (for 

a rCVlCW ~cc Necly, III prc<.,~) U'\mg a vanatlOn of the ~emantlc decl~lon task, Rosch 

(1975) found that pnm pre"entatlon of the category name faelhtated Judgrnents of whether 

a p'llr of wor(1\ hclongcd to the ~ame category relatlve to a neurral pnme (the word 

BLANK), and that the '>Ize of th .. faCilitation effeet was Slmllar for pairs of words that were 

good and roor cxemrhlr\ of the category Further eVIdence for the pnrnmg of exemplars 

by category na!l1e~ JO a ~emanl1c decl~lon task cornes from the pilol work of Van Orden 

(19H7, EArl 2) who oh~erved that ~ubJecl'o needed to VIeW an exemplar targel for Jess time 

than a noncxcmplar target 10 order to he able to repan IL 

Once ~llb.lects are ~hown a category name, they may begll1 to generate possible 

sell1antIc ~:andldate~, and thc~c candidate~ may themselves be phonologlcally recooeu, 

much as they are when a spoken respon~e is prepared, Con~equenlly, when Ihe target 

stimulu~ appea r < ,1I1 the screen, therc rnay already be considerable aCl1vatlOn 10 both the 

Sem<lntlc and phonologlcal ~y~tems. The phonologlcal code of the target may he generated 

aUlomatIcally ~honly after the target IS prc~ented The comb1l1ation of acuvatlon of the 

phonaloglcal representatlon genemted by the prime and the phonologH;al 1Oformation 

generated hy the targel may br enough to trigger a YES response, which would be a false 

pO~1I1ve response ll1 the case of a homophone fOiI. That is, the subjeci may respond on 
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sorne occasions before the targel has acttvated a semanttc representatlon Tht~ meal1\ that 

at least sorne faIse positive errors on homophone fOlI~ may not retlect phonologtçal 

mediation of meaning. The orthographll' to semanttC conver~ton may nonllally he fa ... ln 

than processtng along the phonologlCal route. which reqlllre., an orthographll' 10 

phonological conver!.lOn and a phonologlcal to semantlc col1ver~\On Ilowevcr. the 

orthographlc to ~emantlc convw.,lon may not al ways he fa~ter than Ihe onhographtc 10 

phonologlcal convcr!.lon alonc 

Van Orden\ (19R7) strong vlew that phonologlcal rncchauon 1., obhgatory predlct:.. th.u 

the effect!. that he observl'd !.hould not he dl'pendent on thc nature of the category nal11e~ 

used. Thal IS, more errors ~hould still he ob~erved on homophonc 100b than on 'pelling 

controls for both h1gh and low frl'queney targel!. when broad catcgone~ are u.,ed 111 ... 

position would be called tnto question If the effech were 11Ighly depcndent on tlll' ta.,~ 

specifie a!.pect of the <;tudle~. 

To reduce the likehhood that phonologlcal repre~entatlon., are actlvated hy the catt'gory 

name pnor to the presentatIOn of the target, two broad categone." LIVING Till NG and 

OBJECf, were used ln Expenment 2 Ill.,tead of the more ~pcClfïc calegone~ u~ed III 

Experirnent 1. Exactly ùle same target stimuli a~ In Expenment 1 were u~ed ln onkr 10 

ensure that any differences between the expenmenh could he attnbutcd to effech 01 

category specificlty. If the false posItIve error .. found In Expcnmcnt 1 rcflccl only thc 

access of meanmg by phonologlcal repre~ental1on." then re .. ult~ of Expl'nmcnl 2 .,hould he 

similar. If on the olher hand, pnmmg from the category name re .. ulted m ~lJhICCl\ 

responding pnor to the activation of a <;emanuc representatIon of Ihe target, Ihen fewer, If 

any, false posItIve errors should he ob .. erved ln Expenment 2. 

Method 

Subjects. Twelve McGill Ul11ver~lty undergraduate .. were paid $10 cach to 

participate 111 the study. Ali were native ~,peake~ of Engll .. h. 
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Stimuli. The target ~tlrnuh were the same 1008 as those used In Experiment 1 (see 

Appendlx A) The category names u~cd were LIVING THING and OBJEcr. Half of the 

cxpcnmcntal .,tlmull and half of the filler stImuh were preceded Wlth the category LIVING 

Till NG and hal f of each were preceded hy the c(l.tegory OBJECT. 1 he category name that 

prccedeo a tmget wa., cho<;en ~o that the correct response to a target stimulus was the same 

a., III Expenmcnt 1 Halfofthc ltem~ In each category had a correct response ofYES and 

half had a correct n:.,pon...c of NO The targel Item~ appearcd on the same one of four lists 

and ln the ,>ame arder a~ In Expt 1 No more than three tnal'i wah the same category name 

or the ~amc correct rc.,pon.,e appeared ln ~uccession 

Procedure. The VlCWIng condition', and procedure were exactly the same as In 

Expcrnnent 

R('sult~ 

The data were analYl..ed In the same manner as m Experiment 1. As before, three sets 

of allaly~e ... were conducted. The first set exammed error rates (false YE~ responses) on 

homophone fOlh. ~pelhng controb, and homophone controb, the second set examIned 

rom:rt NO latenclc., on the~e three group~, and the thlrd set compared erroneous YES 

latellCle~ on homophone fOlb ~nd correct YES respon~es on exemplar~ The score~ on six 

wonl., III the homophone control conditIOn (SUN, MAIL, BEACH. CELLAR, PRINTS, 

and BlIOY) were not mcluded ln the analy~e~ TIle homophone control condItion 

con.,l\ted of patnng the homophone fOlI word~ WIth an unrelated category name, such that 

the correct re~pon~e \\'<1:, abo NO (e.g In Expenment 1. a fOlI tnal was car pan-BREAK 

and the homophone control was patnter's equlpment-BREAK). However, although thesc 

~IX wonb arc IOlls for the category LIVING THING, they are abo exemplars of the only 

othcr category u~ed 1I\ the expennJent (OBJECl), and thus could not be presented in an 

unrclated category Thc\c word~ were Inc1uded In the expenment anyway r cause of the 

dlfflculty of ftndmg cllough pairs of homophones ln which one was lIving thing or an 
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object and the other one was neither. Since the main contrast of interest is hctweell 

homophone foils and spelhng comrols the exclusion of thcse Items ha~ httk effcrt on thl' 

conclusIOns. 

False Positive Error Data. The overall error rate (9 R%) wa~ ~mlliar ln that lr1 

Experiment 1 (8 7o/c). The differences in percent error~ bctween homophone fOll, and 

spelling controls are presented In Figure 3, and the tlIfference, bctwCCIl homophone fOlI-. 

and homophone controh are pre~ented In Figure 4 There wa~ a malll cfrect of cLltcgory­

target relation, F(2,22):::: 12.57, r < 001 by ~ubJech, and F(2,ln):::: () _~O, /' < 01 hy 

items. Subjects made 14.2% CITors on homophone foUs (e g ohJect-BREAK), X W;; on 

spelhng control~ (e.g obJect-BRA VE), and 6 Sc;( on homophone control, (e g hVlIlg 

thmg-BREAK). Planned compansom. mdlcated that ~lgl1llicantly more error, were made 

on homophone foih than on elther ~pelhng controb, F(\, Il) = 1) 47, /) < ()J hy 

subjects and FO, 192) :::: 6 96, p < 01 by Items, or homophone control" /. (1, II) = 

1367, P < .01 by subJect~ and FO,In) = 11.39, P < .OO! by lIem~ 

The main effeet of targe! frequency wa, nN 'ilgmficant, F(2,22) = 1 :')3, r > 0:') hy 

subJects and F < 1 by Item, SubJect~ made 11.2% error~ on hlgh frequcncy worth, 

9.2% on low frequency word." and 9 1 % on p"eudoword~ The tnteractlon of category­

target relation and target frequency wa~ also not ~lgl1lficant, F(4,44/ = 2 :,lJ,p > 0) hy 

subjects and F < 1 by Items The difference between homophone fOlI~ and "pcll1ng 

controls was 0 47< for hlgh freq!.lenc)' word" H 0% for low frequcncy word." and H (l'Yt-, 

for pseudowords. The dlfference hetween homophone fOlI., and homophone control .... wa., 

4.6% for hlgh frequency words, lO.3%- for low frequency wmch, and 16 6% for 

pseudowords. 

The mam effect of exemplar frequency wa~ not slgnificant, F( 1, Il) :::: 306, P > .0) 

by subjeets and F < 1 by Items. The mteraction of category-target relation and exemplar 

frequency was margmally ~irnificant by subJect~, f(2,22) = 3.32, p= 05, hut Ilot hy 

item~, F < 1. Planned comparison~ mdlcated that there wa., a ~ignificant difference 
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1~lgure 3. The difference in mean percent ( ,rors between homophone foils and spelling 

controls In Experiment 2. 
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FIgure 4' The difference 111 mean percent errors between homophone foils and 

homophone con trois in Expenment 2. 
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l hctwecn homophone fOlb wlth low frequency exemplars and spelling controls (7.3%), 

F(1,II) == 14 42,p < 01 hy .. ubJects and F(l,192) == 4.69, p < 05 by Items, but the 

dlffcrence hctwccn homophone fOlb wah hlgh frequency exernplar~ and spell10g controis 

(3 5%) wa~ not ~Igmficant The dlfferençe between homophone foils and homophone 

control .. wa~ 10 67c, for those WIth low frequency exemplars and 4.8% for those with high 

frC<juencyexcmplar .. 

The tnple tnteraction wa .. siglllficant by ~ubJect", F( 4,44) == 2 77, p < .05, but not by 

Itcm~, F < 1. Planncd compansons were performed to examme the dlfference 10 error rate 

hetwcen homophone fOlh (e g obJect-BREAK) and spelling controb (e.g. obJect-

BRA VE) ln each of the ~IX exemplar frequency/foil frequency groups. The"e dlfferences 

arc pre'iented 10 FIgure 3. The te~t~ revealed that the dlfferences between homophone foils 

and spelhng comrols wa~ :-'Igmficant for Iow frequency words wIth Iow frequency 

exemplar~, F( l, Il) == 15 75, p < Olby subJects and F( 1,192) = 4.93, P < .05 by 

ltem~, and wa'i slgmficant for p~el1dowords wuh low frequency exemplars In the subJects 

analysl~, F( 1.11) = 15.26, p < .0 l, and approached slgmficance ln thlS group by Items, 

F( 1,192) ::: 3 37, p < .07. The dlffcrence .. dld not approach slgmflcance for the high 

frequency word groups. ail p\ > .20 

Abo of mtere,t are compansons between homophone fotIs (e.g. object-BREAK) and 

homophone controh (e g IIvmg thmg-BREAK) The data are presented In FIgure 4. 

Planncd cOll1pan..,on~ llldlcatcd Ùlat tlm dlffcrence w~ slgmficant for the same two 

group~, the low trequency w~rds wtth low frequency exemplar~, F( l, Il) == 38.74, p < 

.001 hy SlIhJCCh and F( 1,192) = 7.I5,p < .01 hy Hems, and the pseudowords with low 

frequency exemplars, F(l, Il) == 15.26, p < .01 by subJects and FO, 192) = 5.12, p < 

.05 hy Item~. 

NO Reaction Time Data. The correct NO decision latencies on homophone [oils, 

spelltng controls, and homophone controls were included in this analysis. As in 
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Experiment 1, a subJect'!-o response latency for an item wa~ only IIldudcd Il thc "uhJcl..! 

responded NO correctly to Il. and re!-oponJed correctl)' to the other three memllCr!-o 01 tht' 

stimulus quadruple (e g. obJect-BRAKE. obJrct-BREAK. oh.lc(·t-BRAVE, hVlIlg tll\ng 

BREAK). Thl~ cntenon wa .. met by 67 .t0é of re~pon~e~ Another 22.2(7c of rl'''pon~e~ 

were COITect but were dI~carded heeau~e the ~ubJeet madc an crror on another Illt'Illhrr 01 

the quadruple Essenually the !.ame re"lIlt~ were fOlIllJ when alll'OITcct reactlon tlIllC" 

were included. Twenty-five respon~e tune .. greater th an 150() lm wert' rt'placed \Vith tlme" 

of 1500 m~. 

The main effeet of category-target relation ln the NO latency data wa~ !.Iglllfïcant hy 

subjects, F(2,22) = 3.91, p < 05. but not by ltem~. F(2.192) = 1 46. fl > 05 The 

difference between homophone fOl\<' and ~pelhng contro\<' wa .. Il m!-., and the chfferencl' 

between homophone fOlb and homophone control ... wa" 3.t m!-o '111C mam eflect of target 

frequency approached slglllficance by subjeets, F(2,22) = 3.26, P < '()6 and wa ... 

significant by Item!., F(2,192) = 4.33, p < .02 Subjcct!. reo;ponded more l)U1d.ly to hlgh 

frequency word ... 063 ms) than to low frequeney word!. OR6 m!'.) and p!'.cudowon}<, (79X 

ms). None of the other IIltcraClIon!'. even approached !'.Igmficance, a11 F\ < 1. 

YES Response Latencies. An Item wa~ 1I1c1uded 111 the~e analyse ... only If li .. ubJect 

made both a fal ... e poSitive eITor on the homophone fOiI and corrcctly accepted the matched 

exemplar. Ten out of 123 fal .. e poSitIVe error ... on homophone 1011 ... wt:re not mclllded 

because the sllbJect faded 10 re~pond correctly to the cOITe ... pondll1g cxemplar SlIhject ... 

responded YES !.igmficantly faster to exemplar!. (67R m~) than to thc homophone fOlI ... 

(775 ms) in the analysis by sl..bJects, t(10) = 2.94, P < .02, hut the dlflerence wa., not 

significant by items, t(80) = .99, p > .05 ThiS trend occuITeo 111 each of the ... IX group". 

As in Experiment l, there were too few 'eITors in each group (the range wa., from 11-29) to 

include frequency of exemplar and frequency of foil 111 the analy~l!-> 
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()i~cus~i()n 

A ~Igmficant overall dlfference In the fabe posItive error rate between homophone 

Imh and ~pdhng control" wa,> found In Expenment 2, rephcating Ù1e findIngs of 

Expcnment 1 and tho ... e of Van Orden (1987, Van Orden et al., 1988). ln additIon, 

homophone 100b produced ~lgnIfïcantly mOle errors than homophone control~, which, as 

III Expcnmcnt l, IndlCatcs that the eIevated rate of err()r~ on homophone fOils anses 

hecau~e they ~Olmd IIke a member of the category, not because they are generally harder to 

proce~~ 

However, unhke Expcnment 1 and Van Orden's (1987, Expl. 3) experiment. hlgh 

frequency homophone fOils dld not produce more false positive errors than spelling 

controb Thll~, the pre~cnce of an eHeet for hlgh frequency words depends on the type of 

category glven to the ~ubJect. When the category was speclfIc (Expenment 1), such as car 

part, subJcet,> made sIgmfïcant1y more errors (8 3%) on homophone fotIs th an on spelling 

con troIs However, when the caregory was broad (Expenment 2). such as object, the 

dlffcrence wa .. only () 4o/r on exactly the ~ame word~. This suggc~t~ that In Experiment l, 

the effeet~ for hlgh frequency word~ were 1I10ated by priming from the category name. 

Suh)cct,> may havc re~rxmded ('n the ha~l~ of a match between a phonological candidate 

acttvalcd hy the category name and phonological activatIon generated by the target pnor to 

actIvation of a .. cmantlc repre~entation The re~ult~ of Experiment 2 suggest, then, that the 

u~c of speCIfie caregone~ ln a category decl"lon ta~k should be aVOIded when studying the 

aeccss of meantng In ~mgle word readmg so that subJec~s cannot make strong predictions 

ahout slIh!-eqllent target~ 

The fa Il ure 10 fmd a dlfference in fabe posluve error rate~ between homophone foils 

and spclhng controls for high frequency words suggests that meanl.lg lS not phonologlcally 

medlated for these worc1-; If hlgh frequency word~ had been phonologically recoded, two 

meal11ngs would have ocen available for the homophones whereas only one would have 
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been available for the spelling contmls. On at least somc triais. suhJccts l'oult! he ('\llL'ctl'li 

to erroneou~ly choo.,e the wrong homophone alternative. and makl' a fahe pOSitive e(Tor. 

However, there was no evidence that the del'Ision wa" 1110re diffieult for homophones than 

for spelling controb. 

Although Experiment 2 provided no eVldence that the aeces~ of mcalllngs of 11Igh 

frequency word~ IS phonologically rnecllated. the result~ do sugge~t that phonologleal 

rnediation occurs for low frequency words. More fabe pO~ltlVC l'rror,> were made on 

homophone foils than on spelhng control., for low frequeney wonh and lor p~c\ldowords. 

which suggests that two meamngs were available for the homophonie stunuh. The sile of 

the difference was 8.0% for both group~. Van Orden et al. (19R8) argucd that ~lInilar .,17Cd 

effeets for words and ~seudowords mdicated thai phonologlcal IIlfOmlatlon mcdlated the 

access of meaning, instead of belflg acttvated follow1l1g aecc~~. They al.,o c1allncd that 

orthograph;c information dld not contribute to the actIVation of meamng ~lIlce exemplar~ 

did not benefit from having orthography eonsl~tent wlIh a YES response. In Experiment 

2, the difference between YES l,ttenCles for exemplar~ and homophone fOlI., wa\ 

significant by subJects. Smce the YES analy.,e~ ar~ ba:-ed on a .,mall numher of re~p()n"c.,. 

11 would not, therefore. he safe to conclude from lhl" data that orthography ncvcr 

contributes to semanOc actIvation. 

Two other findings were consistent wah Van Orden\ aeCollnt of a ~pellmg check 

procedure for phonologically activated candidate.,. The SIZC of the dlffcrence 111 the e(Tor 

data was larger for foils with 10w frequeney exemp]ar~. AccordlIlg to hl., VICW, the lowcr 

error rate on foils with hlgh freqllency exemplar~ occur~ hecamc ~uhJcct~ hove heuer 

knowledge of thelr spelhngs and thu., are more ahle detect homophone fOlh Thc .,econd 

finding was that there wa~ no dlfference between homophone foil., and .,pellmg control~ In 

NO latencies. Van Orden (1987) clrumed that the laek of dlffcrencc 111 the NO latency data 

indicates that ail phonologically actlvated candldatc~ llndergo a .,pelhng check, not ju.,t 
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homophones. However, as pointed out earlier, his view aci ually predicts that homophone 

NO latencies should sometimes he longer than spelling control latencies. 

Another piece of evidence that Van Orden (1987) used 10 suppon his view that 

candidates are activated exclusively via their phonological repr~senlations cornes from his 

tachistoscope experiment. In that experiment he found a large difference in errors hclween 

foils and spelling controls that was not dependant on the onhographic simllanty of the foil 

to its exemplar. He argued that the rnask that followed the bnef presentation of the stimuli 

prevented the spelling check from being performed on phonologieally activated candidates. 

The fmding that priming from specifie category narnes exaggerated errors on 

homophone foils in Experiment 1 suggests that when the spelling check was preventcd hy 

masked tachistoscopic presentation, the rate of false positive errors on foils should have 

been considerably larger than 50% if candidates are activated exclusively via phonologieal 

information (Coltheart, 1978). That is, given two candidates activated by a phonologieal 

representation (the foH and the exemplar) and no orthographie information to tell them 

apart, subjects should he more likely to choose the exemplar because Il is primed by the 

category name. Van Orden (1987. Expt. 2) found an error rate of only 43% on 

homophone foBs. which indicates that there is sorne activation of candidates via 

onhognphic information. 
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Experiment 3: 

The EfTect of the Proportion of Homophones 

The results of Experiment 2 suggest that skilled readers make use of phonologie al 

information in accessing the meanings of low frequeney words but not high frequency 

words. Experiment 3 explores the possibility that the use of phonology in the access of the 

meanings of low frequency words is not obligatory, but rather is a strategy un der the 

control of the subject. 

Several avthors (Coltheart, 1978; Davelaar et aL, 1978; Hawkins et al., 1976; 

McQuade, 1981) have proposed that the use of phonological infonnation is strategie, and 

that subjects will avoid the use of phonology when it impairs perfonnance on a task. They 

attempted 10 observe strategie use of phonology by varying the proportion of homophonie 

stimuli In an expenment. The logic of the approaeh is that if stimuli are reeoded 

phonologieally, subjeets should make more eITors or take longer to make decisions on 

homophonie Ce.g. BARE, GRONE) than nonhomophonic stimuli (e.g. BAKE, OROBE). 

However, when many homophonie stimuli are included, subjeets would notice that the 

phonological strategy was causing them to make a large number of errors, and so they 

would abandon it in favor of a visual strategy. No effeet of homophony would he 

expeeted if a visual strategy is used. Using a lexical decision task, Davelaar et al. (1978) 

found an effeet of homophony for low frt""quency words when the pseudoword distractors 

did not sound like English words (e.g. SLINT), but the homophone effect disappeared 

when the dlstraetors were pseudo homophones (e.g. GRONE). Also using lexical 

d~cision, McQuade (1981) found a larger pseudohomophone effeet when a low proportion 

of the stimuli were pseudohomophones. Hawkins et al. (1976) found an effeet of 

homophony in a tachistoscopie word recognition task only when the stimulus list contained 

li low proportion of homophones. These authors all conc1uded that subjects make use of a 

phonologieal strategy when this strategy causes fewerrors (i.e. when there are few 
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homophonie stimuli) but abandon it and use a visual strategy when it leads to many crrors 

(i.e. when a large number of homophonie stimuli are included). 

It is unclear whether the proportion of homophones influences performance on u 

semantie declsion task whieh requires subJccts to focus on the mc,ming of the stimuli. In 

Van Orden's (1987; Vall Orden et al., 1988) experimcnts and 111 Experiments 1 and 2. the 

proportion of homophones was kept low by including large numbers of tiller trials The 

proportion ofhomophome stimuli was 16.4% in Van Ordents tirst twocxpenl11cnt~ anù 

was 10% in his third experirnent and in the two Van Orden et al. (1988) experiment~. In 

Experiments 1 and 2 the proportion of homophonIe stimuli was shghtly higher at 21.4% 

ln Experiment 3, exacüy the same experimental stimuli were used a~ 111 Experimcnt~ 1 and 

2, but the 180 nonhomophonic flller trials per list were replaced by 36 homophone tiller 

trials per list, so that 83.3% of the stimuli were homophones. The spelhng control" werc 

the only nonhomophonic stimuli. If subjects can strategically control thclr use of 

phonological recoding they should he much less hkely to use Il 111 Experiment 3. and th us 

show tittle difference in the number of false positive errors between homophone fOll!. and 

spelling con troIs. 

Method 

Subjects. Twelve McGill University undergraduates were paid $8 each to paniclpate 

in the study. All were native speakers of English. 

Stimuli. As in Experiment 2, LIVING THING and OBJECT category name~ were 

used. The 288 experimental stimuli were the same as those used in Experiments 1 and 2 

(see Appendix A). The flller words used in the previous expenments were removed from 

the four lists and replaced by 36 homophone fillers on each list. Half of these were 

LIVING THINGS and half were OBJEcrS. Since it was impossible to find enough 

homophone words so that the 72 LIVING THING and 72 OBJECf tiller homophones 

needed for the experiment were only used once, instead 36 of cach were found and every 
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tiller appeared on two lists. They were distributed among the four lists such that a list had 

only 12 homophone fillers in common with any other list. 

In sum, each of the four lists used in the experiment had 108 targets. HaIf of each were 

prcceded with the category LIVING THING and half of each were preceded by the 

category OBJECT, and within each cMegory, half of the targets were exemplars and half 

were not. No more than three trials with the same category name or the same correct 

response appeared in succession. A practice list of 16 trials, 14 of which had homophone 

targets, was also developed. 

Procedure. The viewing conditions and procedure were exactly the same as in 

Experiments 1 and 2. Because fewer stimuli were used here than in the previous 

experiments, the experimental session lasted approximately 20 minutes. 

Results 

Three sets of analyses were conducted, as in the previous two experiments. The first 

set examined error rates (false YES responses) on homophone foils, spelling controls, and 

homophone controIs, the second set examined correct NO latencies on these three groups, 

and the third set compared erroneous YES latencies on homophone foils and correct YES 

responses on exemplars. As in Experiment 2, the scores on six words in the homophone 

control condition (~UN, MAIL, BEACH, CELLAR, PRINTS, and BUOY) were not 

mcluded in the analyses. 

False Positive Error Data. The overall error rate (6.7%) was 10wer than that in 

Experiment 1 (8.7%) and Experiment 2 (9.8%). The differences in percent errors between 

homophone fOtls and spelling con troIs are presented in Figure 5, and the differences 

between homophone foils and homophone controis in Figure 6. 

The main effect of category-target relation was significant by subjects, F(2,22) = 4.58, 

p < .05, and was marginally significant by items, F(2,192) = 2.96, p= .054. Planned 

comparisons indicated that the overall difference between homophone foils and spelling 
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Figure 5: The difference in mean percent errors between homophone fOlls and spe1hng 

contraIs in Experiment 3. 
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Figure 6: The difference in mean percent errors between homophone fOlb and 

homophone contraIs in Experiment 3. 
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controis only approached slgniflcance by suhJects, F( l, Il) = 4.m, l' < .07, and hy 

items, F(1,192) = 2.95, fJ < .09. The difference betwcen homophone fOlls and 

homophone con trois was slgniflcant in bath analyses, F( 1.11) = 7.53,,, < .O:! hy 

subjects and F(1, 192) = 5.52, P < .02 by Items Subjcct!'> made 9.6% error~ on 

homophone foils (e.g. object-BREAK), 5.7% on spelling controb (c g oh.lcct-BRA VEL 

and 4.9% on homophone controb (e.g. livIng thmg-BREAK). ln Expcnment 2, suh.lcct\ 

made 14.2%, 8.8%, and 6.5% errors on these three group<; respectlvely 

The mam effeet of targe! frequency was slglllficant, F(2,22) = \0 54,,, < .001 hy 

subjects and F(2, 192) = 444, p < .02 by item!'> Plallned companson~ lIldlcated that 

subjects made fewer errors on pseudowords (3.2%) than on euher low fp~ql1ency wonh 

(8.3%), F(1,ll) = l6.84,fJ < .01 by subJeet<; and F(1,l92) = 640,p <.. 02 hy Item.." 

or hlgh frequency words (8.7%), F( 1,1 J) == 7.04,1' <'c)J by suh.lects and F(un} = 

15.84, fJ < .01 by Items This is in conuast to the absence of a target frcqucncy cfrect 111 

Experiment 2. The mteracnon of category-target relatIon and stlmulu~ frequency wa\ not 

significant by subjects, F(4,44) = 2.06, p > .05, or by Items, F < 1. The dlffcrencc 

between homophone fOlls and spelling controls was 1.0% for high freqûcncy word~, 60% 

for low frequency words, and 4.5% for pseudowords Planned compan<;on~ mdlcalcd that 

only the difference for pseudowords was significant by subject~, F( 1, Il) = 657, fJ < 

.05, and none of these differences were slgnificant by items. In Expenment 2 thesc 

differences were 0.4%,8.0%, and 8.0% respectively, and the latter two were \Igmficant. 

The difference between homophone foils and homophone controb wa<; 0.6% for h1gh 

frequency words, 8.9% for low frequency words, and 4.5% for p~eudoword~. 

The main effee! of exemplar frequeney was sigmficant by ~uhJeet~, F( 1, Il) = 5 33, p 

< .05, but not by items, F( 1,192) = 1.09, fJ > .05 by Hem~ The 1I1teract1on of category­

target relation and exemplar frequency and was ~lgmficant by ~ubject", F(2,22) ::: JO 37, 

P < .001, and approached significance by items, F(2, 192) = 2 46, P < J)9. Planned 
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compan<;om indlcated that homophone fo;ls with 10\11 frequency exemplars produced 

.,igmficantly more errors (8.3%) than spelhng controls, F(1,ll) = 16.82, P < .01 by 

~u bJCCb and F( l ,192) = 7. 12, P < .01 by Items, but there was no slgmfican t difference 

for homophone foib wnh hlgh frequency exemplars (-0.6%). The difference between 

homophone foIl., and homophone contrais was 8.7% fo!' those with low frequency 

cxcmplar~ and 0 4% for tho~e wlth high frequency exemplars. In Experiment 2, 

significant cffects were also ob~erved only for homophone fOlls with low frequency 

cxemplar~. 

The tnplc interaction was not significant by subjects, F(4,44) = 2.11, P > .05, or by 

item~, F < 1 Planned comparisons performed to examme the difference 10 error rate 

hetween homophone foils (e.g. object-BREAK) and spelling contraIs (e.g. object-

BRA VE) revealed that the dlfference was slgmficant for low frequency words with low 

frequency exemplars (14.6%), F(1,l1) = 16.25,p < .01 by subjects and F(1,192) = 

5.95, p < 02 hy items, and was slgnificant by subjects for pseudowords with low 

frequency exemplars (R.3%), F(1,ll) = 7.07, P < .05, but not by items, F(1 ,192) = 

2.62, P > .05. These were the two groups that produced the large st differences in 

Experiment 2. In Expenment 2, the item analysis for pseudowords ~pproached 

slgniflcance (p < .07); here it was not slgnificant (p = .11). None of the other differences 

approarhed slgmficance. The differences in mean error rates between homophone foils 

and spelhng con troIs for the six groups are presented in Figure 5. 

Planned comparisons between homophone foils (e.g. obJect-BREAK) and homophone 

controls (e.g. lIving thing-BREAK) 1Odi~dted that significantly more false positive errors 

were made on homophones foils man on homophone controls for low frequency words 

with low frequency exemplars, F(1,ll) = 24.01,p < .001 by subjects and F(1,192) = 

7.67, p < .01 by Items, and the difference was significant by subjects for pseudowords 

wlth low frequency exemplars. F(1,ll) = 7.07,p < .05, and approached significance by 
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items, F(1,I92) = 3.I3.p < .08. These were the two group'" that pnxiul'cd slglllfll'.\I1t 

differenees ln Expenment 2. The differences In mean error rates hctwl'en homophollc full .. 

and homophone controis for the :oIX groups are pre:oentcd 111 figure 6 

In sum, the overall size of the differcnee between homophone t'mIs and ~pclhng 

controls was smaller (by 1 5%) than 111 Expenment 2 ~md only approache,d ~Igl11fll'anl'l' 

here. The differences were large~t ln the ~ame two group' a~ Hl Expenmenl 2. The overall 

size of the difference between homophone fOlI" and homophone controb wa!-. abo smallcr 

(by 3%) than in Expenment 2 hut remallled ~lgl1lficant. The differcncc wa" al ... o largc~t III 

the same two group' as 10 Expenment 2. In contrast to the ahsence of a targel frcqucnl'y 

effeet 10 Expenment 2, here fewer errors were made on p!-.eudoword~ than on hlgh or Inw 

frequency words. 

NO Reaction Time Data. As in Expenments 1 • .md 2, a ~lIbJcet\ rc~pon"c latcflCY 

for an Item was only included 111 the analyses if the subject re'>pondcd correctly 10 11 and the 

other three member~ of the stimulus quadruple (e g. obJect-BRAKE, ohJect-BREAK. 

object-BRAVE, lIving thmg-BREAK). ThIS entenon wa!-. met hy 73 7% of re"pon"e .... 

Another 19.4% of responses were correct but were di\carded becau ... e the ,UhJCCI madc an 

error on another member of the quadruple. Essentlally the ~amc re~lIl[\ were found whell 

all correct reaction limes were mc1uded. Flve percent of respome ume,> were greater than 

1500 ms and were replaced WIth times of 1500 m~. Subject~ re<;pondcd more ~Iowly III 

Experiment 3 than in Experiment 2 by an average of 124 m'l. 

The i~(lin effect of category-target relation in the NO latency data wa\ not ~igmfïcant, 

F(2,22) = 2.94, P > .05 by subjects and F < J by Items. DeCISIon latenCle., were 9 J 9 

ms for homophone foils, 915 ms for spelhng comrols, and 896 m'l for homophone 

controls. In Experiment 2 the difference between homophone foil., and ,>pe1hng control,> 

was 4 ms and the differellce between homophone foib and homophone controh wa" 34 

ms. 
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The main effect of target frequency was slgmficant by subJects, F(2,22) = 13.88, P < 

001, and hy item~, F(2,192) = 13.73, P < .001. SubJects responded more quickly to 

p~eudoword~ (H65 ms) than to hlgh frequency words (935 ms) and low frequency words 

(930 m~). Thl~ I~ In contrast to the results of ~xpenment 2 where high frequency targets 

wcre responded to fastcrthan low frequency word~ and pseudoword~ 

No other dlfference~ were found ln Expenment 2, and here there were two further 

effect~ that wcrc !-.Ignificant In the ~llbject analysls only. The interaction of category-target 

relatIon and Ulrget frequency was significant by subJects, F(4,44) = 7.72, p < .001, but 

not by ltem~, F(4,192) = 1 50, p > .05, and the mteraction of category-target relauon and 

cxcmplar frequcncy wa~ slgmficant by subJects, F(2,22) = 4 89, p < .02, but not by 

I1em~, F < 1 NeIlher the main effect of exemplar frequency, nor the triple interaction 

were ~ignificant by ~uhject~ or Items. 

YES Response Latcncies. An Item was mcluded in these analyses only if a subJect 

made hoth a fabe posltlve error on the homophone fOlI and correcüy accepted the matched 

cxemplar Seven out of 82 false positIve errors on homophone foils were not included 

Oecau!-.e the ~uhJect failed to respond correctly to the correspond mg exemplar. SubJects 

rc-;ponded YES 12 ms [aster to exemplars than to homophone foih, but the difference was 

Ilot ~iglllfïcant hy suhJects, t < 1, or by items, t(62) = l.28, P > .05. The dlfference was 

94 ms for low frequency foils wnh Iow frequency exemplars and their matched exemplars, 

hut thl~ dlfference was not slgmficant, pmhably because only 24 false positive errors were 

made on word~ ll1 this group. Fewer were made in each of the other groups. 

Discussion 

111C suhJects In Expenment 3 responded more cautiously than subjects in Experiment 2, 

trading off speed for accuracy. They made 3.1 % fewer errors than subjects in Experiment 

2, hut thelr decblon Iatencies were 124 ms siower on average. 

The eVldence for phonologlcal medlation was weaker than in Experiment 2. The 

ovcrall dlfference between homophones and spelhng comrois was 1.5% smaller than in 

• 
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Experiment 2 and only approached slgmficance. The dlfference for low frequcllcy WOIt\-. 

was 2% smaller and the difference for pseudowords was .3 5lfr smaller, and hoth wert' IIll 

longer slgmficant. However, low frequency fOlls with low frequency exemplar~ stIll 

proJuced sigmficantly more errors than speIlmg contmls, and 111 fact, the numencal 

difference was the sarne as in Expenment 2 (14.6%). The difference hetween 

pseudohomophone fOlls wlth low frequency exemplars and thelr spelltng contrais dropped 

by 2.1 % to 8.3%, and although the dlfference was still significant by suhjects, Il no longer 

approached significance by items. 

Van Orden et al. (1988) have argued th.:'. evidence for phonologlcal medlation of the 

access of meamng IS tne finding of a slmilar-sized homophone fOlI effeet for word!'. and 

pseudowords. One possIble interpretation of the stmnger dfect for low freqllency won\-. 

here IS that it may reflect, at least 111 part, the retneval of phonological mfonnatlon 

followlIlg the access of meamng. However, severfll aspects of the data '.lIggc~t lI1!'.tead that 

it was the pseudowords that were processed rather dlfferently Hl Expenment ') Whlk the 

overall drop in error rate from Experiment 2 to Experiment 3 wa~; J 1 (}i-), the drap wa'. 

5.9% in eITors made on pseudowords and only O.R% for low frcqllency word~ ln 

Experiment 3, subjects produced significantly fewer error~ and fa<;ter latencle~ on 

pseudowords than on either high or low frequency words. In contra,>t, 111 E'l:pcnrncnt 2, 

there was no effect of frequency on errors, and 1.1 the latcncy data, hlgh frequency word<; 

were responded to most quickly, low frequency word~ had longer latencie~) and 

pseudowords had the longest latencles. The<;e oh~ervatJom suggc'.t that the manner In 

which the task wa..'\ perfonned changed In a way that faclhtated the detectlOn of 

pseudowords. One posslbility IS that under condItJOn~ whcrc deCI'.lOn~ are dlfficult, 

subjects may also use orthogIaphic famiharity informauon to detect p~eudoword~. Thl~ 

additional information would be useful only for pseudowords since the correct respon'.c 

for a pseudoword is always NO but the correct respon~e for a word depend~ on It\ 
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meaning. 

The result!> of Experiment 3 were again consistent with Van Orden's account of a 

spellmg check procedure, since subjects made more errors on homophone foils when they 

had low frequency exemplars than when (hey had high frequency exemplars. The 

prolonged NO decl!>ion latencies, particularly for words, suggest that subjects were 

perfonning this check more earefully than in Experiment 2 beeause of the higher proportion 

of homophones. The failure to observe a slgnifieant difference between YES latencies on 

exemplar~ and false positive latencies on foils is also consistent with Van Orden et a1.'s 

(1988) observations. Th.~y claimed that chis wa<; evidence that orthographie infonnation 

does not contribute to YES responses. However, there was a 94 ms difference between 

low frequency foils and matched low frequency exemplars that was very likely not 

significant because it was based on only 24 responses. This observation suggests that it 

wou Id he premature to make the conclusion that there is no influence of onhography from 

the present data. Further evidence from a much larger number of faIse positive errors is 

needed. 

In sum, the results of Experiment 3 suggest that when a high proportion of 

homophones are included in a semantic decision task, it is perfonned more slowly and 

performance on pseudowords is bettcr relative to words, but the pattern of responses on 

words changes very little. These results suggest that phonological recoding cannot be 

strategieally controlled, contrary to previous claims (Coltheart, 1978; Davelaar et al., 

1978; Hawkins et al, 1976; McQuade, 19f,I). Coltheart (1978) has argued that the visual 

route is usually faster th an the phonological route. Ifincluding a high proportion of 

homophones in the experiment forces subjects to abandon phonologicaI recoding, 

ColLheart's view suggests that latencies should have become faster, not slower. In 

addition, if subjects 'Nere using a visual recognition strategy, no effect of homophony 

would bc expected; however this effect was observed for low frequency foils with low 
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frequency exemplars. The resnlts of Experiment 3 suggesl lhal thc cffcl't of lIldudlllg 

many homophones was not to change the code subJects used to acce~s mcalllng. hut rat he! 

it extended the orthographie chee king process. This, perhap" in combmal1on wlth an 

orthographic fami li arit y strategy, made pseudowords more hkely to he dctcctcd 

Prior evidence for the ability to avoid the use of phonology came f rom ta~ks that do not 

require that meaning be accessed. Hawkins et al. (1976) employed a tachlslOSCOpll' lask 

which can be perfonned using the orthographie pattern. Davelaar et al. (1978) and 

McQuade (1981) used lexical decision which, as discussed in the mtroduCtlon, may he 

perfonned on the basis of orthographie famiharity (Balota & Chumbly, 19X4; Besncret al.. 

1984; Gordon, 1983; Seidenberg & McClelland, 1989; Waters & SCl(icnherg. 1(85). 

Thus the laek of phonologie al effects found in these studles when a hlgh proportIon of 

homophonie stimuli were included may not refleet the absence of phonologlca) mcdtatlon 

of the aceess of meaning but rather may reflect a SwilCh to a superficml orthographic 

strategy. No finn conclusion regarding the use of phonology in the accc~s of meaning can 

be made, then, from these studies. The category decision task, on the olhcr hand, reqUlre~ 

that the meanings of words be aceessed, and thus IS more suited 10 provlde eVldence ahoul 

phonological mediation. The results of Experiment 3 suggest lhat phonological mediation 

is nol an optional strategy for low frequency words. 
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Experiment 4: 

The Effect of Spelling Similarity 

The finding in Experiment 3 that subjects did not abandon phonological recoding 

when the experiment contained a high proportion of homophones was surprising given 

previou~ daims that subjects can strategically control their use of phonological information. 

The conclusIOn that phonological recoding was occurring was based on the observation 

that subjects produced more false poSItive errors on low frequency foils with low 

frcquency excmplars than on spclling con troIs. Expcril11cnt 4 was designcd to replicate this 

result with a largcr number of stimuli. Only 12 words wcre includcd in each group in 

Experiments 1-3, primarily because of the difficulty finding high fr~.quency homophones. 

More homophones are available if only low frequency pairs are required. Fourteen new 

homophones were addcd in Experiment 4. Two words, FLEA and POLE, that had 

produced more errors than other homophone foils in Experiments 1-3 were not included to 

ensure that these words were not unduly affecting the results. 

In addition, Experimellt 4 included a spelling sirnilarity manipulation. That is, it was 

also designed to deterrnine whether more faIse positive errors are made on homophone 

foils such as ALTER that are very similar in spelling to their exemplars (ALTAR) than on 

homophone foils such as SLA y that are much less similar to their exemplars (SLEIGH). 

Van Orden (1987) argut"..d that if a spelling check is performed on phonologically activated 

candidates, then more errors should he made when exemplars and foils are similarly 

spelled. A phonological impostor (the exemplar) should he more likely to slip by the 

spelling check if its spelling is sirnilar to the target foil than if its spelling is dissimilar. He 

found a larger difference hetween homophone foils and spelling controls when exemplars 

were spelled similarly to their foils. This effect should he especially strong in Experiment 

4 if the consequence of inc1uding a large proportion of homophones is to force subjects to 

perform this check more carefully. 
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In sum, if the results of Experiment 3 rephcate and phonological recodmg cannot he 

prevented, a significant difference between homophone fOiI ,md spelling control crnm, 

should be found. And, if a spelling check is perfonned, more errors should he made on 

foils that are similar to their exemplars than on dissimilar foils. The homophone control 

condition was not included in Experiment 4 because aH three prevloll~ expenmcnt~ 

demonstrated that the higher error on homophone foils could not he attnhuted to a more 

general difficulty in processing homophones. 

Method 

Subjects. Twelve McGill University undergraduates were paid $5 each to particlpate 

in the study. AlI were native speakers of English. 

Stimuli. As in Experiments 2 and 3, the category narnes used were LIVING 

THING and OBJECf. There were 72 experimental words (these are presented in 

Appendix B) and 198 tiller words. Twenty-four of the experimental words were 

homophone exemplars, 24 were the other rnember of the homophone pair and served a~ 

homophone foils, and 24 were spelling comrols. AlI were low frequency words. Twclve 

of the exemplar-foil-spelling control triples had foils and spelling comrols that were spelled 

similarly to their exemplars (e.g. AL TAR-AL TER-AJAR). The mean similanty of the f01h 

to the exemplars (using Weber's, 1970, measure) was .72 and the me an simllanty of the 

spelling controls to the exemplars was .76. The remaimng 12 tnple" had fOlls and <'pdling 

controls that had spdlings that were not sunilar to their exemplars (e.g. SLEIGH-SLA Y­

SLAM). The mean similarity of the foils to the exemplars was .52 and the mean ~Imllanty 

of the spelling con trois to the exemplars was .50. (Theoreucally, values on thl" mea~urc 

range from 0 to l, but few homophone pairs have similarittes les" than 40 or greater th an 

.8m. Exemplars, foils, and spelling controls were matched for frequency and length. The 

mean frequencies, respectively, were 4.3,4.6, and 6.3 for the similarly ~pelled triples and 

5.3,5.8, and 5.9 for the dissirnilarly spelled triples. Half of the exemplar~ in each group 
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were members of the category LIVING THING and half were members of the category 

OBJECT. Since the homophone foil condition was not included in this experiment only 

thrce lists were nceded. Each membcr of a stimulus triple (exemplar, foil, spelling control) 

was placed on a different list, wl:h the result that 24 expenmental words, eight of each 

category-target relation, appeared on each list. 

Sixt y-six filler words also appeared on each list, and 56 of these were homophones. 

Sixteen of the homophone fillers were LIVING THINGS, 16 were OBJECfS, and 24 

were not exemplars of their categories. Five of the nonhomophone fillers were members 

of their categories and five were not members. Thus, of the 90 words on each list, 45 

were preceded by the category LIVING TI-lING and 45 were preceded by the category 

o BJECr, and within each category, h~ If of the words were exemplars and half were not. 

Each list was composed of 80% homophones and 20% non homophones. No word 

appeared more than once in the experiment, and no pseudowords were included. Sixteen 

other words were chosen for a practice list. Half of the words were preceded by the 

category LIVING THING and half were preceded by the category aBJECT, and half of 

each were members of their categories. 

Procedure. The viewing conditions and procedure were exactly the same as in 

Experimcnts 1-3 except that the experiment required only three 15 minute sessions. 

Results 

One word triple (object: CORD, CHaRD, COD) in the high similarity group was 

removed from the analysis bec au se 10 of the 12 subjects made an error on the spelling 

control (COD) and the two others had latencies of longer than 1500 ms. This item was 

ambiguous because it is a LIVING THING, but most people see il in a frozen package at 

the supennarket and so it could also he an CJJEcr. 

There were two factors in the analyses of the NO data, orthographie similarity (similar 

vs. dissimilar) and category-target relationship (foil vs. spelling control). The data were 
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analyzed as in the previous experiments. 

False Positive Error Data. The differences in percent errors bctween homophone 

foils and spelling controls are presented in Figure 7. TIlere was a main effeel of eategory­

target relation that was significant by subjects. F(1.tl) = 9 46, p < .0 l, and wa!. 

marginally significant by items, F( 1 ,42) = 3.88, p= .056 Suhjeets made more error!. on 

homophone foils (18.4%) than on spelling controls (7.9%). The mteractlon of category­

target relation and similarity was significant by subjects, F( l,11) = 695, fJ < .05, hut not 

by items, F(1,42) = 1.88, p > .OS. Simple main effects rcvealed a ~Igmficant dtffcrcnee 

between homophone foils and spelling controls for foils that are spellCd slmilarly to thdr 

exemplars (18.2%), F(1,ll) = 13.12,p <.01 by !o.ubjects and F(1,42) = 5.35,fJ < .05 

by items, but not for dissimllarly spelled words (2.8%), both F's < 1. 

NO Reaction Time Data. A subjeet's response lateney wa~ only tnc\uded 1f1 the 

analyses if the subject responded NO correetly 10 il and the other two memhcr~ of thc 

stimulus triple. This criterion was met by 66.7% of responses Another 19.0% of 

responses were correct but were disearded because the suhjects made an crror on anothcr 

member of the stimulus triple. A total of 5.6% of response times were bTfealer than 1500 

ms and were replaeed with times of 1500 ms. 

The main effeet category-target relationship was not signifieant, both F's < 1, nor was 

the interaction of eategory-target rclationship and similarity, both F's < 1. Subject~ took 

20 ms longer to make decisions about homophone fOlls than spelling controb when they 

were spelled sirnilarly, and 35 ms longer when they were spelled dissimilarly. 

YES Response Latencies. An item was included in these analyses only If a <;uhJccl 

made both a faIse positive error on the homophone foil and correctly accepted the 

eorresponding exemplar. One out of 40 false positive error., on homophone foib wa<; not 

inc1uded because the subject failed to respond correctly to the f'orresponding exemplar. 

There was no difference between YES lateneies for homophone fOlI~ Œ9R m~) and 

exemplars (896 ms), both r's < 1. The differenee for the !.imilarly spellcd group alone 
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Figure 7: Mean percent errors for foils and spelling controls in Experiment 4 as a 

function of their similarity to corresponding exemplars. 
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was not sigmficant either, both rIs < 1. 

Discussion 

Low frequency homophone foils with low frequeney exemplars produeed more errors 

than spcIhng con troIs in Experiment 4. Because additional words were inc1uded in this 

expenment, 1l suggests that the effeet found for this group in Experiment 3 was not specifie 

to the !>l11all set of words used. Thi~ is further evidence for the daim that the use of 

phonoIoglcal Information eannot he strateglcally eontrolled. If subjects had been able to 

prevent phonologIcal recodmg, then there should have been no difference between 

homophone fOiIs and spelling controls. Experiment 4 also demonstrated that the difference 

10 error rates on homophone foils and spelling controls is larger when the foil and exemplar 

are sinularly spelled. This suggests that subjects were performing a spelling check on 

phonologlcally actIvated candidates, and that the spelling check was less likely to catch a 

phonological Impostor if its spelling was similar to the target homophone foil. Thus, 

Experiments 1-4 have demonstrated that homophone foils do not in general produce more 

errors than spelhng controls. Rather, the effect is limited to low frequency homophone 

foils that are spelled similarly to their low frequency exemplars. 
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Implications of Experiments 1-4 for Word Recognition Theories 

According to Van Orden (1987), targets are phonologically recoded, and the 

phonological representation activates candidate lexical entnes The 11l0~t aCllve of the 

candidates is submitted to a spelhng check Its spelling is compared to that of the target. 

False candidates ure more hkely to pass the spelhng check. If their spelhng I~ unf:umltar 

and/or they are spelled similarly to the target. Thl~ propo~al predlct~ that more false 

positive eITors should he made on homophone fOils than on spelhng control., whcn fOlb 

have low frequency exemplar~ and/or when exemplars arc ~pclled simliarly to the target 

foils. The results of Experiment 1-4 support these prcrl!ctlOns The observation that the 

use of phonological infonnation is not strategically controlled hy the suhJect i~ a1so 

consistent with his view. 

A further claim that Van Orden (1987) made was not supported hy the results of the 

present experiments. He argued that both high and low frequency words are 

phonologie aIl y reeoded, yet no evidenee for the phonologleal medlatIon of the meanlllg'> 01 

high frequency words was found in Expenmems 2 and 3 when pnming from the catcgory 

name was avoided. However, when exarnined more c1osely, his view does not prcolct a 

difference in the false positive eITor rate between high frequency homophone fOi)., and 

spelling contraIs, although it does preruct a !'mall difference 10 the NO latency data ln the 

case of high frequency foils with low frequency exemplars, th~ foil would he ~ubmlttcd to 

the spelling check frrst, and beeause its spelling is f:tmlhar, lt should easily pa~.,. Thu., 

there should be no more errors and no longer lateneies than for c;;pelhng control., (n the 

case of high frequency foils with high frequency exemplar~, the exemplar would he 

submitted to the spelling check first when it was hlgher in frequency, hut bccau'ic Il'> 

spelling is familiar, the spelling check should easily detect that Il I~ not the target pre~entcd 

The foil would be submined next, and again an error should not he made hecause it~ 

spelling is familiar. Thus for this group, the theory would predlct longer latencle~ for foil., 
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than for :>pelling con trois and no effect in the error data The effect in the latency data 

would be weak because only the exemplars that are higher frequency than the foil would be 

chosen for the spelling check first. The only case where Van Orden's view predicts more 

errors on foils than on spelling controis is when the spelling of both the foil and the target 

were not famillar. This is what was observed In Experiments 2 and 3. 

A consequence of the above analysis IS that a comparison of false positive error rates on 

homophone foils and spelling controls i~ not capable of determining whether the meanings 

of high frequency foils are phonologically medJated and the spelling check is efficient, or 

whether they are accessed on a visuaJ basis. Sorne evidence might be obtained from the 

NO latency data, although a problem with making inferences from this data was pointed 

out earlier. NO latencles may include post-recognition semantic processing that may mask 

small recognitIon effects. There was no difference between high frequency homophone 

foils with high frequency exemplars and their spelling controls in the NO Iatency data eimer 

10 Experiment 2 or 3. Van Orden's view wou Id also predict a delay in decision latencies 

for low frequency foils with high frequency exemplars, and this was also not observed. In 

both Experiments 2 and 3. latencies for the se foils were actually slightly faster than for 

spelling controls. 

Van Orden et al. (1988) argued that the observation of similar YES latencies on 

exemplars and homophone foils indicated that the exemplars did not benefit from having 

onhographic information consistent with the YES response. In Experiments 2-4 there was 

no significant difference between foil and exemplar YES latencies, however it was argued 

that strong conclusions could not be drawn from this data because incorrect YES latencies 

may arise from an earher pOInt in processing than correct YES larencies, and beciluse the 

analyses were based on too few items. Van Orden et a1.'s (1988) analyses were also based 

on a small number of responses. In their Experiment 1, the analysis of word latencies was 

based on an average of 2.1 scores per subject, and in their Experiment 2, it was based on 
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an average of 3.3 scores per 'iubjeet. TIlUs, il is unclear from these data whether l''erc I!'. 

orthographie acuvatlon of rneaning. There was a hmt from Expentnc;)t 2 that !'.omc 

orthngraphic infonnation contnbuted to the activation of word Illcanmg" in Van Ordl'Il\ 

(1987, Expt 2) tachistoscope experiment. EVidence that SpcClflC category name!'. pfllllC 

exemp1an. suggests that the fa1se positive error rate !'.hould have heen tl1l1ch hlgher m 11IS 

experiment if no orthographie infonnatlon was availahk. 

ln surn, the results of Experiments 1-4 have provlded some support for Van Ordcn\ 

(1987) theory. There was evidenee for phonologleal rnethatlon for low frclIlIcncy word,­

and there was evidence for the use of a spelhng check. Funher data on hlgh frequcncy 

words is required to deterrnine whether he IS correct III ~ay\l1g that thclr mcanlllg'- arc 

phono10gically rnediated. AIso, more evidence i~ reqUlred to dctem1InC whclhcr 

orthographie infonnation directly activates ward meamngs If ~uch eVldcnce werc found, 

it wou Id contradict Van Orden's (1987) hypothesis that hottom-up actIvatIon 1'- exduslvcly 

phono10gical. 

The dual route view, in contrast, assumes that skilled readers qUlckly actIVate the 

meanings of high frequency words on a vlsual hasls, and therefore correetly predlct~ no 

difference between high frequency homophone fOlls and spelhng con!:"ols For low 

frequency words, activation from onhogmphy to meanmg IS presumed to ~ !'.Iowcr and/or 

weaker (although not in Coltheart's verslOn of the theory), and ~o pht)nologlcal 

infonnation can influence the activauon of the semantle reprc!'>entatlOn (Scldcnhcrg, 19X5, 

Seidenberg & McClelland, 1989). This vlew correctIy predict<. a dlfferencc hctwecn 

homophone foils and spellmg comrois for low frequeney word~ Bccau\c the mcalllng\ of 

low frequency words are activated from onhography and phonology, 11 l'an aJ<..o account 

for the finding that more errors are made on hornophone~ fOlI\ that are ~pcl1cd ~Imtlarly to 

their exemplars. When 10w frequency foih are pre:sented (e.g. ALTER, SLA Y), the 

meanings associated with simi1arly spelled exemplars (e.g ALTAR) will recclve actIvation 
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from both orthographic (e.g. A,L,T,R) and phonolo~cal codes but dissimilarly spelled 

exemplar~ (e.g. SLEIGH) will receive actIvatIon primarily from ph:mological codes. Thus 

simllarly spelled exemplars will be better able to compete with the foil. Finally, dual route 

LI ~orj provlde~ an explanatlon for Van Orden's (1987, Expt. 2) tachistoscope experiment 

results False posItlve error~ on homophone f01ls would be less than expected given 

pnming of the exemplar if there is activaùon of the fOll's meaning from orthography. 

Dual route theory does, however, have dlfficulty accounting for the larger number of 

error~ made on fOlb Wlth low frequency exemplars than those wlth hlgh frequency 

exemplars. High frequency exemplars should he acnvated more strongly than low 

frequency exemplars, and thus should he better able to compete with the foil. To aeeount 

for effects of exemplar frequeney, a spelling check could be added that b used when two 

or more words are highly acùvated. This could involve waiting until more evidence 

accumulate~ from the orthographie route, exarnining the output of the orthographie route 

alone, or examimng the OrthOgraphIC eode alisociated with each meaning to see if it matches 

the mput orthographIc code. The spelling check would he more effective for high 

frequency exemplar~ than for low frequency exemplars. In each case, however, a delay in 

processing would be expected for homophones relative to spelling controis when they are 

low in frequency, and no sueh effeet was observed. The finding that subjects cannot 

strLlteglcally control the use of phonological informaùon contradicts Coltheart's (1978) 

vicw. but IS consIstent with Seidenberg and McClelland's (1989) dual route mode!. 

In sum, dual route theory also aecounts for sorne of the evidenee in Experiments 1-4, 

but to aceount for the effeet of exemplar frequeney, a spelling eheek had to be added on. 

Dual route theories do not assume that a spelling check normally oceurs in word 

recognition because acùvatIon of meaning by orthography is usually sufficient to 

distingUlsh between mernhers of a homophone pair. 

Nei ther Van Orden 's (1987) theory nor dual route theory can account for all of the 

findlOgs of Experiments 1-4. Further evidence from high frequency worcls is exarnined in 
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Experiments 5 and 6 to test the contradictory views these theories have about phonologleal 

mediation of the meanings of high frequency words. In addition. Expenments 5 and 6 

examine whether the spelling check is a necessary component of word recogmtlon a~ 

Experiments 1-4 and Van Orden's (1987) ùleory suggest, or whethcr it is a specml stmtegy 

as dual route theoI)' suggests. 
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EXPERIMENTS WITH HOMOPHONE EXEMPL"'.R TARGETS 

Experiment S: 

The Effect of Priming the Foil 

The results of Experiments 1-4 suggest that access to the meanings of low frequency 

words is phonologically mediated, and that a spelling check is performed on 

phonologically activated candidates. However, it is possible that the spelling check is a 

strategy used by subjects when the experiment contains homophone foil trials. 

Orthographie infonnation from the foil target may give its semantic or lexical representation 

a small advantage over that of the exemplar, but wh en subjects become aware that sorne 

targets sound hke an exemplar of the category but are not exemplars, they may check their 

spellings carefull y to preven t errors. Van Orcien (1987) acknow ledged that his tindings 

cou Id not determine whemer the spelling check is always perfonned or is only performed 

when the experiment contains homophone foils. If a spelling check is performed only 

when the experiment contains homophone foils, this would imply that there is usually 

enough orthographie information available to distinguish between members of a 

homophone pair. 

Experiment 5 was designed to examine whether subjects use a spelling check when no 

homophone foil trials are included in the experiment. Instead of examining perfonnance on 

homophone foils, responses on homophone exemplars were examined. Van Orden's view 

still predicts that the spelling check will occur, and that subjects will make ft. 'uer errors on 

exemplars when the other member of the homophone pair is high in frequency. When the 

spelling of the other member is familiar, the spelling check should be better able to detect 

that il does not match the exemplar target than wh en ilS spelling is unfamiliar. The dual 

route view. on the other hand, predicts mat subjects should he more likely to make an error 

on a homophone exemplar if the other member is high in frequency. The meaning of a 
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high frequency foil would he activated more strongly than that of a low frequcncy foil. and 

thus would be better able to compete with the meaning of the targ~t ext:mplar. (1'11 

continue to use the tenn foil to refer to the member of the homophone pair thal IS nOI an 

exemplar of the category). 

In order to be able to examine effects of the frequency of the foil in sklllcd readers who 

make few errors on target words that are correct exernplars of the category, Experimcnt 5 

compared perfonnance on homophone exemplars with perfomlance on these exemplars 

when the foil was made more salient by primmg it with a semanucally relatcd word. That 

is, in one condition exemplars were preceded by a word semantIcally related to the fOlI 

(c.g. SHA11ER-BRAKE) and in the other the y were preceded byan unrelated word (c.g. 

BOLD-BRAKE). If a spelling check is carried out, priming the foil should make It more 

likely to be checked frrst, and foils with unfamiliar spelhngs are more likely to erroneoll~ly 

slip by. According to dual route theory, increasing the activation of the foil should cause 

subjects to make more errors or produce longer decision latcncies on homophone 

exemplars with high frequency foils. 

Another advantage of examining YES responses on homophone exemplars is that this 

method may he more likely to reveal an effect of phonology for high frequency words, If 

such an effect exists. In the previous experiments, evidence for the use of phonology came 

primarily from errorresponses, and subjects did not rnake rnany eITOTS on high freque.lcy 

words. It was argued that the failure to find effects for high frequenc y words could occur 

either because access to their meanings was phonologically mediated but tlle spellIng~ wcrc 

weIl known so the spelling check did not eIT, or because the Ir meanings were acces~ed 

directly on the basis of visual infonnation. There were no clear effects of hornophony for 

high frequency words in the NO latency data, but time to decide that a word is not an 

exemplar of a category may inc1ude considerable processing after the meaning of the word 

had been obtained. Thus, correct YES responses should he a more sensiùve measure of 
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effects of phonology. If both the correct and foil meanings of high frequency homophones 

are activated to sorne extent, then increasing the activation of the foil meaning should cause 

subjects to prod;Jce longer decision latencies or make more errors on the homophone 

exemplars. If subjects quickly determine the meaning~ ûf hûîTIOphones before semantic 

representatIons receive activation from phonologie al representations, then there should he 

no effeet of the priming manipulation. 

Underwood and Thwaites (1982) conducted a lexical decision experiment that also 

made use of pairs of words in which one was a homophone (e.g. WAIST) and the other 

was a word semantically related to the other memher of the homophone pair (e.g. 

RUBBISH). The two words were presented simultaneously; the semantically related 

words appeared in the same location as the fixation point had been, and the homophones 

were presented to the right of fixation and were pattern masked. The subjects' task was to 

decide wh ether the stimulus that appeared centrally (e.g. RUBBISH) was a wo.d or not. 

They found that response latencies to central words were slowed when the word in the 

periphery was a homophone (e.g. WAIST) whose other member was related to the target 

as compared to a condition when the word in the periphery was an unrelated homophone. 

Underwood and Thwaites attributed this effeet to the use of phonologie al infonnatioll in 

decision processes sin ce the peripherally presented word would usually be processed after 

the centrally presented target woret. In Experiment 5, the word semantically related to the 

foil was presented prior to the homophone and thus could influence early processing of the 

homophone. 

PreUminary Study 

Before the main Experiment 5 was conducted, a preliminary study was run. This was 

needed to ascertain that the semantically related words used actually did prime the foil 

(e.g., that SHA TfER primes BREAK). An experimenter could choose words that are 

semantically related to the foil, but these rnight not necessarily cause subjects to respond 
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faster to to the foil when they prr-ccde it. In the prehminary study, two scmantically relatt'd 

words were chosen for each foil (e.g. SHA l'TER. FRACTURE). Foils were presented 10 

subjects three times, in separate sessions. once preceded hy each semantically re1ated 

word. and once preceded by an unrelated word. The semantically related word that causcd 

the greatest decrease in response latency for each foil was chosen as the prime for the main 

experiment. An analysis was then don~ to ensure that these prime~ did IIldeed result in 

significantly faster response latencies on foils than when foils were preceded by an 

unrelated word. 

Neely, Keefe, and Ross (1989) have argued that semantic priming effects could be due 

either to automatic spreading activation or to strategies such as the genemtion of 

expectancies and post-lexical semantic matching, depending on how the lask is sel up. To 

reduce the likelihood that priming effects were due to subject strategies, a continuolls 

semantic decision task was used. Words were presented one at a ume and suhJecIs made 

decisions to each item. Primes appeared as a nonnal trial prior 10 the target trial. SllhjccI~ 

were not toid that sorne successive trials were related. Funher, the proportion of relatcd 

trials was kept low by including flUer words unrelated to precedmg words (sec Neely ct 

al., 1989; Seidenberg. Waters. Sanders. & Langer, 1984; Tweedy et aL, 1977), and none 

of the primes were high associates of the targets (see Fischler, 1977). 

Method 

Subjects. Eighteen McGill University undergraduates were paid $8 each to 

participate in the study. Another 15 subjects volunteered to flll out a questionnaire. Ali 

were native speakers of English. 

Stimuli. The target stimuli were the homophone word foils that were used ln 

Experiments 1-3 (e.g. object-BREAK). The pseudohomophone foil~ (e.g. objcct­

SHEWS) were not included because in the main study the excmp]ars were presented, and 

their exemplars are not homophones (e.g. SHOES). For each of the 48 foils, two 

semantically related words were chosen to serve as primes (e.g. SHATrER and 
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FRAcruRE for BREAK). TInee experimentallists were created with each LIVING 

THING foil appearing once on each list, and three lists were created with each OBJEcr 

foil appearing once on each list. Across the three lists, foils appeared once preceded byan 

unrelated word, once preceded by one of the semantically related words, and once 

prcceded by the second semantically related word. These trials were distributed among the 

11sts such that on 8 of the 24 experimental trials on each list the foil was preceded by an 

unrelated word, and on 16 of the trials the foil was preceded by a semantically related 

word. An additional 112 fillers were inc1uded on each list; 80 were exemplars of the 

category and 32 were not exemplars. The flliers reduced the percentage of related trials to 

10% of the trials on a list. Thus, each of the six lists contained 80 YES trials and 80 NO 

trials. The fillers were placed randomly on each list, although not between prime-target 

pairs. The category names did not appear on the lists since the same decision was to he 

made about all words on a given list. Two practice lists were created, one for the LIVING 

THING category and one for the OBJEcr category. Half of the items on each list were 

members of the category and half were not. 

A questionnaire was created that listed each of the 96 semantically related prime words 

with a blank line beside each one. Instructions on the top of the page asked subjects to 

write down the fiTSt related word that came to mind for each of the words on the list. This 

dala was collected to ensure that the targets were not highly associarively related to the 

primes (e.g. BREAD-BUITER). 

Procedure. The questionnaire was distributed to 15 subjects who were asked to fiU 

in the fiTSt related word that came to mind for each word on the list. They were instructed 

not 10 spend too much rime on any item. The 18 other subjects completed three 

experimental sessions, each lasting 30 minutes. The sessions were separated by at least 

one week. In a session, the subjects were told the name of a category and saw the practice 

trials followed by a list of 160 trials for that category, and then were told the name of the 
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other category and saw the practice trials and a list of 160 trials for that category. Sllh.ll'ct~ 

were given feedback on each practice trial to ensure that they under~tood the task. SuhJect 

saw each of the six lists once. The order of presentation of the experimentallists was 

counterbalanced across subjects sueh that each hst was presented JO each of the six hs! 

positions three times. Words were presented on the sereen one at a lime and remained until 

the subject responded. Subjects were not toid that wo;-ds on ~ome trials were semantically 

related to words on the subsequent trial. The intenrial interval was Is. Other aspects of 

the procedure are the same as in the preyious experiments. 

Results and Discussion 

The 2.8% of response rimes that were greater than 1500 ms were replaced with time~ of 

1500 ms. Item means were then caleulated for foil targets (e.g. obJect-BREAK) preccded 

byeach of their semantieally related primes (e.g. SHA TTER, FRACfURE). The pnme 

that was associated with the shortest response time on the succeed1l1g fOlI wa~ chosen. 

These are presented in Appendix C. The questionnaires were exammed to ~ec how often 

subjects produced the foil target given the chosen prime word. Targets werc produced on 

32 occasions out of a possible 720 (4.4%). In one ease (ENCOUNTER) 6/15 subject~ 

produced the foil (MEEn, in three cases 4/15 subjects produeed the foil, and 10 the nlOc 

other cases thTee or fewer of the subjects produced the foil. Thus, the chosen semantIcally 

related prime words are not highly associatively related to the foil targets. 

Responses on foil targets when they were preceded by an unrelated word and whcn 

they were preceded by the chosen prime word were submitted to analyses of variance 

There were three factors in the analyses, prime condition (primed vs unpnmed), foil 

frequency (high vs.low), and exemplar frequency (high vs. 10'''''), They were aH treated ac., 

within factors in the analyses by subjects. In the analysis by Items, pnme condition was 

treated as a within factor (since exactly the same words were used in both condJtion~) and 

the other two factors were treated as between factors. Percent errOi s were arcsine 
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.. transfonned prior to analysis . 

There was a significant effeet of prime condition in the error data, F(1, 17) = 13.04, p 

<.01 by subjeets and F(1,44) = 10.65,p < .01 by items. Subjects produced fewer 

errors on foils when they were preceded by a semantically related prime (6.6%) than when 

they were preeeded by an unrelated prime (10.8%). There was no significant interaction 

between prime co.'ldition and frequeney of the foil, F( 1,17) = 1.83, p > .05 by subjects 

and F( 1,44) = 2.5f" p > .05 by items, between prime condition and frequency of the 

exemplar, both F's < 1, and no significant triple interaction, F(1,18) = 1.71,p > .05 by 

subjects and F(I,44) = 1.94, P > .05 by items. The size of the priming effeet was 3.7% 

for high frequency foil with high frequency exenl)lars, 3.7% for high frequeney foiJs with 

low frequeney exemplars, 1.0% for low frequency foils with high frequency exemplars, 

and 8.3% for low frequency foils with low frequeney exemplars. 

There was a significant main effect of prime conditio'l in the decision latency data, 

F(l,17) = 18.89, P < .001 by subjects and F(1,88) = 7.30,p < .01 by items. Subjects 

produced faster responses on foils when the y were preceded by a semantically related 

prime (709 ms) than when they were preeeded byan unrelated prime (756 ms). There was 

no interaction between prime condition and frequency of the foH, between prime condition 

and frequency of the exemplar, and no significant triple interaction, all F's < 1. The size 

of the priming effect was 48 ms for high frequency foils with high frequency exemplars, 

45 ms for high frequency foils with low frequency exemplars, 48 ms for low frequency 

foils with high frequency exemplars, and 45 ms for low frequency foils with low 

frequency exemplars. 

TIIe prelimmary study served to select a semantically related word (e.g. SHATIER) for 

each homophone foil (object-BREAK), and has demonstrated that the se words do in fact 

prime the Îoil in a continuous semantic decision task. Since prime and target trials were not 

presented as pairs, and a low proportion of the trials were related, it is very likely that these 

effects were not due to task-specific strategies. 
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The words found to prime the foils in the preliminary study were then lIsed a~ pnmt'~ 

for the exemplars in a similar continuous semanuc decision tas" in the mam cxpenment. 

For example, in the preliminary study, subjecls had lO judge whcther S}-IATfER was an 

object (NO) and then whether BREAK was an obJect (NO). In the main expcriment. 

subjects had to judge whether SHATTER was an object (NO) and then whether DRAKE 

was an object (YES). If aecess to meaning is phonologically medlated. then hoth mcaning\ 

of a homophone should be available, and prnrung the Incorrect mcaning shollld incrca~c 

decision errors and/or latencies on exemplars. Further, according to Van Orden\ accouru, 

priming shouid have a greater effect on exemplars with low frequency fOlls, whercas dual 

route theory predicts that primmg shouid have a greater effect on exemplars wuh hlgh 

frequency foils. On the other hand, if aecess to meaning occurs priOf to the mfluencc of 

phonology, preceding exemplars with primes related to the foll should have no effcct. 

Majn Experjment 

Method 

Subjects. Twenty~four McGill University undergraduates were paid $5 each to 

participate in the study. None had participated in the pilot study. Ail were native speakers 

of English. 

Stimuli. The target homophones were the 48 homophone exemplars of the 

categories LIVING THING and OBJEcr that were used in Experiments 1-3 (e.g ohject­

BRAKE). The 48 words chosen in the pilot study that were semantically related to the 

foils served as primes. An additional 48 words, each unrelated to one of the exemplar~, 

were chosen to serve as unrelated controis. AIl of the pnmes and unrelated control~ 

required a NO response. The experimental words are presented in Appendix C. 

Two lists were created for each category; both lists for a category contamed the 24 

homophone exemplars belonging to that category. On one list they were preceded by their 
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l prime and on the other they were precedee! by their unrelated control. On each list, half of 

the exemplars were preceded by their prime and the other half were preceded by their 

unrelated control. An additional 112 tiller trials were included on each list, 56 were 

exemplars of the category and 56 were not. They were plaeed randomly on the lists but not 

between a prime-target pair. Thus, there were two LIVING THING lists and two 

OBJECT' hsts, each with 160 trials, 80 of which were YES trials and 80 of which were NO 

trials. Only 7.5% of the words on a list were homophone exemplars preCedtd by a word 

semantically relatoo to the other member of the homophone pair. Two practice lists were 

created, one for the LIVING THING category and one for the OBJECT category. Half of 

the items on eaeh Iist were members of the category and haif were not. 

Procedure. The subjects completed two experimentai sessions, each lasting 30 

minutes. The sessions were separated by al least one week. In a session, the subjects 

were toid the Iltame of a category and saw the practice trials followed by a list of 160 trials 

for that category, and then were told the name of the other category and saw the practice 

trials and a list of 160 trials for that category. Subjects were given feedbaek on eaeh 

praetice trial to ensure that they understood the task. Subject saw eaeh of the four lists 

once. The orde'f of presentation of the experimental lists was counterbalanced across 

subjeets such that each list was presented in eaeh of the four list positions six times. 

Words were presented on the sereen one at a time and remained untii the subject 

responded. Subjects were not told that words on sorne trials were semantically related to 

words on the subsequent trial. The intertrial interval was Is. Other aspects of the 

procedure are the same as in the previous experiments. 

Results 

Of the 640 trials in the experiment, only data frorn the 96 homophone exemplar trials 

were analyzed. Prior to analysis, the percent error data were arcsine transfonned. A 

subjeet's response latency was only included in the analyses if the subject responded 
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correctly to the exemplar in the primed and unprimed conditions. Tlus cntenon was met by 

87.3% of responses. Another 4.5% of responses were correct but were dlscarded hel'ause 

the subjects made an error on the exemplar in the other prime condition. A total of l '2% of 

response times were greater than 1500 ms and were replaced wllh urnes of 1500 ms. 

There were three facto;s in the analyses, prime condition (prime vs. unrelated control), 

frequency of the exemplar (high vs. low), and frequency of the foil (high vs. low). These 

were all treated as within factors in the subject analysis. In the Item analysls, prime 

condition was treated as a within factor and the other two were treated as hetween factors 

The mean percent errors for primed and unprimed exemplars are presented 111 Figure X. 

There was a main effect of pnme condition in the error data, F( 1.23) = 12.55, P < .01 by 

subjects and F(I,44) = 9.01, P < .01 by it~ms. Subjects made 6.6% errors on unpnmed 

exemplars and 9.9% errors on primed exemplars. The main effect of exemplar frequcncy 

was significant by subjects, F(l,23) = 11.33, P < .01, but not by items. F(1 ,44) = 

2.26, P > .05. Subjects made 5.8% errors on high frequency exemplars and 10.7% 

errors on low frequency exemplars. The main effect of foil frequency was sigmficant by 

subjects, F(l,23) = 39.01, p < .001, but not by items, FO ,44) = 1.72, P > .05 

Subjects made 11.8% errors on exemplars with high frequency foils and 4.R% error~ on 

exemplars with low frequency foils. 

There was a significant interaction between prime condition and exemplar frcquency by 

subjects, F(l,23) = 7.17, P < .05, but not by items, F(l ,44) = 2.08, p > .05. Simple 

main effects tests reveaIed a significant effect of priming for low frequency exemplar\ 

(5.7%), F(1,23) = 24.37, P < .001 by subjects and F(1,44) = 9.87, p < .01 by Item,>, 

but no effect of priming for high frequency exemplars (0.9%), both F's < 1.2. The 

interaction between prime condition and foil frequency approached slgnificance by 

subjects, F( 1 ,23) :::.. 3.46, p < .08, and was significant by items, F( 1,44) = 4.4H, P < 

.05. Simple main effects tests reveaIed a significant effect of primmg for exemplars with 
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Figure 8: The mean percent errors for primed and unprimed homophone exemplars in 

Experiment 5. 
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hlgh frequency foils (4.7%), F(1,23) = 12.16, P <.Ol by subjects and F(l,44) = 

13.09, p < .001 by item~, and an effect ofpriming for low frequency foils (1.8%) that 

wa<; slgnificant by subjects, F(l,23) = 4.23, p= .05, but not by items, F < 1. The triple 

Interaction wa~ not significant by subjects, F(1,23) = 1.33, P > .05, or by items, F < 1. 

In the decision latency data, there was no main effect of prime condition, both F'S < 1. 

The main effect of exemplar frequency (26 ms) was signincant by subjeets, F(1,23) = 

9.64, p < .01, but not by items, F < 1. The main effeet of foil frequency (17 ms) was 

also significant by !;ubJects, F(1,23) = 5.67, P < .05 but not by items, F(1,4.t) = 1.02, 

p> .05. None of the interactions were signifieant. 

Discussion 

The results of Experiment 5 provide little evidence for the use of phonological 

in formation in the access of high frequency words. There was no effeet of prirning on 

either declsion latencies or errors for the se words even though the preliminary study 

demonstrated that the primes did indeed activate the foils. Had the meaning or lexical entry 

associated with the foil also been actJ ~ated via the phonological representation of the 

exemplar, priming should have increased decision latencies and/or errors. 

One could argue that the meanings of high frequency words were phonologically 

mediated but the spelling check did not err. However, although high frequency foils may 

not he likely to erroneously slip by the spelling check because their spellings are farniliar, 

priming a low frequency foïl should have led to it being chosen for the spelling check tirst 

on sorne occaSIons, and its less familiar spelling should have resulted in more errors. But, 

there were actually 1.1 % fewer errors made on high frequency exempiars with low 

frequency foils when they were primed. Also, a delay wou Id be expected when the foil 

was chosen for the spelling check first, and no effect of priming was observed in the 

latency data. These reslllts suggest that access to the meanings of high frequency words is 

not phonologically mediated. In contrast, there was evidence for the use of phonological 
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infonnation in the access of the meanings of low frequency words. sillce pnming the foil 

did produce mort> errOfS on homophone exemplars. 

Further, the results of Expenment 5 suggest that a spelling cheek is not perfonllcd when 

"trick" foil trials (e.g. object-BREAK) are excluded from the experiment. Priming 

increased errors on exemplars with hlgh frequency foils but had only a small effcct Ol~ 

e1(emplars with low frequency fOlls. If a spelling check was bclllg perfonncd. the rcvrl ~e 

pattern should have been observed. The spelling check should have bccn heurr ahlc to 

avoid errors when the spelling of the nontarget member of the homophone p<ur wa~ more 

familiar, as was found 111 Expenments 1-4 and in Van Orden's expcnmcnt~. SuhJcet~ in 

Van Orden's experiments and in Expenments 1-4 probably were callI1011~ and pcrfonncd a 

spellmg chr,ck because of the presence of homophone foil trials in the expcnmcnt.,. That 

is, they may have had enough infonnation to respond without performmg the !\pclhng 

check, but bec au se the y were aware of the presence of trick trials in WlllCh the target 

sounded like a member of the category, they sought additional orthographie mfonnatlOn 

before responding. Thus. the results of Experiment 5 Imply that the spelhng check b not 

an obligatory step in word recognition, as Van Orden (1987) argue~, but raùler it IS a 

strategy used to avoid errors in a laboratory experiment. 

The results cf Experiment 5 support the dual route view that a spelling check i~ not a 

nonnaI part of the word recognition process. For high frequency words, meaning IS 

activated directly from orthography, with litde effect of phonology. For low frequency 

words, the combination of activation from orthography and phonology IS usually enough 

to prevent an error on a low frequency word since the other mea'1ing of the homophone 

will receive activation from the phonological representation only, alÙ10ugh decl'Ilon 

latencies may he slowed by the presence of a second active semantic repre"entatlon. 

However, when the foil of a homophone is primed, its activatIon level may exceed that of 

the target, particularly if the the foil is a common word. Pnming of the foil ha'l no effect 
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.. on high frequency words because the meanings of these words are strongly activated from 

orthography prior to activation from their phonological representations. 
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Experiment 6: 

The Effeet of Homophony 

Evidence from Experiments 1-5 suggests that the access of meanings is phonologlcally 

mediated for 10w frequency words and not for high frequeney woràs However, the saIlle 

set of homophones pairs was used in aH of the experiments (except for the few addcd in 

Experiment 4), and so the possibility exists that this result is specifie to the categorIes and 

items used. In Experiment 6, a new category (VERB) and set of words was chC'!lcn in 

order to examine whether the finding of phonological effects only for low ficquency words 

will replicate. 

The design of the experiment was also different than in previous experiments. ln 

Experiments 1-4 perfonnance on homophone foils was compared to performance on 

spelling and homophone controls, and in Experiment 5, performance on exemplar!l when 

they were unprimed was compared to perfonnance on exemplars when the y werc pnrned. 

In this experiment, performance on YES responses to exemplars (e.g verb-MEET) wa<; 

compared to performance on sernantically similar nonhomophone words (e.g. verb-JOIN). 

If the access to meaning is phonologically mediated, subjects should produce longer 

decision latencies and/or more eITors on homophones than on nonhomophone ~cmanliC 

controis. This design more close1y approximates naturai reading SInce lt does nol u~e 

homophone foils and there is no priming of the other member of the homophone pair. 

Observing YES decision latencies should allow the detection of small effcets of 

homophony if they occur. The logic of the design is the same a~ that of the ongmal 

homophony studies conducted by Rubenstein et al. (1971), and Davelaar et al (1978), but 

the use of the semantic decision task rather than the lexical decision task ensures that 

meaning has been accessed, and avoids the problem of choosing the appropnate 

pseudoword dis trac tors. 

Homophone exemplars and semantic contrais were matched on typicality of category 
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memhership, frequency, and length. Shoben (1982) has argued that these three factors 

must he controlled for wh en testing for an effect of another variable on YES trials in a 

semantic decision experiment. In addition, homophone exemplars and semantic controls 

were also matched on the frequency with which they are used as verbs. This was 

neccssary bccause many verbs can also he used as nouns (e.g. to MEET, a track MEET). 

It wns impos~lble to avoid these verbs altogether; however if homophone and control verbs 

arc matched on thelr printed frequency and also on the frequency with which they are used 

as verbs, any differences that are observed in perfonnance on these items cannot be 

attributed to ambiguity differences. No attempt was made to have semantic controls also be 

spelling controls as in Experiments 1-4. Spelling controls are not necessary as the y were 

in those experiments hecause the trials of interest were not foil trials. With foils, subjects 

could falsely indicate that a foil was a member of the category because of a visual similarity 

to the exemplar. But subjects would he equally likely to falsely indicate that homophone or 

nonhomophone exemplars wl!re not members because they looked like another nonmember 

word. Homophone exemplar targets would only he influenced by their visual similarity to 

the foil if the foil recelved activation from the phonological representation of the exemplar. 

Method 

Subjects. Twenty-five McGill University undergraduates were paid $3 each to 

participate in the study. An additional25 subjects volunteered to fill out a typicality ntings 

questionnaire. AlI were native speakers of English. 

Stimuli. There were 160 experimental words in the study. Half were homophones 

and half were semantically rnatched nonhomophones (see Appendix D). Ali experimental 

words were members of the category VERB (e.g. MEET, JOIN), and the other members 

of the homophone pairs were not usually used as verbs (e.g. MEAT). The homophones 

fell into four groups, high frequency exemplar/high frequency foil, high frequency 
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exemplar/low frequency foil, low frequency exemplar/high frequency foil, and low 

frequency exemplar/low frequency foil. The semantically sinular conlrols were matchcd as 

closely as possible to the homophones for printed word frequency, the frequency with 

which they appeared in ùIe Francis and Kucera (1982) count as verbs, typicaluy, and 

length (~ee Table 3). 

Typicality ratings for me 160 experimental words were obtained usmg a qucstionn:urc 

based on those used by Rosch (1975). The 160 words were listed on two pages, and 

beside each word was a 7-point scale. Instructions on a separate page were a paraphrase of 

those used by Rosch (1975), and they asked subjects to indicate for each word how good 

an example of the category they fe1t me item was by circling a number on me scale. A 1 

indicated a very good example and a 7 indicated a very poor example. The instmcUons 

included an illustration of what for me is a good (JUMP) and poor example (BELIEVE) of 

me category VERS. Subjects were encouraged to make their own judgments. l11ese data 

were collected to ensure mat the homophone exemplars and semantic matches were equally 

good exemplars of the category VERB, so that any diffcrences could he attnbuted to 

differences in homophony. None of the differences between me mean typicahty ratings of 

homophone exemplars and semantic controls for any of the four groups were significant 

(aIl r's < 1.5, p'S> .15). 

Two lists were created. Half of the homophone exemplars from each group appeared 

on each list. The semantic controls were placed on the lists such that they did not appcar 

on the same list as their matched homophone exemplar. An additional 240 fillcr tnab wcrc 

included. Of these, 40 were exemplars of me category VERB and 200 were not vcrh!o.. 

The order of presentation of stimuli on each list was random. The lil,t~ thu!o. had 200 trials 

each, half of which required a YES response and half required a NO rcsponse. A 

homophone was presented on 20% of trials. Another 16 word!o., half of which were vcrhs, 

were chosen to serve as practice stimuli. 

Procedure. The subjects completed one experimental session lasting 30 minutc!o.. 
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Table 3: Frequency, typicality, and length statistics for the words used in Experiment 6. 

Group Frequency Typicality Length 

Exemplar Foil Exemplar 

(word) (word) (verb) 

HF Excmplar/HF Foil 273.4 728.1 1 261.6 2.9 4.0 

Scmantic Match 278.9 249.6 2.7 4.3 

HF ExcmplarlLF Foil 187.2 4.9 166.4 3.0 4.7 

Scmanuc MaLch 181.3 168.4 2.8 4.6 

LF Excmplar/HF Foil 6.4 266.2 5.3 3.5 4.6 

ScmanLlc MaLch 6.1 5.0 3.2 4.8 

LF ExemplarlLF Foil 4.l 5.1 3.3 3.2 4.4 

Scmanuc Match 4.1 3.2 2.9 4.8 

Note: Word frcquency was calculatcd using the Kucera and Francis (1967) norms and verb frequency was 

ca1culalcd using the norms of Francis and Kucera (1982). See text for a description of Lhe typlcality 

rncasure. HF = hlgh frcquency; LF = low frequency. IThis figure is intlated by two items; the mean 

frcquency of the other 18 llems is 331.3. 
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They were told that they were to decide whether eaeh word presented was a verh or not. 

They were then shown the practice words and were given feedhack on each trial to cnsme 

that they understO<Xi the task. The expc!rimentallists were presented followlllg the practIce. 

half of the subjects saw list 1 first and half saw Jist 2 first. After a short hreak the)' wcre 

shown the remaining list. Words were presented on the sereen one at a time and remained 

until the subject responded. The intertnal interval was 1.5 s. Other aspects of the 

procedure are the same as in the previous expenments. 

Results 

Of the 400 trials in the experiment, only data from the 80 homophone exemplar and HO 

semantic mateh YES trials were anaJyzed. Prior to anaJysis, the percent error data wcre 

arc sine transformed. A subject's response Iatency was only included in the analy~es if the 

subject responded correctly to both the homophone and its semantic control. This cnterio!l 

was met by 81.5% of responses. Another 8.0% of responses were correct hut were 

discarded because the subjects made an error on another member of the stimulm. pair. A 

total of 3.0% of re spon se times were greater than 1500 ms and were replaced wllh limes of 

1500 ms. Almost a third of these were the response times of one subJect. Thcre wcrc 

three factors in the analyses, frequency of the exemplar (high vs. low), frequency of the 

foil (high vs.low), and homophony (homophone vs. semantic control) The latcncy and 

errorresults are shown in Figures 9 and 10 respectively. 

In the decision latency data, " e main effect ofhomophony (11 ms) wa~ not ~ignificant, 

F(1,24) = 3.29, p > .05 by subjects and F(l, 152) = 1.88, P > .05. The main effect of 

exemplar frequency (34 ms) was significant, F(l,24) = 9.78, p < .01 by subJect~ and 

F(1,152) = 6.83, p < .01 by items. The main effect of foil frequency (4 m!.) wa ... not 

significant, both F's < 1. 

The interaction between homophony and exemplar frequency wali slgnificant hy 

subjects, F(1,24) = 4.46, p < .05, and items, F(l,152) = 3.77, p= .05. The effect of 
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Figure 9: The mean decision latencies for homophone exemplars and semantic controis 

in Experiment 6. 
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Figure 10: The mean percent errOl'S for homophone exemplars and semantic controls in 

Experiment 6. 
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1 homophony was -4 ms for high frequency words and 26 ms for low frequency words. 

The interaction between homophony and foil frequency was not significant by subjects, 

FO ,24) = 1.97, P > .05, or by items, F(l, 152) = 1.95, P > .05. The triple interaction 

between homophony, exemplar frequency, and foil frequency was not significant, both 

F'~ < 1. 

In the error data, the main effect of homophony (2.8%) approached significance by 

subjects, F(1,24) = 3.80,p= .06, but was not significant by items, F(1,152) = 1.58,p 

> .05. The main effect of exemplar frequency was not significant, F(1,24) = 1.22, p > 

.05 by subjects and F < 1 by items, nor was the main effect offoil frequency, both F'S < 

1. 

The interaction between homophony and exemplar frequency approached significance 

by subjects, F( l ,24) = 3.52, p < .08, but not by items, F < 1. The effect of 

homophony was 0.7% for high frequency words and 4.8% for low frequency words. The 

mteraction between homophony and foil frequency was significant by subjects, F(1,24) = 

4.54, P < .05, but not by items, F < 1. The effect of homophony was 1.1 % when 

homophone~ had hlgh frequency foils and 4.4% when they had low frequency foils. The 

tnple intentction between homophony, exemplar frequency, and foil frequency was not 

significant by subjects, F(1,24) = 3.08, p > .05, or by items, F < 1. 

A f urther anal ySlS examined the correlation between the size of the homophone effect 

and the orthogrr.phic similarity of the homophone exemplar and its foil. Orthographie 

similarity was calculated using Weber's (1970) measure. If subjects use a spelling check, 

and a word is more likely to falsely pass if it is orthographieally similar to the exemplar, 

then there should be a positive correlation between the size of the homophone effect in the 

error data and the similarity of the members of the homophone pair. When all items were 

incJuded ln the analysis of the error data, this relationship W8S not observed, r= .01. 

According to Van Orden (1987), the correlation would be expected particularly when 
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homophone exemplars have low frequency foils because false candidates arc mort' hkely to 

pass the spelling check if their spellings are unfamiliar. However. when only items wlth 

low frequency foils were included, this relationship was extremely weak. r= .11. And. If 

a low frequency false candidate is only submitted to a spelling check if a lllghcr freqllcncy 

word has not been found to he an exemplar tirst, then there sholild he a correlatlon bctween 

the size of the homophony effect and spelling similarity when both memhers of a 

homophone pair are low in frequency. However, this relauonship was agam Ilot ohserved 

when only the data from the low frequency exemplar/low frequency fOlI group were 

included, r= .08. In the latency data the se correlations were slightly higher. r= .19 •. 22, 

and .15 in the three analyses respectively, but still weak, r's < 1.75. 

Discussion 

No evidence was found in Experiment 6 for the use of phonological information in the 

access of the meanings of high frequency words. On the other hand, subjects did show 

evidence that the access of the meanings of low frequency words is phonologically 

mediated since a signiticant effect ofhomophony for low frequency words was found ln 

the deeision latency data. The results of Expcriment 6 do not provide support for the vicw 

that the meanings of aIl words are accessed phonologieally (Van Ordent 1987. Van Orden 

et al., 1988), nor do they provide support for the view that a spelling check is performed 

on candidates (Becker, 1976, 1980; Davelaar et al., 1978; Paap et aL, 1982; Rubcn~teln et 

al., 1971; Van Orden, 1987; Van Orden et al., 1988). Ifsuch a check had been performed 

on phonologically activated high frequency words. then there should have becn an effcet of 

homophony in the latency data for high frequency exemplar~ wlth high frequency 1'01\<', 

since on at least sorne occasions the exemplar would be submitted to the o;pelling check 

only after the foil had been checked. In fact, declsion latencles were 16 m~ fu\ter for 

homophones than semantic controls in this group. Further, a <;trong correlation bctween 

spelling similarity and the size of the homophone effeet should have becn pre\cnt 111 the 
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data, and this was not observed. 

The data instead support the dual route view mat both orthographie and phonological 

information activate semantic representations, and that the meanings of high frequency 

words are highly activated via orthographie information before much or any activation from 

phonological representations contribute to se man tic activation. For 10w frequency words, 

activation from the orthographie representation is slower and/or weaker, and so activat\on 

from phonology does have an opportunity to contribute to the activation of the semantic 

representation. While phonological activation May lead to inappropriate meanings being 

activated In the case of homophones, the combination of orthographie and phonological 

evidence for the word shown is usually enough to prevent an error, although it May take a 

little longer for the correct semantic representation to dominate when other possibilities are 

also activated. In Experiments 1-4 there was an effect of the frequency of the other 

member of the homophone pair, which indicated that subjects were perfornring a spelling 

check on low frequency words before responding. There was no effect of foil frequency 

10 the present experiment. This suggests that the spelling check is a cautious strategy that 

subjects adopt wh en the experiment contains targets that sound like they require a YES 

response (object-BREAK) but actually require a NO response. 
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GENERAL DISCUSSION 

The present studies have addressed the issue of whether phonological lIlfommtlnn play~ 

a role in skilled word recognition. This issue is an important one, becau!.c 11 IS central to 

the phonies - whole word method controversy 111 reading instnJl't1on. Further, rcsolullon 

of this question may provide insight into the problems fUl:ed hy deaf readers. 

An indication of the importance of the issue IS the large number of StUdlCS, revlcwcd 

earlier, that have been designed to determine w!lether ski lIed readers make use of 

phonological information in recognizing words The reu!.on that so l11any studic!. have 

heen conducted, is that it is difficult to find a way to detemllne whcther phonologieal 

recoding is taking place, and to find a task that measures the tlme to accc!.!. the meanlllg of 

a word that is not susceptible to task-specific strategies. ShortcomJl1g~ of ~ome of the 

methods that have been used in the past have become c1ear only after exten!.lve re~carch. 1\ 

review of that research revealed that the use of homophones wa~ the be!o.t way to examine 

phonological recooing in both high and low frequency words since homophones Will 

necessarily activate two meanings if they are recoded phonologically. I\nothcr wldc\y 1I0.,cd 

method, comparing words that dlffer in spelling-sound conslstency, ha!o. recently hcen cao.,l 

into dOllbt as a vahd method for examining phonological recoding for hlgh frequcncy 

words by Seidenberg and McClelland's (1989) proposai that the translation proce~!o. for il 

word becomes more efficient with practice. The absence of con !o.1 !o.tcncy effect~ for hlgh 

frequency words can no longer he assumed to indlcate that a vl!o.ua! code l'; bcmg uo.,ed 

The review of the literature also indicated that the semantic decisioll ta!o.k wa!o. the hco.,t tao.,k 

to use to examine the access of the meanings of single words. Recent re!o.earch ha!o. 

questioned whether the frequently used lexical decision ta~k reqlJlre.., suhJcct~ to dCCC~o., the 

meanings of words. It appears to be susceptible to subJect strategie.., wllh the re~ult that 

different types of stimulus lists give different answers as to whethcr d phonologlcal code 10., 
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used to access meaning. Finally, Il has become clear that perfonnance on high frequency 

and low frequency words needs to he examined separately. The present studies have 

ovcrcome sorne of the difficulties associated with the previous studies byexamining 

perfonnancc on high and low frequency homophones in a semantic decision task. They 

also examined the use of subject strategies on that task. 

Evidence for Phonological Mediation 

The results of experiments 1-6 strongly suggest that access to the meanings of printed 

words IS phonologlcally mediated only for low frequency words. There was no evidence 

for phonological mediation for high frequency words. Subjects were not more likely to 

make false positive errors on high frequency homophone foils than on spelling controis 

when pnming from the category name was avoided. Nor was there any evidenee that 

pnming the other member of the homop; 'one pair increased errors or decision Iatencies on 

high frequency homophone exemplars. And finally, subjects did not produce longer 

decision latencies or more errors on high frequency homophone exemplars than on 

non homophone semantic controis. The absence of effects of phonology for high 

frequency words suggests that their meanings are accessed directly on the basis of visual 

infonnation. 

ln contrast, phonologie al effects were observed for low frequency words in each 

experiment. TIlere were more false positive errors on low frequency homophone foils than 

on spelhng controls, priming the other member of the homophone pair caused an increase 

in errors on low frequency homophone exemplars, and decision latencies for low 

frequency homophone exemplars were longer than for nonhomophonic semantic controis. 

Evidence that these phonological effects arise from processing prior to the access of 

meaning cornes from the observation in Experiment 2 of sirnilar faIse positive error rates 

for low frequency homophone and pseudohomophone foils. Further, t;ere was evidence 

that the use of a phonological code is not an optional strategy. In Experin1e:;t 3, more 
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errors were made on low frequency homophone foils than on spelhng controb l'ven when 

subjects were discouraged from using a phonological code by mcludmg a large proporttoll 

of homophones. 

Using the lexical decision ta~k, Andrews (1982), Waters et al. (19H4), and Waters and 

Seidenherg (1985), also found evidence for phonological recoding only for low frequelle)' 

words, although no phonological effects were obsen.'cd by Seldcnbcrg ct al. (19X.t) l'hl' 

conclusion that meaning is phonologically mediated for low frequcncy but not tllgh 

frequency words can be made more strongly on the baSlS of Experimcnts I-h. One rea ... on 

is that the task used here, the semantic decision task, requires al'cess to mcamng whcrca~ 

the lexical decision task does not. The second reason is that evidence for phonologll'al 

recoding only for low frequency words was observed in Experirnent 6 winch dld not 

inc1ude pseudowords or foil trials. Thus, the results are more readlly gencralizahlc to 

normal reading than are the results from lexical decislOn expenments that are sUM:epuhle tn 

special strategies bec au se nonwords must he included. And finally, the present 

experiments used a homophony manipulation instead of a spelhng-sound conslstency 

manipulation. 

Evidence for a Spelling Check 

The results of the present experiments also suggest that a spelhng check IS not u!\ually 

performed on low frequency words, but is a strategy that i~ used when the expenmcnt 

contains foil trials, as in Experiments 1-4. In Experiment~ 1-3, subject~ made fewcr errop, 

on low frequency homophone foils when they had high frequency exemplar~ th an when 

they had low frequency exemplars. This is consistent with the view that a ~pelhng check 

was performed, since subjects were better ahle to aVOId eITors when the ~pclhng of the 

exemplar was farniliar. In Experiment 4, subjects made more error~ on low frcqucnl'Y 

homophone foils with similarly spelled exemplars than on fOlh wllh dl~"lmllarly .,pellcd 

exemplars. This is consistent with the hypothesis that exemplar~ are more Il' ely to falscly 
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sli P by the spelling check if they are spelled like the target foil. These studies support the 

view that a spelling check is perfonned in experiments containing foil trials. In Experiment 

5, however, no foil trials were included, and in that experiment, subjects made more errors 

on homophone exemp~ars when the other member of the homophone pair was primed and 

wa<; high frequency than when the other member of the pair was primed and was low 

frequency. If a spelling check was being performed, subjects should have been better able 

to avoid errors when the spelling of the other member of the homophone pair was familiar. 

Funher, in Experiment 6, the size of the homophony effect in the error data was not 

correlated with the similarity between the exemplar and the other member of the 

homophone pair. If a spelling check was being performed, subjects should have been 

more likely to make errors on homophone exemplars when the two were similarly spelled. 

The failure to find evidence for the use of a spelling check when no foil trials were 

inc1uded suggests that activation from onhography is normally strong enough to allow 

readers to avoid making errors on low frequency homophones, although they will be 

slowed by the competition from the other member of the homophone pair. Wh en foil trials 

are included, subjects are more cautious and perfonn a spelling check to avoid making false 

positive errors. This conclusion is not inconsistent with the spelling check literature. Van 

Orden (1987) noted that the primary evidence for verification models cornes from lexical 

decision tasks that included pseudohomophone foils (Becker, 1976, 1980; Becker & 

Killion, 1977; but cf. Schvaneveldt & McDonald, 1981). 

Implications for Theories of Word Recognition 

The results of Experiments 1-6 do not suppon Van Orden's (1987) or Rubenstein et 

a1.'s (1971) hypothesis that bottom up activation of candidates occurs exclusively via their 

phonological representations and that a spelling check is performed on the most highly 

activated candidates. They instead support the dual route view that both orthographie and 

phonological pathways to meaning exist. In the case of high frequency words, meaning is 

activated via the orthographie representation before processing has been completed along 
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the phonological rout{". For low frequency words, orthographie activatton of mcaning I!. 

slower and/or weaker, and phonological infonnation can contnhute to semantlC activatIon 

before any one has been sufficiently activated. This vicw can incorporatc a spelllllg check. 

to explain the finding of fewer errors on low frequency fOiIs wuh hlgh frcquency 

exemplars in Experiments 1-4, but it is not nomlally part of thc word rccogmtion proccss. 

When two or more semantic representations are acttvated to similar degrces and the 

subjeets are aware that phonolobical irnpostors are included in thc expenmcnl, they may 

check to see whether there is orthographie activation for the mmtlllghly aCl1vated 

representation before making a response. 

Although these results are consistent with the broad dual route approach, they are not 

consistent with two proposaIs made by sorne dual route theorists. Colthcart (197H) argucd 

that in skilled reading, processing along the visu al route was nearly al ways complctcd pnor 

to processing along the phonologieal route. The results of the present experiment~ ~ugges! 

that this is true only for high frequeney words. A eommon assumption of dual route 

models (e.g. Coltheart, 1978; Davelaar et al., 1978; Hawkins et al., 1976; MeQuade, 

1981) is that use of the phonologieal route is a strategy under control of the su bJect 

However, results of the present experiments suggest instead that it IS the spelling check tha! 

is strategie. This view is consistent with the finding that phonologlcal mforrnation appear~ 

to be activated quickly and automatically (Bakan & Alperson, 1967; Dalryrnplc-Alford, 

1972; Humphreys et al., 1982; Perfetti et aL, 1988, Tanenham et al., 19HO). 

Seidenberg and McClelland's (1989) connectionist dual route model can provlde an 

account of the present results. As in other dual route models, there are two palhway~ 10 

meaning, one directly from onhography, and the other from onhography to phonology to 

meaning. The model differs in that does not include representations of II1dlvldual word~; 

rather the spelling, pronunciation, and meaning of a word are represented hy pattern~ of 

activation aCTOS!! simple processing units encoding each of these types of infonnatlon. If' 
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their simulation, the connections between orthographie and phonological units are 

wClghted, and it is these weights that encode the correspondences between spelling and 

sound. Theoretically, there are also weighted connections between orthographie and 

semantic units, and between phonological and semantie units that encode the 

corrcspondences between these representations. In the simulation, the weights start out as 

small random values, and then change via a back propagation leaming algorithm during a 

training phase in whieh the modells exposed to a large number of words and their 

pronunciations. Gradually the weights come to encode facts about the consistency of 

spelling-sound correspondences in the training corpus, so that the correct phonologicaJ 

representation of a word is given when an orthographie pattern is presented. A similar 

process is assumed to apply for the weights on the connections between orthography and 

semantics and between phonology and semantics. 

As in other dual route models, upon presentation of a stimulus, activation is assumed to 

spread from the orthographie units directly to the semantic units, and also from the 

orthographie units to phonologicaJ units and then to semantic units. However, whereas the 

assumptions of other models about which route would finish fIfst are rather ad hoc, in the 

Seidenberg and McClelland model this is determined by the weights on the connections. 

These in tum depends on the amount of expe:i.ence the model (or the subject) has with a 

given word. Further, in most of the other dual route models, either one or the other route 

determmes the output, and i t is not clearly specified what happens in the case of a conflict. 

In the Seidenberg and McClelland (1989) model, activation from orthographie and from 

phonological representations can both contribute to the activation of semantic 

representations, and the most highly activated representation determines the output. 

Whether or not phonologieal information influences (Le. contributes to or competes with) 

the activanon of the output representation depends on whether this semantic representation 

is sufficiently activated directly via onhography by the time activation from the 
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phonological route arrives. In this view, activation from phonology can influence the 

semantic representation even before a clear pattern emerges on the phonological UllltS, that 

is, a stimulus does not have to be fully recoded before Il can begm to have an cff CCl on the 

semantic representation. This makes it more likely that the two step phonologlcal route will 

influence the representation activated by the one step orthographic route FlIIally, in tins 

view, subjects ean choose how long to wait before makmg a response, and can exanllne 

the orthographie representation corresponding to a semanuc representauon to see whcthcr Il 

is the same as the input orthographie representation, but they eannot prevent proces~mg 

along the phonological route. This is consistent wlth the findmgs of Experiment 3. 

The results of the present studies indicate that the onhographie to scmantic route is a 

necessary part of the Seidenberg and McClelland (1989) theory, and must he indudcd in 

the simulation in order to have a full model of the reading process. Further, the findmg of 

phonological effects for low frequeney but not hlgh frequency words offcrs sorne 

inf.')nnation to connectionist modelers about the relative uming of activation along the two 

routes in skilled reading. 

Previous Homophone Studies 

This view ouùined above can explam the results of the experiments by Davelaar et al. 

(1978, Expts. 3 & 4). They found an effect of homophony in a leXical deci~lon expcrimenl 

only for homophones that were the lower frequency member of the homophone pair 

Davelaar et al. (1978) then demonstrated that this homophone effeet dl!'.appcared when hal f 

of the nonwords in the ex periment were pseudohomophone!'.. They ~ugge!'.tcd that the 

representations of both members of a homophone pair are actlvated via theu phonologieal 

representations, and that a spelling check is conducted on the lower frequency member 

only after the spelling of the higher frequency member has been checked. Thu!'., there 

would be a delay for a lower frequency member of a homophone pair but not for a hlgher 

frequency member. Rubenstein et al. (1971) also proposed thls explanation of the re\ults 

of their homophone r,tudy. Davelaar et al. (1978) suggested that the homophony effect 
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disappeared when pseudohomophones were included because subjects abandoned 

phonological recoding and used a visual code instead. As was pointed out in the 

introduction, it is unclear why the spelling check process that was postulated to explain the 

frequency difference would not serve to prevent errors in this condition. For bath 

pseudohomophones and the lower frequency mernber of a homophone pair, the fIfSt 

spelling check should fail. For pseudohomophones, the subject could respond NO if there 

were no other activated words (as in the case of single pseudohomophones su ch as 

BRANE), and do a second spelling check if another alternative was available (as in the case 

of double pseudohomophones, such as GRONE, and word homophones). Thus, the 

sp~lling check procedure should still produce ace urate performance wh en 

pseudohomophones are included. 

The results of the studies above suggest another interpretation of Davelaar et aI.'s 

(1978) experimcnt. They suggest that there was no effect for the higher frequency 

members of a homophone pair because the meanings of these words are highly activated 

prior to the influence of phonological information. The effect for low frequency members 

may have disappeared when pseudohomophones were included because subjects added a 

spelling check, and thus were able to catch these phonological impostors much as they did 

in the semantic decision experiments of Van Orden and Experiments 1-4 here. That is, 

instead of abandoning a phonological code in favor of a visual code, the change in strategy 

may have been to add a spelling check. Subjects could also have used a superficial 

orthographic familiarity strategy because meanings do not need to be accessed in order to 

respond YES in lexical decision. This would also account for the weak or nonexistent 

homophone effects in the Rubenstein et al. (1971), Coltheart et al. (1977), Dennis et al. 

(1985), and Barry (1981) stuGies because aIl included pseudohomophones among the 

nonwords. Thus, although Davelaar et al.'s (1978) explanation has difficulty accounting 

for both the influence of frequency and pseudohomophones on the homophone effect, the 
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explanation just presented can easily account for both. 

The results of the present experiments also suggest another interpretation of Davclaar ct 

al.ls (1978, Expt. 2) priming experiment. They found facilitation for lower frequcllcy 

homophones when they were precedcd tw/) .nals earhcr by the hlgher frequenl'y memhcr 

of the homophone pair, but found inhibition for higher frequeney homophone\ when they 

were preceded by the lower frequency member of the homophone pair. ACl'ordlng ln thelr 

view, when the low frequency member is presented fir~t, cntrie~ for hoth memhcr~ arc 

activated, and the entry for the hlgh frequency membcr IS cho~en for the ~pclhng check 

first. This check will fail and they proposed that mhibitory effects would reduce the 

availability of the entry for the high frequency memher wh en Il IS pre\cnted two triab huer 

When the higher frequency member is presented first, only lt~ entry undergocs a ~pelhng 

check so there are no inhibttory effects. The phonologlcal representatlon of the tllgher 

frequency member will have activated the entry for the lower frequency memhcr so that 

when it is presented two trials later, facihtation is observed. 

The results of the present experimems suggest another interpretation of the mhibuory 

effect for high frequency homophones when they are preceded by the lowcr frcqucncy 

member of the homophone pair. The lower frequency member will activate the 

phonological representation of the pair and this may still be active two triab latcr when the 

high frequency member is presented. The meaning of a hlgh frequency mernhcr l~ 

normally sufficiently activated before information from the phonological route arnvc~, ~o 

that there are no effeets of homophony. However, the computation along the phonologlcal 

route may be much faster when it has been primed, so that the output from thl~ routc doc~ 

contribute to semantic activation. This would slow response~ on the high frequency 

members sinee subjects must await the outcome of the competillon between the two 

representations of the homophone. When the higher frcqueney member 15 pre~ented fir~t, 

its meaning is activated priOT to the arrivaI of the input from the phonological route, so 
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phonologie al infonnation does not affect decision latency. However, the phonological 

representation is acùvated, and it may faciîitate responding on a subsequent low frequency 

rncmbcr that depcnds on this information for recognition. That is, priming of the 

phonological representation of a homophone pair would slow processing on subsequent 

high frequeney members that are normally processed before this information arrives, but 

specd processing on lûwer frequency members that need this information for recognition. 

Word Frequency Effects 

Although the present studies were designed to examine the use of phonological 

information in word recognition, the results from Experiment 6 can provide evidence in 

another debate in word recognition, and that is the debate about the locus of the effect of 

word frequency. Balota and Chumbly (1984) failed to observe an effect of word 

frequency on YES decision latencies for exemplars. They concluded that the large 

frequency effeet they and others have found in lexical decision reflects a task-specific 

decision process that has little to do with the access of meaning. However, Monsell (1985) 

and Monsell et al. (1989) did find an effect of word frequency on YES semantic decision 

latcncies, and they point to several problems with Balota and Chumbly's (1984) 

experiment that might explain the discrepancy. In Experiment 6, a significant effect of 

frequency was found on YES latencies, consistent with the results of Monsell (1985) and 

Monsell et al. (1989). This result off ers further support to the widely held view that the 

process of aeeessing meanings is sensitive to word frequency. Il is a central assumption of 

the Seidenberg and McClelland (1989) model. 

Evaluation of the Semantic Decision Task 

The semantic decision task seems to he a better measure of the access of the meanings 

of individu al words than lexical decision or sentence verification. Several observations in 

the present studies have implications for the use of the semantie cate30rization task in the 

study of word recognition. The first is that the category names used must be broad in 

• 
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order t(. ?revent priming of the target. Monsell et al. (19~1}) have also made this 

recommendation. Experiment 2 demonstrated that the use of specifie category names in 

Experiment 1 and in Van Orden's (1987; Van Orden et aL, 19R5) expenmcnts resuIted 111 

an overestimation of the size of the difference between homophone fOlls and spclltng 

controls. 

The second observation about the semamic deciSJOn task I~ tha! performance on word~ 

does not appear to he very sensitive to the proponion of homophones lIlc\udcd 111 the 

experiment but that performance on pseudowords is somewhat ~ensllive to thls 

manipulation. In Experiment 3, the size of the difference bctween homophone foils and 

spelling con trois did not change from Experiment 2 for low freqllency word~ wilh low 

frequency exemplars. but was smaller for pseudohomophonc fotls wnh low frcqucncy 

exemplars. In addition, pseudowords were responded to faster than word~ III Experimcnt 

3. whereas they had the longest response times in Experiment 2. Il IS po~slhlc tha! whcn 

the proponion of homophones was high, and thus decisions were difficult, ~uhjccts 

attempted to use an onhographie familiarity strategy. Such a strategy wOlild have hccn 

useful for performance on pseudowords because the correct re~ponse IS al ways NO, hut 

would not have been useful for words, since the correct response depcnded on their 

meaning. This suggests thût studies that involve making comparisons between 

pseudoword performance and word performance should keep the proponton of 

homophones low to reduce the likelihood that special strategies Will he used on 

pseudowords. 

A third observation is that subjects adopt a spelling check strategy when fOlI tnale; are 

included in the experiment. This suggests that foil trials should he avoided if the ohject 1\ 

to study normal word recognition processes. However, the use of fOlb wa\ e\~enl1al 111 

the present experiments because the comparison between erroneou~ YES re\JXlI1\c\ on 

pseudohomophone foils and homophone foils deterrmned whether the phonologlea! effeet\ 

arase prior to the access of meaning or following access. The use of exemplar target~ 
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avoids the use of foils but does not allow the observation of YES responses on 

pseudowords. A further complication that arises when YES responses on exemplars are 

examtned is that. in most designs. a set of semantic control words needs to he used. These 

are not always easy to find, and care n.ust he taken to ensure that they are equally good 

mcmbers of their category. A combination of strategies thus seems appropriate when 

phonological mediation of the access of meaning is studied. 

Further Implications 

The results of the present experiments have several other implications. They suggest 

that Adams (1990) is correct in saying that spelling-sound translation lessons are a valuable 

component of heginning reading instruction, since skilled readers continue to make use of 

phonologie al information to aid the recognition of low frequency words. The importance 

of phonological information for skiIled reading in hearing persons suggests that a possible 

reason why the deaf often fail to become skilled readers is that they are unable to benefit 

from the dues to meaning that phonological information provides. And finally, the finding 

of a role for phonological information in skilled reading suggests that a reason that 

languages may have evolved to represent the phonemes of the language is that the 

phonological information offers a valuable source of information for the recognition of 

words. 
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APPENDIX A 

Stimuli used in Experiments 1-3 

Note: The homophone controls are not shown; they are simply the foil words paircd with 
one of the other categories. 

Exemplar Foil Spelling Control Expt. 1 Category E" pt. 2 Cnh'gor)' 

High Frequcncy Foil/l-hgh Frcqucncy Excmplar 

principal principle municipal school employee living tIllng 
son sun sin male relative living t111ng 
bear bare beat hibemating animal livmg t111ng 
male mail mile blological category living thing 
patients patience patent people found in hospnals lIving th mg 
residents residence resistance ciùzens living thmg 
cent sent count type of money ohject 
dothes doSt! daims stored in closet!\ objcct 
meat rneet mean dinner food ohjcct 
plane plain play air vehicle object 
presents presence preserve typically at a btnhday pany ohJect 
road rode TOurd used by travellers ohJcct 

Hlgh Frequcncy FoiVLow Frcqucncy Excmplar 

beech beach beer type of tree livmg thmg 
knight night knife distingUlshed man livmg thmg 
nun none non religious person livlllg thmg 
seller cellar secret store personnel hvmg lhlTlg 

prophet profit project Biblical person hvmg thmg 
boarder border broader paying resident Iivmg thmg 
sail sale soul part of a boat obJect 
ladder latter labor painter's equipment ohJect 
pail pale pain deaning equipment object 
axe acts age woodsman 's tool object 
throne thrown throat monarch's object object 
brake break brave car part object 
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Exemplar Fo il S?elling Control Expt. 1 Category Expt. 2 Category 

Low Frequency Foil/High Frequency Exemplar 

guys guise guts group of men living thing 
hor~c hoarse hosl! farrn animal living thmg 
prince pnnts prance royalty living thing 
rose rows robe garden flower living thing 
guest guessed gust people in hotels living thmg 
boy buoy bog young person living thing 
board bored boast construction material object 
hrcad brcd broori baked item object 
gate gan gale type of barrier ',bject 
nng wnng rinse type of jewellery object 
hall bawl bail child's toy object 
sign sine sigh infonnation medium object 

Low Frequency FoiVLow Frequency Excmplar 

flea flee flex parasite living thing 
fowl fouI foil edible birds living thing 
toad towed trod amphibian living thing 
whalc Wail whack seamammal living thing 
haron barren bargain nobleman living thing 
pigeon pidgin piston city dwelhng blrd living thmg 
sword soared swom weapon object 
pole poIl poke tent pan object 
medal meddle medley type of award object 
um cam urea container object 
kns lends lent optical device object 
bridle bridai brittle horseback riding eqUlpment object 
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Exemplar 1'0 il Spelling Control Expt. 1 Categor)' F\pt. 2 Cllh'gor) 

Pl>Cudohomophonr FOII/l-hgh Frcqucncy Excmplar 

writer riter writed per-;on 111 book 1Il0U'itry hVlIlg tllll1g 

trees treeze treem type of vegctal1OI1 hVlIlg tlul1g 
daughter douer daupher femalc rclauve hVlIlg thlllg 
soldiers soljers soltier Imhtary per~onncl hVlIlg tlllng 

dog dawg dag dome~uc ammal hVlIlg thlllg 
chief cheef chlel type of leader hVlIlg tlllnl!, 
boat bote boam water vehlclc obJcct 

table tabel tadle type of furmtllrc obJcct 
rock rawk roch natural eanh fonnatIol1 ohJcct 
pi one phoan ph and mean-; of commlllllcatlon oblCct 

shoes shews shoss foot wear obJcct 
seale seail scalm mea~lInng devlcc ohlecl 

Pscudohomophonc FOiI/Low Frcqucncy Excmplar 

eagle eagel eaple predatory blrd hvmg thlIIg 

fox focks fow canine hvmg th IIlg 

poppy paupy poggy symbolIc flowcr hvmg thlIIg 

worm winn wurn legles'i ,mimaI hVlllg thmg 

beetle beatel beelet LTawhng m ... ecl lIvmg Ihm!, 

cod caud col fi~h hVlllg thlng 

purse perse porse fashlon accc!-><,ory ohJcct 
drawer droar drawen part of furmlure obJect 
spear speer spean hunting equlpment ohJcct 

naîl nale noil type of fa<,rener ohJect 

skate seate skote hockeyeqUipment ohJect 

stove stoa'fe stoze household apphance ohJect 
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APPENDIX B 

Words used in Experiment 4 

I<:xemplal Foil Spelling Control Category 

High Simllanly BClwccn Excmplar and Fmi 

hcrome heroin heroic hving thlOg 
baron barren bargain living thing 
fowl fouI foil living thing 
~erf surf scarf living thing 
pIgeon pidgin piston living thing 
toad towed toye..d living thlOg 
boulder bolder balder object 
bridle bridal brittle object 
cord chord cod object 
Icn~ lends leans object 
altar alter ajar object 
pearl purI peril object 

Low Simllanly Belwcen Exemplar and FOiI 

lynx links lanky living thing 
fairy ferry fancy living thing 
hawk hock haui living thing 
Idol Idle idiom living thing 
doe dough dot living thing 
whale WaIl warn living thing 
rack wrack wreck object 
medal meddle medley object 
sword soared seared object 
mast massed marred object 
um eam urea object 
sleigh slay sIam object 

.,. 
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APPENDIX C 

Words used in Expenml'Ill 5 

Homophone Related Unrelatl'd .. 'atl'gllr~ 

Exemplars Primes ... • rimes 

High Frcqucncy Excmpiar/High Frcqucncy hlll 

principal ethic bustle liv1I1~ thlllg 
son star magic hV1I1g th mg 
bear exposed launch hV1I1g thll1g 
male letters echo hV1I1g thing 
patients serenity phase living tlung 
residents dwelling optIon hVIIl),! thmg 
cent shipped bash ohJect 
clothes fasten regret ohject 
meat join gamble ohject 
plane obvious aggravate ohJect 
presents existence nimble ohject 
road sat health ohject 

High Frcquency Excmplars/Low Frcqucncy FOils 

guys semblance pardllel living thmg 
horse raspy reason living thing 
pnnce photographs hoot living th mg 
rose columns malice living thmg 
guest estimated pardon hving thmg 

boy beacon liberty lIVing thmg 

board restless past ohJect 
bread born Jaunt obJect 
gate gallop bite ohject 

ring twist baffle ohject 

ball cry hint ohJect 

sign angle antie ohject 
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lIumophone Related Unrelated Category 

Exemplar!t Primes Primes 

Low Frcqucncy Exemplar/Htgh Frcqucncy Foil 

bcech shore babble living thing 

kmghl evemng pinch living thing 

nun few league living thing 

seller basemenl riddle living thing 

prophet revenue moist living thing 

boarder outline myth living thing 

sail discount jolt object 

ladder following passion object 

pad colorlcss bungle object 

axe pretends eclipse object 

thronc tossed focus object 

brake shatter bold object 

Low Frcquency Excmplar/Low Frcqucncy FmI 

flca run d!ivantage living thing 

fowl polluted glory living thing 

toad pulled anxious living thing 

whale weep df!nsity living thing 

haron arid accident living thing 

pigeon slang tune living thing 

sword glided blame object 

pole opinion lucky object 

medal intrude bnef object 

um acquire blink object 

lens donates bellow objr>et 

hndle wedding amount object 
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APPENDIX D 

Wards used 1II Experimcnt 0 

High Frequency Words 

Homophone Semantic Homophone Semanti{' 

Exemplars Con trois Exemplar~ Control, 

(High Frequency Foils) (Lo", FU'quem'y F()iI~ ) 

buy shop been ha .. 

hear speak waik run 
knew said caught ~h()ok 

made used seem appcar 
won lost min ~now 

led fled taught fought 
write draw slgn agrce 
roll push stayed watchcd 
see look shoot kili 
threw struck flew ~hd 

wait seek mise 11ft 

wore hung flow fi Il 
passed reached loan gmnt 
do go ned fixcd 
seen felt shear ~pllt 

meet join pau~e ru~h 

rode drove cast puch 
close open heat hlt 
sent kept break bUN 

sell trade thrown ~wung 
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Low Frequency Words 

Homophone Semantic Homophone Semantic 
Exemplars Con trois Exemplars Conlrols 

(High Frequency Foils) (Low Frequency Foils) 

blew stung alter arnend 
counsel advise creak squeak 
haul lug maul flog 
hire quit peer squint 
owe lend savor crave 
pour stir leak drip 
sew rip tow drag 
stea1 raid purI knit 
weigh ponder pray preach 
whme plead tease taunt 
err botch slay stab 
stares glares tacked nailed 
moumtng grieving retch gasp 
iessen loosen buI)' dig 
pare chop heal mend 
cite quote cam reap 
bawl yeU meddle intrude 
bred sired soar glide 
bored amused wail moan 
daze stun flee sprint 
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APPENDIX E 

Mean reaction times in milIisecmuis and mean percent ermrs ohtmned in Et(lerimellt 1 

Group Category-Target Relation 

-- ---

Foil E~emplar Foil Spelling lIomophom' 
Freq. Freq. Control Control 

RT Errors RT Errorl> RT Emlr. 

High High 680 22.9 639 15.3 652 6.2 

High Low 666 15.3 631 6.3 631 2.1\ 

Low High 646 7.0 620 3.5 631 21\ 

Low Low 721 26.4 669 8.3 622 3 5 

Non High 670 76 683 49 633 21 

Non Low 717 18.1 672 2.8 613 1 4 
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APPENDIX F 

Mean reaction limes in mil/iseconds and mean percent errors obtained in Experiment 2 

Group Category-Target Relation 

Foil Exemplar Foïl Spelling Homophone 
Freq. "'req. Control Control 

RT Errors RT Errors RT Errors 

High High 787 14.6 754 11.1 746 8.3 

High Low 777 11.1 764 13.9 750 8.3 

Low High 788 9.0 806 7.6 779 5.0 

Low Low 788 21.5 787 6.9 766 4.9 

Non High 782 11.8 800 6.2 803 7.6 

Non Low 836 17.4 809 6.9 756 4.9 

~--~~-- -------------
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APPENDIX G 

Mean reaction times in milliseconds and meall percent errors obtaillcd i1l E\{)l'rimt'Ilt 3 

Group Category-Ta rget Rclatioh 

Foil Exemplar Foil Spelling Homophone 
Freq. Freq. Control Control 

RT Errors RT Errors RT Errors 

Hlgh High 954 6.9 960 6.9 871 7.5 

Hlgh Low 982 11.8 951 9.0 893 10.0 

Low High 887 7.6 969 10.4 941 58 

Low Low 916 18.7 920 4.2 949 2.8 

Non Hlgh 873 2.1 854 1.4 864 2 1 

Non Low 905 10.4 834 2.1 860 1 4 



APPENDIX H 

Mean reaction times in millisecoruJs and mean percent errors obtained in Experiment 4 

Similarity Word Type 

Hlgh 

Low 

Foil Spelling Control 

RT Errors 

933 25.0 

925 11.8 

RT Errors 

913 6.8 

890 9.0 
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APPENDIX 1 

Mean reaction times in mi/liseconds and mean percent errors ohtamed ill E\l'enmcm 5 

Group Prime-Target Relation 

Exemplar Foil Unrelated Related 
.'req. Freq. 

RT Errors RT Errors 

Preliminary Study (Foil Target) 

756 9.7 708 6.0 

Low 712 5.1 668 4.6 

Low 769 7.4 721 4.6 

Low Low 785 19.9 740 11.6 

Main Experiment (Exemplar Target) 

High 703 6.6 707 9.4 

Low 676 4.2 682 3.1 

Low High 7'1 12.2 715 18.8 

Low Low 719 3.5 709 8.3 
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APPENDIXJ 

Mean reaclÎon rimes in milliseconds and mean percent errors obtained in Experiment 6 

Group Word Type 

Exemplar Foil Homophone Spelling Control 
Freq. Freq. 

RT Errors RT Errors 

lilgh HIgh 742 6.8 758 9.0 

HIgh Low 770 14.0 763 10.4 

Low HIgh 803 14.6 7R9 10.2 

Low Law 807 12.0 769 6.8 



APPENDIX K 

Mean reaction times in milliseconds and mean percent errorsfor exemptar re.\T)(IllSCS l1l 

Experiments 1-3 

Group Experiment 

Exernplar Foil 1 2 3 

Freq. Freq. 

RT Errors RT Errors RT Emlrs 

High High 570 5.5 'i56 11.8 799 10.4 

High Low 600 8.3 697 76 RIR 7.6 

HIgh Non 556 0 688 4.2 RIO 5.6 

Low High 605 25.7 781 22.9 835 18 Il 

Low Low 571 4.9 734 5.5 844 6.9 

Low Non 640 11.1 721 7.6 802 8.3 

Note: AlI correct reaction rimes on exemplars were inc1uded in the latency mean~. Only 

those latencies corresponding to false positive errors on homophone foils wcrc IOdudcd in 

the analyses in the text. 
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