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Ahstract 

Near-field blast effects for centrally initiated spherical heterogeneous explosive 

charges have been investigated experimentally. The charges consisted of a packed 

bed of reactive particles saturated with a liquid explosive. Once the charge was 

detonated, the particles accelerated to high velocities and impacted a rigid plate or 

cantilever gauges. The positive phase pressure impulse at the rigid plate surface and 

the cantilever bend angles were measured at various distances. Comparison of the 

results for large diameter Zirconium (millimetre-sized) and small diameter Aluminum 

particles (sub-micron) suggested that the impact and fragmentation of the former 

contributed to the overall loading of the blast wave within the near field. Single 

particle acceleration experiments concluded that the impacting of burning particles 

with a rigid structure resulted in fragmentation at all impact velocities. This suggested 

that the fragmentation mechanism was an efficient means by which to increase the 

overall energy release rate from the particle combustion process. Non-burning impact 

experiments were also conducted. Results implied the importance of shear banding 

and thermal stressing within the blunt impact and fragmentation mechanisms. Critical 

impact velocities for fragmentation with Zirconium, Titanium and Aluminum 

particles were obtained above which fragmentation of the metallic spheres occurred. 



Résumé 

La détonation d'explosif hétérogène initié sphériquement a été investiguer par 

expériences. Les charges étaient composées de particules réactives saturées d'un 

explosif liquide. Une fois la détonation initier, les particules étaient accélérées à haute 

vitesse et ont impacté une plaque rigide ou des récepteurs leviers. L'impulse positive 

était enregistrée et les déflections angulaires des leviers étaient mesurées à plusieurs 

distances différentes. La comparaison des résultats pour des grosses particules 

(Zirconium) et des petites particules (Aluminum) suggéraient que la fragmentation du 

Zirconium sur impact avec des surfaces rigides contribue à l'impulse total de la 

détonation. Des expériences qui accéléraient une seule particule ont été complétées. 

Les résultats ont prouvé que la fragmentation des particules brûlantes se manifestait à 

toutes les vitesses d'impacte investiguer. Cela a suggéré que la fragmentation soit un 

moyen efficace d'augmenter l'énergie de combustion associer avec la détonation et 

dispersion de particules brûlantes. Des expériences avec des particules non-brûlantes 

ont été performer. Les vitesses critiques pour la fragmentation de particule en 

Zirconium, Titane et Aluminum ont étés déterminées. 
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1.0 Brief History of Pyrotechnies and Explosives 

Science has long played an important role in aU aspects of social development. From 

astronomy to chemistry, the evolution of the sciences has progressed hand in hand 

with most social changes. However, few of science's inventions have had such a 

strong impact on societies around the world as explosives. In fact, almost no other 

scientific invention can claim as long lasting a relationship with the dominance and 

progression of individual societies. 

The defence of cities using launched fire-pots dates as far back as 900 BC on the 

Assyrian bas-reliefs. Buming tip arrows were used in the capture of Athens in the 

year 450 BC. Bonfires devastated the fortified walls of Platea in 429 BC causing the 

rulers of the time to faU. Primitive versions of the modem cannon were also used in 

attacks on Delium in 424 BC. Numerous concoctions were developed from year to 

year, each designed to out-bum the previous. It was not until463 AD that the advent 

of Greek-fire, the first real pyrotechnie material, would dominate the fields of war, 

defence and intimidation (G.!. Brown, 1998). In fact, the Byzantine empire would 

safely defend the city of Constantinople and its surroundings against invasion for 

nearly 800 years 

us mg this 

pyrotechnie 

material. The 

figure at right 

clearly 

illustrates the 

primitive battle 

technique that 

proved effective 

for many 

generations. 

Fig. 1.0-1, Greek frre being used at sea, a drawing from the tenth century 
Byzantine manuscript. Corresponds to the figure on page 3 ofG.1. 
Brown, 1998. 
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The actual composition of Greek-fire was so widely coveted that divulging the recipe 

was deemed an act of treason, sacrilegious and punishable by death. It is believed that 

the main ingredient was oil-rock, or naphtha, an oily residue commonly found near 

the Black sea and Caspian sea waters. A distilled variety of the residue would yield 

inflammable oil that could float on water and only be put out with sand, vinegar or 

urine. The obvious intimidation caused by such a devastating weapon allowed the 

region to thrive until the Turkish invasions of 1453. The empire fell because of a 

newly established weapon involving the use of the next revolutionary pyrotechnie 

material: gunpowder. 

Gunpowder, or black powder as it is informally known, was believed to be invented 

by the Chinese nearly 400 years before the Turkish invasions. The first applications 

were for fireworks, small bombs and grenades. The Chinese state believed in the 

magic powder' s potential so much that all production fell under government control 

by the year 1067. In fact, the state went so far as to make the sale of black powder 

illegal to all foreigners. Although the exact origins are still up for debate, the 

Franciscan friar Roger Bacon is accredited with the frrst written recipe for 

gunpowder. His concoction called for seven parts saltpetre, five parts young hazel 

wood and five parts sulphur. John Bate wrote that "Saltpetre is the Soule, Sulphur is 

the Life and Coales are the body" (Thucydides, 1954). The actual recipe for 

gunpowder remained relatively unchanged up until the 1700s. Past that date, the 

concentration of saltpetre increased to about 75%, with the remaining 25% equally 

split between sulphur and charcoal. Incredibly, the rise of gunpowder was relatively 

slow. The first primitive weapons were unreliable, dangerous, and grossly inaccurate. 

In fact, archers were more highly regarded for many centuries because of their speed 

of firing and accuracy. However, few kingdoms or empires doubted the potential of 

this black powder. Numerous advancements in both production and weapons 

technology made gunpowder the dominant pyrotechnie for hundreds of years. 

The only thing that outshined the impact of gunpowder on the battlefield was its 

effect on civil engineering. The mining industry was introduced to gunpowder in the 
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early parts of the 17th century. Old-fashioned methods ofhot-cold splitting and stone 

wedging were eclipsed by the high productivity of the powder. However, gunpowder 

was de:{initely a double-edged sword. Although mine productivity increased, 

employee safety was greatly reduced because of difficulties igniting the powder. In 

1831, a Cornish miner by the name William Bickford invented the safety fuse by 

running gunpowder down the middle of a 12mm diameter rope. The new product 

swept throughout the industry and remained relatively unchanged until 1864. The 

debate continues as to whether or not gunpowder had a positive or negative effect on 

the mining industry. However, little debate exists as to the impact of gunpowder on 

canal building and railroad development. There is little doubt that the existence of 

society as it is today is indirectly linked to the canal building of the 17th century. The 

French were the tirst to use the modem powder to construct a canal 240 km long, 

with 100 locks, and a 165m tunnel linking the Mediterranean Sea to the Bay of 

Biscay. This unbelievable engineering exploit would have been impossible without 

the aid of gunpowder rock clearing. Canals spread throughout the civilizations of the 

globe, and along with the sprouting of railroads permitted the development of large 

cities away from major waterways. Gunpowder aImost single-handedly allowed cities 

to grow larger than they ever had before. It marked the beginning of almost entirely 

urban societies. 

With the incredible growth in popularity of gunpowder, it is not surprising that many 

claims of improved performance began to appear. Businessmen around the world 

were making unproven statements of having the "next best thing" and because of it 

many unqualitied people began experimenting with explosives. Obviously the 

number of accidents increased dramaticaIly, forcing the British Govemment to 

impose the Explosives Act of 1875. The act, which is still in place to today, controls 

aIl aspects of production, transportation, storage and use of any explosive material. 

American and Canadian govemments (along with many others) have since 

implemented their own versions of the act. 
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However, not all the daims of improved performance were unfounded. Severa! 

advancements were made that not only made the explosives more powerful, but also 

safer to \Ise. In fact, by the end of the 19th century, nitro-explosives almost completely 

eliminated the need for gunpowder. Eventually ANFO (Ammonium Nitrate Fuel Oil) 

explosives edipsed all available pyrotechnie and explosive materials in both power 

and priee. To this day, ANFO is a cheap and effective explosive. AN-based slurries 

and water-gel mixtures have overcome many of the original disadvantages making its 

use increasingly popular in the 21 st century. 

No discussion about explosives would be complete without at least a mention of 

nitroglycerine. The keystone to the development of this novel explosive was Fritz 

Haber's Nobel Prize winning method for making ammonia. The Germans, needing a 

more reliable way to pro duce explosives in times ofwar, quickly developed methods 

for producing ammonia and converting it into nitric acid. The method was so efficient 

that it was adopted around the world. However, it was not until 1864 that the true 

nitroglycerine era began. That date marks the invention of the detonator. Alfred 

Nobel successfully initiated a charge of pure nitroglycerine with a minute amount of 

gunpowder. Nitro-glycerine was the tirst real high-energy explosive, capable of 

generating overpressures over tifty times that of gunpowder in only micro seconds. "It 

is the difference between being bumped into by a pedal cyclist or being knocked for 

six by an express train" (G.I. Brown, 1998). The difference is so dramatic between 

the high and low explosives that the term detonation tirst appeared to exp Iain the 

overwhelming noise created with nitro-explosives (derived from tonare, to thunder in 

Latin). 

Nobel' s contribution to the world of explosives did not end with the detonator. He 

was also credited with the invention of "dynamite" (derived from dynamis, to power 

in Latin). Fearing further loss oflife because of the unstable nature ofnitro-glycerine, 

he began experimenting with ways of absorbing the explosive liquid into a paste or 

dough. He eventually succeeded with a mixture of three parts nitro-glycerine and one 

part kieselguhr (a soft, white, porous substance made from the skeletons of aquatic 
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plants). The resultant mixture was marginally less powerful, incredible easy to 

detonate and extremely safe to handle. In fact, the term dynamite is synonymous with 

the wordexplosive even to this day. 

Advancements in the field of explosive materials led to the definition of two general 

forms: homogenous and heterogeneous explosives. Almost all modem forms of 

explosives can be categorized by one of these two general definitions. Homogeneous 

explosives are defined as ones with invariant composition. As seconded by the 

definition in the Random House College Dictionary (Revised Edition) homogenous 

means, "of the same kind or nature, having a common property throughout". 

Heterogeneous explosives, on the other hand, may have inconsistent properties 

throughout their volumes. Within the context of this report, the heterogeneities are 

created by the saturation of liquid explosive within a spherically shaped packed bed 

of metallic particles. 

The heterogeneous nature of an explosive and more specifically the addition of metal 

particles in a packed bed arrangement have sorne serious implications with regards to 

overall explosive performance. Firstly, adding metal particles will increase the energy 

density of the explosive mixture. The overall energy release will be augmented, 

increasing the work done by the expanding detonation products although the 

combustion of the particles occurs on a timescale that is much longer than the 

explosive itself. This phenomenon is particularly important for commercial 

explosives. However, the use of heterogeneous explosives is not without sorne 

drawbacks. For example, the detonation pressure, temperature and velocity are 

typically reduced due to the energy associated with the heating and acceleration of the 

added particles. The presence of heterogeneities within the explosive also adds to the 

complexity of the underlying detonation physics. One of the major issues still under 

investigation is the effect of the interaction of the particles with the blast wave. A lack 

of knowledge of the ignition and combustion timescales of the particles complicates 

the calculations that determine the total energy release of the detonation. The 

momentum flux of the gas and particles and their respective effects on the impulsive 
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loading of nearby structures IS another mechanism that has yet to be properly 

explored. 

Clearly there are many fundamental questions that require further scientific study in 

order to characterize the detonation physics of heterogeneous explosives. This report 

is an attempt at bridging the gap between the observed physical phenomena of a 

heterogeneous explosion and the understanding of its underlying mechanisms. Issues 

related to the detonation propagation in the multiphase mixture will not he addressed. 

Rather, the present study concentrates on the particles accelerated by the expanding 

combustion products and their effects on nearby structures. 
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2.0 Introduction 

. 
Zhang, et al. (2001) devised a simple experimental set-up for the detonation of 

heterogeneous explosives. The spherical charges consisted of solid inert particles 

placed in a packed bed arrangement saturated with liquid explosive. Upon detonation 

of the liquid explosive, the inert particles accelerated to speeds of well over 1 km/s. 

The acceleration and impact of these high-speed particles generated significant 

loading on nearby obstacles. Further experimentation showed that the near-field 

impulse applied to an obstacle was primarily influenced by the momentum-flux 

provided by the particles (Frost, et al. 2001). This naturally led to experimentation 

with reactive particles with a similar charge configuration in order to study the 

potential enhancement of blast characteristics caused by the energy release associated 

with the metal particle combustion process. The figure below is a clear example of 

the reactive nature of Zirconium metal particles. 

Fig. 2.0-1, Explosive dispersal of Zirconium metal particles. 

It is important to note that 

in the previously 

mentioned experiments 

with inert particles, the 

particle velocities 

irisufficient to 

fragmentation 

impact with 

were 

cause 

upon 

solid 

structures. The question 

was raised whether or not 

explosively dispersed 

reactive particles (instead of inert particles) with relatively large diameters could 

fragment upon impact. If partially molten projectiles did occur, this would result in a 

significant increase in surface area. A larger reactive surface area would yield a 

substantially greater energy release rate, which could lead to an increased loading on 
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nearby structures. This scenario IS based on the assumptions that particle 

fragmentation occurs and that the energy release process occurs rapidly enough to 

influence the local thennodynamic conditions. The validation of these assumptions is 

the motivation for the present work and the objective of the recently performed 

experiments. 

Frost, et al. (2002, 2003a) have thoroughly studied the explosive dispersal of inert 

and reactive particles. Particle fragmentation has also been studied at length over the 

past several decades. Many of these studies involved the hypervelocity impact of 

particles with either bumper plates or semi-infinite obstacles, particularly in the 

context of the impact of micrometeorites with space structures. Relatively little 

literature exists attempting to shed light on the impact fragmentation of reactive and 

burning metallic particles. 

Experimental trials in both particle dispersion and impact fragmentation have been 

performed in order to mesh the understanding developed in each field over the years. 

An attempt to explain the associated enhancement of loading effects on near-field 

structures will also be made. Three independent sets of trials have been perfonned in 

order to evaluate the hypothesis proposed earlier. First, a set of particle dispersal trials 

was perfonned over several summers. Second, a series of sÜlgle reactive sphere tests 

were conducted that accelerated a particle explosively. Third, a light-gas gun facility 

was utilized to detennine the fragmentation characteristics of the particles 

themselves. 

The field trials were carried out at the experimental test range at DRDC-Suffield in 

Alberta, Canada. The trials were a collaborative effort typically involving 3 or 4 

students and staff from McGill University as weIl as technical staff from DRDC­

Suffield. The contributions of the author of the present report are summarized in the 

following. 1 participated in the field trials during the summers of 2000-03. In July 

2003, 1 worked with Jason Pryszlak on the design, construction and initial testing of 

the explosively driven particle accelerator. Following that, 1 modified the Light Gas 
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Gun located at the University of Sherbrooke by adding a test section and rebuilding 

the gas handling system. 1 then carried out the particle impact tests with the aid of 

technical staff from the University and Dr. Martin Brouillette. 

The following section is a brief review of pertinent literature. It begins with a 

summary of inert and reactive particle dispersal experiments. The concept of spall 

strength and its importance with regards to impact fragmentation is then introduced. 

An overview of previous experiments involving impact testing is then presented, 

followed by a brief description of metal particle combustion. 

After the literature review, an outline of the three experimental procedures is given. 

The results and discussion are then presented. Conclusions are made with an 

background information available in the appendices at end of this report. 
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3.0 Literature Rcvicw 

3.1 Inert Particle Dispersal 

Kurbangalina (1969) and Lee, et al. (1995a, 1995b) have experimentally studied the 

detonation characteristics of heterogeneous explosives consisting of a packed bed of 

spherical particles saturated with liquid explosive. They were able to determine the 

detonation velocities and critical diameters for propagation as functions of the liquid 

explosive sensitivity and particle diameter. They hypothesized a mechanism for the 

propagation of the detonation wave within the charge itself. Zhang, et al. (2001) used 

the same explosive mixture to systematically study the dynamics of the subsequent 

particle dispersion. 

When a packed bed charge of inert spherical particles is detonated, a detonation wave 

propagates through the packed bed compacting the spheres. A large pressure gradient 

is immediately generated at the outer edge of the packed bed. This steep pressure 

gradient causes a large initial acceleration of the particles. When the wave reaches the 

outer edge of the charge, a blast wave is transmitted into the air. A subsequent 

rare faction wave is reflected at the charge surface and the expanding detonation 

products drive the particles outwards. A large velocity difference between the 

expanding products and the particles themselves creates an aerodynamic drag force 

that accelerates the particles even faster. In fact, Zhang, et al. (2001) showed that the 

particles were accelerated to velocities between 1-2 km/s within the scale of only a 

couple charge diameters. Lanovets, et al. (1991) performed numerical simulations of 

a similar configuration and determined that the particles can in fact race ahead of the 

explosion products and penetrate the shock front. Once in front of the initial blast 

wave, the particles decelerate because of the aerodynamic drag. Eventually, the shock 

front may catch up to the particles and overtake them in the far-field. 
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Fig. 3.1-1, Overpressure comparison ofheterogeneous (0) and 
homogeneous (0) charges at varying distances. 
Corresponds to fig. 4 of Zhang, et al., 2001. 

Frost, et al. (2001) 

conc1uded that the 

exchange of momentum 

and energy between the 

surrounding flow field 

and the 

themselves 

partic1es 

actually 

changed the rate of decay 

of the blast wave when 

compared with 

homogeneous explosions 

of a similar configuration. 

The figure at left 

demonstrates the previous 

statement. In tests looking 

at the overall effect on the far-field pressure and impulse (i.e., time integral of 

pressure), it was determined that both could be augmented by the shock front 

penetration of partic1es. They determined that in the near-field, when comparing 

homogeneous and heterogeneous charges with the same mass of explosive, the 

heterogeneous charge developed significantly higher impulses. Although the peak 

overpressures were lower because of the energy losses assoeiated with the 

acceleration of the partic1es, the partic1e momentum flux was up to 4 times greater 

than that for the results involving the gas alone. In fact, some analysis of the 

experimental results showed that for the heterogeneous charges the partic1e impacts 

contributed 70% of the total impulse applied to cantilever gauges. 

Several important factors can affect the ability of the high velocity partic1es to 

overtake the shock front. The first and most obvious factor is that of charge geometry. 

As explained by Zhang, et al. (2001), a charge generating a planar shock front will 

never be overtaken by accelerated partic1es. This is explained by the relatively slow 

decay of the front caused by the Taylor expansion. For charge configurations yielding 
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curved shock fronts, over-taking of the blast wave by the particles is possible for 

certain ranges of particle mass and inertia. As explained in any literature describing 

shock wave fundamentals, the frontal curvature of a non-planar shock wave will 

cause the rapid deceleration of the front itself. 

1.6 
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Fig. 3.1-2, Effect ofParticle Addition on Blast Trajectory .• 
Experimental Nitromethane (NM), 0 Experimental 
NM/Fe, 0 Experimental cloud front, - - Explosion 

product front NMlFe, - - Explosion product front NM. 
Corresponds to fig. 5 from Zhang, et al., 2001. 

The next factor 

influencing the 

potential overtaking of 

the shock front is the 

inertia of the particles 

that are being dispersed. 

As determined 

previously (Zhang, et 

al., 2001), the initial 

acceleration of inert 

particles is influenced 

most directly by the 

pressure gradient in the 

multiphase flow behind 

the shock front. 

Following the initial acceleration, subsequent acceleration and/or deceleration of the 

particles is linked to the drag associated with velocity differences between the two 

phases. It is important to note that the pressure gradient of the multiphase flow is 

independent of the particle diameter. The time scale of the momentum relaxation 

controls the drag, which is proportional to the square of the particle diameter (This 

depends on the particle Reynolds number and the flow regime, e.g., Stokes flow). 

This means that for larger particle diameters, the pressure gradient is the dominant 

driving force yielding almost constant particle velocities. As the diameter is reduced, 

the drag force becomes a much more significant contributor to the particles' overall 

velocity. Again as explained in Zhang, et al. (2001), the reduction in particle diameter 

results in an overall reduction of the momentum relaxation time scale. As the particles 
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cross the shock front, the aerodynamic drag reduces their relative velocity, effectively 

pulling them back towards the shock front. Hence, if the diameter is reduced too 

much, th.e momentum relaxation time scale is such that the particles will equilibrate 

with the velocity of the expanding detonation products. This means that the particles 

will never penetrate the decelerating shock front. In other words, for small particles 

the inertial effects of the initial acceleration would be insufficient to allow the relative 

drag forces to be overcome. The particles would never reach a velocity greater than 

that of the expanding detonation products because the momentum relaxation time 

scale would be too short. 

The solid mass fraction is also an important parameter in particle dispersal 

experiments. If the particle density is reduced (hence reducing the sol id mass 

fraction), the overall loss of momentum is reduced in the energy transfer from the 

expanding detonation products to the particles themselves. This translates into having 

more energy expanding the detonation products with fewer particles to accelerate. 

This increase in driving impulse is predicted to have a significant effect on reducing 

the total overtaking distance for particles to penetrate the shock front (Zhang, et al., 

2001). The solid mass fraction effect has been studied extensively in the previous 

computational work. However, it has remained relatively untouched in the 

experimental world because of difficulties in developing appropriate explosive 

charges that conveniently vary the mass fraction of the inert particles. 

3.2 Reactive Particle Dispersal 

The dispersal mechanism of reactive particles is identical to that described previously 

for inert particles. It involves the development of a large pressure gradient and the 

subsequent expansion of the detonation products. The particles are accelerated rapidly 

in the near-field and depending on their inertial characteristics may or may not 

overtake the shock front. 

13 



The biggest difference when comparing reactive and inert particles is the potential for 

heat release associated with the combustion of the metal particles within and/or ahead 

of the detonation products. This release of even greater amounts of energy can further 

augment the overpressures and impulses associated with the blast wave. The 

penetration of the burning particles ahead of the shock front can also effectively 

preheat the surrounding air and minimize the decay of the decelerating blast. Filler 

(1976, 1985) observed in rus tests with reactive casings that the shock attenuation was 

slowed because of the interaction between the reactive casing fragments and the flow 

field. 

As described previously in the section on inert particle dispersal, work has been done 

to determine the detonation velocities and critical diameters of packed bed 

heterogeneous charges. As described by Frost, et al. (2002), variation of particle size 

within the packed bed configuration is a compromise between the desensitization of 

the explosive by the particles themselves and the sensitizing effect caused by hot-spot 

generation from the shock wave and particle interaction. These factors play crucial 

roles in the overall determination of the critical diameter and detonation velocity for 

specific configurations of both inert and reactive particles. 
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The reactive nature of sorne 

metal particles lends itself to 

a different definition of 

critical diameter. The 

normal definition for the 

critical diameter is that of 

the diameter below which 

the propagation of a 

detonation wave is not 

possible. However, with 

reactive particles a second 

Fig. 3.2-1, Critical condition for prompt ignition of critical diameter can be 
Magnesium metal particles. Corresponds to 
fig. 4 of Frost, et al., 2002. 
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Fig. 3.2-2, No ignition (left columns), delayed ignition (centre columns) and prompt ignition (right 
column) of Magnesium metal particles. Time between frames is approximately 0.5 ms. 
Corresponds to fig. 2 of Frost , et al., 2003a 

established below which the prompt ignition of the particles does not take place. The 

term "prompt" here is defined as a combustion energy release within a timescale that 

allows for the augmentation of the blast wave intensity. Frost, et al. (2002) performed 

numerous lab and field experiments on magne sium particles of varying diameter 

placed in a packed bed configuration of varying charge diameter. Figures 3.2-1 and 

3.2-2 visually explain the above description of a second critical diameter for prompt 

ignition. One should notice the presence of three different regimes. The first is 

described previously as the prompt ignition of the particles. The second regime was 

that of delayed ignition where the particles burned but on a delayed timescale that did 

not allow for the augmentation of the blast wave intensity. A third regime was also 

observed within which the detonation itself succeeded but the reactive particles did 

not ignite. 

The simplest way to compare the relative strength of a blast wave is by plotting the 

shock front trajectory on a time-distance graph. Experimentation has shown that the 
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trajectory is in fact the least sensitive parameter characterizing a blast (Frost, et al., 

2003a). Scaling of the blast wave parameters based on the energy value is commonly 

practiced with homogeneous explosives. The scaling procedure allows for the direct 

comparison of charges with similar composition but with varying mass and different 

energy release characteristics. The characteristic length scale of the explosion is 

labelled as Ro and it is proportional to the cube root of the total energy release within 

the explosive blast. The single step energy release model is only valid when the 

propagation of the blast wave is of significantly longer duration than the time 

required for complete energy release of the explosion. Although heterogeneous 

explosives will not react in a single step manner because of the variation and number 

of reactive particles, it is still use fui to develop this type of model. The model will 

allow for the comparison of the heterogeneous charge with the expected blast wave 

parameters for ideal behaviour. Bach and Lee (1970) defined Ro, for spherical blast 

waves, as follows: 

R - Eo ( J
I/3 

o - 4Ponr (3.2-1 ) 

Eo is defined as the chemical energy release that supports the propagation of the blast 

wave and is given by the mass (m) of explosive material times the energy released per 

unit mass of explosive (Q). As mentioned previously in this section, the amount of 

energy released is directly proportional to the degree of reaction of the explosive. In 

other words, if prompt ignition is observed, then it is reasonable to assume that the 

complete metal particle mass and liquid explosive mass and their respective energies 

have contributed to the overall blast propagation. However, if delayed or no ignition 

of the particles is observed during the dispersal process, then only the energy release 

associated with the liquid explosive should be included. Frost, et al (2003a) noticed 

that even with the scaling of blast wave parameters, the homogeneous and 

heterogeneous trajectories did not collapse into a single curve. This divergence in 

results was explained by the complex exchange of mass, momentum and energy 

between the dispersing particles and the gas of the flow field. They also noticed that 
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the delayed-

ignition 

mechanism 

produced 

significant scatter 

with regards to the 0::0 

scaling of the :go 
blast wave 

trajectories. This 

again points to the 

overly simplistic 

nature assumed in 

the characteristic 

scaling length Ro 

that only required 

a single energy 

1.5 

1 

0.5 

Taylor-Sedov strong blast solution ~II 

NMlMg prompt ignition trials 
(85 and 240 "m) 

NM/Mg delayed ignition 
(240 "m particles; 

12.3 cm dia charge) 

0.5 1 1.5 

RIR 
o 

Baker (1973) data 

Homogeneous explosives 
(1 kg NM and 500g DM-12) 

2 2.5 

Fig. 3.2-3, Scaling effects for heterogeneous explosives. 
Corresponds to fig. 6 of Frost, et al., 2003a. 

3 

parameter. They also concluded that the more sensitive blast parameters (like peak 

overpressure and positive phase pressure impulse) did not scale weIl in the near-field 

(RIRo:::;;l) but showed satisfactory convergence in the far-field (RIRo~l). The complex 

nature of the dispersal process is again attributed to scatter in the scaling results. 

Figure 3.2-3 above is a graphical summary of the experimental results (Frost, et al., 

2003a) and the theoretical calculations developed by Baker (1973). 

3.3 Spall Strength 

Spall is defined as the internai failure of condensed matter induced by the transient 

states of tensile stress within the body. For particle impacts, these states of tensile 

stress are generated by the interaction of stress waves within the body causing 

dynamic failure or fragmentation. 
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Deformation within a spalling body can be elastic or plastic depending on the spall 

strength, yield strength and deformation path. Plastic deformation from compression 

is therefore an important factor in determining fragmentation properties because it 

can seriously alter the material properties of the impacting object (Shockey, et al., 

1973; Meyer and Aimone, 1983). Furthermore, the entire spalling process is 

intrinsically unstable because of the presence of micro-cracks and inclusions within 

the material itself. The static properties of the material are not adequate with regards 

to predicting dynamic behaviour. In fact, it has been shown that a material can 

withstand stresses well beyond those of yield because of the kinetics and inertia of 

dynamic nucleation and growth of cracks during spalling (Curran, et al., 1977 and 

1982; Davison and Graham, 1979; Meyer and Aimone, 1983). 

Although dynamic spaU events are dependent on the pre-existing or evolving 

microstructure of a material, the complete history of that material is not essential. 

Normally one is trying to determine the dynamic spaU strength, time to failure and 

nominal fragment size. These primitive spall properties appear to be less sensitive to 

the materials microstructure and more intimately linked to the balance of the driving 

energy of the transient wave loading and a continuum measure of the fracture 

dissipation through fracture toughness, surface tension, flow stress or viscosity. 

(Englman, et al., 1987; Glenn and Chudnovsky, 1896; Grady, 1982 and 1988; Grady 

and Kipp, 1985) 

Theoretical Spall Strength 

The theoretical spall strength is defined as the maximum or upper bound of spall 

strength for a condensed material. The maximum value is an important property for 

impact fragmentation because the highly dynamic mechanisms involved with rapid 

tensile loading actually yield values close to the upper limit of spall strength. 

Throughout the past half-century, several theories have been presented as ways to 

approximate the maximum spall strength. Orowan (1949) developed a strategy for 

predicting spall strength based on the intermolecular potential of a solid. His work 

was followed by that of Lawn and Wilshaw (1975) that used a sinusoidal 
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representation of the cohesive force to obtain the expression as follows, where Bo is 

the bulk modulus of the material: 

P ~ Bo· 
th ~ (3.3-1) 

Several two-parameter models were then developed, followed by three-parameter 

models that provided reasonable depictions of the thermodynamic behaviour of 

solids. Examples of the latter are the Morse potential, exponential-six potential and a 

metallic model proposed by Rose, Guinea and Ferrante (1984). The three-parameter 

model, although slightly more complex in nature, is intuitively more satisfying than 

previous models because of the inherent energy balance required in its solution. As 

explained by Grady (1988), to derive an expression for the theoretical spall strength 

one can use the Morse potential model of the form: 

(3.3-2) 

where U e (v) is the cohesive energy, Ueoh is the specifie cohesive energy, and Vo is the 

specifie volume at zero pressure. The final parameter "a" is constrained by requiring 

d 2U 
v --2 = Bo at V=VQ, 

dv 

which yields that 

a= 

(3.3-3) 

(3.3-4) 

Then using Equations (3.3-2, 3.3-3, 3.3-4) it follows directly that the cold pressure, 

which is defined as the derivative of the cohesive energy within the material, is given 

as: 

(3.3-5) 
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The theoretical spall strength is 

then represented by the minimum 

of Equation (3.3-5) from the 

previous page. The minimum value 

is obviously determined by the 

zero slope point on the cold 

compression-tension curve III 

Figure 3.3-1 at right or where the 

derivative of the previous equation 

is zero. Equation (3.3-6) below 

displays the expression for the 

derivative and Equation (3.3-7) 

represents the final solution for the 

1 COWRESaIOH 

Fig. 3.3-1, Cold compression-tension behaviour of condensed 
matter. Corresponds to fig. 1 in Grady, 1988. 

theoretical spall strength of a condensed material: 

(3.3-6) 

~h = (3.3-7) 

Values calculated using this technique are displayed in Table 3.3-1 on the following 

page. The original source of the data can also be found in Grady's (1988) surnmary 

article on the spall strength of condensed matter. 
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Table 3.3-1, Theoretical spall strength of selected materials. Corresponds to 
table 1 of Grady, 1988. 

'Ietal Bo(CPa) f' (" ~ 111 ~3 ) l (\ J ! l,:.: 'I Il 1 (T P.l) 

AluminuÎn 72.2 2710 11.9 17.1 

Berylium 100 1820 35.7 28.5 

Copper 137 8930 5.32 25.8 

Titanium 105 4510 9.78 24.1 

Iron 168 7870 7.41 35.0 

Tantalum 200 16660 4.31 42.4 

Tungsten 323 19250 4.55 59.5 

Uranium 98.7 19050 2.19 22.7 

Mercury 38.2 13530 0.33 4.6 

Tin 111 7300 2.53 16.0 

Spall in Ductile Solids 

Calculated results for brittle material spall strength are adequately accurate because of 

the assumption that surface energy is characterized by the fracture toughness. The 

mechanism of crack link-up for an internaI failure process seems reasonable. Ductile 

materials, however, react in a very different manner. The failure mechanism depends 

more intimately on the nucleation, growth and coalescence of holes. The energy 

methods developed for brittle spall still apply to ductile materials, with very simple 

yet essential changes. Firstly, the same uniform expansion of the mass element 8M 

with a constant strain rate is assumed. This means that the mass element is submitted 

to a tensile force as given by Equation (3.3-8) and the horizon condition of Equation 

(3.3-9) still applies appropriately. Furthermore, the elastic and kinetic energies will 

continue to increase as the expansion occurs, allowing for the same application of 

Equations (3.3-10,3.3-11) 

P 
_ 2 
- pCo Er (3.3-8) 
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(3.3-9) 

(3.3-10) 

(3.3-11) 

The most significant difference in the spalling behaviour of ductile materials is the 

mechanisms of energy dissipation. For brittle materials, the dissipation was believed 

to be driven by the generation of surface energy within the cracks. However, for 

ductile materials, the surface energy component of the dissipation pro cess can be 

neglected. The plastic deformation of the material during void growth is the main 

dissipative mechanism (Orowan, 1970). Work by Gurson (1977), as weIl as 

Tvergaard and Needleman (1984) established that stable void growth occurs until a 

critical void volume fraction (Ec) is attained. Other independent experiments by 

Brown and Embury (1973), and Goods and Brown (1979) demonstrated that the 

critical void volume fraction was attained when the void diameter approached the 

void spacing. From aIl the available literature, it appears that a reasonable 

approximation of the critical void volume fraction is relatively constant at 0.15. 

Therefore the dissipative energy, W, can be approximated as follows, where Y is the 

flow stress in simple tension and is assumed to be independent of rate, temperature 

and scale. 

(3.3-12) 

The previous expression is interesting in that it demonstrates the independence of 

fracture energy from fragment size for ductile materials. This means that the plastic 

deformation work is completely independent of the number of voids or void spacing. 

Now, re-establishing the energy condition for the ductile spall process one would 

obtain the following expression: 
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Obviously from the previous 

equation, the sum of the 

kinetic energy and elastic 

energy must at least equal the 

DUCTILI! SPALL 

(3.3-13) 

ductile fracture energy for i~ 

spall to initiate. If the 

mlmmum criterion IS 

attained, it is referred to as 

the "Energy-Limited Spall" 

and if it occurs beyond that 

point it is labelled "Flaw­

Limited Spall". See Figure 

Fig. 3.3-2, Ductile spall energy versus Time. Corresponds to 
fig. 6 of Grady, 1988. 

3.3-2 for a visual representation of the inequalities in Equations (3.3-8,3.3-9,3.3-13). 

Similar to brittle materials, if the smaller kinetic energy term in Equation (3.3-13) is 

ignored, then relations for the spall strength, fracture time and nominal fracture size 

can be expressed. They are written below as Equations (3.3-14, 3.3-15, 3.3-16), 

respectively. Table 3.3-3 also represents a quick summary of available experimental 

and theoretical data for a sampling ofmaterials (Grady, 1988). 

(3.3-14) 

(3.3-15) 

(3.3-16) 
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Table 3.3-2, Material characteristics for ductile spall. Corresponds to table 3 of 
Grady, 1988. 

Matcrial 1 Bo (CPa) \' (CPa) 1\ (('\[1. Cl'a) p, (th~. (,1':1) 

Al (soft)' 72.2 0.015-0.03 0.5-1.1 0.57-0.81 

Copper 137 0.025 1.0-2.5 1.0 

Tantalum 200 0.7 4.4-6.8 6.5 

Tin 111 0.05-0.12 0.6-0.8 1.3-2.0 

Titanium 105 0.8-0.9 4.1-5.0 5.0-5.3 

Other Factors Influencing Spall Strength 

The previous description of the spall process is an extremely simplified model of the 

actual process. Several assumptions need to be made in order to c1early demonstrate 

the underlying physics of the fracture and fragmentation of impacting partic1es. That 

being said, it is worthwhile to explore the various factors that may contribute to the 

variations between theoretical and experimental spall strengths. 

The first complication to the spall process is the underlying assumption of constant 

strain-rate and its effect on other material properties. Obviously the effect of strain 

rate would be amplified if other material properties like fracture toughness (Kc) and 

yield strength (Yst) were rate dependent. It has been shown that typically Kc decreases 

slowly while Y st increases with strain rate. As an initial run-through for the problem 

at hand the constant properties assumption is acceptable, but a further refinement of 

the model would be required if more detailed results were necessary. Furthermore, 

Follensbee (1984) proposed the possibility of a transition region from thermally­

activated to phonon-drag controlled plastic flow. He conc1uded that a linear 

dependence of the flow stress with strain rate would be adequate for the modeling of 

materials within the appropriate transitional region. Obviously this phenomenon 

would greatly influence the modelling of the impact spall process. 
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The temperature effects of spall strength are similar to those of strain rate in the sense 

that they ultimately affect other material properties. Curry and Knot (1979) 

demonstt:ated that Kc increased with temperature and Y st decreased. Beyer and Ring 

(1972) showed that in normalliquids, viscosity decreased with temperature and Allen 

(1972) explained that the surface energy was relatively insensitive to temperature 

then decreased rapidly when a critical value was attained. Obviously the temperature 

dependence cannot be understated in impact processes because of the entropy 

production from the compressive shock wave preceding spall (Grady, 1988). 

Sorne of the more important factors that complicate the spall process in high velocity 

impact situations are the pre-compression effects. As the material impacts, 

compressive stress waves are generated within the body. If the compression waves 

are strong enough, plastic deformation within the material can alter the bodies' 

properties prior to the development of the tensile state. Murr (1981) explained that the 

compression waves could alter the inherent microstructure of the material itself. Work 

by Powers, et al. (1997) discussed the potential ignition of energetic materials by the 

formation of adiabatic shear bands. They described the shear banding process as an 

increased strain rate near local discontinuities. Increased straining into the plastic 

range resulted in strain hardening of the material. However, the localization of that 

high strain rate also resulted in the plastic heating of the material. The thermal heating 

phenomenon could be significant because the plastic deformation occurred over a 

much shorter timescale than that of heat dissipation through conduction. In fact, their 

work predicted temperatures of over 5000K within sorne of the shear bands. 

Furthermore, the localized heating could thermally soften the material. If the local 

temperature effects dominated those of strain hardening, an overall decrease in 

material strength was observed (Wright, 2002). 

Obviously pre-compression Can greatly affect the overall spall strength of the material 

depending on the strength of the initial compression waves. Thus the process through 

which the material achieves the spalling tensile state is incredibly important for the 

selection of appropriate material property data. 
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The microstructure of the material is also inherently important in the prediction of 

spalling behaviour. However, it is left to the reader to review the most relevant work 

on the topic produced by Shockey, et al. (1973), Meyer and Aimone (1983), Christy 

and Pak (1986), and Brandon, et al. (1984). Also, a quick review of the flaw-limited 

spall process is discussed by Grady (1988). 

3.4 Impact Tests 

Impact testing in the scientific community began as early as the 1950s. With space 

travel at the forefront of most cutting edge research, the problems associated with 

high velocity impacts became important. Meteors, hurling through outer space at 

literally astronomical velocities, would undoubtedly impact the exterior skin of 

satellites and spacecraft. Therefore, a better understanding of the impacting regimes 

and phenomena was essential to the safe development of modem space exploration. 

Pioneering experiments, such as those developed by Rinehart (1950), Rinehart and 

White (1952), have pushed the understanding of impact mechanisms forward. 

Modem radiographic techniques and numerical methods have allowed the scientist of 

today to peer even further into the underlying physics of impact fracture and 

fragmentation. 

Fragmentation Regions 

The leading minds in the field of impact fragmentation have not been idle over the 

past several decades. Grady, Kipp and Swegle (1993) have performed numerous 

spherical impact tests in hopes of characterizing the properties of high velocity impact 

phenomena. Using radiographic studies, they concluded from a series ofbumper plate 

trials that three distinct regions of fragmentation existed. The first, and most obvious 

of the regions was that of zero fragmentation. The impulse generated by the impact 
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Fig. 3.4-1, Fragmentation regions for spherical impact. Corresponds 
material from the rear to fig. 4 ofGrady, Kipp and Swegle, 1993. 

of the impacting sphere and was only observed when the bumper plate thickness 

approached that of the sphere diameter. Figure 3.4-2 below is a radiograph that 

clearly illustra tes the cluster fragmentation regime. The final or third region was 

known as diffuse fragmentation. Within this region, a thinning in the density of the 

debris was visible as the outer perimeter was approached. Grady and Kipp (1995) 

coined the phrase that regime III was a transition into a behaviour in which a trailing 

umbrella pattern of high-radial-velocity fme fragment debris was observed. Figure 

Fig. 3.4-2, Double exposure radiograph of cluster 
fragmentation of a steel sphere with a glass target 
impact plate. Corresponds to fig. 2 in Grady and 
Kipp, 1997. 

3.4-1 clearly displays the 

three regunes of 

fragmentation for steel 

particle impact with 

polymethyl-methacrylate 

(PMMA) bumper plates as 

function of impact velocity 

and target thickness. 
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Shock Coupled Energy 

As a cOl!tinuation of their previous work, Grady and Kipp proposed the concept of 

shock coupled energy 

(1995, 1997). With 

the aid of 

computation work 

performed by Ang 

(1990), they 

developed specifie 

expreSSIOns for the 

amount of energy 
Fig. 3.4-3, Sphere-plate impact with expected pressure profile. 

Corresponds to fig. 4 in Grady and Kipp, 1997. introduced to the 

sphere plate configuration by high velocity impact. Figures 3.4-3 and 3.4-4 visually 

exp Iain the expressions that are to follow. 

Before any deformation of the sphere begins, the initial shock pressure developed at 

the interface is characterized by the Hugoniot shock wave conditions for planar 

impact of two solids. Hence, the following 

expression is derived, where Zs represents 

the acoustic impedance of the sphere, ZT 

represents the acoustic impedance of the 

target plate and VI represents the impact 

velocity. 

(3.4-1 ) 

This pressure is maintained until the 

arrivaI of pressure release waves from the 

1 Impact 
,VeIocity V 

R 

a .. 
1 ~·"-C-on-ta-ct 
!"-centerline Circle 

Fig. 3.4-4, Impact circle. Corresponds to fig. 
5 in Grady and Kipp. 1997. 

diverging surface of the sphere (t1 in Fig. 3.4-3). Further release is realized when the 
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pressure waves reach the back free surface ofthe target plate ('t2 in Fig. 3.4-3). These 

times are important because the shock does work on the spherical object from the 

moment of impact until time 'tl is reached. Grady and Kipp (1997) proposed that this 

shock coupled energy was largely responsible for fragmentation of spherical samples. 

Figure 3.4-4 illustrates the outward propagation of the contact circle of radius "a" for 

a sphere-plate geometry. At initial contact the propagation velocity is supersonic, but 

rapidly becomes subsonic at a critical radius (ac) and after a critical amount of time 

(te). These values determine the maximum area of shock coupling into a sphere of 

given radius (R). Furthermore, the shock coupling is active from the initial growth of 

the contact circle until the lateral release waves propagate to the central axis. The 

amount of time required for this process is labelled the shock coupling time 

(tse=tc+aJc ). Using the derivations given by Grady and Kipp (1997), an 

approximation for the coupled shock energy is given below. Note that the shock 

coupled energy ca1culated at the fragmentation threshold should yield an estimate for 

the required energy input causing spherical particle failure. 

(3.4-2) 

( 
R ) --1 

VJc 
(3.4-3) 

(3.4-4) 

a is a constant taking into account the loading time variation with radius over the 

contact disk and can be assumed to have a value of 2n/3 for elliptical shock volumes. 

At high impact velocities, it may be appropriate to replace the acoustic wave speed 

(c) with the shock velocity (Ushoek) in order to improve the overall accuracy of the 

predicted values. 
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Note that the non-dimensional fonns of the previous equations may also be of use in 

the analysis of impact phenomenon. Identifying the non-dimensional parameters as 

follows, Equations (3.4-2, 3.4-3 and 3.4-4) can be re-written. 

Und = VI ; Ac = ac ; Tc = etc 
e R R 

(3.4-5) 

T =_1 (1- 1 J 
c Und ~U~ +1 

(3.4-6) 

(3.4-7) 

Energv Balanced Approach 

Grady and Kipp (1997) also proposed a different method for the characterization of 

impact failure criteria. The method worked directly with the expansion velocities 

obtained from their radiographic analysis of the debris cloud for bumper impact 

experiments. Although not directly relevant to the experimental work perfonned for 

this particular report, it is still instructive to quickly review the technique. 

The fundamentals of this approach were to break the problem into two distinct 

components. The tirst component was the kinetic energy associated with the sphere' s 

motion and the second component was the energy dissipated during the impact 

process. The total kinetic energy of the sphere with impact velocity VI could be 

simplified into a centre-of-mass, a longitudinal and a radial kinetic energy. Grady and 

Kipp's (1997) experimental results showed that the longitudinal kinetic energy was 
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insignificant with respect to the other components and was ignored. They also 

concluded that the bumper plate impact caused such minor changes in the overall 

centre-of-mass kinetic energy that it could also be ignored. The energy dissipated 

during impact could be simplified into plasticity, shock heating and new fracture 

surface energies. It was also detennined that the shock heating and new fracture 

surface components of the total dissipated energy were minimal with respect to the 

total amount and where therefore omitted. A simplified version of the system can then 

be expressed as shown below. 

(3.4-8) 

The underlying assumption that the input energy was proportional to the square of the 

shock pressure allowed for the re-organization of Equation (3.4-8). Grady, Kipp and 

Swegle (1993) expressed the relation as given here, where Pc is the shock pressure at 

the critical fracture velocity: 

(3.4-9) 

The above relation can again be re-organized if the radial kinetic energy and the 

dissipative energy are broken into their fundamental components. 

Vexpans;on = Ji ~P J2 -1 
V

c 
vlTc) -1 

(3.4-10) 

The prevlOus expreSSIon is conceptually useful in the sense that it defines two 

physical parameters (the critical velocity, Vc and the critical shock pressure, Pc) that 

completely characterize the impacting material. The critical velocity determines the 

amount of kinetic energy that can be dissipated during impact without inducing 
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fragmentation. The critical pressure links the material' s shock impedance to its 

inherent ability of coupling the impact energy into the material itself. 

Grady, Kipp and Swegle (1993) pointed out that both the shock coupled energy 

method and the energy balance approach yielded results that were generally in good 

agreement. However, they also pointed out that the energy balance approach tended 

to achieve higher expansion velocities at a given impact pressure. They believed that 

the inconsistencies in the results were an indication that the constant shock coupling 

time assumption may not have been appropriate. Calculations using the shock 

coupled energy method further point to the problems associated with the constant 

shock energy assumption. Hence, the shock couple energy method is considered more 

representative of the impact fragmentation process. Figure 3.4-5 and Table 3.4-1 that 

follow are summaries of the experimental data obtained during the impact trials 

conducted by Grady and Kipp (1997). 
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Fig. 3.4-5, Expansion velocity vs. impact velocity for bumper plate trials. 
Corresponds to fig. 3 in Grady and Kipp, 1997. 
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Table 3.4-1, Summary ofbumper plate results. Corresponds to table 1 in Grady 
and 1997. 

Al 2800 PMMA 2800 14 6260 5670 32-48 16 199 19.8 

Cu 8930 Glass 3500 34 5060 5530 75-56 38 250 31.7 

Steel 7900 PMMA 3100 21 5300 6570 23-12 23 129 8.2 

Steel 7900 Glass 3650 36 5750 5690 70-66 38 208 21.6 

Steel 7900 Glass 3600 35 5730 5640 66-63 38 208 21.6 

Steel 7900 Glass 2900 25 5440 4840 25-38 28 124 7.7 

Steel 7900 Glass 3600 35 5730 5640 66-63 36 222 24.6 

Tantalum 16650 Alumina 2950 80 4640 10300 124-9 81 145 10.5 

Titanium 4420 Glass 2650 19 5850 4260 25-75 21 160 12.8 

3.5 Metal Particle Combustion 

The combustion of metal particles is most simply broken down into two separate 

categories: volatile and non-volatile metals. A metal's combustion mechanism is 

considered volatile if its boiling point is below that of the associated metal oxide's 

boiling point. Furthermore, to be considered volatile the melting point of the metal 

needs to be low relative to the adiabatic flame temperature of the combustion process. 

In other words, the metal readily vaporizes and the oxidation reactions occur in the 

gas phase. Almost aU volatile metals bum using mechanisms similar to those of a 

diffusion flame. For non-volatile metals the oxidation process begins as a 

heterogeneous surface reaction. 

The pressure at which the combustion process takes place plays a key role in the 

proper development of practical models. The particle diameter is also a crucial 

parameter with regards to both kinetic and diffusion dominated mechanisms. As 

stated by Yetter and Drier (2001): " ... a very small particle at low pressure conditions 
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may bum under kinetically controlled conditions, whereas in practice, a more realistic 

larger diameter particle buming at high pressure would bum under diffusion 

controlled conditions". Obviously it is extremely important to understand the effects 

of both the reaction pressure and particle diameter to fully describe the combustion 

mechanism. 

Volatile Metals 

Glassman (1996) experimentally proved that for volatile combustion the heat of 

vaporization-dissociation of the metal oxide formed was greater than the energy 

available to raise the temperature of the condensed-phase oxide above its boiling 

point. The following equation explicitly states the same concept: 

!1Hvap-dissOC > Qu - (H~,VOI - H~98)= !1Havail (3.5-1) 

QR is the heat of reaction at the reference temperature, (H~,VO' - H~98) is the enthalpy 

required to raise the product to its volatilization temperature at the given pressure and 

!1H vap-dissoc is the heat of vaporization-dissociation of the metal oxide. 

Von Grosse and Conway (1958) introduced the notion that the combustion 

temperature was limited by the boiling point of the metal oxide. By simply comparing 

the boiling point temperature of the metal to the temperature at which the metal oxide 

vaporizes-dissociates one could determine if a metal would combust in the vapour­

phase. This concept has become known as the "Glassman Criterion" for vapour-phase 

combustion. Table 3.5-1 outlines the basic thermodynamic properties of various 

metals. Note that if Tbp < Tvob the "Glassman Criterion" states that the metal can be 

considered volatile. 
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Table 3.5-1, Thermodynamic data for various metals. Corresponds to values 
obtained from Yetter and Dryer, 2001. 

\Jetal Boilin~ Point (Tb". K) (hide \ IIlatili/~lti(ln l'oint (T,,'I' K) 

Al 2791 A}z03 4000 

B 4139 B20 3 2340 

Be 2741 BeO 4200 

Cr 2952 Cr203 3280 

Fe 3133 FeO 3400 

Hf 4876 Hf02 5050 

Li 1620 Li20 2710 

Mg 1366 MgO 3430 

Ti 3631 ThOs 4000 

Zr 4703 Zr02 4280 

The simplest way to visualize the importance of the boiling point re1ationship is to 

compare the equilibrium product composition and temperature for stoichiometric 

reactions. Figure 3.5-1 is a c1ear representation of the Magnesium volatile reaction as 

a function of input enthalpy. Note the reactants are initially at 298 K and 1 atm. One 

should note the rise in system temperature until saturation of metal oxide was 

achieved in the liquid phase. The temperature then levelled off during the zero input 

enthalpy range as the metal oxide vaporized. The temperature remained constant 
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Fig. 3.5-1, Equilibrium product composition and temperature for 
stoichiometric Magnesium combustion. Corresponds to fig. 4 
of Yetter and Dryer, 2001. 

because the 

dissociation of MgO 

absorbed aIl 

changes in the total 

system enthalpy. 

The difference in 

input enthalpy 

during the leve1 

temperature plateau 

determined the 

enthalpy of 

volatilization for a 
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given metal. If the plateau encompassed the zero input enthalpy point, then the metal 

was deemed volatile and the oxidation process used vapour-phase combustion 

mechanisms (Yetter and Dryer, 2001). The system required no additional energy 

input because the heat of reaction was sufficient to allow the metal itself to vaporize 

before the respective metal oxide could dissociate. The previous statement is a 

concise description of volatile combustion. 

Brzustowski and Glassman (1960) presented a summary paper detailing the volatile 

combustion mechanism for various particle sizes. For particles with high surface area 

to volume ratios convective heat transfer from the flow field quickly melted the 

metal. The melting process was extremely rapid and little oxidation occurred on the 

surface of the drop let that could hinder the evaporation of the metal or diffusion of 

the vapour away from the outer surface. The vapour pressure was normally high, 

allowing for a rapid gas-phase reaction. Heat from the combustion process flowed 

back into the liquid droplet increasing the temperature and vapour pressure of the 

metal until stable combustion was achieved (Wood, 1960; Brzustowski and 

Glassman, 1960). 

Gordon (1960) discovered a slightly modified combustion process for volatile metal 

but with larger particle sizes. The heat transfer to the larger mass was insufficient to 

prevent the build up of an oxide layer. The oxide layer was still porous, so the 

diffusion flame process continued. The heat transfer feedback mechanism discussed 

earlier slowly heated up the metal under the thickening oxide layer. The metal 

eventually boiled, became slightly superheated and burst the outer layer. The droplet 

then broke into smaller particles and it burned as described for high surface area to 

volume particles. 
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Non- Volatile Metals 

A secon~ look at Table 3.5-1 would demonstrate that only Boron and Zirconium 

would be considered as non-volatile metals using the "Glassman criterion". However, 

Yetter and Dryer (2001) pointed out the fact that radiative, conductive and convective 

thermal losses could alter the volatile nature of Chromium, Iron, Hafnium and 

Titanium because each of their respective metal boiling points was within 400 K of 
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Fig. 3.5-2, Equilibrium product composition and temperature for 
stoichiometric Boron combustion. Corresponds to fig. 5 in 
Yetter and Dryer, 2001. 

their metal oxide 

volatilization 

temperatures. 

Figure 3.5-2 is a 

similar plot to that 

presented 

previously for the 

Magnesium volatile 

combustion process. 

In this instance, 

however, the metal 

of choice is Boron. 

It is being oxidized 

stoichiometrically at 298 K and 1 atm. The most important feature of the plot is a 

non-existent temperature plateau at the zero input enthalpy point. This is expected 

because Boron is predicted to have a heat of reaction that is sufficiently large to raise 

the temperature of the final oxide above its vaporization point. However, the energy 

yield is not sufficient to raise the Boron metal temperature above its respective 

vaporization temperature. In other words, the metal oxide vaporized before the metal 

itself. 

Again, Brzustowski and Glassman (1960) explained the various effects of partic1e 

size on volatile combustion. For large non-volatile partic1es with non-soluble oxide 

37 



layers the rate of heat transfer from the flow field was normally very low. This 

allowed for the build up of an oxide layer, thus inhibiting any ignition of the metal 

itself. HQwever, if the particle was small enough several interesting mechanisms for 

the metal combustion process could develop. Firstly, if the surface temperature 

remained below that of the metal oxide's melting point, then the oxide layer 

continued to thicken and quenched any ignition potential. Secondly, if the oxide layer 

melting point was reached, then the metal diffusion through the liquid layer became 

the limiting step. The surface reactÎon continued until only a particle of molten metal­

oxide remained. Thirdly, if the flow field was hot enough and the residence time long 

enough, it was possible that the metal within the oxide layer reached its boiling point. 

It could become slightly superheated, then burst the outer shell and bum as a vapour­

phase mixture discussed earlier (Fassell and Papp, 1960). 

If the oxide was soluble within the metal of interest, the combustion pro cess was 

altered somewhat. Again for small particles, the metal began to melt before an 

appreciable oxide layer could form. The buming of the molten droplet was then 

limited by the diffusion of oxygen and metal through the solid oxide. If the rate of 

heat loss from the drop let surface was such that the oxide melting point was never 

reached, then the slow buming process continued and was limited by the diffusion of 

oxygen and metal through the solid oxide layer. This mechanism could continue until 

all of the metal was oxidized, simply leaving a particle of solid metal-oxide. It the 

temperature was elevated to the melting point of the oxide, then the diffusion 

mechanism through the liquid oxide became the rate-limiting step. This process led to 

the evaporation of the oxide and complete oxidation of the metal itself. If the 

temperature is elevated even further, to the boiling point of the metal, the drop let 

fragments and bums under the vapour-phase diffusion mechanism. 

It is important to note that for Titanium and Zirconium the latter mechanism does not 

seem possible because of the elevated temperatures required and the radiant heat loses 

associated with such high temperatures. However, Brzustowski and Glassman (1960) 

discovered a much more common fragmentation mechanism associated with the 
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combustion of Titanium and Zirconium. For larger particles, a substantial oxide layer 

was formed on the outer surface of the particle before aIl of the metal was melted. 

The oxides formed a solid solution with the metals and allowed for substantial 

diffusion of oxygen and metal through the solid layer. A slow surface bum was 

achieved and the heat developed allowed for the eventual attainment of the metal' s 

melting point. The melting shattered the solid oxide (because there was no distinct 

interface between the metal and oxide) and caused severe fragmentation of the 

particle into small droplets (Wood, 1960; Brzustowski and Glassman, 1960). The 

droplets then continued to bum as small particles described previously. 

Combustion ofHigh Velocitv Spheres 

Higgins, et al. (2001) performed a series of experiments using a light gas gun that 

established sorne general criteria for the ignition of supersonic metal particles. One of 

the original objectives of the trial series was to determine if combustion of the high 

velocity particles would yield a reduction in the overall drag coefficient. It is still 

informative to review their summary of the ignition criteria. Figure 3.5-3 shows the 

stagnation temperature (T 0) and the normal shock temperature (Tshock) as functions of 

the particle Mach number. The plot assumed ideal gas behaviour and also labelled the 

melting points and boiling points of each of the respective metals tested. 

They determined that the melting temperatures of the volatile metals were not reached 

until the flow exceeded Mach 3. At approximately Mach 7, the temperatures reached 

weIl above 3000°C and eventually surpassed the metal-air combustion adiabatic flame 

temperatures. This means that standard combustion mechanisms would not be 

possible at such elevated velocities where the flow enthalpy completely dominates the 

thermodynamic processes. They concluded that a small window of Mach numbers 

(ranging between 3 and 6) would allow for the combustion of the particles to take 

place and ultimately influence the thermodynamics of the flow field. Calculations 

performed in order to determine the extent of heat penetration into the particles 
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demonstrated that 

only a thin outer 

surface layer would 

be influenced by the 

flow conditions. 

Table 3.5-2 below 

is a brief summary 

of the results 

Higgins, et al. 

(2001) obtained. 

Notice that the 

atmospheric 

and 

ô • .... 

pressure 

composition were 
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Fig. 3.5-3, Shock and stagnation temperatures vs. Mach number. 
Corresponds to fig. 1 in Higgins, et al., 200 1. 

changed within the test section. "Go" and ''No-Go'' ignition behaviour was observed. 

Interestingly, Zirconium particles were the only material that continued to bum after 

the sphere experienced a transition from an oxygen to air atmosphere. 

Table 3.5-2, Summary of ignition conditions. Corresponds to the table given in 
Higgins, et al., 2001. 

Sho! \latcrial (,a, PrC"dlrc (har) \,,(km l,) 1 ~n il ion 

BS06 Mg O2 1 2.02 No 

BS08 Zr Air 1 1.93 No 

BSI0 Al Air 1 2.01 No 

BS12 Al O2 1 1.54 No 

BS13 Al O2 5 1.55 No 

BS16 Zr Air 1 1.93 No 

BS21 Cu O2 10 1.94 No 

BS07 Zr O2 1 1.93 Yes 

BS09 Al O2 1 2.00 Yes 

BSII Mg O2 5 1.42 Yes 

BS19 Zr Air 1 1.93/1.89 Yes 

BS22 Zr O2 10 1.90 Yes 
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-t.0 Experimental Results 

Three independent trial series were conducted in order to experimentally determine 

the dispersal and fragmentation properties of Zirconium metal particles. Each 

experimental set-up and procedure will be described in the pages that follow with a 

brief summary of the results. Analysis and discussion of the obtained data will be 

presented at length in Section 5.0. Note that the explosive dispersal trials were 

conducted during 4 consecutive summers in Suffield, Alberta. AlI of the different trial 

series were joint ventures of the department of Defence Research and Development 

Canada and a team of students and staff from McGill University. The explosive gun 

barrel tests were conducted in conjunction with the most recent dispersal trial series 

and were also carried out at the experimental test range near Suffield, Alberta. The 

final series of trials involving the Light-Gas Gun apparatus were performed at the 

University of Sherbrooke, in Sherbrooke, Quebec. Dr. Martin Brouillette of the 

Mechanical Engineering Department generously donated access to the laboratory and 

any necessary technical expertise. 

4.1 Explosive Dispersal Test Apparatus 

The explosive dispersal tests were an extensive senes of trials attempting to 

characterize the overall blast behaviour of heterogeneous explosives. The work has 

been a progressive evolution from fundamental detonation propagation experiments 

(Lee, et al., 1995a), to sensitization of homogeneous explosive trials (Lee, et al., 

1995a, 1997), to heterogeneous blast effects (Frost, et al., 2001, 2002, 2003a; 

Lanovets, et al., 1991; Zhang, et al., 2001) and now to high-velocity impact 

fragmentation (Frost, et al., 2003b). The specifications for each individual 

experimental set-up are clearly explained in each of the referenced articles. 

The dispersal trials conducted specifically for the work at hand consisted of centrally 

detonated spherical glass bulbs. Many of the trials were recorded using 2000 frames/s 
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Fig. 4.1-1, Spherical charge consisting ofNM+IO%TEA 
with centrally located booster of DM-I2. 

high-speed video cameras. 

The charges were 12.3 cm in 

diameter in a packed-bed 

configuration saturated with 

sensitized liquid explosive. 

Throughout all of the trials, 

the liquid explosive was 

Nitromethane sensitized 10% 

by weight with Tri-ethyl­

amine (TEA). Figure 4.1-1 

obviously 

sensitized 

displays a 

Nitromethane 

charge without any particles. One should also notice the centrally located booster (5-

10 g) of DM-12 plastic explosive. The booster was located in a glass bulb with an 

approximate volume of 5 ml. The bulb was blown at the tip of a small glass tube with 

an inner diameter of 8 mm. The tube was held in place at the centre of the charge 

using epoxy and a small wooden slat. A Reynold's Bridgewire detonator (RP-2 or 

RP-83) was inserted into the glass tube to the centre of the charge. 

In sorne cases, the 

charges were placed 

next to a rigid steel 

plate (1.83m square x 

5.1cm) with a flush 

mounted tourmaline 

pressure bar (PCB 

134A22). The face of 

the transducer was 

protected from the high­

velocity particles with a 

thin perforated metal 
Fig. 4.1-2, Pressure stands and reflective plate set-up. 
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screen. Calibration tests with Nitromethane charges indicated that the screen 

attenuated the maximum peak overpressure spike by up to 50% but affected the 

overall ppsitive phase pressure impulse by less than 5% (Frost, et al., 2001; Zhang, et 

al., 2001). Six independent piezoelectric pressure transducers tracked the propagation 

of the blast wave and recorded the pressure history. They were flush-mounted on 

sharp-edged steel discs (30 cm diameters) and located from 0.6 m to 2.5 m from the 

centre of the charge. The transducer rise-time was estimated at 1 microsecond and the 

signaIs were recorded using a 25 MHz bandwidth data acquisition system (PC based). 

The charge and pressure gauges were placed 1.5 m above the ground in order to 

minimize the effects of ground reflected waves. 

Fig. 4.1-3, Cantilever gauge set-up. Photo taken after trial, hence 
resultant deflection was caused by a centrally initiated 
charge. 

Cantilever gauges were 

also implemented ln 

conjunction with the disc 

mounted pressure 

transducers. The gauges 

consisted of 9.5 mm or 

6.4 mm diameter 

aluminium rods. Steel 

plates of 5.08 cm x 20.32 

cm x 4.8 mm were also 

mounted to the rods in 

order to increase the 

overall deflection. 

Bending angles were measured and although the complete analysis of the cantilever 

loading and motion was extremely complex, sorne general comments could be made 

about the impact-fragmentation induced impulsive loads. 
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4.2 Explosive Dispersal Test Results 

Although numerous trials were performed with a large variety of materials, four . 
different charge set-ups were chosen to illustrate the effect of particle size and 

reactivity on the overall blast characteristics. Large Zirconium particles with 

diameters of 725 ± 125 f.llll were purchased from Atlantic Equipment Engineering. 

Packed bed charges of this material were detonated in order to demonstrate the rapid 

acceleration and subsequent fragmentation of large inertia particles. Small aluminium 

particles with diameters of 100-200 l'lm were obtained from Argonide Corp under the 

brand name of ALEX TM. These particles were centrally exploded in a packed bed 

configuration causing them to bum and quickly equilibrate with the local flow 

velocity. They were not expected to fragment upon impact. Both of these particles 

were compared with previous trials involving inert iron beads with diameters of 463 ± 

38 /-lm. Sensitized Nitromethane charges without any particles were also conducted. 

Trials not relevant to the present work have been omitted. Note that all of the relevant 

raw data can be found in Appendix A at the end of this report. 

Zirconium / Nitromethane 
ALEX / Nitromethane 
Iron / Nitromethane 
Nitromethane Only 

~ 2265g / 655g 
~ 300g/900g 
~ 4450g / 430g 
~1000g 

~ 8 Trials 
~ 9 Trials 
~ 1 Trial 
~ 3 Trials 

Figure 4.2-1 is the graphical representation of the peak overpressures obtained for the 

four charge configurations as a function of distance from ground zero. The first 

observation that could be made with regards to the pressure profile was that the decay 

of the pressures with increasing distance was qualitatively similar for both the 

Zirconium/Nitromethane and the IronINitromethane mixtures. This phenomenon was 

most easily explained by the fact that each of the mixtures contained relatively large 

particles. Therefore, these charges were expected to exhibit similar decay profiles 

because of the interaction between the particles and the flow field. The significant 

difference in overpressure magnitude was caused by the additional energy release of 
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the Zirconium combustion reactions within a timescale that aItered the blast wave 

propagation. 

The ALEXINitromethane and Sensitized Nitromethane mixtures aIso behaved 

similarly. Presumably, the small sized (lOO-200flm) ALEX particles equilibrated 

quickly within the flow field because of the momentum relaxation timescale 

discussed in the literature review section for particle dispersal. The equilibration of 

the particles within the flow field minimized their influence on the decay of the blast 

wave. The overall behaviour of the ALEXINitromethane mixture was therefore very 

closely related to that of the homogeneous Sensitized Nitromethane charge. Again, 

the, noticeable difference in overpressure magnitude was explained by the energy 

release of the ALEX combustion reactions within a timescale that altered the blast 

wave propagation. 

-Er- NM/Alex: av'g of 8 trials 

3 ---- NM/Zr: av'g of 8 trials 3 
~ NM only: av'g' of 3 trials - --'-NM/Fe ca 2.5 a.. 2.5 

::E NMlZr -! 2 2 
::s 
UJ 
UJ 

1.5 CI) 1.5 ... 
Co ... 
CI) 

1 > 1 
0 
.:.c: 
ca 0.5 NM/Fe 0.5 CI) 
a.. 

0 0 
0 0.5 1 1.5 2 

Distance (m) 

Fig. 4.2-1, Peak overpressure profiles for centrally initiated charge compositions. 
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Although the ALEXINitromethane charges produced larger magnitude peak 

overpressures than the ZirconiumJNitromethane mixtures, they generated 

signific8.Q.tly smaIler positive phase pressure impulses. This result was even more 

evident when comparing the "reflected" values within the near field (distances 

ranging from 0.6-1.2 meters). Figure 4.2-2 is a clear representation of the previous 

statement. Work by Zhang, et al. (2001) and Frost, et al. (2001) explained that the 

near-field locations would correlate weIl with the expected distance for initiai particle 

penetration of the shock front. In other words, the near-field distances where 

augmented reflected impulses were observed could be explained by the arrivai of the 

particles slightly before the blast wave. If the particles fragmented upon impact, then 

the augmentation of the impulses could be explained by the energy release associated 

with the increased surface area of the combusting Zirconium particles. 

IV 
a.. -CD 
(1) 

= a. 
E 
CD ... 
= (1) 
(1) 

CD ... 
a.. 
CD 
(1) 

ca 
.c 
a.. 
CI) 

> .-.. . -
(1) 

0 
a.. 

--e- NM/Alex: av'g of 8 trials 
1000 

---- NM/Zr: av'g of 8 trials 

• ~ NM only: av'g' of 3 trials 

800 ~NM/Fe 
~, 

Reflected , , 
impulses 0' 600 • \ 

\ 
, 

, , , 
400 '0_ ~ -- ----- .. - -"""0_ -Side-on --'-1 200 

impulses 

0 
0 0.5 1 1.5 

Distance (m) 

Fig. 4.2-2, Positive phase pressure impulse profiles for centrally initiated charge 
compositions. 
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The cantilever gauge was a simplistic tool that enabled the qualitative analysis of 

blast waves. By comparing the bending angles of the gauges for different charges, the 

strength . of the blast and its relative impulsive loading characteristics could be 

calculated. Although the loading and motion of the gauges were extremely complex, 

sorne fundamental behaviour could be estimated from even the simplest models. The 

series of trials using these gauges yielded several indirect links to the fragmentation 

and subsequent increased loading for ZirconiumJNitromethane charges. Figure 4.2-3 

displays the different craters developed for 1 mm diameter Steel particles and 725 f.lm 

Fig. 4.2-3, Impact craters on cantilever gauges for 1 mm diameter 
Steel (Top) and 725 !lm diameter Zirconium (Bottom) 
particles. 

diameter Zirconium 

particles. The tirst 

conclusion that could 

be drawn was that the 

impact crater density 

for the steel particles 

was substantially 

greater. The larger 

number of craters was 

directly linked to the 

fact that the steel 

particles did not 

fragment upon impact 

with the gauges. 

However, the same 

could not be said for the burning high velocity Zirconium beads. The partially molten 

Zirconium particles obviously fragmented upon impact with the steel gauge surface. 

The bottom picture in Figure 4.2-3 above clearly demonstrates the lack of impact 

craters. The craters that were present after the detonation of Zirconium/Nitromethane 

charges were caused by the impact of the inner solid kemels, thus leaving much 

smaller and fewer scars on the gauge surfaces. 
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After further inspection of the gauges, it was noticed that they were covered in a fine 

grey dust. The thin layer was relatively unifonn over the entire gauge surface for the 

Zirconium. trials, but was not observed after the detonation of IronINitromethane 

mixtures. It was therefore concluded that the presence of this Zirconia powder added 

greater weight to the assumption that the particles fragmented upon impact with the 

gauges and that the subsequent burning of those fragments enhanced the blasts 

impulsive loading. Figure 4.2-4 below is a graphical representation of the cantilever 

bending angle data. 

The key feature of the plot below was the noticeable difference in bending angles 

when comparing the Zirconium/Nitromethane and ALEXINitromethane trials. 

Although comparable bending angles were observed in the far-field, the Zirconium 

mixtures yielded substantially greater deflections in the near-field. One should 

remember that both ALEX and Zirconium mixtures generated similar overpressures, 

but substantially different positive phase pressure impulses (See Figures 4.2-1 and 

4.2-2). The cantilever gauge trials confinned the previous fmdings that involved only 

pressure gauges. The cantilever trial series re-iterated the phenomenon of an 
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Fig. 4.2-4, Cantilever trial data for centrally initiated charge compositions. 
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augmentation of the positive phase pressure impulse for Zirconiurn/Nitromethane 

charges in the near-field. 

The tables that follow are a surnmary of the data presented in the previous Figures of 

this section. A complete list of trials and their respective pressure and impulse data 

can be found in Appendix A at the end of this report. 

Table 4.2-1, Average Zirconium experimental pressure and impulse data. 
Gaugc (em) Pt'cssure (\IPa) Impulse (Pa-s) 

60 2.25 252.40 

90 1.29 191.70 
120 0.90 178.70 
150 0.60 157.88 

190 0.37 126.48 

60 Retlected 6.79 835.86 

90 Retlected 7.01 606.02 

120 Retlected 1.75 399.57 
150 Retlected 3.74 325.80 

190 Retlected 2.62 214.05 
*The data above represents average values calculated from tnals 2000-16, 2000-20, 2000-27, 2000-31, 
2000-32,2001-19,2001-25 and 2002-16. 

Table 4.2-2, Average ALEX experimental pressure and impulse data. 
Gaugc (em) Pn:ssurc (\IPa) Impulse (pa-s) 

60 2.92 163.24 

90 1.77 173.92 
120 1.58 168.26 

150 0.73 110.50 

190 0.33 104.23 

60 Retlected 13.52 691.90 

90 Retlected 9.82 411.30 

120 Retlected 2.79 nia 
150 Retlected 3.46 275.68 

190 Retlected 1.61 191.91 
*The data above represents average values caIculated from triais 2000-43, 2000-46, 2000-50, 2000-51, 
2001-16,2001-24,2001-31,2001-40 and 2001-42. 
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Table 4.2-3, Average Nitromethane experimental pressure and impulse data. 
Gauge (cm) Pressure (\IP41) ImpuJ'l' (1'41-') 

60 2.01 140.64 

• 90 0.99 159.16 

120 0.72 142.48 

150 0.23 90.34 

190 0.11 69.47 
*The data above represents average values calculated from trials 1999-42, 1999-51 and 1999-54. 

Table 4.2-4, Average Steel experimental pressure and impulse data. 
G41uge (cm) Pressure ('ll'a) 1 mpulse (pa-s) 

60 0.44 NIA 
90 0.33 57.09 
120 NIA NIA 
150 0.12 42.30 

190 0.07 33.47 
*The data above represents average values calculated from trials 2001-21. 

* Ali Gauges at a Distance 60cm used 9.5 mm Diameter Aluminum Rods Whereas Ali 
Other Gauges Used 6.4 mm Diameter Aluminum Rods. 

* * The number in the brackets represents the individual trial numbers. 
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4.3 Explosive Gun-Barrel Test Apparatus 

. 
Explosive acceleration of individual Zirconium particles was investigated. Using 

computer-numerically-controlled machining techniques, Zirconium spheres of 6.4 

Fig. 4.3-1, Side-view for explosive acceleration of a single 
Zirconium particle. 

y, mm diameters were 

produced from high purity 

stock rod. Tests were also 

conducted using Al, Mg, and 

W spheres of similar 

diameters. The experimental 

set-up IS simplistically 

modeled as shown in Figure 

4.3-2. The length of the 

Detaprime explosive driver 

section was varied from 0.4 

m to 2.3 m in length. !ts unit length density was measured to be 354 g/m. The launch 

tube section was maintained at a length of exactly 1 m. The distance from the end of 

the launch tube to the impact plate remained greater than 60 cm. This was done in 

order to guarantee that the Zirconium particle would impact ahead of the detonation 

products. 

Aluminum and 

Copper foil 

gauges were 

also utilized III 

order to 

measure the 

impact velocity 

of the particle 

just prior to impact. 

Checkerboard backplate 

launch tube Impact plate 

Fig. 4.3-2, Top view of experimental set-up for single particle impact 
tests using guo-barrel design. 
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Unfortunately this particular technique proved unreliable and the results were 

discarded. AU velocities were calculated with the aid of video analysis. Digital 

cameras ~ith shutter speeds of 2000 frames/s were implemented in order to visualize 

the impact and subsequent fragmentation processes. In all cases the checkerboard 

pattern in the background are 30 cm squares with a normal time of 0.5 ms between 

frames. 

4.4 Explosive Gun-Barrel Test Results 

The Zirconium particles were accelerated to velocities between 150 mis and 2.5 km/s. 

In all cases, the spheres ignited prior to exiting the launch tube and partially melted 

during the acceleration phase. This was the tirst important result of the trial series in 

that it proved the ignition of large diameter Zirconium particles was possible. This 

proof was extremely important because all previous work in the dispersal trials was 

limited to particles with diameters of less than 1 mm. The thermal boundary layer of 

the particle was found to be approximately 1 mm after a time period of 1 ms (Frost, et 

al., 2003b). This implies that the particles would have only a thin liquid layer 

surrounding a solid Zirconium core just prior to impact. Since the Zirconium metal 

Fig. 4.4-1, Top frame: gun barrel visible on the left. Fine fragments stripped 

particles bumed 

by a 

heterogeneous 

surface reaction 

and because of 

the low thermal 

conductivity of 

Zirconium, it 

was believed 

that the outer 

surface reaction 

from the burning sphere at the exit ofthe launch tube. The impact could be 
point is clearly visible at right. Lower Frames: Initiai impact of 
burning sphere (left frame) and subsequent fragmentation and sustained 
dispersion after impact (both middle and right frames). 
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without tremendous heat 10ss to the solid kemel. This in tum allowed for the system 

to be considered as two separate entities, the tirst entity being the outer liquid layer 

and the &econd entity being the inner solid kemel. Closer inspection of Figure 4.4-1 

visually supports the idea of a liquid outer layer and a solid inner kemel. The top 

frame clearly shows the stripping-off of the outer liquid layer as the particle is 

accelerated towards the right. The bottom frames demonstrate the impact, 

fragmentation and subsequent ignition of the inner solid kemel. It was this 

phenomenon that encouraged the completion of a third set of trials involving the 

impact and fragmentation of non-ignited particles described in the following section. 

It should be noted that for all velocities tested the Zirconium particle fragmented 

upon impact with the rigid steel plate. Again within the video stream, the 

fragmentation process is clearly visible. Unfortunately, the long duration of the 

frames makes for a streak type photo instead of crisp individual frames. The Figures 

that follow are summary videos of the results obtained at low, mid and high impact 

velocities within the range tested. 

A few simple observations could be made when inspecting each of the video streams 

presented on the following pages. Figure 4.4-3 displays the explosive acceleration of 

a Zirconium particle to a velocity of approximately 160 mis. Fragmentation of the 

particle and its subsequent ignition are clearly visible, and an extremely shallow 

ejecta angle is produced. Closer examination of the raw video files yield an estimate 

for the backscatter angle of 3.8 ± 2° Figure 4.4-4 displays very similar characteristics 

for an impact at 400 mis. Again a very shallow ejecta angle is produced and ignition 

of the Zirconium fragments is visualized. 

One of the more interesting phenomena observed was the potential secondary 

fragmentation of the already fractured solid kemel. With initial impact velocities of 

approximately 650 mis, secondary fragmentation was observed as the ejecta from the 

tirst impact event struck another nearby solid structure. This led to the assumption 

that the initial solid kemel fragmented upon impact into several other similar systems 
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with outer liquid layers and inner solid kemels. Figure 4.4-2 demonstrates the second 

impact event almost 17 ms after the initial impact. From the video analysis, the 

secondary impact velocity was approximated at 150 rn/s. Figure 4.4-5 displays 

selected frames of the acceleration and impact at the approximated velocity of 650 

rn/s and shows that the ejecta backscatter angle increased when compared with slower 

Fig. 4.4-2, Secondary impact events on perpendicular plate 17 ms (top) 
19 ms(middle) and 30 ms (bottom) after initial impact event. 

velocities. Again, 

examination of the 

raw video files 

produced an 

estimate of Il.3 ± 

for the 

backscatter angle. 

Figure 4.4-6 also 

displays that as the 

velocity is increased 

to 2.5 km/s the 

ejecta backscatter 

angle increased to 

approximately 35 ± 

10°. It can therefore be concluded that an increase in the impact velocity produces an 

increase in the ejecta's backscatter angle. 

The most important aspect of this set of trials was that it linked the fragmentation 

process to the subsequent increase in energy release associated with a larger reactive 

surface area. It was concluded that the high-velocity fragmentation process resulted in 

a greater reactive surface area and showed that ignition of the fragments was 

instantaneous. Therefore the entire mechanism could affect the thermodynamics of 

the flow field prior to the arrivaI of the blast wave. Thus even greater weight was 

added to the hypothesis that fragmentation of the Zirconium particles within the near­

field enhances the overall positive phase pressure impulse. 
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Fig. 4.4-3, Impact of Zirconium 6.4 mm diameter particle at 160 mis. Time 
between frames of 0.5 ms. 
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Fig. 4.4-4, Impact of Zirconium 6.4 mm diameter particle at 400 mis. Time 
between frames of 1 ms. 
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Fig. 4.4-5, Impact of Zirconium 6.4 mm diameter partic1e at 650 mis. Time 
between frames of 0.5 ms. 
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Fig. 4.4-6, Impact of Zirconium 6.4 mm diameter particle at 2500 mis. Time 
between frames of 0.5 ms. 
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4.5 Light-gas Gun Apparatus 

The thirq and final trial series for the completion of this report was performed at the 

University of Sherbrooke using their Light-gas Gun facility. Prof essor Martin 

Brouillette of that University graciously donated rus time, facility and expertise in 

order to successfully complete the trials. The experimental set-up consisted of three 

independent sections: Driver Section, Driven Section, and Test Section. Figure 4.5-1 

that follows is a schematic of the light-gas gun apparatus. 

Driver Section (21gem) Driven Seetion (6.05m) Test Section (187em) 

Vacuum 

Particle and Sabot Starting Point Impact Plate 

Fig. 4.5-1, Schematic oflight-gas gun facility at the University of Sherbrooke. 

The Driver Section was a 6.35 cm outer diameter steel tube with a 3.81 cm Inner 

diameter. At a length of 219 cm, the tube was tested with static gauge pressures of up 

to 10.5 MPa. A Clippard compressed air pneumatic plunger was also installed in 

Fig. 4.5-2, Driver section oflight-gas gun apparatus 
including pneumatic plunger. 

order to puncture the 

Aluminum diaphragm that 

separated the Driver and 

Driven Sections. A 

compressed aIr pneumatic 

damper was also installed but 

was not used for this particular 

set of tests. The gas used to 

pressurize the entire section 

was high purity helium. 
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At a length of just over 6.05 m, the Driven Section was a 2.54 cm outer diameter steel 

tube with an inner diameter of 1.27 cm. The inner surface of the tube was relatively 

smooth • ID order to 

mIDlmlze frictional forces 

applied to the sabot. The 

sabots were 1.27 cm 

diameter Delrin ® or Nylon 

® plugs with an o-ring 

groove to seal its outer 

edge within the Driven 

Section. A small cavity was 

also machined into the 

front surface to hold the 

metal particle. The sabot, 
Fig. 4.5-3, Driven section exit with laser diagnostics for the 

light-gas gun apparatus. 

along with a 6.35 mm diameter particle of varying metal composition, was inserted 

just after the Aluminum diaphragm into the Driven Section and was held in place by a 

small setscrew. A vacuum pump was also installed to remove the ambient air and 

drop the pressure within the Driven Section to nearly zero. Obviously, this was done 

in order to minimize the losses associated with the expansion of the high pressure 

Driver Section and to maximize the attainable velocity of the metal particle. The laser 

diagnostics were placed at the end of the Driven Section with two individual sensors 

10.16 cm and 30.48 cm from the exit point. The sensors consisted of 660-680 nm 

infrared lasers with 5 mm photo-transistors. As the sabot broke the beam emitted 

from the laser, the output voltage of each of the transistors would change. A LeCroy 

oscilloscope recorded the two outputs. The impact velocities were calculated by the 

temporal difference in the two outputs of given physical separation. 
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The Test Section of the experimental set-up was a 5.72 cm outer diameter steel tube 

with an inner diameter of 4.45 cm and a length of 187 cm. The entrance of the Test 

Fig. 4.5-4, Entrance to test section using Plexiglas ® tube 
instead of Steel. 

Section was reduced to a 0.95 

cm diameter in order to stop 

the sabot but allow the metal 

particle to pass unimpeded. A 

thin 0.08 mm Mylar ® 

diaphragm was also inserted to 

seal the Test Section from the 

Driven Section. A steel impact 

plate of 4.45 cm diameter and 

5.08 cm in length was inserted 

at the end of the Test Section. 

After each trial the impact plate was removed and replaced with an identical piece in 

order to investigate the crater created by the impacting particle. The insertion of the 

impact plate therefore reduced the effective length of the Test Section to 174 cm from 

Driven Section Exit to impact surface. Note also that the conditions within the Test 

Section were that of Standard Air at 1 atmosphere of pressure. Figures 4.5-4 and 4.5-

5 are photographs of the 

experimental set-up with the 

exception that the steel tube 

was replaced by a Plexiglas ® 

ln order to visualize the 

internaI components. The 

Tables that follow are a 

summary of the relevant trials 

and their appropriate 

experimental parameters. 

Figure 4.5-6 on the following 

page is a non-dimensional plot 

Fig. 4.5-5, Impact plate for the test section with a Plexiglas 
® tube instead of Steel. 

of the theoretical exit velocity for various mass and initial pressure conditions. 
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Fig. 4.5-6, Non-dimensional plot oftheoretical exit velocity for various mass and initial 
pressure conditions. 

4.6 Light-gas Gun Test Results 

Four different materials were tested using the light-gas gun facility at the University 

of Sherbrooke: Aluminum, Steel, Titanium and Zirconium. The Aluminum particles 

were manufactured by ALFA AESAR as an 1100 alloy, with an Aluminum-copper 

mixture of 99+0.12wt.%. Small Parts Inc. produced the steel particles with part 

number BS-0125-C and batch number BS-2.Both the Titanium and Zirconium 

particles were machined using modem computer-numerical-control techniques from 

standard high-purity stock rod. AlI particles tested had a nominal diameter of 

6.35mm. 

Steel Particle Results 

The steel particles were used in this trial series as a test material to ensure the proper 

functioning of the light-gas gun. During the four independent trials, the maximum 
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1 

Fig. 4.6-1, Steel particles (right) and resulting 
craters from impact (left). 

impact velocity obtained was 393 mis. 

This impact velocity was well below the 

critical velocity for fragmentation 

causing only a small deformation of the 

particle. Closer inspection of Figure 4.6-

1 at left clearly shows how imperceptible 

the deformation of the particles actually 

was. Even the crater dimensions vary 

only a small amount from one trial to the 

next. This would lead one to believe that the impact events for which no velocity was 

measured (Trial 1 and 2) occurred under similar conditions to those of the 

successfully measured trials. Table 4.6-1 below gives a complete summary of the 

results obtained with the steel particles. 

Table 4.6-1, Steellight-gas gun impact results. 

Impact ( rater ( rater Fra!,!lIll'ntatiol1 l"rial '\lIl1lhl'r 

\'doeit~ (lIl/s) Dia ml'ler (mm) Depth (mm) 

NIA 4.70 0.82 No UdeS-Ol 

NIA 4.90 0.82 No UdeS-02 

184 4.71 0.81 No UdeS-03 

393 5.11 1.02 No UdeS-04 

Aluminum Particle Results 

Five independent trials were performed usmg Aluminum particles. The most 

noteworthy result obtained from the Aluminum trials was the determination of the 

critical velocity for particle fragmentation at approximately 700±100 mis. The exact 

number was difficult to determine because of significant noise within the digital 

signal. The obtained critical velocity (700±100 mis) was substantially below that of 

Grady, Kipp and Swegle (1993). Recall, however, that their experiments used thin 
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PMMA bumper plates~ whereas the trial series at band implemented semi-infinite 

steel impact plates. It was this ditIerence in impact geometry that accounted for the 

deviation ftom their resuIts. 

Upon impact with the steel plate, the Aluminum particle yielded a pancake-like shape 

even at the lowest impact velocities. The Figures that follow clearly demonstrate the 

flattening of the particle at velocities as low as 391 mis. The highest impact velocity 

obtained was 926 mis and resulted in the particle ftagmenting and fusing inside of the 

impact crater. It should also be noted that even at the highest velocities, the impact 

crater was a1most imperceptible. 

Fil- 4.6-3, Alnrninum parIide's badt surJàœ 
(top. rigbt), impactiPa surf8œ 
(bottom rigbt) and impIct ender 
(Jeft) al a velocity of 455 mis. 

fi&. 4.6-2, AJgmjnqm particle's bact surface 
(top. rigbt). ~ surf8œ 
(boUom rigIlt) aod impact enter 
(left) ata wIocity of391 mis. 

Fig. 4.6-4, Aluminum particJe's back 
surface (top, rigbt), impacting 
surface (bottom right) and 
impact crater (left) at a velocity 
of 588 mis. 
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Fig. 4.6-5, Aluminum particle fused to 
its impact crater at a velocity 
of 800 mis. 

Fig. 4.6-6, Aluminum particle fused to its 
impact crater at a velocity of 
926 mis. 

Table 4.6-2, Aluminum impact experimental data. 
lm pact 

, 

Crater Crater Ikpth Fragmentation Trial '\ulllher 

V clocit~ DiaIlH:tc,· (mm) ( film ) 

(mis) 

391 7.72 0.00 No UdeS-28 

450* 8.24 0.00 No UdeS-29 

588 8.48 0.10 No UdeS-30 

800* NIA NIA Yes, Fused to UdeS-31 

Impact Plate 

926 NIA NIA Yes, Fused to UdeS-27 

Impact Plate and 

White Powder 

Present 
. . 

*Estlmated VelocIty because of maccuracies m the obtamed dIgItal sIgnais . 
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Titanium Partide Results 

Four trials usmg Titanium particles were perfonned. The critical velocity for . 
fragmentation of the particle was detennined to be 685±86 mis. Interestingly, 

Titanium also fused to the impact crater at the given critical velocity. Only two or 

three individual pieces were fragmented from the original particle with the large st 

piece still fused within the impact crater. Again these values differ significantly from 

those obtained by Grady, Kipp and Swegle (1993) for the same reasons mentioned 

previously. The Figures that follow clearly illustrate the difference in crater fonnation 

below and at the critical velocity for fragmentation. 

One should also notice an inherent difference in the defonnation path when 

comparing the sub-critical velocity impacts of Aluminum and Titanium. Recall that 

for even at the lowest impact velocities, the Aluminum particles defonned severely 

into pancake-like dises. The Same behaviour is absent when the Titanium particles are 

inspected. Only very minor defonnation of the impacting surface is observed, with 

almost no sign of material yield. However, Figure 4.6-9 on the following page 

displays a very important phenomenon known as adiabatic shear banding. For the 

Titanium particles, this phenomenon was only present at velocities slightly below that 

of critical for fragmentation. The shear bands, c1early visible as rings of material 

around the impacting surface, were the result of the localization of shear stresses 

within the material. They were generated by areas of extreme defonnation, where 

locally elevated temperatures and pressures were·achieved. 

Fig. 4.6-7, Titanium particle deformation 
(right) and resultant impact crater 
(left) at a velocity of360 mis. 
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Fig. 4.6-8, Titanium particle 
deformation (right) and 
resultant impact crater 
(left) at a velocity of 
434 mis. 

Fig. 4.6-10, Titanium particle 
fragmentation (right) 
and resultant impact 
crater with fragments 
fused within the crater 
itself (left) at a velocity 
of772 mis. 

Fig. 4.6-9, Titanium particle deformation 
through adiabatic shear 
banding (right) and resultant 
impact crater (left) at a 
velocitv of 599 mis. 

Table 4.6-3, Titanium impact experimental data. 
lm pact Crater Crater Depth Fra:.!,melltatioll '11·ial "lImher 

Vclocit~ (m/s) Diametcr (film) ( m fil ) 

360 5.00 0.16 No UdeS-26 

434 6.50 0.54 No UdeS-23 

599 8.20 1.00 No UdeS-22 

772 9.66 NIA 2-3 Pieces, 1 Fused UdeS-24 

to Impact Plate 
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Zirconium Particle Results 

The final material testing at the University of Sherbrooke light-gas gun facility was . 
Zirconium metal. Twenty independent trials were conducted with seventeen of them 

yielding usable results. Impact velocities ranging from 55 mis to over 900 mis were 

obtained. Limitations of the facility prevented greater velocities from being tested and 

a second phase of trials involving video analysis would be ideal. Again, the most 

important result was the determination of the critical velocity for fragmentation, 

which for this particular experimental set-up was 561±1O mis. 

Fig. 4.6-11, Cluster fragmentation at impact 
velocity of683 mis (Top) and 
Diffuse fragmentation at impact 
velocity of 881 mls(Bottom) of 
6.35 mm diameter Zirconium 
particles. 

Sorne other very interesting results were 

obtained from the Zirconium particle 

impact trial series. Firstly, the three 

regimes of fragmentation discussed by 

Grady, Kipp and Swegle (1993) were 

observed. No fragmentation was present at 

velocities below 571 mis. Cluster 

fragmentation was believed to dominate at 

velocities between 571 mis and 862 mis. 

Recall that cluster fragmentation is defined 

as the spalling of material off the rear of 

the impacting sphere (Grady, Kipp and 

Swegle, 1993). Analysis of the obtained 

fragments showed 2-3 fragments were 

present after the impact event; one piece 

that impacted the steel plate (top left of 

Figure 4.6-11) and 1-2 other pieces that 

spalled off the rear of the sphere (top right 

of Figure 4.6-11). From the geometry of a 
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spherical impact, it was relatively straightforward to identify the fragment that was 

spalled off the rear of the particle and the fragment that impacted with the surface of 

the steel plate. 

Diffuse fragmentation was apparent at velocities greater than 862 mis. The diffuse 

fragmentation region was attained when the number of fragments increased and their 

respective sizes were approximately equal. No individual fragment could be 

identified as the spalled piece from the rear of the particle. It is believed that at such 

elevated velocities, the compression waves from the initial impact are severe enough 

to cause material failure and hence the spalling mechanism is not applicable. 

Another interesting feature of the Zirconium trials 

was the presence of shear bands on the impacting 

surface. At impact velocities as low as 413 mis the 

shear bands became visible as thin yellow-brown 

circles on the impacting surface of the particle. As 

the velocity was increased, the discoloration of the 

impacting surface became more severe. Eventually 

a blue circle appeared on the outer edge of the 

particle at an impact velocity of 571 mis. Note that 

this velocity was also the extremely close to that of 

the critical velocity for fragmentation. The same 

bands were visible on the Titanium particles, except 

upon fragmentation the discolouration was more 

flat grey than blue. No shear bands and no 

discolouration were identified on the Aluminum 

particles. Fig. 4.6-12, Shear banding 
discoloration at 502 
mis (Top) and 571 mis 

Recall that Powers, et al. (1997) described the shear (bottom). 

banding process as an increased strain rate near local discontinuities. Localization of 

that high strain rate resulted in the plastic heating of the material. The thermal heating 
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phenomenon could be significant because the plastic defonnation occurred over a 

much shorter timescale than that of heat dissipation through conduction, especially 

for met&ls like Zirconium with low thennal conductivities. A simple order of 

magnitude calculation for the defonnation timescale and the diffusion timescale can 

prove the previous statement. Figure 4.6-13 below is a clear illustration of how a 

simplified calculation of the 

defonnation timescale can be 

'/=0 conducted. Assuming a total 

defonnation distance equal to 

the radius of the particle 

Fig. 4.6-13, Deformation timescale calculation based on 
initial impact (left), and final deformation 
distance, R (right). 

(inspection of the particles 

after impact trials showed this 

to be an accurate estimate for 

order of magnitude calculations) and knowing the initial impact velocity, one can 

easily calculate the approximate defonnation time as follows (calculations are for Zr 

at its critical impact velocity): 

t ';::j _R_ ';::j 3. 18xlO-
3 

';::j 11.5 
V; /2 561/2 J1S 

(4.6-1) 

A similar order of magnitude calculation was perfonned for the heat diffusion 

timescale. Again using the properties of Zr, the timescale was calculated as follows: 

d dijfosion ';::j.JKi (4.6-2) 

k 
K=--

pCp 
(4.6-3) 

Combining equations (4.6-2 and 4.6-3) yields the following tenn for the heat 

diffusion timescale for reactive Zirconium particles with diameters of6.35mm. 

t';::j d;ijfosion ';::j (3.18xlO-
3

)2 ';::j 0.78s 
k/ pCp 22.7/(6500x270) 

(4.6-4) 
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A comparison of the timescales calculated in Equations (4.6-1 and 4.6-4) clearly 

illustrates on an order of magnitude basis that the heat diffusion timescale is 

substanti~lly greater than that of the deformation timescale. This result is seconded by 

the work performed by Powers, et al. (1997) that predicted temperatures of over 5000 

K within sorne of the shear bands caused by the huge discrepancies in the 

deformation and diffusion timescales. 

The figures and table that follow are a complete detailing of the results obtained for 

all of the Zirconium metal impact tests. In all Figures, the photo on the left is the 

impact crater produced in the steel impact plate and the photo on the right is the 

resultant deformation and/or fragmentation of the particle after impact. It is important 

to note that the photos are not to scale. Therefore any dimensional comparisons 

between the particle and impact crater should be made directly from the photograph. 

Fig. 4.6-15, Impact crater (left) and particle 
defonnation (right) for Zr particle 
impact at 300 mis. 

Fig. 4.6-14, Impact crater (le ft) and particle 
defonnation (right) for Zr particle 
impact at 55 mis. 

Fig. 4.6-16, Impact crater (left) and particle 
deformation (right) for Zr particle 
impact at 325 mis. 
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Fig. 4.6-17, Impact crater (left) and 
particle defonnation (right) for 
Zr particle impact at 413 mis. 

Fig. 4.6-19, Impact crater (left) and 
particle defonnation (right) 
for Zr particle impact at 467 
mis. 

Fig. 4.6-21, Impact crater (left) and 
particle defonnation (right) 
for Zr particle impact at 478 
mis. 

Fig. 4.6-18, Impact crater (left) and 
particle defonnation (right) for 
Zr particle impact at 418 mis. 

Fig. 4.6-20, Impact crater (left) and 
particle defonnation (right) for 
Zr particle impact at 472 mis. 

Fig. 4.6-22, Impact crater (left) and particle 
defonnation (right) for Zr particle 
impact at 502 mis. 
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Fig. 4.6-24, Impact crater (left) and particle 
deformation (right) for Zr particle 
impact at 551 mis. 

Fig. 4.6-26, Impact crater (left) and particle 
fragmentation (right) for Zr 
particle impact at 683 mis. 

Fig. 4.6-28, Impact crater (left) and particle 
fragmentation (right) for Zr 
particle impact at 833 mis. 

Fig. 4.6-23, Impact crater (left) and particle 
deformation (right) for Zr particle 
impact at 545 mis. 

Fig. 4.6-25, Impact crater (left), inside 
surface of fragmented particle 
(top, right) and back surface of 
particle (bottom, right) for Zr 
particle impact at 571 mis. 

Fig. 4.6-27, Impact crater (left) and particle 
fragmentation (right) for Zr 
particle impact at 755 mis. 
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Fig. 4.6-30, Impact crater (left) and 
particle fragmentation 
(right) for Zr particle 
impact at 881 mis. 

Fig. 4.6-32, Impact crater (left) and 
particle fragmentation 
(right) for Zr particle 
impact of greater than 900 
mis. 

Fig. 4.6-29, Impact crater (left) and particle 
fragmentation (right) for Zr 
particle impact at 862 mis. 

Fig. 4.6-31, Impact crater (left) and 
particle fragmentation (right) 
for Zr particle impact at 
approximately 900 mis. 
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Table 4.6-4, Zirconium impact experimental data. 
lm pact ( rater ( rater Depth Fra!,!Illl'IlLltl!lll 1 rial \lImhl'r 

1 

V eI()eit~ (m/;,) Diamctrr (I11m) ( mm ) 

55 • 2.32 0.00 No UdeS-08 

300* 5.60 0.30 No UdeS-06 

325 5.80 0.42 No UdeS-16 

413 7.46 0.88 No UdeS-09 

418 7.70 0.76 No UdeS-20 

467 7.74 1.00 No UdeS-13 

472 7.00 0.82 No UdeS-05 

478 7.46 1.08 No UdeS-11 

502 8.00 1.32 No UdeS-12 

545 8.90 1.56 No UdeS-14 

551 8.88 l.52 No UdeS-21 

571 9.00 NIA 2-3 Pieces, 1 Fused UdeS-lO 

to Impact Plate 

683 10.54 2.30 2-3 Pieces UdeS-18 

755 10.68 2.40 2-3 Pieces UdeS-15 

833 11.88 3.58 2-3 Pieces UdeS-19 

862 12.22 3.32 5-6 Pieces UdeS-07 

881 12.00 3.44 5-6 Pieces, Soot UdeS-17 

Coating on Impact 

Plate 

900* 12.00 3.30 5-6 Pieces, Soot UdeS-33 

Coating on Impact 

Plate 

>900* 12.90 4.40 5-6 Pieces, Soot UdeS-34 

Coating on Impact 

Plate 

*Estimated velocity because of inaccuracies in the obtained digital signaIs. 
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5.0 Discussion 

Before discussing the obtained results it is important to review the primary objectives 

of this report. Recalling the experimental and theoretical work performed by Zhang, 

et al. (2001) and Frost, et al. (2001), it was hypothesized that the explosive dispersal 

of reactive particles with relatively large diameters could fragment upon impact. The 

partially molten projectiles could see a dramatic increase in surface area upon 

fragmentation of the outer liquid layer and! or solid kernel. A larger reactive surface 

area would yield a substantially greater energy release and hence demonstrate an 

increased loading on nearby structures. Again, the entire hypothesis is based on the 

assumptions that particle fragmentation occurs upon impact and that the entire energy 

release process occurs rapidly enough to influence the local thermodynamic 

conditions. 

The simplest way to begin the analysis of the above hypothesis was to examine the 

peak overpressures and positive phase impulses generated by the blast. Work 

discussed previously in thls report with regards to the characterization of blast 

propagation should remind one of the important roles played by these two parameters. 

Not only do they accurately described the history of an explosive reaction but they are 

also experimentally simple to obtain. The lollipop gauges recorded the pressure 

signaIs at specific distances and the impulses were obtained by the integration of the 

positive phase of that same signal. When plotted as functions of the distance, a blast 

history was provided and the complete characterization of the explosive event was 

achieved. The above technique yielded substantial indirect evidence that was the first 

major experimental data to lend weight to the hypothesis presented in the introductory 

section of this report. 

The fIfst piece of indirect evidence was the general profile of the pressure decay when 

comparing Zirconium and ALEX trials (See Figure 4.2-1). The overall nature of the 

ALEX pressure decay was qualitatively similar to a homogeneous explosive. This 
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implies that the small ALEX particles equilibrate quickly within the flow field and 

never penetrate the shock front. The Zirconium pressure decay clearly mimicked that 

of the heterogeneous steel packed bed charges. Thus a strong interaction between the 

particles and detonation products can be assumed with the particles penetrating the 

shock front within the near field. This differentiation between the particle and shock 

front interaction for ALEX and Zirconium charges is important in that it qualitatively 

explains the particle dispersion mechanism for each charge set-up. 

The differences in impulsive loading, and more specifically the reflected impulsive 

loading for ALEX and Zirconium charges was the next piece of indirect evidence that 

supports the notion of an alteration of the thermodynamic conditions upon particle 

fragmentation (See Figure 4.2-2). Even though the ALEX trials developed 

substantially higher peak overpressures, the Zirconium trials yielded greater positive 

phase pressure impulses. The reflected impulses exaggerated the difference because 

of particle fragmentation upon impact with the reflective plate. Coupled with the 

profile of the pressure decay described previously, the impulse data adds greater 

weight to the given hypothesis. 

The cantilever trials were also instrumental in that they produced even more indirect 

evidence that supports the notion of an increased impulsive loading caused by the 

fragmentation of reactive Zirconium particles. The lack of impact craters on the 

gauge surfaces and the presence of a Zirconia powder both helped link the 

fragmentation of the particles to the increased loading phenomenon (See Figures 4.2-

3 and 4.2-4). 

Previous work by Frost, et al. (2001), explained that the total impulse applied to the 

gauges could be divided into three distinct categories: particle impact, aerodynamic 

drag and reflected blast wave impulses. At a particular location in the mid-field an 

estimated seventy percent of the total impulse was the result of particle impact, with 

the rest of the loading being caused by the reflected blast wave and the aerodynamic 

drag. However, a fourth category of impulse loading phenomenon was present during 
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the impact of the larger mass Zirconium particles. The fourth category was believed 

to be the fragmentation of the particles and the subsequent increase in energy release 

caused by the dramatic rise in reactive surface area. 

The explosive gun-barrel tests were also an essential component of the performed 

research work. The most important piece of information that was deduced from the 

trial series was that the ignition of millimetre sized Zirconium particles was in fact 

possible. Furthermore, high-speed video of the impact event showed an almost 

instantaneous ignition of the inner solid kemel upon impact with the steel plate. 

The light-gas gun trial senes was the most fundamental in nature of the three 

experiments performed for the completion of this report. The objective of the work 

was to describe the underlying mechanism of fragmentation for non-combusting 

metal particles as an obvious stepping-stone towards characterizing the fracture and 

fragmentation mechanism for buming particles. 

Qualitatively, the results obtained for Aluminum and Titanium particle impacts with a 

semi-infinite steel plate correlated reasonably well with those obtained by Grady, 

Kipp and Swegle (1993) for bumper plate impacts. Recall that the quantitative 

differences in the values obtained for the critical velocity inducing fragmentation 

were easily explained by the varying impact geometry. Table 5.0-1 that follows is a 

summary of the relevant data obtained during the University of Sherbrooke trial 

senes. 

Sorne very fundamental behaviour can be inferred with a closer examination of the 

results when combined with sorne of the theory presented in the literature review 

section of this report. The second line of Table 5.0-1 calculates the theoretical spall 

strength of the three relevant materials using the Lawn and Wilshaw (1975) model 

involving the bulk modulus of the respective metal (See Equation 3.3-1). Although 

simplistic in nature, the model qualitatively compares the spall strengths of 

Aluminum, Titanium and Zirconium. 
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The before last line of Table 5.0-1 c1early displays the Hugoniot pressure values 

developep during the impact process. Using Equation (3.4-1), the appropriate 

pressure values were obtained by use.of the respective shock impedances (material 

density multiplied by the sound speed) and the critical impact velocity inducing 

partic1e fragmentation. Note that the density of steel was given as 7870 kg/m3 and the 

sound speed approximated at 4512 mis. Interestingly, the Hugoniot pressures 

developed at each of the respective critical conditions were quantitatively very 

similar. 

Table 5.0-1, Summary of impact test calculations. 

22.98 33.42 28.33 

6420 4140 3800 

2700 4850 6500 

900 590 270 

1.73xlO 2.01xlO 2.47xlO 

3.55xlO 3.55xl0 3.55xlO 

700±100 685±86 561±10 

8.14 8.79 8.17 

237 21.9 22.7 

7.65xlO-6 1.29xl 

(1) Refers to data at the University Sherbrooke Facility 
(2) Refers to data obtained from Grady and Kipp, 1997. 
(3) Refers to data obtained from Goodfellow Industrial Products. 
(4) Refers to values obtained using Equation 3.3-1 
(5) Refers to values obtained using Equation 3.4-1 
(6) Refers to values obtained for Equation 4.6-4 

When a companson of the theoretical spall strengths and Hugoniot pressures 

developed during the impact event was performed, sorne interesting observations 

were made. Firstly, Aluminum was found to have the lowest theoretical spall 
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strength. Couple that fact with the quantitatively similar Hugoniot impact pressure to 

Titanium and Zirconium, and one would expect the Aluminum particles would have 

the lowe$t critical velo city inducing fragmentation. Experimentation by both Grady 

and Kipp (1997) and the author of this report yielded dramatically different results. In 

both cases the opposite was found to be true with Aluminum fragmenting at the 

greatest critical velocity. When a comparison of Titanium and Zirconium results was 

performed, the quantitatively similar Hugoniot pressures would lead one to expect the 

material with the lower theoretical spall strength fragmenting at a lower impact 

velocity. This expectation was proven to be true experimentally within the scope of 

the University of Sherbrooke trial series. 

The above discrepancies with regards to theoretical spall strength and critical impact 

velocity inducing fragmentation can most easily be explained by differences in the 

deformation paths causing the fracture of the particle. A closer look at the thermal 

conductivity of each of the tested materials would clearly show an order of magnitude 

difference in the values when comparing Aluminum to both Titanium and Zirconium. 

Only a relatively small difference (less than 4%) is noted between the thermal 

conductivities of Titanium and Zirconium. As explained previously in the literature 

review, work by Power, et al. (1997) related the importance of thermal conductivity 

of a material to the formation of adiabatic shear bands. The trial series at hand clearly 

demonstrated the different deformation paths for low conductivity metals 

(deformation through shear banding) and for high conductivity metals (deformation 

through spall only). Figure 5.0-1 illustrates the shear bands at impact velocities 

Fig. 5.0-1, Shear banding for Titanium at 599m1s (Ieft) and Zirconium at 551 mis (middle). Lack of 
such bands for Aluminum at 588 mis (right). 
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slightly below critical for Titanium and Zirconium, and the obvious lack of such 

banding for Aluminum particle impacts. 

Evidence from the previous photographs coupled with the results from Table 5.0-1 

lead one to believe that the shear banding, and more specifically the thermal heating 

phenomenon associated with the banding process, is the root cause of fragmentation 

for low thermal conductivity metals. The discolouration of the metal particles upon 

impact is caused by the thermal stressing of the material during plastic deformation. 

The thermal softening of the material may also explain the significantly lower values 

for critical velocity obtained with semi-infinite impact plates when compared with 

bumper plate critical conditions. This implies that the thermal conductivity of a metal, 

as well as the yield strength and fracture toughness, is an extremely important 

material property when studying the dynamic fragmentation mechanism. 
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6.0 Conclusions 

The three different trial series performed for the completion of this report have 

yielded sorne extremely important conclusions. The different series, although 

independent in nature, can aIl be linked together in order to explain the overall 

phenomenon of blast wave augmentation in the near-field by the dispersal, impact 

and subsequent fragmentation of reactive Zirconium particles with small scale 

structures. 

The Light-gas gun trial series established the critical velocity for fragmentation of 

non-burning Zirconium, Titanium and Aluminum particles. Their respective critical 

velocities were 561±10 mis, 685±86 mis and 700±100 mis. The experiments also 

displayed the importance of thermal stresses associated with shear banding and linked 

the thermal conductivity of the impacting material with its overall resistance to 

fragmentation. Obviously, a continuation ofthis work would be necessary in order to 

completely characterize the shear banding phenomena and its overall effect on other 

material properties. 

The explosive acceleration trials proved that the ignition of millimetre-sized 

Zirconium particles was in fact possible. The trial series also established that the 

reactive buming particles were comprlsed of a thin liquid outer layer and an inner 

solid kemel. The critical velocity for the fragmentation of the burning Zirconium 

particle was also established in that all impacts at velocities greater than 150 mis led 

to the fragmentation of the particle. Furthermore, video footage showed that the 

burning of the fragmented pieces ignited and burned instantaneously and could affect 

the overall thermodynamic conditions of the flow field. It also showed that the 

secondary fragmentation during subsequent impact events could yield even greater 

reactive surface area. 
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The most extensive senes of trials involving the explosive dispersal of reactive 

particles yielded the most exciting results. Combined with the conclusions drawn 

from thç explosive acceleration trials, the cantilever gauge data proved that the 

Zirconium particles did in fact fragment upon impact with small-scale structures. The 

lack of impact craters, the Zirconia powder on the gauge surface and a critical 

velocity for fragmentation below the calculated velocity of the particles at the given 

gauge distances an go towards proving that the Zirconium particles do fragment upon 

impact with the gauges. Theoretical calculations also showed that a fourth category of 

impulse was present during the loading of the gauges. The inertial characteristics, 

along with the reflected blast and aerodynamic drag, could not account entirely for 

the discrepancies in impulse data obtained by both the cantilever and pressure gauges. 

Therefore, it was concluded that the augmentation of the blast wave was caused by 

the fragmentation of the Zirconium particles. The fragmentation resulted in an 

increased reactive surface area, which in turn allowed for a greater energy release 

during the combustion process. Video obtained during the explosive acceleration 

trials visually displayed the entire process. This entire mechanism resulted in an 

alteration of the flow field' s thermodynamic state and augmented the blast wave 

within the near-field. Therefore, it was concluded that the impact and fragmentQ.tion 

ofreactive Zirconium particles on small-scale structures does augment the blast wave 

within the near-field. 
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.--\ppendix .--\ 

Section 1: Complete Dispersal Experimental Data 

1 



A.I Complete Data Tables for Dispersal Experiments 

Table A.i-l, Complete Zirconium experimental pressure and impulse data 
Trial' umhrr (;augr (cm) Impulsr (pa-s) 

2000-16 60 1.65 225.75 

90 1.06 177.45 

120 U1 161.79 
;"'" 

150 0.65 , .... ,.:;". 126.53 

190 0.30 117.63 

Reflective 120 2.40 · ,'. ··<)r.,: 456.69 

2000-20 60 2.35 NIa 

90 124 R . 180.17 

120 0.89 304.06 

150 0.41 .. "'.}:'?;;:: ( . 138.84 

190 0.30 112.18 

Reflective 90 5.75 'é>\";~~", •... " 604.77 

2000-27 60 3.35 416.42 

90 1.93 · . ';:;l';".;:: 1: .", 176.41 

120 0.77 128.78 

150 0.52 ·.·;,f':t!';,~,. ;:' . 151.52 

190 0.23 113.74 

Reflective 90 827 ' .~W;:.T.:,~ 60726 

2000-31 60 1.60 205.95 

90 0.82 ··.i,<.'i:F, .,:,.\' 20826 

120 0.65 145.06 

150 0.64 ;-:rl}:~~T ,. ' 212.69 

190 0.40 192.03 

Reflective 60 6.86 ";;,j:~N:. · ".;; < .' 784.70 

2000-32 60 2.48 248.05 

90 1.59 
,.,,: 

180.73 

120 0.67 139.48 

150 0.50 .~"";~" .. . ',: . 129.24 

190 0.43 110.79 

Reflective 60 6.71 
..... ?>: '.' 

887.03 

2001-19 60 2.73 254.66 

90 1.07 291.51 

120 0.97 NIa 

150 0.56 184.75 

190 0.35 122.74 

Reflective 190 2.62 214.05 

II 



Table A.I-l, Continued 
Trial Numbcr 1 

Gaugc (cm) Prcssurc (\IPa) Impul.,l' (Pa- ... ) 

2001-25 60 2.27 203.73 

. 90 1.76 153.63 

120 1.29 200.15 

150 0.75 161.65 

190 0.28 Jl8.32 

Reflective 150 3.74 325.80 

2002-16 60 1.59 212.22 

90 0.85 165.45 

120 0.87 171.56 

150 0.82 157.81 

190 0.65 124.40 

RefJective 120 1.09 342.46 

Table A.I-2, Complete ALEX experimental pressure and impulse data 
Trial Numbcr Gaugc (cm) P.'cs ... urc (\IPa) 1 Impul.,c (p \- ... ) 

2000-43 60 2.90 199.19 

90 1.69 171.64 

120 1.44 179.34 

150 0.69 142.01 

190 0.27 Jl7.34 

Reflective 120 U5 NIa 

2000-46 60 3.70 174.98 

90 0.99 138.90 

120 0.70 Nia 

150 0.95 34.37 

190 NIA Nia 

Reflective 90 NIA NIa 

2000-50 60 2.36 163.08 

90 1.06 159.14 

120 0.51 142.03 

150 0.56 J14.25 

190 0.46 nia 

RefJective 60 13.96 763.23 

2000-51 60 2.39 186.71 

90 1.62 213.29 

120 0.59 183.41 

150 0.84 136.81 

190 0.36 103.46 

Reflective 90 11.36 411.30 

III 



Table A.I-2, Continued 
Trial '\umhe.' Gauge (cm) Pre" ... ure (\IPa) IIllPul ... e (l>a-,) 

• 2001"16 60 3.58 136.17 

90 1.83 16039 

120 NIA nia 

150 0.81 107.49 

190 031 103.78 

Reflective 190 1.61 191.91 

2001-24 60 2.99 168.85 

90 1.00 16039 

120 1.86 nia 

150 0.47 113.82 

190 032 98.79 

Reflective 150 3.46 .('. 275.68 

2001-31 60 3.82 141.62 

90 2.53 197.81 

120 1.19 nia 

150 0.69 123.93 

190 0.29 97.79 

Reflective 120 4.43 nia 

2001-40 60 2.56 147.07 

90 2.45 189.79 

120 3.29 nia 

150 0.70 
. ,':,:t:. 

111.29 

190 0.32 95.80 

Reflective 90 8.27 . '.' nia 

2001-42 60 1.97 163.41 

90 2.72 152.37 

120 3.08 129.56 

150 0.84 
.>,. 

117.61 

190 0.32 nia 

Reflective 60 13.08 620.58 

Table A.I-3, Complete Steel experimental pressure and impulse data 
Tdal '\ lImher Cauge (cm) Pres"u rc (\ 1 Pa) 

1 
Impulse (Pa-,,) 

2001-21 60 0.44 nia 

90 0.33 57.09 

120 Nia nia 

150 0.12 42.30 

190 0.07 33.47 

Reflective 190 0.25 . 50.68 

IV 



Table A.I-4, Complete Nitromethane experimental pressure and impulse data 
Trial.\umbcr Gaugc (cm) PrC~~llrc (\IPa) IIllPuhc (Pa-') 

1999-42 60 1.90 120.42 . 90 1.19 171.83 

120 0.83 112.07 

ISO 0.23 94.65 

190 O.II 58.81 

250 0.28 61.16 

1999-51 60 2.05 151.38 

90 1.16 145.96 

120 0.93 181.29 

150 0.25 77.26 

190 0.11 74.37 

250 0.39 33.54 

1999-54 60 2.07 150.13 

90 0.61 159.70 

120 0.38 134.09 

ISO 0.21 99.10 

190 0.11 75.24 

250 0.41 65.67 

v 



APPE\'DIX B 

Section Ii Light-gas Gun Gas Delivery System Specifications 

Section II: Light-gas Gun Diagnostics Specifications 

VI 



B.l Light-gas Gun Design Specifications 

.i; 
J; 

Fig. B.I-l, Schematic ofpneumatic system powering driver section and plunger for Iight-gas gun 
launch mechanism. 
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. B.ll Light-gas Gun Diagnostics Specifications 

~ mm PHOTO TRANSISTOR (SILICON' 

Pan No. KID 7404 

ASSOLUTE MAXIMUM RATINGS (25·C unIeas OIherwfse rJlIed) 

• CoIIecIor CumInt le ............................................................ 25mA 
• CoUecIor.fo.Emlner lhIIfdown Voltige ............................................. 'JIN 
• EmiIfer.Io.CdIec 8I8IIcdown VoIIage .............................................. sv 
• ()patating Temperature Range .................•..................... -50OC 10 + l00"C 
• SIorage TempIIIIUt Range ......................................... -5O"C 10 + lCJOOC 
• Lèad SOIdIItngT ..... u (1 ft mmlrGm boIlY. f« 5 sec) .....•.•••...•.••...•.••••• 24O'C 
• Relative Humldlly Il asoc ................... ~ .. : ....................... , ....... ~ 
• "-' IlIaipIIlon 81 (or bIIowI25OC FI88 AIr Tempendll8 ......................... 100 mW 

.,.,..... "'- lin TIP Mil UnI T .. ~ 

Veso -"'--VoIogo 30 V le-lOI"" e-o 
IYI!CQ ---VoIogo 5 v Ie-IIID/IA E-O 

VcaMTl ----VOIIIgo Q.4 v Ic-O..&M e.anwa.· 
10 

DIIIl_ 
100 lIA Vœ-'SV E-O 

10. 

__ T ...... _. 

1.0 :ID lM Yœ-SV e-2I)nWIcm' CoItuT ............ 211114·K --.... 
~ _nno('CMIO~ 1 /II Yœ-3111/ 1o.-1IOOpA 
~ f'II nno ~ 10 'CM! 5 /II "' .. -
Fig. B.II-l, Reference information for photo transistors used in time ofarrival velocity 

gauges. 

II. 

\oaOA. ~ ~ ... ,. 
, 'lac.. 

looo.n.: t - .... 
V. 

Fig. B.II-2, Simplified electronics diagram implemented for time of arrivai velocity gauges. 
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