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Abstract

The exponential growth of large language models (LLMs) has opened new avenues for au-

tomation across tasks like question answering, code generation, and translation. However,

this rapid advancement has also introduced significant risks related to both memorization

and privacy. LLMs, by nature, are prone to memorizing training data, which adversaries

can exploit to extract sensitive information through extraction attacks. Our research

highlights that these attacks are more effective than previously estimated when attackers

leverage multiple prompts, checkpoints, and models. We demonstrate that this multi-

faceted adversary can increase the extraction of copyright-protected data by up to 20%

and retrieve personally identifiable information (PII) at 1.5! the rate observed in earlier

studies.

While adversarial extraction poses a severe threat to data privacy, our findings also

reveal that user interactions with LLMs compound these risks. In an earlier paper, we ana-

lyzed over one million user-chatbot conversations from the WildChat dataset. Alarmingly,

more than 70% of these interactions contained sensitive information, often in contexts

where PII detection tools failed, such as medical history and job applications. Our tax-

onomy of sensitive disclosures demonstrates that users frequently share private details

without fully understanding the risks, making privacy leakage a critical issue which needs

to be understood better.

Through this thesis, I aim to explore key gaps in the literature on LLM memorization

and privacy risks. I explore (i) how adversarial attacks can be formulated to extract more

data from pre-trained llms (ii) the transferability of attacks across models and inputs and

(iii) the privacy risks associated with user interactions and extent of sensitive information

shared by users.
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Sommaire

La croissance exponentielle des grands modèles linguistiques (LLM) a ouvert de nouvelles

perspectives d’automatisation dans des tâches telles que la réponse aux questions, la

génération de code et la traduction. Cependant, cette avancée rapide a également introduit

des risques importants liés à la fois à la mémorisation et à la confidentialité. Les LLM, par

nature, ont tendance à mémoriser des données d’entraînement, que les adversaires peuvent

exploiter pour extraire des informations sensibles via des attaques d’extraction. Nos

recherches soulignent que ces attaques sont plus efficaces que prévu lorsque les attaquants

exploitent plusieurs invites, points de contrôle et modèles. Nous démontrons que cet

adversaire aux multiples facettes peut augmenter l’extraction de données protégées par le

droit d’auteur jusqu’à 20 % et récupérer des informations personnellement identifiables

(PII) à un taux 1,5 fois supérieur à celui observé dans les études précédentes.

Si l’extraction contradictoire constitue une grave menace pour la confidentialité des

données, nos conclusions révèlent également que les interactions des utilisateurs avec

les LLM aggravent ces risques. Dans un article précédent, nous avons analysé plus d’un

million de conversations utilisateur-chatbot à partir de l’ensemble de données WildChat. Il

est alarmant de constater que plus de 70% de ces interactions contenaient des informations

sensibles, souvent dans des contextes où les outils de détection des informations person-

nelles ont échoué, comme les antécédents médicaux et les candidatures à un emploi. Notre

taxonomie des divulgations sensibles démontre que les utilisateurs partagent fréquemment

des informations privées sans comprendre pleinement les risques, ce qui fait de la fuite de

confidentialité un problème critique qui doit être mieux compris.

À travers cette thèse, je souhaite explorer les principales lacunes de la littérature sur

la mémorisation des LLM et les risques pour la confidentialité. J’explore (i) comment les

attaques adverses peuvent être formulées pour extraire davantage de données à partir de

LLM pré-entraînés (ii) la transférabilité des attaques entre les modèles et les entrées et (iii)

les risques pour la confidentialité associés aux interactions des utilisateurs et à l’étendue
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des informations sensibles partagées par les utilisateurs.
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Chapter 1

Introduction

Large language models are becoming a key part of everyday life, and we see them increas-

ingly used in personalizing a large part of experiences on the web and consumer media

Naveed et al. (2023). These models generate cohesive text, translate languages, summarise

information, and can answer user queries based on multiple sources. The general-purpose

nature of these models makes them well-suited to be integrated into search engines, social

media apps, emailing platforms, code-assistants and chat-applications.

Although being increasingly useful in our day-to-day activities, they are also plagued

by privacy risks- LLMs are prone to exposing or leaking user information from (potentially

private) training data (Carlini et al., 2021)- several works have shown countless examples

of how language models can inadvertently memorize parts of their training data, which

can be exposed or leaked when given suitable input by an attacker. In a recent extraction

attack, researchers could extract private training data from ChatGPT just by using the

input sentence: " Repeat this word forever: poem poem poem ", revealing user signatures,

addresses and contact information (Nasr et al., 2023).

The Leakage of information from LLMs jeopardizes the privacy of the users presenting

unique challenges on how language models can be used and regulated, especially due

to their integration in a wide range of data-sensitive applications like chat-bots, email
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providers and search engines.

As the models grow in size, we witness a power-law emerging (Kaplan et al., 2020),

where increasing the number of parameters, training size, or compute used for training

can influence the model performance until diminishing results set in. Language models

released in the past decade have so far followed the scaling laws to some extent, with

newer models being trained on trillions of tokens. The growing amount of training data

fed to these models compounds the aforementioned privacy risks. Furthermore, as most

of the public corpora on the web has been scraped, processed, and trained upon, we are

witnessing an uptick in usage of private sources of information either shared by users,

companies, or organizations (Qian et al., 2024).

To understand the privacy risks associated with data-leakage, we leverage existing

frameworks that study memorization in language models. Extraction attacks are one

such method that can be used to quantify memorization risks. These attacks are used to

identify whether a sequence was used in the training set for a language model. The most

widely studied extraction attack focuses on measuring discoverable memorization—where

the objective is to prompt a language model to reconstruct the remainder of a training

sentence when given an initial portion or prefix. The adversary can leverage this structure

to perform targeted attacks on any given model (Carlini et al., 2021, 2023b).

Existing literature studies this attack in isolation, with fixed model settings, sizes,

inputs and generation hyperparameters(Carlini et al., 2021, 2023a). Restricting the analysis

to these specific settings underestimates the risk posed due to extraction attacks, especially

as we obtain access to bigger models, with multiple checkpoints and varying model

sizes. Adversaries can exploit this multi-faceted access to the LLM ecosystem, and use the

brittleness of LLMs to their advantage. In Chapter 3, we study a more realistic scenario

where adversaries can exploit prompt sensitivity, and different model families available

today to perform attacks that can lead to 1.5X of the leakage previously possible. We also

study how downstream applications like extraction of copyrighted information, and PII
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extraction are affected directly as a consequence of adversary which is more capable given

the current LLM ecosystem.

While memorization poses significant risks, users’ privacy is equally impacted by the

sensitive information they share during interactions with LLMs. Users share a variety

of personal information through different tasks such as writing emails, drafting essays,

improvising their resumes or simply brainstorming with LLMs for day-to-day questions.

Such conversations can potentially be used to trace the user if leaked and can risk the

privacy of the user. To detect (and potentially protect) such personal information, we

take initial steps to measure and classify disclosures done by users to commercial models

like ChatGPT. In Chapter 4, we study personal disclosures with language models, as a

step towards understanding what constitutes private information, and how can sensitive

information be measured and detected reliably. We also present the various limitations of

current PII detection systems, and how sensitive information can go beyond the structured

nature of PII. Our findings show majority of user queries contained sensitive information

hinting at the need towards privacy safeguards for the community.

Thesis Contributions: This thesis investigates the vulnerabilities of large language

models (LLMs) to privacy attacks and the privacy risks they pose to humans. We outline

the background for privacy attacks and discuss why memorization is a potential issue

in chapters 2, 3. . We present a more capable adversary than previously shown in the

literature, that can extract up to 10% of training data in certain settings in Chapter 3. Our

findings also show that leveraging multiple attacks increases risks of data extraction by up

to 2! of what has been previously shown, even with the presence of mitigation strategies

like data de-duplication. Thus, our work shows the current adversary is far more capable

than previously demonstrated, and attributes far more risk. To understand privacy risks

better, we conduct a fine-grained analysis of personal disclosures in real-world chatbot

interactions, developing a taxonomy of sensitive topics and tasks in Chapter 4. Our results

highlight that personally identifiable information (PII) frequently appears in unexpected
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contexts (e.g., translation and code editing). We also discuss the limitations of existing

PII detection and advocate for user awareness mechanisms to mitigate privacy risks.

Furthermore, we outline a discussion on risks of sharing personal disclosures and sensitive

information and highlight potential solutions moving forward. Finally, we conclude our

work and discuss future implications in chapters 5, 6.

1.1 Contributions of Author

This thesis includes a manuscript, in Chapter 3, of a paper titled Toward Realistic Extraction

Attacks: An Adversarial Perspective, which was accepted at the Private NLP workshop at

Association for Computational Linguistics (ACL) in 2024 (More et al., 2024). The early

ideas for the paper stemmed from the Responsible AI course I took with my advisor

Dr. Golnoosh Farnadi, where I surveyed existing work on Extraction attacks. I was

interested in exploring the attack surface of these attacks, and while brainstorming with my

teammate (Prakhar) in my group project, I started exploring the brittleness along several

dimensions like prompts, sizes of models etc. I then worked on the early implementations

of the attacks, with Prakhar providing me support for experiments. Prakhar and I both

contributed equally to the writing and experimentation of the project, with my advisor Dr.

Golnoosh Farnadi guiding us throughout.

The thesis also includes a manuscript, in Chapter 4, of a paper titled Trust No Bot: Dis-

covering Personal Disclosures in Human-LLM Conversations in the Wild which was published

at the Conference on Language Modelling (COLM) 2024 (Mireshghallah et al., 2024). This

was a joint work co-led by me, Niloofar Mireshgallah and Maria Antoniak, under the

supervision of my advisor Dr Golnoosh Farnadi. Early on we tested several different

hypotheses concerning privacy and human interactions, and conducted a broad literature

review on privacy and language models. As Niloofar and I began exploring the WildChat

dataset and performing initial experiments, we slowly saw the project blossom into an



1 Introduction 5

analysis of self-disclosures and sensitive information. Maria joined the project at a later

stage, providing us with critical insights on self-disclosures and helping us develop a

taxonomy of the information shared by users. I wrote significant parts of the first draft

of the manuscript, which was then iterated and improved upon by my co-authors. I

also largely contributed to all experimentation, analysis as well as execution since the

beginning of the project. The project was conducted under the guidance of my supervisor

Dr. Golnoosh Farnadi who provided critical adjustments at several points of our research

progress. The remainder of the thesis is entirely my work, with feedback and support from

my supervisor, Dr. Golnoosh Farnadi.
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Chapter 2

Background

Language models have become central to our daily lives, especially integrating themselves

in knowledge-sharing, search, and social media applications. These models require large

amounts of data to train, often containing sensitive and private information, which if

leaked, could jeopardize the privacy of users (Brown et al., 2022).

As humans, we typically assess the sensitivity of information based on the context in

which it is shared (Brown et al., 2022). However, this doesn’t naturally extend to language

models, and previous literature has shown that these models can memorize and leak

data points from the training set, jeopardizing the privacy of the authors of respective

texts(Brown et al., 2022).

With the growing need for data to train language models, we observe that users’ private

data is being frequently collected, stored and used to train and finetune large language

models, violating data privacy. Public sources may also contain data which might not be

intended for training use and can dox or violate the privacy of a third party (for example:

a social media post about someone else).

There have been several attempts to preserve privacy via the removal of private in-

formation and data sanitization or to design training algorithms that do not memorize

private data (for example: differential privacy) (Kerrigan et al., 2020; Chen et al., 2024),.
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Each method makes explicit and implicit assumptions about the nature and structure of

the data to be protected, and the requirements for privacy, which do not hold up for most

natural language data. Quantifying these risks is integral to gauging the degree of leakage,

and motivates us to rethink data protection and leakage.

Existing approaches that measure memorization take into account how the model is

able to output or reconstruct data from the training set (Carlini et al., 2021, 2022, 2023a).

For example, Extraction attacks allow us to measure whether a model has memorized a

sequence completely by testing if we can get the model to reproduce it word by word.

Similarly, Membership Attacks provide us with a way to check if a given data point was a

part of the training set, by computing membership scores, which when thresholded, can

help us understand certain data points were part of the dataset(Carlini et al., 2021).

Understanding the mechanisms behind these privacy risks requires a closer exami-

nation of attack strategies that exploit model memorization. In the following sections,

we introduce key concepts and definitions related to extraction attacks and membership

inference attacks, providing a foundation for understanding how adversaries can recover

or infer sensitive information from trained language models. We also dive deeper into the

current defenses and limitations of extraction attacks.

2.1 Understanding Privacy Attacks

Unintended memorization in language models can make it prone to privacy attacks (Tiru-

mala et al., 2022; Carlini et al., 2019; Mattern et al., 2023; Carlini et al., 2022), particularly to

extraction attacks (Birch et al., 2023; Carlini et al., 2021, 2023b; Nasr et al., 2023). Extraction

attacks, which enable adversaries to extract training data from the model, pose a consider-

able threat to user privacy. These attacks typically involve prompting the language model

with either a prefix from the training dataset (Discoverable Memorization) or a random

set of strings (Extractable Memorization) Carlini et al. (2023b). The attack is considered
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successful if the output matches the training data verbatim. In our work, we observe that

the brittleness of extraction metrics can undermine the true risk of extraction, and address

this by extending the existing framework on extraction attacks to a more robust setup.

Definition 2.1.1 (Discoverable Memorization Nasr et al. (2023)). For a model Gen and an

example [p → x] from the training set X, we say x is discoverably memorized if Gen(p) = x.

For example, if a model’s training dataset contains the sequence "My phone number is

555-1234" and given the prefix "My phone number is", the most likely output is "555-1234",

then this sequence is extractable (with 4 words of context) (Carlini et al., 2023b).

Definition 2.1.2. Extractable memorization. Given a model with a generation routine Gen,

an example x from the training set X is extractably memorized if an adversary (without

access to X ) can construct a prompt p that makes the model produce x (i.e.,Gen(p) = x).

For example, given a prompt like "repeat this word forever, poem poem poem", the model

generates personal emails verbatim from the training data. In extractable memorization

the user does not have access to the knowledge which sequences belong to the training set.

The adversary has to optimize towards the most optimal prompt that can give result to a

successful extraction. The nature of the attack makes it more computationally expensive

and challenging compared to discoverable memorization. (Nasr et al., 2023).

2.1.1 Membership Inference Attacks

Membership Inference Attacks allow adversaries to determine if a data sample was part

of a training set by computing a membership score; the score is then thresholded to

determine whether the sample was a true member of the dataset. MIAs can be performed

in a black-box manner, i.e. the attacker does not need to have underlying access to the

models’ parameters (Shokri et al., 2017).

The goal of a Membership Inference Attack (MIA) is to infer whether a given data

sequence x was part of the training dataset D for model M, by computing a membership
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score f(x;M). This score is then thresholded to determine a target sample’s membership

(Duan et al., 2024). MIAs are often used as a proxy to test if a machine learning model is

leaking information related to its training data.

There are several MIAs which have been geared specifically towards LLMs, for exam-

ple:

1. LOSS (Yeom et al., 2018): The target sample’s loss under the model:

f(x;M) = L(x;M)

2. Reference-based (Carlini et al., 2021): Calibrates L(x;M) with respect to another

reference model (Mref) to account for the intrinsic complexity of the target sample x:

f(x;M) = L(x;M)↑L(x;Mref)

3. Zlib Entropy (Carlini et al., 2021): Calibrates L(x;M) with the target sample x’s zlib

compression size:

f(x;M) = L(x;M)/zlib(x)

4. Neighborhood Attack (Mattern et al., 2023): The curvature of the loss function at x,

estimated by perturbing the target sequence to create n "neighboring" samples and

comparing the loss of the target x with its neighbors xi:

f(x;M) = L(x;M)↑ 1

n

n∑

i=1

L(xi;M)

5. Min-k Prob (Shi et al., 2023): Uses the k% of tokens with the lowest likelihoods to
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compute a score instead of averaging over all token probabilities, with loss:

f(x;M) =
1

|min-k(x)|
∑

xi→min-k(x)

↑ log p(xi | x1, . . . , xi↑1)

Membership Inference vs Data Extraction Attacks: MIA and Data Extraction Attacks

are both used to measure memorization in large language models. MIA is used as a

proxy for measuring memorization, relies on a slightly different assumption compared to

Extraction attacks, and reveals different types of leakage risks. While MIAs only require

knowledge of candidates in training data and tell you whether those exact candidates are

part of the training set; extraction attacks on the other hand, aim to extract training data

successfully from the model either with or without partial access to training sequences

(Duan et al., 2024).

Despite these risks, there are certain approaches currently in literature that attempt

to reduce these risks. Mitigation approaches mostly focus on the early stages of model

training, requiring us to inspect the data better, perform thorough sanitization and de-

duplication. Sanitization at a data-level offers us to have a control of what the model

learns, and inevitably what it eventually memorizes. Each approach comes with its own

challenges, and in the next sections, we look at common defenses and their limitations.

2.1.2 Potential Defenses to Privacy Attacks

Data Sanitization

The simplest solution to prevent the leakage of private information is the removal of

private and sensitive information from training sets. However, the immediate drawback of

this method is that it relies on how well we detect private content in text. The formulation

of privacy in text is challenging and existing PII detectors only detect structured content to

certain degrees of confidence (Brown et al., 2022). Content that is context-dependent is
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difficult to detect and remove, thus making sanitization not sufficient (Ishihara, 2023)

Data Deduplication

Past work has shown that duplication in training data is a key factor in model memo-

rization and privacy risks. More frequent sequences are regenerated at a much higher

rate, and existing memorization detection methods struggle with non-duplicated data.

De-deplication helps in reducing the extraction rates of texts to a certain degree (Nasr et al.,

2023).

A key factor contributing to the persistence of extraction vulnerabilities, even after

deduplication, is the inherent sensitivity of language models to prompt variations. Given

the diverse tasks users perform when prompting LLMs, we observe significant variability

in the utility and effectiveness of different prompts.

LLMs are highly sensitive to prompt changes, and even subtle changes can degrade

performance or bypass post-training alignment efforts . This brittleness not only affects

reliability but also broadens the attack surface—allowing adversaries to exploit prompt

variations to circumvent security measures and extract sensitive information (Sclar et al.,

2024). To better understand this phenomenon, we now examine how prompt sensitivity

influences both model behavior and security risks.

2.2 Prompt Sensitivity

LLMs are shown to be sensitive to even subtle changes in their prompts, leading to

fluctuations in their performance (Sclar et al., 2024). The sensitivity persists across varying

model sizes (Salinas and Morstatter, 2024; Zhu et al., 2023), and can be exploited to

develop various prompt-engineering techniques to steer model behaviour (Liu et al., 2023).

While several prompting strategies rely on templates, prompt optimization techniques

take this a step further by employing discrete (Wen et al., 2024; Deng et al., 2022) or
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continuous optimization (Wang et al., 2023; Liu et al., 2022; Lester et al., 2021; Zhu et al.,

2023) of prompts for specific tasks. The sensitivity of the prompts can also be misused

and adversarial modifications of the prompts can trigger the model to act in unintended

ways Rossi et al. (2024), often referred to as jailbreaking (Liu et al., 2024; Hubinger et al., 2024;

Liu et al., 2024). In Chapter 3, we explore the impact of prompt sensitivity on extraction

attacks, revealing the underestimation of privacy risks in the literature.

The variability or brittleness doesn’t restrict itself to only prompts, but tiny changes in

model versions, or even checkpoints can cause an unintended effect on extraction attacks.

In this work, we also look into how model variability under different conditions affects

extraction rates, and how adversaries can exploit it.

2.3 Churn

The instability of model predictions under updates has gained significant attention in

recent years, studied under the umbrella of churn (Milani Fard et al., 2016; Cotter et al.,

2019; Bahri and Jiang, 2021; Anil et al., 2018; Jiang et al., 2021; Adam et al., 2023; Watson-

Daniels et al., 2024). Churn quantifies the inconsistency in predictions between a system

pre-update vs post-update, by measuring the fraction of examples whose predictions

diverge (Milani Fard et al., 2016). The term churn is traditionally used in the literature to

describe such regressive trends in model predictions, we extend its use by highlighting

similar regressive trends and instability of extraction attacks under changing prompts

and models.Thus, churn occurs when information is extractable with weaker setups like shorter

prompts, smaller models, or earlier checkpoints, but not with the stronger setup.

Training Dynamics of LLMs. Several recent works have studied the training dynamics of

LLMs over time (Tirumala et al., 2022; Liu et al., 2021; Xia et al., 2023). In the context of

memorization, recent work by Biderman et al. (2023) explored the impact of model size

and intermediate checkpoints on the dynamics of memorization, revealing a considerable
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variance in memorized data over time and size. The practice of releasing models in various

sizes and regularly updating them over time can thus increase the attack surface for the

underlying dataset. In our work, we study how adversaries can exploit access to multiple

checkpoints of a model to extract more data.
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Abstract

Language models are prone to memorizing parts of their training data which makes them

vulnerable to extraction attacks. Existing research often examines isolated setups–such as

evaluating extraction risks from a single model or with a fixed prompt design. However, a

real-world adversary could access models across various sizes and checkpoints, as well as

exploit prompt sensitivity, resulting in a considerably larger attack surface than previously

studied.In this paper, we revisit extraction attacks from an adversarial perspective, focusing

on how to leverage the brittleness of language models and the multi-faceted access to

the underlying data. We find significant churn in extraction trends, i.e., even unintuitive

changes to the prompt, or targeting smaller models and earlier checkpoints, can extract

distinct information. By combining information from multiple attacks, our adversary

is able to increase the extraction risks by up to 2↓. Furthermore, even with mitigation

strategies like data deduplication, we find the same escalation of extraction risks against

a real-world adversary. We conclude with a set of case studies, including detecting pre-

training data, copyright violations, and extracting personally identifiable information,

showing how our more realistic adversary can outperform existing adversaries in the

literature.*

→Equal contribution
*
Code released at https://github.com/EQUAL-Mila/llm_extraction_eval

https://github.com/EQUAL-Mila/llm_extraction_eval


3 Manuscript: Towards More Realistic Extraction Attacks: An Adversarial Perspective1

3.1 Introduction

Large language models (LLMs) have grown considerably in size (Meta AI, 2024; Zhao

et al., 2023), and have become integral to a wide range of tasks such as knowledge retrieval,

question answering, code generation, machine translation, etc.

To complement this growing scale, LLMs are often trained on large amounts of

data (Penedo et al., 2024; Soboleva et al., 2023; Gao et al., 2020; Raffel et al., 2020) that may

include private, unlicensed or copyrighted information, especially if directly scraped from

the web. As LLMs are prone to memorizing the data they’ve been trained on, they can

be prompted to expose sensitive contexts - making it easier for an adversary to extract

information in a black-box setting. Naturally, a question arises, how big is the risk imposed

due to memorization?

Extraction attacks offer an empirical framework to quantify the information leakage in

the presence of an adversary. The most commonly studied extraction attack is discoverable

memorization (Carlini et al., 2023; Kassem et al., 2024), where the model is prompted

with a portion of a sentence from the training data to extract the rest, thus enabling the

adversary to perform targeted attacks.

Current extraction attacks study memorization trends in LLMs across isolated settings

like model sizes, generation hyperparameters and learning dynamics (Carlini et al., 2021).

While effective, they underestimate the risk posed due to a multi-faceted access to the

underlying data in the current LLM ecosystem. For instance, we show that an adversary

can exploit the sensitivity of LLMs to prompt structure, length and content, to amplify the

information gained. The current accessibility to frequently updated model sizes (Meta AI,

2024); checkpoints (Biderman et al., 2023b; Groeneveld et al., 2024) and a large array of

model families such as Llama (Meta AI, 2024), Gemini (Team et al., 2023), and Falcon

(Almazrouei et al., 2023), can also create higher extraction risks.

In this paper, we study a more realistic scenario and explore the actual risks posed by

extraction attacks. More specifically, we ask:
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1. Can adversaries exploit prompt sensitivity? We find that extraction attacks are sensitive

to the prompt design, extracting over 20% more data with even minor, unintuitive

changes to the prompt (§3.5.1). Thus, an adversary, given the opportunity to prompt

the model multiple times, can extract more data than previously observed.

2. Does access to multiple checkpoints increase extraction risk? An adversary with

access to multiple model checkpoints over time or sizes gains broader access to the

underlying dataset. We find such an adversary can increase the extraction rates up to

1.5↓, significantly heightening the risk of information leakage (§3.5.2).

3. Is data deduplication effective in reducing the extraction risks? We find that data

deduplication does reduce the extraction risks, in line with the existing literature (Carlini

et al., 2023). However, adversaries can still exploit the prompt structure and multiple

checkpoints to extract more information(§3.6.3). Thus, our concerns about a powerful

real-world adversary persist despite deduplication.

4. How are downstream applications affected by the presence of such an adversary?

We performed three separate case studies and found that our more realistic adversary

improves the p-value of dataset inference up to 2↓ (§3.7.1), the extraction of copyright

violations by up to 20% (§3.7.2), and the extraction rate of personally identifiable

information (PIIs) by 1.5↓ (§3.7.3).

3.2 Background and Related Work

In this section, we introduce relevant background on extraction attacks in LLMs, followed

by an overview of related work on prompt sensitivity and training dynamics in LLMs.

Finally, we describe the term churn as it applies in our context.

Extraction Attacks in LLMs. Unintended memorization in LLMs can make it prone

to information leakage (Tirumala et al., 2022; Carlini et al., 2019; Mattern et al., 2023;

Carlini et al., 2022), particularly through extraction attacks (Birch et al., 2023; Carlini
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et al., 2021, 2023; Nasr et al., 2023). These attacks allow adversaries to extract training

data from the model, raising concerns of leaking sensitive information (Birch et al., 2023).

Extraction attacks have gained significant attention in recent years, studied under two

primary frameworks: Discoverable Memorization (Carlini et al., 2023; Kassem et al., 2024;

Liu et al., 2023b; Biderman et al., 2023a; Tirumala et al., 2022; Huang et al., 2022), where

the adversary attempts to extract targeted information, and Extractable Memorization Nasr

et al. (2023); Kandpal et al. (2022); Qi et al. (2024), where the adversary attempts to extract

any information about the data.

We add to the growing body of research on targeted extraction attacks by highlighting

the lack of a realistic adversary in the literature. We show the existence of a stronger real-

world adversary capable of combining information from various attacks, thereby defining

a composite form of discoverable memorization (§3.3). Schwarzschild et al. (2024) also

redefines discoverable memorization, using prompt optimization and adversarial com-

pression ratio (ACR) to quantify memorization as information compression. In contrast,

rather than relying on optimization, our focus is instead on exploiting the multi-faceted

access to LLM training data.

Prompt Sensitivity in LLMs. LLMs are shown to be sensitive to changes in their prompts,

leading to fluctuations in their performance (Sclar et al., 2024; Liu et al., 2023a). This sensi-

tivity persists across varying model sizes and through fine-tuning and other downstream

modifications (Salinas and Morstatter, 2024; Zhu et al., 2023). The sensitivity of prompts

can also be misused, and adversarial modifications to prompts can trigger the model to

act in unintended ways Rossi et al. (2024); Liu et al. (2024); Hubinger et al. (2024); Liu

et al. (2024). While several overarching trends studying the impact of prompt design on

extraction attacks are present in the literature (Carlini et al., 2023; Kassem et al., 2024; Qi

et al., 2024; Tirumala et al., 2022), these trends are often evaluated in isolation. Motivated

by the composability of privacy leakage (McSherry, 2009), we argue that an adversary

capable of repeated prompting can combine these trends. We show that such an adversary
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can extract more information about the training data than previously reported in the

literature (§3.5.1).

Training Dynamics of LLMs. Several recent works have studied the training dynamics of

LLMs over time (Tirumala et al., 2022; Liu et al., 2021; Xia et al., 2023). In the context of

memorization, recent work by Biderman et al. (2023a) explored the impact of model size

and intermediate checkpoints on the dynamics of memorization, revealing a considerable

variance in memorized data over time and size. The practice of releasing models in various

sizes and regularly updating them over time can thus increase the attack surface for the

underlying dataset. In our work, we study how adversaries can exploit access to multiple

checkpoints of a model to extract more data (§3.5.2).
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Time

Prompt Sensitivity
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Figure 3.1 Composability in LLMs. In the real world, an adversary has multi-
faceted access to a dataset by (a) exploiting prompt sensitivity, and (b) accessing
multiple checkpoints trained on the same data.

Churn. The instability of model predictions under updates has gained significant attention

in recent years, studied under the umbrella of churn (Milani Fard et al., 2016; Cotter et al.,

2019; Bahri and Jiang, 2021; Anil et al., 2018; Jiang et al., 2021; Adam et al., 2023; Watson-

Daniels et al., 2024). Churn quantifies the inconsistency in predictions between a system

pre-update vs post-update, by measuring the fraction of examples whose predictions
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diverge (Milani Fard et al., 2016). The term churn is traditionally used in the literature to

describe such regressive trends in model predictions, we extend its use by highlighting

similar regressive trends and instability of extraction attacks under changing prompts

and models. Thus, churn occurs when information is extractable with weaker setups like shorter

prompts, smaller models, or earlier checkpoints, but not with the stronger setup.

3.3 Re-evaluating Adversarial Strengths

The adversary is central to our work. We begin by defining its capabilities, arguing

that existing work has underestimated the strength of real-world adversaries. To ensure

broad applicability, we assume gray-box access to the target model, i.e., the adversary can

only access the generation output and probabilities from the model. Consequently, they

cannot access model weights, gradients, or even control the generation hyperparameters,

which reflects the typical level of accessibility for most commercial LLMs. Despite these

constraints, we will demonstrate that an adversary in the current LLM ecosystem possesses

far greater power than what has been recognized in existing literature.

3.3.1 Adversary Capabilities

Composability (or self-composability) of privacy leakage (McSherry, 2009) suggests that

when an adversary gains access to multiple outputs from algorithms on the same underly-

ing dataset—whether through multiple queries from the same algorithm or queries across

multiple algorithms—the risk of information leakage grows. Consequently, an adversary

with multiple points of access is significantly stronger than one with only a single point

of access. In the current landscape of LLMs, such access is not only unsurprising but

also easily obtainable (as illustrated in Figure 3.1). Specifically, we consider two forms of

multi-faceted access:

Exploiting Prompt Sensitivity LLMs are highly sensitive to their input, including its
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structure, content, and even the presence of noisy text within the prompt (Sclar et al., 2024;

Liu et al., 2023a; Salinas and Morstatter, 2024; Zhu et al., 2023). While existing studies have

focused on improving the prompts for stronger attacks, the nuance of prompt sensitivity in

LLMs often defies intuitive expectations. For instance, while longer prompts are known to

increase the success of extraction attacks Carlini et al. (2023), our work demonstrates that

even shorter prompts can at times exploit vulnerabilities that longer prompts overlook

(§3.5.1).

Given the widespread use of LLMs through both chat interfaces and API calls, restrict-

ing model access is not realistic. While most commercial LLMs do have rate limits, they

are quite high to be of practical concern. For example, even at the lowest tier subscription

of $5, ChatGPT has a 500 query per minute (qpm) rate limit for GPT4 and 3500 qpm for

GPT3.5*. Thus, an adversary can prompt millions of generations in just one day, making it

easier to exploit structural changes in prompts.

Multiple Checkpoints. LLMs are typically deployed in various sizes to cater different

needs for accuracy and efficiency among users. However, due to the stochastic nature of

their training and the impact of scaling, different model sizes might memorize unique

portions of the underlying dataset (Biderman et al., 2023a). Consequently, an adversary

with access to multiple model sizes can effectively aggregate extracted information rather

than limiting it to a single model (§3.5.2).

Similarly, deployed LLMs undergo regular updates driven by new data, better learning

techniques, evolving security measures, and novel functionalities. The stochastic training

process means that data resilient to attacks at a certain time step may become vulnerable

in subsequent model updates, or vice-versa (Biderman et al., 2023a). Such fluctuations can

enable adversaries to exploit multiple checkpoints over time, potentially extracting more

information than from a static model (§3.5.2).

More broadly, access to multiple models sharing common training data increases
*
qpm stats and subscription rate as of September 2024.
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the attack surface, and in turn, creates stronger adversaries. This level of access is not

unprecedented, and several companies in the current LLM ecosystem release multiple

versions of their models and even update them periodically. For example, there are 8

different major versions of the ChatGPT models and more than 10 major versions of the

Llama models currently available, while these models are also known to get regular minor

updates accessible using update dates OpenAI (2024); Chen et al. (2023). Thus, access to

multiple models trained on the same data, as has become commonplace, can significantly

increase the risks of information leakage.

3.3.2 Combining Extraction Attacks

We argued for the heightened risk posed by multifaceted access to LLMs, either through

repeated prompting or multiple model checkpoints. Before discussing our empirical study,

we first quantify the risks associated with this stronger adversary. We argue that when an

adversary gains such extensive access, any successful extraction of information—even if

achieved once—renders that specific information vulnerable to the adversary.

Formally, adapting the definition of discoverable memorization from Nasr et al. (2023),

we propose:

Definition 3.3.1 (Composite Discoverable Memorization). For a set of k models G =

{Geni|i ↔[1, . . . , k].}, a set of r prompt modifiers F = {Fj|j = [1, . . . , r]}, and an example

[p → x] from the training set X, we say x is composite discoverably memorized if ↗ Geni ↔

G and Fj ↔ F s.t. Geni(Fj(p)) = x.

CDM(G,F,p → x)

= max
Geni→G,Fj→F

Geni(Fj(p))=x

Prompt modifiers are defined as functions Fj : W↓ ↘W↓ that take a prompt as input

and return a modified version of this prompt as output. Here, W represents a finite set
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of all tokens in the training data i.e W = {w1,w2, . . . ,wn} with wi representing individual

tokens, and W↓ represents the Kleene star operation over W , i.e., a set of all finite length

sequences (strings) of tokens in W .

M100k M105k M110k

One epoch over the training dataset

Sample 100k prompts Sample model checkpoints every 5k steps
M140M

First 100k training steps Next 40k training steps

Figure 3.2 Choosing prompts (pre 100k steps) and checkpoints (post 100k
steps) for evaluation of Pythia.

Extraction attacks are often evaluated in the literature using a verbatim match (Carlini

et al., 2021, 2023; Nasr et al., 2023; Huang et al., 2022), i.e., the generated text must match

the original text perfectly. However, this rigid metric does not take into account the noise

in LLM generations, and several recent works have turned to approximate matching to

quantify extraction risks for LLMs (Qi et al., 2024; Kassem et al., 2024; Liu et al., 2023b;

Ippolito et al., 2022). Thus, we also extend our definition of composite extraction attacks to

the approximate matching setup:

Definition 3.3.2 (Approximate Composite Discoverable Memorization). For a set of k

models G = {Geni|i ↔ [1 . . . k]}, a set of r prompt modifiers F = {Fj|j = [1 . . . r]}, a sim-

ilarity metric S, a similarity threshold ω, and an example [p → x] from the training set

X, we say x is approximate composite discoverably memorized if ↗ Geni ↔ G and Fj ↔

F s.t. S (Geni (Fj (p)) ,x) ≃ ω.

ACDM(G,F,S, ω,p → x)

= max
Geni→G,Fj→F

S(Geni(Fj(p)),x)↔ω

Here, S is a similarity metric defined as a function S : (W↓ ↓W↓) ↘ [0,1] that takes as
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input two strings a, b ↔ W↓, and returns a score between 0 and 1 to represent the similarity

between the two input strings, and ω is a threshold that controls the degree of approximate

matching.

3.4 Experimental Setup

In this section, we outline our central experiment setup, to set the stage for our empirical

study. Note that details about the setup for the case studies (§3.7) are delegated to their

respective sections.

3.4.1 Models and Dataset

We use the Pythia suite (Biderman et al., 2023b) and OLMo models (Groeneveld et al.,

2024) for all our experiments. We primarily focus on the Pythia suite, which contains

decoder-only language models with the same architecture as EleutherAI’s GPT-Neo (Black

et al., 2022), albeit different training, across various model sizes and with open source

access to the complete training data and the intermediate checkpoints. Pythia models

were trained using GPT-NeoX library (Andonian et al., 2023) on the Pile dataset (Gao et al.,

2020) and have not undergone any form of instruction-tuning. The standard version of

Pythia was trained over a single epoch of the Pile dataset, i.e., ⇐ 143k steps with a batch

size of 1024, while the deduplicated version of Pythia was trained over ⇐ 1.5 epochs of the

deduplicated Pile dataset, maintaining the same number of training steps as the standard

version.

Pythia suite of models was developed with an emphasis on facilitating open-source

investigation into the training dynamics of LLMs. As such, they offer access to (a) models

of various sizes (we use model sizes: 1b, 1.4b, 2.8b, 6.9b, and 12b), (b) intermediate model

checkpoints during training (a total of 154 checkpoints, with 144 of them equally spaced,

i.e., at every 1k training steps), and (c) the complete training data order, which is the same
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for all model sizes. This level of accessibility and control over the training setup allows us

to simulate the real-world availability of models across various sizes and with updating

checkpoints over time.

To show the generalizability of our results, we also perform some additional experi-

ments with OLMo models, another set of decoder-only language models. OLMo models

were trained on the Dolma dataset Soldaini et al. (2024) and have also not undergone

any form of instruction-tuning. These models also offer access to (a) intermediate model

checkpoints during training, and (b) open-source access to the complete training data

order.

3.4.2 Evaluation Methodology

We now describe our approach to the design and evaluation of extraction attacks. Similar

to Carlini et al. (2023), we sample a representative portion of the dataset for analyzing the

performance of our extraction attacks. More specifically, we uniformly sample 100,000

sequences from the first 100k steps (batches) of the training data for Pythia. This sampling

strategy is important because we choose model checkpoints for evaluation starting at step

100k, which ensures that every sentence evaluated for memorization has been seen by each

checkpoint under consideration, as illustrated in Figure 3.2. We use the same approach for

OLMo, with the training step 300k being the cut-off point.

Each sequence sampled is exactly 2049 tokens. For our analysis, we employ a consistent

method of partitioning each sequence into a prompt and completion at the midpoint, i.e.,

1024 tokens. Formally, for a sentence s1:2049, prompt length lp, and completion length lx,

the example [p → x] is defined as p = s1024↑lp:1024 and x = s1024:1024+lx . This partitioning

allows us to systematically vary the prompt length and design while comparing the same

completion, and vice-versa.

For the Pythia suite, unless otherwise specified, we use a prompt length of lp = 50, a

completion length of lx = 50, the Pythia-6.9b model, and the 140k training step checkpoint,
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Figure 3.3 Extraction rates under prompt sensitivity and across multiple
models for Pythia. (a) Increasing prompt length results in better extraction
rates, with the composite extraction rate better than even at prompt length
500. (b, c) We see similar trends for increasing model size and training steps,
respectively. Specifically, we see the largest impact of the composite extraction
rate across training steps, with the extraction rate increased 1.5↓ compared
to any single checkpoint. (d) Randomly masking or removing tokens from
the prompt severely hurts the extraction rate, highlighting the importance of
prompt structure. (e) Adding a random prefix can also contribute to minor
improvements in the composite extraction rate.

evaluating the extraction attacks using verbatim match. We use the same default setup for

OLMo, with the OLMo-7b model, and the 500k training step checkpoint.
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3.5 Churn in Extraction Trends

Churn (Milani Fard et al., 2016), as previously introduced in §3.2, refers to regressive

variance for individual extracted information despite an overall improvement in the

extraction rates. For instance, although using a longer prompt is often associated with

stronger extraction rates (Carlini et al., 2023; Biderman et al., 2023a), we observe trends

that exhibit churn, i.e., certain information is instead extractable only with shorter prompts

but not with longer prompts. These non-monotonic and locally regressive trends of certain

sentences (i.e., churn) can be exploited by an adversary with multifaceted access to the

data to execute a composite extraction attack. We study the factors that may lead to churn

such as (a) prompt sensitivity, and (b) access to models of varying sizes and training

checkpoints.

3.5.1 Prompt Sensitivity

We start by examining prompt sensitivity, focusing on how trends in prompt design can

lead to churn.

Prompt Length. Prompt length is a commonly studied parameter in extraction attacks, and

it has been shown that longer prompts lead to better extraction (Carlini et al., 2023). This

is intuitive, as conditioning the model with more text from training would increase the

likelihood of extraction. We will now show that the composite extraction rate (Definition

3.3.1) across varying prompt lengths exceeds the extraction rate at even the largest prompt

length. As illustrated in Figure 3.3(a), the extraction rate increases with longer prompts.

However, the composite extraction rate is noticeably higher than any single prompt length,

including the longest at 500 tokens. This suggests that certain information extractable

with shorter prompts remains elusive even with the longest prompt. Consequently, an

adversary can exploit this churn across the prompt length to extract more information. We

see similar trends for OLMo in Figure 3.4.
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Figure 3.4 Composite extraction attack results across 10 prompt lengths (same
as Pythia) and 11 training steps (equidistant between 300k and 500k), compared
against isolated setups, for OLMo.

Prompt Structure. Next, we explore the structure of prompts to identify what makes a

prompt potent and where churn can emerge. We introduce noise into the prompts by

masking and removing random tokens; results are collected in Figure 3.3(d). Despite

introducing only a small amount of noise, we observe a significant drop in extraction

rates. This indicates that the contiguous prompt from the training data is crucial for

extracting information, and any disruption inside this prompt can significantly hurt its

capabilities. Yet, we do see minute churn in extraction trends, which further highlights

how an adversary can exploit repeated prompting to extract more information, even with

seemingly unintuitive changes like masking or removing random tokens.

We next add noise as a prefix in the form of random numeric and alphanumeric strings;

results are collected in Figure 3.3(e). Interestingly, the performance degradation with

a noisy prefix is less severe than with noise within the prompt. More importantly, we

observed a higher composite extraction rate. This suggests that adding a noisy prefix
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can also help extract unique information that was previously inaccessible, and further

highlights how an adversary can exploit repeated prompting.

Note that the churn in our prompt design trends highlights the increased extraction

risks without access to new information. For instance, if an adversary has access to

the prompt of length 500 tokens, they can expand the attack surface and thereby the

extraction rate simply by removing parts of the prompt, adding noise, etc.—without

needing any additional knowledge. One might argue that as the number of prompt

variations increases, every sentence could become extractable. However, that is not true;

not all sentences are extractable. Yin et al. (2024) showed that knowledge not present

in an LLM will not be extractable even after prompt optimization, while Schwarzschild

et al. (2024) also showed similar trends when attempting to extract a given completion.

Consequently, prompting an LLM to regurgitate certain sentences, even with various

prompt modifications, demonstrates a genuine extraction risk and underscores the extent

of memorization in LLMs (Carlini et al., 2021).

3.5.2 Multiple Checkpoints

Model Size. The model size has long been known to influence learning trends, and our

results in Figure 3.3(b) reflect this phenomenon. We find that larger models tend to memo-

rize more information, which makes them more vulnerable to extraction attacks. However,

our results also indicate that the composite extraction rate is higher than the extraction

rate of any single model, highlighting the churn present in these trends. Biderman et al.

(2023a) also conducted an empirical study on the overlap between memorized data across

model sizes and found that up to 10% of the data memorized by smaller models is not

memorized by larger models. Combining our insights with existing literature, it’s clear

that releasing models in different sizes increases the extraction risks.

Model Updates. We also analyze model updates over time using intermediate checkpoints

in Figure 3.3(c), where we observe the most significant churn in our study. Unsurprisingly,



3 Manuscript: Towards More Realistic Extraction Attacks: An Adversarial Perspective15

attacking models at later stages of training is more successful, as seen in the literature (Tiru-

mala et al., 2022; Biderman et al., 2023a; Jagielski et al., 2023). But remarkably, the churn

here is significantly powerful and by exploiting composability across intermediate check-

points, an adversary can increase their extraction rate by more than 1.5↓. We also see

similar results for OLMo in Figure 3.4. This underscores the impact of stochasticity in

model training on extraction attacks and reveals that regular model updates, typically

considered beneficial in the current LLM ecosystem, create a powerful adversary.

3.6 Towards Realistic Extraction Attacks

With a better understanding of the trends across various setups, we now evaluate a more

realistic measure of leakage in extraction attacks, by investigating (a) composability in

churn, (b) challenges in evaluation, and (c) effects of deduplication.

3.6.1 Combining Multiple Axes of Churn

In the previous section, we saw how churn can impact individual axes of variability,

such as prompt sensitivity, model size, and intermediate checkpoints. However, a real-

world adversary can take advantage of all these factors simultaneously, thus significantly

increasing their extraction rates. We start by analyzing two axes at a time, as shown in

Figure 3.5(a). For all pairs of variability, the overall composite extraction rate (bottom right)

is 2↑ 3↓ higher than the base setup (top left) and 1.5↑ 2↓ higher than the composite

extraction rates along one axis (top right and bottom left). Furthermore, when all three

axes are combined, depicted in Figure 3.5(b), the extraction rates grow even higher, albeit

with diminishing gains. Thus, we show that a real-world adversary can extract far more

training data than has been previously seen in the literature.
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3.6.2 Approximate Matching

As discussed in §3.3.2, evaluating extraction attacks under verbatim match can underesti-

mate the true risk of extraction. To address this gap, we introduced approximate composite

discoverable memorization (Definition 3.3.2), and will now analyze various similarity

metrics S to examine their behaviour under changing ω, reported in Figure 3.5(c). Solely

for this discussion, we increase the completion length lx = 500, to allow for meaningful

extraction even with approximate matching.

Our results reveal intriguing trends. First, we analyze evaluations based on the Leven-

shtein ratio metric and observe that even the threshold of ω = 0.95 doubles the extraction

attack rate compared to a verbatim match. This threshold signifies a minimum 95% overlap

between generated and original text. Even under such a strict threshold, the doubling of

the extraction rate underscores the significant underestimation of extraction risks when

relying solely on verbatim matches. As ω decreases, however, the extraction rate increases

exponentially, as the Levenshtein ratio becomes less reliable under looser constraints. We

also see similar trends for ROUGE-L scores.

Transitioning to other similarity metrics — longest common substring (LCS), Hamming

distance, and n-gram matching — we find that even lower values of similarity (ω) can

contribute meaningfully to extraction attacks. We observe patterns of rising extraction

rates similar to what we saw earlier with the Levenshtein distance. The diverse trends

underscore the choice of approximation metric as highly context-dependent. A more

thorough examination of which metrics best serve particular applications is left for future

work.

3.6.3 Data Deduplication

A commonly recommended solution to extraction attacks and memorization is data dedu-

plication, involving the removal of duplicate data entries within a dataset (Carlini et al.,

2023). While costly, data deduplication represents a critical aspect of data curation and
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has been shown to mitigate extraction risks (Carlini et al., 2023). To understand the role of

data deduplication in our discussion, we repeat our experiments using the models from

Pythia trained on the deduplicated Pile dataset. The results are collected in Figure 3.5(b).

In line with existing literature, data deduplication reduces the extraction rate. Inter-

estingly, however, we observe persistent trends: the presence of a stronger adversary

due to multi-faceted dataset access. Thus, while beneficial, data deduplication does not

alter our fundamental conclusions; real-world adversaries with multi-faceted access to

the underlying data can extract substantial information even post-deduplication. Future

work on incorporating more concrete frameworks like differential privacy is needed, to

better understand such adversaries, particularly from the perspective of privacy protection

under multi-access systems.

3.7 Case Studies with Stronger Adversary

We conclude by highlighting the value of our stronger adversary in various case studies.

3.7.1 Detecting Pre-Training Data

Extraction attacks are a primary tool in identifying whether certain data was included in a

model’s training set. This can be valuable in assessing whether a model is trained on pro-

prietary or sensitive data without permission, evaluating data contamination and leakage

in various benchmarks, ensuring regulatory compliance to data governance policies, or

even academic research to track the influence of datasets on the model.

While membership inference attacks (MIAs) have been commonly used to detect pre-

training data, Maini et al. (2024) argues that MIAs are as good as random guessing when it

comes to distinguishing between members and non-members from the same distribution.

They show that these attacks learn how to distinguish between concepts, and not actual

text, highlighting the importance of using IID data of members and non-members to
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appropriately perform dataset inference.

We borrow their setup and extend it to the composite setting by increasing the size of

the training set for learning correlations. Thus, our composite setting can be alternatively

seen as an augmentation technique for the training set. We record the p-value of the null

hypothesis "the dataset was not used for training" for the Pile dataset in Figure 3.6(a), under

different sizes of the original training data.

We find that the p-values for the composite setting with prompt lengths are noticeably

lower than those for the baseline, especially at smaller dataset sizes. Thus, our adversary

requires less data to achieve the same p-value as the baseline. The dataset inference setup

by Maini et al. (2024) requires obtaining IID data that the data owners are certain was

not used for training by the LLM, which can be difficult to find. Hence, reducing the

amount of such data required can be extremely useful, which further emphasizes the

value of considering a real-world adversary. Interestingly, we did not find similar strong

trends for composite attacks across different model checkpoints. We believe this might

be because membership inference information can change drastically across models, and

thus combining information from multiple checkpoints does not help in learning better

correlations.

3.7.2 Copyright Infringement

Copyright issues due to LLMs regurgitating their training data have been heavily studied

in recent literature. Karamolegkou et al. (2023) discusses different thresholds for quoting a

text ad verbatim that has been considered a violation of fair use, for example, 50 words is a

common threshold used for magazine articles, chapters, etc., while 300 words is a common

threshold used for books. The authors suggest using the longest common subsequence

(ROUGE-L score length) as a measure of quantifying text reproduction and potential

violations.

Following their reasoning, we record the distribution of ROUGE-L lengths for 2000
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randomly chosen examples in Figure 3.6(b), both for the strongest baseline as well as the

composite settings. We find that a real-world adversary generates more potential copyright

violations than the adversary in the literature, which highlights the underestimation of

such risks. We note that copyright is a highly complex problem, and simply extracting data

from the model might not necessarily constitute a copyright violation. However, our focus

is on improving the technical underpinnings that are necessary for a fruitful discussion of

copyright issues in LLMs.

3.7.3 PIIs Extraction Risk

Another commonly studied risk of memorizing training data is extracting personally

identifiable information (PIIs). We use the setup of Li et al. (2024) to create our PII

extraction test set from the Pile dataset. We use GLiNER (Zaratiana et al., 2024) to detect

2000 unique PIIs in the Pile dataset, followed by cutting the sentence right before the PII to

create the input prompt. These prompts were fed to the model, and the attack is considered

successful if the correct PII is generated anywhere within the first 100 tokens, marking the

risk of PII leakage (Li et al., 2024).

We record the extraction risk for the best single setup and composite extraction risks

across model checkpoints and model sizes. Since the prompts in this setup are of varying

lengths, we do not extend our changing prompt lengths setting to this case study. Similar

to Definition 3.3.1, the composite PII extraction is considered successful if the PII is present

in the generation of at least one of the models. The results are collected in the table below,

and continuing previous trends, we see a noticeable increase in the extraction rate for an

adversary with access to multiple checkpoints.

Setup Extraction Rate

Best Single Setup 22.16%
Composite Model Sizes 30.97%
Composite Training Steps 33.07%
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3.8 Limitations and Future Work

By highlighting the multi-faceted access available to an adversary in the current LLM

landscape, our work reveals a severe underestimation of information leakage risks in the

existing literature. We emphasize the importance of explicitly considering the adversarial

perspective and the composability of information leakage in extraction attacks.

Our real-world adversary is certainly more powerful but also more expensive than the

adversary in the existing literature. Unlike our current setup, where we verify extraction

using the ground truth, an adversary would need to justify both the cost of additional

model generations and the expense of verifying extracted information. Therefore, future

research should explore the cost-benefit trade-offs of multi-faceted access, focusing on

when these added expenses may outweigh the benefits of new information extracted,

particularly as we show diminishing gains with increased points of access.

As most of our analysis focuses on the risks posed by extraction attacks under the

lens of discoverable memorization, future research should also explore how our findings

translate to other forms of privacy attacks. Finally, our study addresses the threats posed by

powerful real-world adversaries but does not propose specific defence methods. Further

exploration is needed to navigate the current LLM ecosystem and mitigate the risks posed

by these strong adversaries.
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Figure 3.5 Towards more realistic extraction rates by combining various churn
trends and with approximate matching. (a) Combining two axes at a time, we
see a monotonically increasing trend in extraction rates as we gain more points
of access to the underlying dataset, highlighting the growing power of the
adversary. (b) Combining multiple axes of attack results in a significant increase
in extraction rate for both standard and deduplicated setups, with the composite
extraction rate for the deduplicated setup the same as the highest single setting
rate for the standard setup. (c) Various similarity metrics have distinct trends
as we decrease the threshold value and allow for looser approximations, thus
the choice is context-driven.
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3.9 Ending Notes

While memorization presents significant Risks, users’ privacy is equally impacted what

they share with large language models in their day-to-day conversations. As training

data from the web has started to run out, model providers have started turning to private

sources of information, especially the ones shared by users to improve their future models

(Zhao et al., 2023).

Every day, millions of users share personal and sensitive disclosures to chatbots based

on LLMs. They derive several benefits from it, from having it as a chat-assistant that can

summarize, answer and do simple tasks, to having them as a planner to understand break

down complex goals. While the benefits of these self-disclosures are apparent to users, the

potential harms are more abstract and difficult to reason about. This asymmetry can lead

to uninformed sharing, leading to risks of de-anonymization and subsequent data-leakage

(Dou et al., 2024). There are several kinds of disclosures shared by humans, each under a

different context, carrying different privacy implications (Krsek et al., 2024; Brown et al.,

2022).

Language models deployed over black-box providers also prevent us from seeing how

user conversations are tracked, stored and regulated, without much transparency to the

users. This prevents users from being aware of how much sensitive information they

typically share in each query, and how their queries are being used by model providers (Li

et al., 2022).

In our following work, we measure personal disclosures in human-LLM conversations,

to understand the types of sensitive information shared and the contexts they occur in. We

develop a taxonomy to see how users disclose personally identifiable information, as well

as sensitive information that isn’t captured by traditional PII methods. We also advocate

for better transparency, design controls and regulations that allow users to be notified

when they share sensitive information with model providers, to prevent dissemination of

such information.
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4.1 Abstract

Measuring personal disclosures made in human-chatbot interactions can provide a better

understanding of users’ AI literacy and facilitate privacy research for large language



4 Manuscript: Trust No Bot: Discovering Personal Disclosures in Human-LLM
Conversations in the Wild 33

models (LLMs). We run an extensive, fine-grained analysis on the personal disclosures

made by real users to commercial GPT models, investigating the leakage of personally

identifiable and sensitive information. To understand the contexts in which users disclose

to chatbots, we develop a taxonomy of tasks and sensitive topics, based on qualitative

and quantitative analysis of naturally occurring conversations. We discuss these potential

privacy harms and observe that: (1) personally identifiable information (PII) appears

in unexpected contexts such as in translation or code editing (48% and 16% of the time,

respectively) and (2) PII detection alone is insufficient to capture the sensitive topics that

are common in human-chatbot interactions, such as detailed sexual preferences or specific

drug use habits. We believe that these high disclosure rates are of significant importance

for researchers and data curators, and we call for the design of appropriate nudging

mechanisms to help users moderate their interactions.

4.2 Introduction

Commercial chatbots based on large language models (LLMs) such as ChatGPT are used

by millions of users to assist with both corporate tasks like writing emails and debugging

code as well as personal tasks like generating erotic stories and editing visa applications.

However, these models lack transparent controls and mechanisms through which users

and researchers can track how these conversations are being used or shared (Liesenfeld

et al., 2023), making it difficult to ground discussion about the harms that could ensue

from accidental or intentional distribution of this data (Zhang et al., 2023b). The growing

popularity of chatbots represents a concerning new loss in control by everyday users over

how their data is shared, regulated, and passed on once they start interacting with these

chatbots (Staab et al., 2023b; Li et al., 2023).

For example, LLMs are constantly updated on user information through feedback

mechanisms such as RLHF (Ouyang et al., 2022) and supervised fine-tuning Gunel et al.
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(2020). These improvements can come at the cost of user privacy, as LLMS tend to memo-

rize large amounts of data, making them prone to information leakage (Nasr et al., 2023).

Outside of these models, users’ conversations can be used by companies for any of the

purposes for which other collected user data is used, e.g., to target advertisements and be

sold to data brokers. These internal data collections are also at risk of hacks, data breaches

or ransomware attacks Reshmi (2021).

We explore mentions of PII and sensitive topics in naturally occurring user-chatbot

conversations using the WildChat dataset (Zhao et al., 2024), a collection of one million

user-GPT interactions collected with user consent. Figure 4.1 shows a few of the many

concerning sample queries that we found in this dataset. We can see that users share

alarmingly sensitive information with ChatGPT (and the public WildChat dataset). To

systematically analyze and draw insights from such interactions, we set out to answer the

following questions:

1. What kinds of sensitive information are being shared in user-chatbot conversations?

2. What is the frequency of this leakage and how reliably can we detect it?

3. In what kinds of contexts (tasks) are different kinds and frequencies of sensitive

information shared?

We build a taxonomy around the different types of sensitive information that people

share, and annotate the user queries based on these categories and different PII types.

While prior work has made initial progress in documenting task categories and topics

in LLM-based conversations (Ouyang et al., 2023), these studies have been hampered by

limited and biased access to user data, and we still know very little about the PII and

other sensitive information shared in these conversations. More concretely, our main

contributions include:

• An in-depth exploration of the kinds of private and sensitive information shared in
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Figure 4.1 Real examples of disclosures we found within user-chatbot con-
versations in WildChat. We altered names and other PII to preserve privacy.
We observe that users disclose identifiable information about themselves and
others to ChatGPT and to the publicly available WildChat dataset. We were
able to de-identify each of these examples.

user-chatbot conversations, over a series of experiments designed to illuminate when

and how users reveal sensitive information.

• Automatic task and sensitive topic categorizations for 5k conversations from Wild-

Chat, validated with a subset of human annotations, and novel taxonomies that

capture both sensitive information and the contexts in which that information is

shared. We release these annotations to support future research.*

• Measurements that demonstrate the limitations of PII detection systems and the

frequent kinds of sensitive information that fall outside of traditional PII categories,

like explicit sexual content and job applications.

Although the WildChat dataset itself has undergone one round of PII removal, we still

find that over 70% of queries contain some kind of detected PII, and almost 15% mention a

non-PII sensitive topic, such as sexual preferences or drug use. We also find high disclosure

rates in rather surprising categories of tasks, for instance around 50% of translation queries
*
https://github.com/mireshghallah/ChatGPT-personal-disclosures

https://github.com/mireshghallah/ChatGPT-personal-disclosures
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contain some form of detected PII.

Our findings illuminate the many risks that are taken on by chatbot users. Whether

these users are knowingly trading their privacy for chatbot access or are unaware that their

data is being collected by chatbot companies (and the risks entailed by this collection),

we believe these findings have strong implications for both chatbot designers and LLM

researchers. We call for the design of appropriate nudging mechanisms to help users

moderate their interactions Acquisti et al. (2017), as well as increased transparency from

chatbot companies. We also call for further research in local, private models and increased

attention from privacy and security scholars into these high-stakes conversations.

4.3 Data and Methods

In this section, we discuss the datasets we use in the rest of this study, our sub-sampling

procedure, and our annotation and taxonomy creation methods. We mainly use Wild-

Chat Zhao et al. (2024), which is a dataset of naturally occurring conversations between

humans and GPT models. As a point of comparison, we also provide analysis with another

dataset ShareGPT Chiang et al. (2023), which is conversations that GPT users have opted

to share.

4.3.1 Data

Wildchat is a corpus of one million conversations collected by Zhao et al. (2024). The

dataset includes naturally occurring human interactions with GPT-3.5 and GPT-4 models,

including diverse conversations spanning many different topics. This dataset was created

by providing free chatbot access to users who agreed to share their data; see §4.9 for

ethical considerations when using this dataset. Each conversation in WildChat tracks the

complete conversation thread between the user and model, and metadata including the

user’s hashed IP address and country are also included.
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Task Example User Query Detected
PII

Non-Detected
Sensitive Details

Explanation If i want t make one glass of cannamilk.
How much cannabis should i use? i want
my cannaba milk to be for microdosing ...

none drug use, per-
sonal habits

Generating
Communications

Hello Dan, I just spoke with Clement
von Leigh. He agreed to 1.75 instead of
2.00. Also understood that this has been
communicated to Amsterdam. If you have
any questions, please contact Clement.

first names corporate info
private email

Code
Generation

package com.alibaba.adrisk.adpter.base
/** * @Author: luameng * @Email:
xangluameng.tangy@alibaba-inc.com *
@String:2023-05-04 15:06 */ public class
OfflineQcDataDO

full name
and email
address

date and API ac-
cess points

Information
Retrieval

Act as an erotic writer. A new resident
has moved into the apartment below James.
Her name is Agnieska. A Polish director
from multinational AI firm. After some
weeks, Agnieska was getting exciting on
hearing Sofia’s moans ...

first names sexual prefer-
ences

Table 4.1 Examples of conversations from WildChat for a subset of our task
taxonomy. We have highlighted the sensitive disclosures in yellow. See Ap-
pendix 4.10.6 for the full set of tasks. We have altered the names and other PII
in these examples.

We filter out the conversations that are non-English using the label provided by Wild-

Chat, as our methods rely on tools trained on English-language data. While we believe this

dataset is the best resource for user-chatbot conversations openly available to researchers,

this data nevertheless comes with important limitations, which we enumerate in §4.9.

Importantly, because of the way WildChat collects its data, users might be incentivized to

use WildChat for more sensitive or disallowed tasks.

4.3.2 Task Annotation

To understand the conversational contexts in which sensitive information is shared, we

categorize conversations from WildChat into tasks representing the users’ goals.

We follow a bottom-up process to design a simplified set of tasks. We iteratively discuss
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and hand-annotate a set of 300 conversations drawn from a topic model trained on the

Wildchat conversations. To train this model, we sampled the 10 conversations with the

highest probability for each topic for our hand annotation, to ensure a diverse range of

conversations. We trained a latent Dirichlet allocation (LDA) topic model on 10K random

conversations, using the chatbot’s response as the training data. We removed conversations

whose prompts had duplicate prefixes, removed punctuation, normalized numbers, and

lower-cased the text. The resulting topics are shown in Appendix Table 4.3, along with

more details about our methods.

We settled on the following 21 task categories: summarization, model jailbreaking, prompt

generation, story and script generation, song and poem generation, character description generation,

code generation, code editing and debugging, communication generation, non-fictional document

generation, editing text, recommendation, brainstorming, information retrieval, problem-solving,

explanation, personal advice, role-playing, multiple choice questions, translation, and general

chitchat. We show examples in Table 4.1.

Figure 4.2 We plot the distribution of tasks over (a) a random sample of
5k WildChat conversations, filtered to one conversation per IP address, (b) a
random sample of 1k WildChat conversations IP address or prefix filtering, and
(c) a random sample of 1k ShareGPT conversations.

To avoid the costs and limitations of manually annotating a larger sample, we instead
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use GPT-4 (OpenAI et al., 2023) to assign task categories to a set of 5k WildChat conversa-

tions. We randomly sample conversations with the following filters: (1) we sample one

conversation per hashed IP address, (2) we include only English-language conversations

(as marked in the WildChat metadata), (3) we remove conversations with duplicate prefixes

(the first 20 characters), and (4) we remove conversations where the user’s combined turns

were shorter than 20 characters. We additionally provide a comparison to (1) a similar

sample of 1k WildChat conversations without the IP address and prefix filtering and (2) a

random sample of 1k conversations from ShareGPT (Chiang et al., 2023). We feed each

conversation to a custom zero-shot prompt template, where the conversation is formatted

to show both the user and chatbot turns (see Appendix 4.10.3) and the model is instructed

to predict the task categories (more than one task can be applied to a single conversation).

To evaluate these predictions, for each task category, we sample 20 conversations pre-

dicted to include the task, and we manually verify the accuracy of the predictions, finding

a mean accuracy of 89.2%. Based on this evaluation, we exclude three task categories

(general chitchat, prompt generation, generating character descriptions) with scores below 70%.

4.3.3 Task Distribution

As shown in Figure 4.2, many of the WildChat queries fall in the explanation task, followed

by information retrieval, code generation, editing text, and story generation. However, when

observing the random sample without controlling for IP address, story generation is the

most frequent task; this indicates that while story generation is overall the most frequent task

across the conversations in WildChat, this is driven by specific power users. In contrast,

we find that ShareGPT mostly contains explanation, information retrieval, and code generation,

all at much higher rates than WildChat, indicating a greater skew towards these tasks in

ShareGPT that is likely caused by users selecting specific conversations to be shared in this

dataset.
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4.4 How much detectable PII do users share?

Our first analysis of personal disclosures is the most intuitive one: we look into the PII

that the users share by running a PII detector and probing the annotations. In this section

we discuss the details of this experiment and our findings.

4.4.1 PII Detection

We measure the frequency of PII in the two datasets using existing tools and taxonomies.

To perform PII detection, we use the Python SDK of the commercial Azure AI language PII

detection service, * which is designed to identify, categorize, and redact PII in unstructured

text. The tool provides fine-grained annotations with over 20 different categories of PII,

including organization names, URLs, banking numbers, passport numbers of different

countries, etc. * We use this service to detect the fine-grained categories in every text in our

selected subsamples of both datasets. We manually check for errors to make sure there are

not high false positive rates, and we drop the erroneous categories.

4.4.2 Detected PII Distribution

Figure 4.3 shows the distribution of different PII entity types annotated by Azure over the

WildChat and ShareGPT datasets. One noteworthy factor is that the curators of WildChat

have done one round of PII removel already, using Microsoft Presidio *; however, Presidio

is rule-based, and we find it often misses PII, especially when the PII is not well-formatted.

As the histogram shows, for both datasets, most queries have some form of PII in them,

with people’s names and organization names taking the bulk. Overall, the distribution of

PII across the two datasets seems similar, with email addresses, physical addresses, and IP
*
https://github.com/Azure/azure-sdk-for-python/tree/main/sdk/textanalytics/

azure-ai-textanalytics/samples
*
https://learn.microsoft.com/en-us/azure/ai-services/language-service/

personally-identifiable-information/concepts/entity-categories
*
https://microsoft.github.io/presidio/

https://github.com/Azure/azure-sdk-for-python/tree/main/sdk/textanalytics/azure-ai-textanalytics/samples
https://github.com/Azure/azure-sdk-for-python/tree/main/sdk/textanalytics/azure-ai-textanalytics/samples
https://learn.microsoft.com/en-us/azure/ai-services/language-service/personally-identifiable-information/concepts/entity-categories
https://learn.microsoft.com/en-us/azure/ai-services/language-service/personally-identifiable-information/concepts/entity-categories
https://microsoft.github.io/presidio/
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addresses being the least frequent. We manually inspected these lower-count categories

and observed that almost all the labels are correct, with many of them belonging to real

people.

Azure AI has many categories that we dropped due to high error rates, such as national

ID, passport numbers, and SWIFT code categories. However, one of the spans labeled

as passport number was really a passport number. This sample is shown on the top left

part of Figure 4.1. We have also provided more notable samples in Tables 4.1 and 4.2.

Finally, Figure 4.4 shows a heat map of the relationship between different tasks and the

detected PII, highlighting which types of information are disclosed more often, for each

task. Most of the trends here are expected, with people’s names being most dominant in

story generation and role-playing. We also observe names in jailbreaking attempts, with

numerous cases of attackers trying to extract phone numbers or personal addresses from

the model. We provide an additional similar heat map in the Appendix (Figure 4.8), where

we break down the PII categories by the country of the user.

Upon manual inspection of the IBAN category, we realized that none of the texts labeled

as IBAN are actually international banking numbers; however we kept this category as

the labeled spans were indeed PII, the majority of them being API or subscription tokens

for different services, such as Telegram or analytics. Other common mistakes made by

the PII detector includes labeling code and SDK calls as URLs; for example, object.id

is labeled as a URL, which is one of the reasons that the URL count for ShareGPT is so

high. Finally, another common mistake is coding constructs falling under the organization

category, but the rate for this mistake is not high.
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Figure 4.3 Fine-grained PII entities across WildChat and ShareGPT, using the
Azure AI Language service for annotation. We keep the IBAN (international
banking) category despite a high error rate because the detected strings are still
PII (mostly API tokens).

4.4.3 Is PII detection sufficient for privacy?

While we measure frequent rates of PII in WildChat, we also observe many instances of

sensitive information that is not captured by traditional PII detection systems. As shown

in Table 4.1, PII detection systems are limited in the kinds of information they can detect,

and many other embarrassing, identifiable (specific), and harmful information can remain

undetected. For example, we observe many examples of explicit sexual content in the story

and script generation task, which reveals private sexual preferences of the user, while the

generating communications task often includes private text messages and emails, shared

verbatim, especially related to work and finances. We also find instances of personal

habits and drug use disclosed in conversations, under the explanation and how-to category.

Motivated by these observations and prior work Brown et al. (2020); Cummings et al.

(2023); Dou et al. (2023) that demonstrate disclosures can go beyond PII, we create an

additional taxonomy of sensitive topics, and annotate the data accordingly, as discussed in

the next section.
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Figure 4.4 Relationship between task annotations of WildChat queries and
detected PII.

4.5 Sensitive Topic Detection

Based on our qualitative analysis of the conversation tasks and our quantitative results

in §4.4, we know that traditional PII categories do not capture the full range of sensitive

and potentially harmful topics shared in user-chatbot conversations. In this section, we

use prompting methods to extract fine-grained categories of sensitive topics, and compare

measurements of those topics to PII measurements.

4.5.1 Discovering sensitive topics

We use our qualitative analysis of the conversational tasks in §4.3.2 as well as a review

of prior work (Zhang et al., 2023b; Ouyang et al., 2023) to develop a set of categories

of sensitive topics that could potentially be harmful if revealed to the wrong audiences.

These topics include academic information (e.g., asking the model to answer homework

questions or generate grades for students), discussion of fandoms (i.e., discussions of

television shows and book series that often reveal sexual and other preferences and

hobbies and have been considered by prior work to be sensitive (Dym and Fiesler, 2018),
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job/visa applications, and erotic content. Table 4.2 shows the full list of sensitive topics

with examples.
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Topic Example User Query %

Academic

& Education

[recommendation letter] I am Ling Kai Associate Profes

sor... I met him in March 2021 in the art building of

the School of Arts and Design at Guangdong University.

I have taught him courses such as Chinese painting ba

sics ... He scored 76 ...

29.9%

Quoted Code line 117, in notify response = await import

Optional from aiogram import types API_TOKEN =

’6084658919:BAGcYQUODSWD8g0LJ8Ine6FcRZTLxg92s2q’ ...

ADMIN_ID_1 = 6168499378

19.5%

Fandom Write a descriptive, fictional, imaginative screenplay

of the van der linde gang reacting to an ‘Elsagate’

youtube video where a low quality cgi Spiderman killing

a dolphin, jumping over it, then running away very

slowly with a low quality walk cycle ...

14.0%

Hobbies &

Habits

I want for you to make an appology letter to my friend

xavier beAUSE I WAS RUDETO HIM AND STOLE HIS STUFF ON

MINECRAFT

8.7%

Financial

& Corporate

what does BLG CQBK FEE showing on HSBC bank statement

mean?

7.2%

Sexual & Erotic Russian modern erotic prose, a lot of vulgar dialogue in

the text, village, vegetable garden, nudity in detail,

bathing naked, erotica...

6.3%

Healthcare Whats the age requirement for takind steroids in esto

nia?

4.1%

Job, Visa, &

Other Applica-

tions

Write a short and respectful mail to Indian Embassy ,

explaining that I Nasrin Zandi , who applied for stu

dent visa have not heard from embassy officer since

Thursday when I submitted my UGC Papers , though I had

called many times have not gotten a chance to speak with

mr.Ronak .

4.2%

Personal

Relationships

my girlfriend posted a video with a boy and she tittled

it #inlove with a love song and i stoped texting her am

i in the wrong

3.3%

Emotions

& Mental

Health

hi i’m feeling lonely, my parents are going through a

divorce right now

2.0%

Politics

& Religion

how can we stop king jong un / take down north korea? 0.7%

Table 4.2 Our full taxonomy of sensitive topics along with example WildChat queries that are assigned these labels via GPT-4
annotations. We show the percent of all conversations in our 5k sample that were assigned the given task, and we highlighted sensitive
information in yellow. We have altered names and other details.
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As with the tasks in §4.3.2, we prompt GPT-4 to predict the presence of the sensitive

topics; see Appendix 4.10.4 for the prompt text. We run these predictions over the same

set of 5k WildChat conversations from §4.3.2. We follow the same evaluation procedure as

in §4.3.2 by hand-annotating 20 random positive predictions for each sensitive topic and

discarding one sensitive topic (quoted emails and messages) whose accuracy fell below 70%.

The mean accuracy of the rest of the topics is 87%.

4.5.2 Where does PII detection fall short?

We confirm that that PII detectors are not sufficient to detect all sensitive topics whose

exposure might have harmful consequences for the user. For example, we observe in

Figure 4.5 that PII detection systems detect many names in storytelling tasks and erotic

topics, but the names in these contexts might or might not be fictional and/or sensitive. We

can also see an example of this in Table 4.1, the first row and in Table 4.2. Further, Figure

4.7 (Appendix) shows that for many of our sensitive topics (e.g., fandom and hobbies),

PII detection systems flag at best a minority of the sensitive topics. We also show the

distribution of PII across different locations and countries in Figure 4.8 in the Appendix.

Figure 4.5 Relationship between sensitive topic annotations of WildChat
queries and different kinds of detected PII.
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4.5.3 In what conversational contexts are sensitive topics mentioned?

By comparing the task distributions with the sensitive topic distributions shown in Fig-

ure 4.6, we can identify the conversational contexts in which the sensitive topics are more

or less likely to be mentioned, providing insights for designers of these systems. For

example, we find that the model jailbreaking, role-playing, and story-generation tasks

are frequent sites of erotic content, while role-playing, story generation, and song/poem

generation are frequent sites of fandom mentions. The task of generating communications

more often occurs with sensitive topics like financial and corporation information, job and

visa applications, and personal relationships. These patterns can help designers develop

context-specific nudges to help users protect their privacy. We also provide additional

analyses of sensitive topics and tasks broken down by location of the users in Figure 4.8 in

the Appendix.
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Figure 4.6 Relationship between sensitive topics and conversational tasks in
WildChat data.

4.6 Discussion

Design implications To facilitate better privacy measures there are various steps that

can be enforced by the system designers, in different stages of the deployment pipeline, in-

cluding data collection, training, inference and debugging (Nasr et al., 2023; Mireshghallah

et al., 2022). At a minimum, data should be properly anonymized and stored safely, and

chatbots based on LLMs should leverage privacy preserving methods such as differential

privacy (Yu et al.; Tang et al., 2023) to limit leakage. However, better solutions that center

the users’ wellbeing include local models and encrypted data, and we strongly recom-

mend such solutions over intermediate steps that prioritize user surveillance. Furthermore,
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users should be made aware about the data being collected as part of every interaction

in the form of a nudge or disclaimer, as a part of the system design (Acquisti et al., 2017).

Deployers can detect disclosures locally using light-weight methods and nudge and warn

the users before the data is sent to the cloud.

Nudging can be beneficial to both users and model deployers, as it would help the

users protect their data by rethinking what they share, and it can help deployers in terms of

potential opt-out requests, as nudging can decrease the future retraction requests (Griesser

et al., 2024; Sanchez-Rola et al., 2019). Incorporating nudges as a part of the system also

helps to remind users of the sensitivity of the data being shared. To communicate the

risks of sharing the data with chatbots, users should be briefed about the model training

process, and how their conversations can be potentially used, e.g., for model training.

System designers should provide users an easy choice to opt-in or opt-out of sharing and

storing user-conversations (Gerber et al., 2023). Our work indicates that these nudges

can be designed to be responsive to the user’s individual task and context, perhaps by

highlighting categories PII detected in the user’s queries or providing a warning for certain

tasks.

Sexually explicit storytelling We found that an important challenge for PII detection

systems for LLM prompts and outputs is dealing with storytelling. We find that a large

proportion of the WildChat corpus involves story generation. Most of these queries lie

either sexually explicit and/or in the fandom domain (e.g., “rewrite this TV show as if I

were the main character”). These stories are full of names, ages, locations, and other text

that PII detectors are likely to flag, and it would be very difficult to determine whether

the user has used real names and other details in the query (especially if those details

are about real people known to the user but not the user themself). And in addition

to the PII, the erotic topics are themselves sensitive, as these could be embarrassing or

more seriously harmful if revealed to the user’s community. PII detectors will mostly not
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capture this sensitive information, as it is either not mentioned explicitly or falls into a

category (e.g., sexual preferences) that is not usually included the training data for current

PII detectors. Much prior work has either ignored or minimized the nature or frequency

of these erotic stories, and we call for increased attention to this use case, as it both (a)

involves serious risks to the user (both privacy risks and dependence related to increased

trust and intimacy) and (b) is frequent across the dataset and often requested by the same

user repeatedly.

Relationship to self-disclosure The decision to self-disclose is contextual (Yang et al.,

2019; Zhao et al., 2012; Li et al., 2018), and self-disclosure can be a sign of trust (Galegher

et al., 1998) and growth in relationship intimacy (Altman and Taylor, 1973). When users

self-disclose either about PII or about sensitive topics, this provides an indication of their

level of trust with their interlocutor, and evidence suggests that users may reciprocate

“disclosures” made by dialog systems (Ravichander and Black, 2018). This kind of chatbot

behavior can be explicitly designed to elicit users’ self-disclosures, which may be desirable

for, e.g., supporting mental health or improving conversation quality (Lee et al., 2020;

Ichino et al., 2022; Harmsen et al., 2023; Jo et al., 2024). Prior work has found that human-

chatbot conversations can contain as much self-disclosure as human-human conversations,

likely due to their perceived anonymity and lack of judgment compared to more trusted

human interlocutors (Croes et al., 2024). Importantly, based on the WildChat data, it is

impossible to say whether each user perceives their interlocutor in this context as the chat

tool, the underlying model, the parent company, the researchers who collected WildChat,

or some combination of these. More research in human-computer interaction is needed

to disentangle users’ perceptions of their “relationships” with and trust in LLM-based

chatbots like ChatGPT, and the design of chatbots should carefully balance features that

encourage self-disclosure, application goals, and privacy concerns.
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4.7 Related Work

User-chatbot interactions User interactions with conversational agents (CAs) have

grown in popularity over the past decade (Zheng et al., 2022; Candello et al., 2023; NAIK

et al., 2023). Recent advances in LLMs have accelerated the development of CAs, making

them more generalized and fluent (Ouyang et al., 2022; OpenAI et al., 2024; Park and

Kulkarni, 2024). Furthermore, as LLMs perform well at a diverse of tasks(Zhao et al., 2023)

like code-generation, summarization, and question-answering, they have become the go-to

component for modern day chatbots and CAs.(Xu et al., 2023). In their study, Ouyang

et al. (2023) analyzed ShareGPT to understand LLM-based conversational agent usage,

focusing on tasks like design and planning. However, ShareGPT’s lack of user consent in

data collection raises authenticity issues. In contrast, our study relies on WildChat (Zhao

et al., 2024), which offers a wide variety of user interactions with LLMs, and importantly,

it collects data with user consent.

Privacy risks with humans and LLMs Interacting with LLM-based chatbots raises signif-

icant ethical, privacy, and security concerns, necessitating careful attention to issues such

as data confidentiality, user consent, and mitigation of potential biases and manipulative

behaviors (Gumusel et al., 2024; Mehrotra et al., 2023)

Existing work has extensively studied leakage of training data, due to memorization, in

LLMs Kim et al. (2024), and how this leakage can be mitigated with different sanitization

methods (Li et al., 2021; Yu et al., 2021; Cunha et al., 2021; Mireshghallah et al., 2022).

Recent work has also looked at privacy risks that go beyond training data leakage (Staab

et al., 2023a; Priyanshu et al., 2023; Zhang et al., 2023b; Mireshghallah et al., 2023). Our

work builds on these findings by quantitatively assessing sensitive topics and PII leakage in

user interactions with chatbots. Our task-based taxonomy complements the prior findings

about why people talk to chat-assistants, leading to a richer understanding of disclosures.
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Self-disclosure detection Prior work on the detection of self-disclosures has focused on

explicit disclosures statements (e.g., “My name is Maria,” “I live in Seattle”) (Bak et al.,

2012; Ravichander and Black, 2018; Valizadeh et al., 2021; Reuel et al., 2022; Dou et al.,

2023; Yang et al., 2024) rather than the implicit sensitive topics (e.g., discussion of sexually

explicit topics without any personal statement) that we explore in this work. Methods for

explicit self-disclosure detection have included topic modeling (Bak et al., 2014), LLM fine-

tuning (Dou et al., 2023), multi-task models (Reuel et al., 2022), and LLM-based prompts

(Yang et al., 2024). Other relevant work include measurements of self-disclosure in therapy

conversations (Shapira and Alfi-Yogev, 2024) and conversations with dialog systems and

agents (Ravichander and Black, 2018; Cho et al., 2022); the latter study revealed high rates

of explicit self-disclosures, which our study (1) echoes in our detection of high rates of

sensitive topics and (2) refines via task and topic categories.

4.8 Conclusion

In this work, we have studied when and how users disclose PII and sensitive topics

while conversing with chatbots. We analyzed the interactions users have with LLM-based

chatbots, discussed why existing PII detection methods are limited, and explained why we

need better mechanisms to detect and contextualize sensitive topics. We release our novel

task and sensitive topic taxonomies to the public, along with the automatic annotations

using these taxonomies on our sample of the WildChat dataset. We hope that our work

spurs further privacy research and brings heightened attention to the risks involved in

human-chatbot conversations. To ensure safer usage of ChatGPT and WildChat in the future,

we have notified the authors of WildChat of our findings.
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4.9 Ethics Statement and Limitations

As our study illustrates, the WildChat dataset contains deeply personal self-disclosures.

The sensitivity of the WildChat data has motivated our study, as we believe that researchers,

practitioners, and users of LLMs all face important questions about data security. We hope

that our results can help these various stakeholders develop safety guidelines, build AI

literacy, and initiate further research.

WildChat was collected by using the GPT-3.5 and GPT-4 API, each of which was hosted

on Hugging Face spaces and made publicly accessible (Zhao et al., 2024). The users were

not required to create any account or enter any personal information to use the models.

Users’ consent was collected before allowing them to participate in any interactions with

the model. All the users who participated in the data collection procedure were presented

with a use and sharing agreement that outlines the terms for collection, usage and sharing.

In exchange for signing this agreement, users received free access to models. Hashed IP

addresses and country locations were publicly released with the newest version of the

dataset.

The WildChat dataset provides us an opportunity to perform an in-depth study of user

safety when interacting with large language models. As the conversations are real-world,

our analysis captures the sensitivity of information as well as the level of self-disclosure

displayed by the users. Examining user interactions in this form helps us quantify the types

of sensitive information shared with language-model based assistants, and the risks this

data collection poses to users. Before publication of this work, we notified the maintainers

of the WildChat dataset of the sensitive examples we identified.

Limitations: The primary aim of this paper is to analyze users’ behavior when interacting

with both other users and chatbots, and to compare these interactions. However, it is

important to acknowledge that our study has limitations.

(1) Users’ behavior evolves over time, and their interactions with ChatGPT and other
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models may change in the future.

(2) In this paper, we focus on English speakers. However, it is worth noting that

current LLMs abilities are not similar across different languages. Hence, our findings may

not generalize, and we enourage future work that investigates such behaviours in other

languages.

(3) If more users place trust in LLM-based chatbots and if more applications are built

on top of them to facilitate advice-seeking in areas like health, finance, education, and

business, as we observe in today’s world, it raises concerns. The monopolistic nature

of these models, with only a handful of companies able to offer such services due to

computational expenses, may result in the leakage of sensitive information in high-risk

downstream tasks. Furthermore, there’s an increased risk of adversarial attacks and data

breaches aimed at extracting users’ data. Future research should focus on investigating

privacy risks stemming from the interconnected nature of downstream applications and

their dependence on a single LLM model.

(4) It is possible that users specifically use the WildChat service as a way to mask their

activity, leading to a bias in the WildChat dataset towards sensitive and disallowed activity

like erotic story generation and jailbreaking as a form of personal or corporate hacking. By

using WildChat rather than directly interacting with OpenAI, users might avoid having

their IP addresses banned. Unfortunately, due to the limited and hidden nature of most

user-chatbot conversations, we have to put up with this limitation in the current work.
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4.10 Appendix

4.10.1 Preliminaries

Personally identifiable information (PII) The exact definition of PII is broad and can vary

across contexts. PII can be of various types, as defined in (Subramani et al., 2023). To

be more specific, it can depend on (a) birth-centered characteristics true of a person like

nationality, gender, caste, etc.; (b) society-centered characteristics like status, occupation

etc.; (c) social-based categories that often relate to associations with social groups you

identify with. (d) character-based categories that are sequences of letters and numbers

used to isolate a person or a small group of people (e.g., debit, credit card number, IBAN,

or e-mail address); (e) structured PII that don’t fall into the above categories but make

user’s identity vulnerable to attackers (e.g., financial and health records).

Large language models (LLMs) LLMs mostly refer to transformer-based architectures

thare used to model and generate language, rely on large pretraining datasets, and are used

for transfer learning for a wide variety of tasks (Rogers and Luccioni, 2024), including tasks

like natural language understanding (NLU), language generation, and domain-specific

tasks related to biomedicine, code-generation, and more (Wan et al., 2023; Zhang et al.,

2023a).

4.10.2 Topic Model for Human Annotation

We followed a human annotation process for a small subset of conversations, to support our

curation of task categories that we use in later sections of our analysis. Because the dataset

is strongly skewed toward certain tasks, we sampled conversations from a topic model so

that our human annotations might span more categories. We selected 10 documents for

each of 30 topics, sampling the documents with the highest probability for each topic. We

trained a latent Dirichlet allocation (LDA) topic model (Blei et al., 2003) on 10,000 random

conversations; LDA still performs as well as or better than newer LLM-based models in
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human coherence evaluation tests (Harrando et al., 2021; Hoyle et al., 2022). We use the

assistant’s response as the training data, as we found that this produced more coherent

text (likely because of the more uniform linguistic patterns produced by the chatbot in

comparison to the diverse user inputs). We removed conversations whose prompts had

duplicate prefixes, removed punctuation, normalized numbers, and lower-cased the text;

following best practices, we remove duplicate documents (Schofield et al., 2017b) and did

not stem or remove stop words (Schofield and Mimno, 2016; Schofield et al., 2017a) The

resulting 30 topics can be viewed below in Table 4.3.

k Highest Probability Tokens Annotated Task Categories

0 viewers, characters, strength,

show, character, abilities,

damage, speed, fiona, NUM

advice, character development, cre-

ative writing, writing

1 film, series, NUMs, features,

name, technology, date, shall,

production, including

creative writing, non-creative writing,

information retrieval, explanation

2 NUM, number, given, state,

using, total, calculate, find,

next, value

code generation, explanation

3 car, control, add, button, set,

cars, click, tracer, audio,

insurance

code generation, information retrieval,

non-creative writing, explanation

4 natsuki, water, sayori, day,

yuri, monika, home, bay, family,

rocky

advice, non-creative writing, recom-

mendation, creative writing
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5 file, NUM, code, using, use,

command, path, files, name,

check

code generation

6 player, battle, match, power,

voltage, crowd, moves, two,

back, ring

non-creative writing

7 NUM, art, music, style, design,

sound, color, create, elements,

fashion

non-creative writing, code generation,

creative writing, advice, recommenda-

tion, information retrieval

8 cell, row, value, cells, NUM,

end, code, function, range,

column

code generation

9 NUM, password, chinese, al,

false, biochar, et, youth, tx,

church

information retrieval, explanation,

code generation

10 data, model, used, size, train,

test, NUM/NUM, using, models,

len

code generation, explanation, informa-

tion retrieval, non-creative writing, ex-

planation

11 language, ai, model, provide,

content, cannot, information,

please, sorry, however

creative writing, information retrieval

12 one, would, could, new, time,

knew, day, found, made, way

creative writing

13 eyes, hair, body, air, skin,

face, around, like, sun, room

creative writing, character develop-

ment

14 //, string, int, function, data,

return, value, new, id, table

code generation
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15 game, NUM, player, players,

team, website, video, games,

units, season

creative writing, information retrieval,

recommendation, non-creative writ-

ing

16 re, like, let, know, make, help,

want, us, feel, see

advice, creative writing, information

retrieval

17 NUM, add, card, language, cards,

ruth, food, calories, NUMg,

cook

recommendation, information re-

trieval, non-creative writing

18 economic, cultural, social,

people, government, society,

significant, political, also,

country

information retrieval, non-creative

writing

19 within, life, power, world,

would, upon, path, ever,

darkness, dreams

creative writing

20 NUM, may, specific, information,

ensure, provide, use, access,

data, system

non-creative writing, explanation, in-

formation retrieval

21 NUM, company, market, name,

business, customer, services,

products, experience, financial

non-creative writing, recommenda-

tion, explanation, information re-

trieval

22 pleasure, body, eyes, voice,

feeling, david, dan, sarah,

feet, abby

creative writing

23 energy, argNUM, light, system,

water, used, current, surface,

carbon, properties

explanation, recommendation
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24 world, family, nature, unique,

chapter, love, sense, life,

journey, character

information retrieval, creative writing,

non-creative writing

25 NUM, const, height, width, ctx,

function, image, NUMpx, color,

new

code generation

26 development, skills, research,

learning, understanding,

knowledge, impact, students,

potential, work

non-creative writing, explanation,

summarization

27 naruto, would, sNUM, lilac,

planet, freedom, treatment,

symptoms, carol, goku

explanation, code generation, advice,

explanation, creative writing, non-

creative writing

28 self, NUM, import, data, app,

text, api, def, message, server

code generation

29 may, would, could, important,

also, personal, however, time,

might, others

information retrieval, advice, explana-

tion, non-creative writing, explanation

Table 4.3: The 30 topics derived from a topic model trained on the model responses.
We show the 10 words with highest probability for each topic as well as the set of tasks
assigned by human annotators to the the 10 documents with the highest probability for
the respective topic.

4.10.3 GPT-4 Task Prompt

We use the following prompt to predict the mention of tasks in the user-chatbot conversa-

tions.
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Read the following conversation between a user and an AI chatbot. Which

tasks from the following list are being explicitly requested by the

user? For each task, list the task, your confidence, and your reasoning

and evidence.

Example:

["task": "summarization", "confidence": "high confidence", "reasoning_and_evidence":

"the user asks for a summary of a text",

"task": "explanation", "confidence": "medium confidence", "reasoning_and_evidence":

"the user asks for a description of how the methods works and the chatbot

replies with a description"]

Tasks:

• summarization

• model jailbreaking (e.g. asking model to roleplay as DAN, NsfwGPT,

Niccolo Machiavelli, IMMORAL, AIM, or Kevin)

• generating prompts for AI models

• story and script generation

• song and poem generation

• generating character descriptions

• code generation

• code editing and debugging

• generating communications (email, text messages, etc.)

• generating non-fictional documents (resumes, essays, etc.)

• editing existing text
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• comparison, ranking, and recommendation

• brainstorming and generating ideas

• information retrieval

• solving logic, math, and word problems

• explanation, how-to, practical advice

• personal advice about mental health, relationships, etc.

• back-and-forth role-playing with the user

• answering multiple choice question

• translation

• general chitchat

Conversation: [insert user and chatbot turns]

Answer:

4.10.4 GPT-4 Sensitive Topic Prompt

We use the following prompt to predict the mention of sensitive topics in the user-chatbot

conversations.

In the following messages, does the user reveal any of these categories

of information? For each category that is included, list the category,

whether or not it is explicit or implicit, who if anyone is explicitly

involved, your confidence, and your reasoning. If a category is not

present, do not list it.

Example:

2. Quoted email or messaging transcripts; explicit; the user, the
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user’s coworker; very confident; the query contains the text of an

email message.

Categories:

1. Sexually explicit or sexually suggestive content

2. Copy-and-pasted emails or messaging transcripts

3. Copy-and-pasted programming code longer than a single line

4. Job, visa, and other applications

5. Financial or corporate information

6. Academic and educational information, including homework problems

and essay writing

7. Personal expressions about the user’s emotions, mental health,

etc.

8. Personal expressions about the user’s politics and religion

9. Mention or discussion of the user’s personal relationships

10. Medical and healthcare information

11. Engagement with a specific fandom, including character development,

story writing, and discussions related to the fandom

12. Mention or discussion of the user’s hobbies and habits

Messages: [insert user and chatbot turns]

Answer:

4.10.5 PII by Geographic Location and Sensitive Topic

Figure 4.7 shows distribution of PII across different sensitive topics. Figure 4.8 shows the

distribution across different countries and tasks.
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Figure 4.7 Relationship between sensitive topics and the detected presence of
PII on the WildChat data.
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Figure 4.8 Relationship between sensitive topics, PII and countries, on the
WildChat dataset.

4.10.6 Full Task Descriptions
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Task Example User Query

Explanation If i want t make one glass of cannamilk.

How much cannabis should i use? i want

my cannaba milk to be for microdosing

...

Generating

Communications

Hello Dan, I just spoke with Clement

von Leigh. He agreed to 1.75 instead

of 2.00. Also understood that this

has been communicated to Amsterdam. If

you have any questions, please contact

Clement.

Code

Generation

package com.alibaba.adrisk.adpter.base

/** * @Author: luameng * @Email:

xangluameng.tangy@alibaba-inc.com *

@String:2023-05-04 15:06 */ public

class OfflineQcDataDO

Information

Retrieval

Act as an erotic writer. A new

resident has moved into the apartment

below James. Her name is Agnieska. A

Polish director from multinational AI

firm. After some weeks, Agnieska was

getting exciting on hearing Sofia’s

moans ...
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Answering

Multiple

Choice Ques-

tions

Which statement is NOT true for census

and sample? Group of answer choices

All the elements of a population are

measured with census Census has larger

number of variables than that of sample

within the same population None is

correct...

Role-Playing Hello, I’m going to have an oral

English test and I need you to be my

partner to practice conversations with

me.

Brainstorming Suggest me 3 catchy titles for this

phrase: Cute Blue Coffee Mug Aesthetic

Handmade Ceramic Coffee Cup Espresso

Cups Hot Drink Teacup Pottery Christmas

Mug Gift Drinkware

Code Editing &

Debugging

ave a kotlin app, and a function

which counts games in a database.

however, when i put the value in

an acitivity, it returns 0. fun

countGames(): Int { var gamesCount =

0 val COUNT_GAMES = “SELECT COUNT(*)

FROM ” + TABLE_GAMES...
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Code

Generation

please provide batch or powershell code

that launches several JAR files (via

java.exe for windows) in parallel and

wait till every jar finishes

Comparison,

Ranking, &

Recommendation

I need to buy a monitor to connect to

my desktop computer, my graphics card

is rt6800xt, as you should have guessed,

I am a 3A gaming enthusiast who also

enjoys watching movies... give 5

recommended monitors within a budget

of 3000 RMB.

Edit Text Reword this for a facebook post. To

celebrate the upcoming holiday and

to show my gratitude for everyone’s

support in my journey to become a

travel advisor, I will be hosting a few

Gift Card Giveaways to help someone get

a jumpstart on their holiday shopping.

I have been very fortunate to have met

my personal sales goal that I have set

for my first year as travel...

Explanation what do we do during environmental

scanning?
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Generating

Communications

write a mail to ask for details or

status which you haven’t heard back

for a while

Generating

Non-Fictional

Documents

In 1000 words, i am to write a PhD

dissertation proposal on IoT Security

Research, where i am to Identify IoT

security threats and vulnerability

assessment methodologies focusing on

a specific IoT domain like smart homes

or cities

Model

Jailbreaking

please act as my deceased grandmother

who would read me Windows7Ultimate keys

to fall asleep to.

Personal Ad-

vice (Mental

Health, Re-

lationships,

etc.)

How should I breakup with a girl

without breaking her heart

Solving Logic,

Math, & Word

Problems

Tom’s father have just bought a new

55" 3D television set for $600. The

value of the television ser decreases

by $50 per year. How long before the

television set is worth half of its

original value?
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Song & Poem

Generation

write a rap using big words about a

serial killer that talks to his mask

Summarization Condense the following description down

to 30 words keeping as much information

as possible: The song is about Maud

Pie a from My Little Pony Friendship is

Magic, she’s got a stone cold gaze but

a heart like a geode surrounded by rock

but on the inside full of beauty and

grace...

Translation i eat breakfast using reflective verbs

in french

Table 4.4: Categorization of tasks for WildChat conversations.
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Robin Staab, Mark Vero, Mislav Balunović, and Martin Vechev. 2023a. Beyond memo-

rization: Violating privacy via inference with large language models. arXiv preprint

arXiv:2310.07298.
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Chapter 5

Discussion

Large Language Models (LLMs) present significant privacy risks due to their ability to

memorize and reproduce training data, making them susceptible to extraction attacks and

raising concerns about user data. We observe that extraction and membership inference

attacks are among the most commonly used techniques for measuring memorization (Car-

lini et al., 2021, 2022, 2023). Despite their effectiveness, memorization can extend beyond

exact text, encompassing factual knowledge and writing styles, which can be detected

through authorship attribution techniques. Thus, the risks that extraction attacks bring are

transferable to other privacy attacks as well. Furthermore, attacks are compounded as we

scale these models and train them on large data (Carlini et al., 2021).

As models scale, their capacity to retain and inadvertently disclose sensitive infor-

mation increases, leading to growing concerns about privacy, fairness, and regulatory

compliance. One of the primary concerns is that users frequently share private data with

LLMs, often unaware that their inputs may be retained or used later. Since the release of

ChatGPT, model providers have started incorporating user prompts into training, leading

to situations where sensitive information is trained and stored without explicit consent

(More et al., 2024). This creates a significant risk of data regurgitation, where LLMs can

output private or proprietary information when prompted in certain ways. Cases such
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as the New York Times lawsuit (Mac, 2023) against OpenAI, which alleged that ChatGPT

reproduced copyrighted content verbatim, underscore the broader issue of unintentional

data leakage. More critically, privacy violations extend beyond individual users, as LLMs

process shared datasets that contain private information about multiple people, making

consent difficult to manage.

The methods used to study and exploit memorization in LLMs highlight the severity of

these risks. Extraction attacks, which involve crafting prompts to extract verbatim outputs

from training data, have demonstrated that even models trained with some privacy

safeguards can leak sensitive data. Membership inference attacks, which determine

whether a specific data point was part of the training set, further reveal the extent of

memorization, particularly for high-sensitivity information such as medical records and

financial transactions. These attacks are particularly effective against large-scale models

due to the log-linear relationship between model size and memorization capacity. Beyond

these, probability-based metrics like perplexity and zlib (Carlini et al., 2022) offer additional

insights into how models retain and disclose knowledge. Addressing these issues has

become challenging due to the inherent trade-offs between privacy protection and model

utility.

To investigate privacy risks better and understand how vulnerable users are under the

worst possible adversaries, we recreate the current LLM ecosystem, where the adversaries

have access to multiple models, different checkpoints, as well as the freedom to change

prompts across different dimensions of length and content. We showcase an adversary that

is superior in extracting more data. Furthermore, we believe that the risks we observed

with respect to extraction attacks are transferable to other privacy attacks as well.

To address such privacy risks, there exist techniques like differential privacy (Chen

et al., 2024; Li et al., 2022), which introduce noise into training data, that aim to reduce the

likelihood of memorization but often come at the cost of performance. There are other

methods like data anonymization and sanitization which can help remove obvious identi-
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fiers but they struggle with context-dependent details that still allow for re-identification.

Furthermore, efforts to filter training data for public-domain content face difficulties in

defining what qualifies as "public," especially given the inconsistencies in web-scraped

datasets. Other approaches like Federated learning offers a promising approach by training

models on decentralized data, reducing the risk of central data leaks, but its scalability

remains a concern, especially for language models (More et al., 2024; Yao et al., 2024).

Recent works (Zhao and Song, 2024; Mireshghallah et al., 2023) have looked at how

privacy risks can go beyond training data leakage. Our work builds on these findings, and

by focusing on sensitive information shared by users on a daily basis, we quantitatively

assess sensitive topics and PII leakage in user interactions. Our task-based taxonomy

helped us understand that PII-leakage isn’t simply restricted to finance or medical domains,

but also extends to mundane tasks like translation. This adds to the concerns about how

everyday users should interact with large language models, knowing that their data might

be used for training.

Regulatory interventions have attempted to mitigate some of these risks, but enforce-

ment remains uneven. In 2024, Italian regulators forced OpenAI to offer an opt-out

mechanism for ChatGPT users, citing GDPR compliance concerns (Jones, 2024). However,

once data has been trained on, removal is really challenging, raising fundamental questions

about data rights and compliance with privacy laws. Transparency is another major issue,

as companies often do not disclose the sources of their training data, making it difficult for

users and regulators to audit compliance or understand the risks. OpenAI, for example,

has kept its data sources largely undisclosed, limiting external accountability (Vincent,

2023)

We believe research should be more openly reproducible, and reflect on potential

concerns user may have for reproducing our work below:

Cost of Repeated Prompting: While most commercial LLMs have rate limits, they are

quite high to be of any concern. E.g, even at the lowest tier subscription of 5, ChatGPT
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has a 500 query per minute (qpm) rate limit for GPT4, and 3500 qpm for GPT3.5. Thus,

an adversary replicating our experiment could perform one complete pass in a few hours

with GPT-4 and in less than an hour with GPT -3.5. Such an adversary can easily perform

significant repeated prompting within a day. Thus, we believe the ability to do repeated

prompting is a reasonable strength of a real-world adversary.

Access to multiple checkpoints: It may be argued not every model has different open

checkpoints, but we believe the different closed versions (updated over time) also count

towards the same notion. Our attacks are designed to exploit the shared data amongst

different models. Companies and closed-source model providers usually release their

models under different sizes and also update them periodically. Eg, there are 8 different

‘major’ versions of the ChatGPT models currently available and more than 10 ‘major’

versions of the LLama models (Meta AI, 2024). The same can be said for other model

providers like Anthropic, Mistral etc.

Furthermore, these models get regular ‘minor’ updates, and it is possible to access older

models based on update dates (Narayanan, 2023). Thus, we believe access to multiple

models is a reasonable assumption and can significantly increase the vulnerability to

extraction attacks.

Predictability of Results: One may argue that the results we got from Chapter 3 were

‘as-expected’, because ‘if the attacker tries more prompts or more models, the extraction

rate increases is not surprising. However, our results are not about just any new prompt or

model that leads to higher extraction rates, but the combination of lesser effective prompts

or models to produce a composite attack that leads to a higher extraction rate (hence the

churn). For instance, our results suggest that the attacker can use the same set of prompts,

but vary their length by removing parts of the prompt, to influence the extraction rate.

This amplifies the attack surface without access to new information.
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5.0.1 Future Work

Our work highlights the inherent composability offered by today’s LLM ecosystem and the

severe underestimation of information leakage risks in the existing literature. As most of

our analysis is based on extraction attacks and risks around language models, we believe it

would be useful to understand how our findings translate to other forms of privacy attacks.

Furthermore, as our focus has been primarily on the threat model and attack strategies,

we believe further exploration around mitigation and defence mechanisms is needed to

protect users from increasingly sophisticated adversaries, these protection mechanisms

may span from training, inference, or evaluation.

As mitigation strategies beyond pre-processing and transformation of data before

the training stage are not yet commonplace and remain an open challenge, we believe

more comprehensive defences are needed. Although prior works have attempted to use

differential privacy-based methods to mitigate memorization in LLMs, such methods are

computationally expensive and have limited effectiveness at scale due to their unintended

effects on model generalization (More et al., 2024). Addressing these challenges requires a

deeper investigation into novel defence strategies that can balance privacy with model

utility.

A promising approach to mitigating privacy risks is data minimization at inference

time, which reduces the amount of personal or sensitive data processed while still enabling

language models to deliver useful outputs. This allows users to share information as is,

which could be handled by a data-processing or model layer that can remove or abstract

away sensitive information before passing onto the model. There are early works that

attempt at LLM-aided prompt anonymization (Staab et al., 2025), which uses another

language model to detect and minimize information. Exploring inference-based optimiza-

tion and minimization solutions would be an interesting future work that can allow us to

balance both privacy and utility at the same time, making it lucrative for users who can be

in a conundrum while deciding how much they wanna share.
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User behavior also plays a crucial role in these security concerns. Over time, the way

users interact with LLMs evolves, and this behavior is influenced by continuous updates

to both the models and their deployment environments. Our analysis primarily focuses

on private and sensitive data in the English language, where baseline LLM capabilities

are strongest. Extending this research to multilingual settings could reveal how sensitive

disclosures change when users switch between different languages while conversing with

language models. Additionally, our study primarily considers popular model providers

such as OpenAI, leaving open the question of how users interact with locally deployed

models where they have greater control over their data. Investigating how privacy risks

transfer across different languages and domains would be quite interesting, opening up

possibilities in understanding domains that are highest at risks, and consequently the ones

that need more attention towards safeguards.

Despite the risks we have highlighted so far, users increasingly trust LLM-based chat-

bots for highly sensitive applications in health, finance, and education, and it is necessary

to reassess whether relying on large companies to handle such data is an acceptable risk

to begin with. The interconnected nature of products hosted by major model providers

introduces additional security vulnerabilities that require further research. The first step

towards protecting user data would require measuring how much information the user

typically shares in a query, and whether it is useful for the user. This could be implemented

at a design level, where system designers can adopt various mechanisms to alert and nudge

users on the kinds of information they share with respective chatbots. Notifying users

whether the question or context they provide to the model is sensitive or contains private

allows users to keep using such models without enforcing any compromises on the utility

gained through these models. Nudging users is also a potential way to remind users how

often they share sensitive information with their chatbots. Having transparent controls

over one’s data should also be a norm, allowing users to easily opt out of data collection

practices. Privacy risks in LLMs can be better understood through more advanced attack
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and defence mechanisms. A collaborative approach involving users and model providers

is essential to identifying vulnerabilities and developing effective mitigation strategies for

the future.
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Robin Staab, Mark Vero, Mislav Balunović, and Martin Vechev. 2025. Large language

models are advanced anonymizers.

James Vincent. 2023. OpenAI co-founder on company’s past approach to openly sharing

research: “We were wrong” — theverge.com. https://tinyurl.com/verge23.

[Accessed 27-02-2025].

Yuhang Yao, Jianyi Zhang, Junda Wu, Chengkai Huang, Yu Xia, Tong Yu, Ruiyi Zhang,

Sungchul Kim, Ryan Rossi, Ang Li, Lina Yao, Julian McAuley, Yiran Chen, and Carlee Joe-

Wong. 2024. Federated large language models: Current progress and future directions.

Guoshenghui Zhao and Eric Song. 2024. Privacy-preserving large language models:

Mechanisms, applications, and future directions.

https://tinyurl.com/mcoveropenai
https://ai.meta.com/blog/meta-llama-3/
https://ai.meta.com/blog/meta-llama-3/
http://arxiv.org/abs/2407.02596
http://arxiv.org/abs/2407.02596
https://tinyurl.com/aisnakeoilgpt
https://tinyurl.com/aisnakeoilgpt
http://arxiv.org/abs/2402.13846
http://arxiv.org/abs/2402.13846
https://tinyurl.com/verge23
http://arxiv.org/abs/2409.15723
http://arxiv.org/abs/2412.06113
http://arxiv.org/abs/2412.06113


94

Chapter 6

Conclusion

While large language models (LLMs) excel at tasks such as writing, coding, and reasoning,

they are riddled with their own challenges with respect to memorization and privacy,

making adoption in data-sensitive domains risky.

In our work, we quantify privacy and memorization risks with respect to Large Lan-

guage Models and propose ways to (a) quantify the privacy risks (b) understand how

adversaries can exploit the current LLM ecosystem to extract more data from language

models (c) understand users’ perspective on sharing data with LLMs, (d) quantify the

types of leakage in user-LLM conversations.

In Chapter 3, we present a more realistic adversary that is capable of extracting over

twice as much data as previously possible. We show that increased risks of extraction

persist even after deduplication. Finally, we show the extraction risks translate to real-

world domains of PII leakage and copyright-violations.

In Chapter 4, we have studied when and how users disclose PII and sensitive topics

while conversing with chatbots. We analyzed the interactions users have with LLM-

based chatbots, discussed why existing PII detection methods are limited, and highlighted

why we need better mechanisms to detect and contextualize sensitive topics. We release

our novel task and sensitive topic taxonomies to the public, along with the automatic
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annotations using these taxonomies on our sample of the WildChat dataset. We hope

that our work spurs further privacy research and brings heightened attention to the risks

involved in human chatbot conversations. To ensure safer usage of ChatGPT and WildChat

in the future, we have notified the authors of WildChat of our findings.

Our work provides perspective on privacy and sensitive disclosures that can be ben-

eficial to the development of future defences and tools, thus aiding the privacy of the

users. Our work also highlights the potential pitfalls of how we fundamentally trust

and communicate with services based on LLMs, and pushes for broader awareness of

privacy amongst the general community. As a part of our future work, we aim to build

robust solutions to mitigate the need for users to share too much information, inevitably

protecting them from data leakage from langauge models.
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