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ABSTRACT 

 

In radiation therapy an uncertainty in the delivered dose always exists because anatomic 

changes are unpredictable and patient specific.  Image guided radiation therapy (IGRT) relies on 

imaging in the treatment room to monitor the tumour and surrounding tissue to ensure their 

prescribed position in the radiation beam.  The goal of this thesis was to determine the 

dosimetric impact on the misaligned radiation therapy target for three cancer sites due to 

common setup errors; organ motion, tumour tissue deformation, changes in body habitus, and 

treatment planning errors.  For this purpose, a novel 3D ultrasound system (Restitu, Resonant 

Medical, Inc.) was used to acquire a reference image of the target in the computed tomography 

simulation room at the time of treatment planning, to acquire daily images in the treatment room 

at the time of treatment delivery, and to compare the daily images to the reference image.  The 

measured differences in position and volume between daily and reference geometries were 

incorporated into Monte Carlo (MC) dose calculations.  The EGSnrc (National Research 

Council, Canada) family of codes was used to model Varian linear accelerators and patient 

specific beam parameters, as well as to estimate the dose to the target and organs at risk under 

several different scenarios. 

After validating the necessity of MC dose calculations in the pelvic region, the impact of 

interfraction prostate motion, and subsequent patient realignment under the treatment beams, 

on the delivered dose was investigated.  For 32 patients it is demonstrated that using 3D 

conformal radiation therapy techniques and a 7 mm margin, the prescribed dose to the prostate, 

rectum, and bladder is recovered within 0.5% of that planned when patient setup is corrected for 

prostate motion, despite the beams interacting with a new external surface and internal tissue 

boundaries. 

In collaboration with the manufacturer, the ultrasound system was adapted from 

transabdominal imaging to neck imaging.  Two case studies of nasopharyngeal cancer are 

discussed.  The deformation of disease-positive cervical lymph nodes was monitored throughout 
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treatment.  Node volumes shrunk to 17% of the initial volume, moved up 1.3 cm, and received up 

to a 12% lower dose than that prescribed.  It is shown that difficulties in imaging soft tissue in the 

neck region are circumvented with ultrasound imaging, and after dosimetric verification it is 

argued that adaptive replanning may be more beneficial than patient realignment when intensity 

modulated radiation therapy techniques are used. 

Some of the largest dose delivery errors were found in external electron beam treatments 

for breast cancer patients who underwent breast conserving surgery.  Inaccuracies in 

conventional treatment planning resulted in substantial target dose discrepancies of up to 88%.  

When patient setup errors, interfraction tumour bed motion, and tissue remodeling were 

considered, inadequate target coverage was exacerbated.  

This thesis quantifies the dose discrepancy between that prescribed and that delivered.  I 

delve into detail for common IGRT treatment sites, and illuminate problems that have not 

received much attention for less common IGRT treatment sites. 
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ABRÉGÉ 

 

Des incertitudes dans la dose délivrée aux patients existent toujours car les changements 

anatomiques sont imprévisibles et spécifiques à chaque patient. La radiothérapie guidée par 

l’image (IGRT) dépend de l’imagerie en ligne afin de suivre la tumeur et les tissus sains adjacents, 

et s’assure que leur positions, par rapport au faisceau de radiation, est telle que planifiés. 

L’objectif de cette thèse a été de déterminer l’impact dosimétrique du désalignement de la cible 

par rapport au faisceau de radiation du aux erreurs d’installation, aux mouvement des organes, à 

la déformation de la tumeur, aux changements de l’habitus du corps et aux erreurs dans la 

planification du traitement. À cette fin, un nouveau système ultrason 3D (Restitu, Resonant 

Medical, Inc.) a été utilisé pour acquérir des images référence de la cible dans la salle de 

simulation tomodensitométrique au moment de la planification du traitement, et ensuite pour 

acquérir des images quotidiennes de la cible au moment du traitement. Les images quotidiennes 

ont été comparées à l’image de référence et les différences de position et volume ont été 

incorporées dans des calculs de dose Monte Carlo. La famille de logiciels EGSNRC (National 

Research Council, Canada) a été utilisée pour modéliser des accélérateurs linéaires Varian et des 

paramètres spécifiques à chaque patient ainsi que pour estimer la dose à la cible et aux organes à 

risque. 

Premièrement, les calculs de dose Monte Carlo, longs mais précis, ont été validés pour la 

région homogène du pelvis. Ensuite, l’influence du mouvement de la prostate inter fractions et du 

réalignement du patient sur la distribution de dose délivrée a été investiguée. Pour 32 patients 

nous avons démontré que l’utilisation des techniques conformes 3D combinée à une marge de 7 

mm autour de la cible se traduit par une différence de moins de 0.5% entre la dose délivrée et la 

dose planifiée pour la prostate, rectum et vessie lorsque le positionnement du patient est corrigé 

pour le mouvement de la prostate, même si les faisceaux interagissent avec une nouvelle surface 

externe et des nouveaux contours des organes internes. 

En collaboration avec le fabriquant, le system ultrason a été adapté pour l’imagerie de la 

région du cou. Nous avons suivi la déformation des nœuds lymphoïdes cervicaux positives pour le 

cancer, due à la réponse à la radiation et à la perte de poids, pendant le traitement. Le volume des 

nœuds a diminue de 17% par rapport au volume initial, les nœuds ont bougés 1.3 cm SUP et ont 

reçu jusqu’à 12% moins de dose que planifiée. Nous avons montré que les difficultés d’acquérir 

des images des tissus mous dans cette région sont contournées avec l’imagerie par ultrason, et 
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après vérification dosimétrique, nous arguons que la planification adaptive pourrait être plus 

bénéfique que le réalignement pour cette région anatomique lorsque la radiothérapie modulée en 

intensité est utilisée. 

Quelques-unes des plus grandes erreurs dans la dose délivrée aux patients ont été 

trouvées dans les traitements par faisceau d’électrons pour les patients atteints d’un cancer du 

sein et qui ont subi une chirurgie mammaire conservatrice. Les erreurs dans la planification 

conventionnelle du traitement se sont traduite en une différence de jusqu’a 88% entre la dose 

délivrée et la dose planifiée. Lorsque les erreurs de positionnement du patient, le mouvement 

inter fraction du lit tumoral et le remodelage du tissue ont été pris en compte, la couverture 

dosimétrique inadéquate a été exacerbée. 

Cette thèse quantifie les différences entre la dose planifiée et la dose délivrée aux 

patients. Les sites traités fréquemment avec IGRT ont été examinés en détail et les problèmes qui 

n’ont pas reçu beaucoup d’attention pour les sites IGRT moins communs ont été éclairés. 
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indicated with horizontal lines. 
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8.5  Dose volume histograms for the static, uncorrected (uncorr), and corrected 

(corr) scenarios for a single patient for a) the entire treatment plan for the 

clinical target volume (CTV), bladder, and rectum, b) a single fraction that had a 

10.8 mm 3D displacement for the CTV and a large CTV D95 uncorrected dose 

discrepancy (-3.0%), and c) a single fraction that had an 11.5 mm 3D 

displacement for the CTV and a small CTV D95 uncorrected dose discrepancy 
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(-0.3%). 

9.1  (a) Simulated and measured percent depth dose (PDD) curves in water for a 9 

MeV beam at 100 cm source-to-surface distance (SSD).  (b) PDDs at 105 cm 

SSD, and at 100 cm SSD with the gantry rotated 345°. All Monte Carlo error bars 

are smaller than the data points. 

144 

9.2  Dose distributions on CT1 (a, c, e, g, i) and CT2 (b, d, f, h, j) images.  The tumour 

bed, clinical target volume, and planning target volume are contoured in black.  

The prescribed isodose line is in red, and the 90%, 80%, 50%, and 10% isodose 

lines are in white. 
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9.3  Dose volume histograms for the CT2-based clinical target volume (CTV) for the 

reference scenario (no shift), for each fraction of the boost delivery considering 

TB motion, and for the combined dose summed over all fractions for three 

patients. Compared to the reference scenario, ΔR = rightward motion, Δpost = 

posterior motion, Δsup = superior motion, and Δradial = magnitude of 3D 

displacement. 
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9.4  Computed tomography tumour bed contour (black), ultrasound tumour bed 

contour (white), and a fused image set for patient 2. 
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STATEMENT OF ORIGINALITY 

 

To the best of my knowledge the results reported in this thesis have not been previously 

published using the methods and materials used herein.  This thesis reports on dosimetric 

verification of the target and organs at risk in external beam radiation therapy.  Monte Carlo 

(MC) techniques are used throughout to model the patient specific treatment beam geometry 

and to simulate the dose deposition process for all dose calculations.  A novel 3D ultrasound 

system was adapted and applied to image three cancer sites.  Image guidance in radiation therapy 

has always been a subject of interest, and it’s recent revival has lead to much work in the field, 

primarily focusing on x-ray imaging.  MC simulations have also been the subject of much 

research.  However, incorporating patient specific measurements from 3D ultrasound images in 

MC simulations is a unique idea. 

Prostate image guidance is a subject heavily reported on in the literature, yet dose 

estimates to such a mobile target have often been estimated using analytical dose calculation 

algorithms, simulated motion, and a small number of data points.  MC dose calculations 

considering tissue heterogeneities have been reported in the literature and reveal the 

shortcomings of analytical algorithms that employ heterogeneity corrections.   However, we 

revealed that even in homogeneous regions, analytical algorithms still did not match MC dose 

calculations.  We are the first group to use the combination of ultrasound measured motion and 

MC dose calculations for each fraction for a large number of patients.  We also studied the 

dosimetric discrepancy between corrected and uncorrected alignment scenarios, which no other 

group has reported on in such detail, nor included dose volume histogram data for the bladder 

and rectum.  We aim to improve on these works by using a larger sample patient population, an 

intramodality imaging system, accurate dose calculation techniques, and a dosimetric analysis 

relevant to current treatment plan evaluation methods. 

Although ultrasound imaging is commonly used in diagnostic radiology, it’s application 

in radiation therapy has been limited.  Monitoring changes in neck tissue throughout a course of 
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treatment using ultrasound is a unique idea.  Moreover, monitoring cervical lymph node position 

and geometry changes in order to verify the dose specifically to this tissue provides new 

information for the radiation therapy community. 

Little research has been done to implement treatment verification in electron beams even 

though it is known that conventional treatment planning is inaccurate, and that some treatment 

sites are known to remodel with time.  A recent study was published on the feasibility of imaging 

the tumour bed in breast cancer patients using ultrasound and on the feasibility of ultrasound-

CT registration for this site.  Yet they did not report on interfraction volume or position changes, 

or the impact on the delivered dose.  We are the first to report on the dose to the tumour bed and 

surrounding edge tissue in electron beams incorporating ultrasound measurements from 

interfraction images.   
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In this thesis, we present five manuscripts which describe the equipment used in this 

work and which describe the dosimetric impact of interfraction target position and geometry 

changes in radiation therapy.  I was first author on all manuscripts, yet the contribution from 

others was greatly appreciated. 

For all manuscripts, my thesis supervisor, Dr. Frank Verhaegen, contributed significantly 

to defining the studies, discussing results, guiding further work, and carefully revising each text.  

Each manuscript was accepted by each of the co-authors. 

The manuscript presented in Chapter 5 was a prospective study.  Te Vuong, MD, was 

responsible for referring patients to the study.  Palma Fava performed the majority of the 

ultrasound scans, always indicating my presence to the patients and followed my guidance for 

scanning.  For those radiation therapy fractions when she was unavailable, I performed the scans.  

Dr. Tony Falco was instrumental in designing and initiating the study.  I analyzed the ultrasound 

images and developed a new scanning protocol with software and hardware changes suggested to 

the manufacturer.  The volume of interest was contoured with the aid of a sonographer 

(recognized in the Acknowledgements).  I performed the phantom accuracy and precision 

measurements, and wrote the text.  Fabio Cury, MD, was consulted periodically as the study 

progressed. 

The manuscript presented in Chapter 6 is a follow up study to Chapter 5.  In this manner 

the authors made similar contributions with the addition of Emily Poon, who provided the 

software used in the analysis.  I performed all patient and phantom dose calculations.  Dr. Frank 

Verhaegen provided the code to create digital phantoms read by DOSXYZnrc.  Discussions with 

Dr. Frank Verhaegen lead to how best to present the data, and I wrote the text. 

The manuscript presented in Chapter 7 was a retrospective study performed at the 

beginning of this work.  Aichu Chang aided in collecting the treatment charts, which contain 

patient specific treatment parameters.  Fabio Cury, MD, aided in interpreting the treatment 
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charts so that I could set up the Monte Carlo simulations and run them.  Clarisse Mark taught 

me how to use the treatment planning software CADPLAN so that I could perform the dose 

calculations in CADPLAN.  I analyzed the data, developed the conclusion, and wrote the text. 

The manuscript presented in Chapter 8 was also a retrospective study.  As such, Yong 

Chen helped collect the ultrasound data for 32 patients.  I set up the simulation parameters and 

he monitored the simulation progress.  Emily Poon provided software that was used in the 

analysis.  I developed a method to incorporate measured interfraction organ motion into the 

uncorrected and corrected scenarios.  I evaluated the data and wrote the text.  The patients were 

referred by Fabio Cury, MD, and discussions with Dr. Tony Falco contributed to the final version 

of the text. 

In Chapter 9, I ran the linear accelerator commissioning simulations and compared the 
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clinical relevance of the results aided in directing the text.   
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CHAPTER 1 

General introduction 

 

1.1 Radiation therapy as treatment modality 

The discovery of x-rays by Wilhelm Roentgen in 1895 considerably advanced the medical 

world, with subsequent developments in medical imaging and treatment.  In fact, the discovery 

and initial studies of x-rays and gamma rays were based on imaging the human hand [1,2].  Less 

than 60 days after the discovery of x-rays, clinical radiation therapy was born when Emil Grubbé 

treated an advanced ulcerated breast cancer with x-rays [3].  Since the 19th century x-rays have 

played an important role in atomic and nuclear physics, with applications including equipment 

sterilization, airport security, and chemical analysis, to name a few.  Medical therapeutic 

applications of x-rays include treating cancer ― the leading cause of premature deaths in Canada, 

where an estimated 171 000 new cases of cancer will be diagnosed, and 75 3000 deaths from 

cancer, will occur in 2009 [4]. 

Ionizing radiation (> 13.6 eV) interacts with tissue through various processes depositing 

energy along its direction of travel.  It ionizes and excites atoms and molecules to create highly 

reactive chemical species that cause DNA damage and impair cellular functions for multiplication 

[5].  In this manner it is used to kill cancer cells or to shrink tumours.   It is therefore not only 

used for curative purposes, but also for palliative care where the aim is for temporary local disease 

control, and symptomatic relief resulting in increased quality of life.    

Radiation (photons and electrons) can be delivered to the patient from an external 

source, such as a linear accelerator (linac) as shown in Fig. 1.1, or from an internal source, such as 

radioactive seed implants used in brachytherapy.  External beam therapy accounts for the 

majority of treatments [6].  This treatment technique can be highly localized such as stereotactic 
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radiosurgery where the requirements for positional accuracy in dose delivery are ±1 mm and ±5% 

[7].  External beams can also cover large areas of the body such as in total body irradiation to 

promote immunosuppresion for bone marrow transplants [8].  Intraoperative radiation therapy 

combines two conventional modalities of cancer treatment where a high radiation dose is 

delivered to surgically exposed tissue in a single session [9].  In comparison with surgical 

oncology and chemotherapy, external beam radiation therapy can be delivered on an outpatient 

basis and is capable of localized treatment targeting.  It also has the distinct advantage of 

targeting not only the tumour site but also microscopic disease surrounding the tumour.  This 

flexibility and widespread medical use continuously places radiation therapy at the forefront of 

patient care. 

 

 

FIG. 1.1 A Varian Clinac iX linear accelerator mounted with a retractable 

electronic portal imaging device and an on-board kV imaging system.  Image 

adapted from www.varian.com. 

 

The interaction of radiation with tissue makes it a powerful ally to target malignant cells, 

and a powerful foe capable of damaging healthy cells.  Much recent work in the field has focused 

on tightly conforming the dose to the target, which requires accurately localizing the target in the 

radiation treatment beam.  This allows for an increase in the dose to the target while sparing 

electronic portal imaging device 

on-board kV imaging system 

linac gantry 

linac head 
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healthy tissue and organs at risk (OAR) [10-12].  A lower rate of complication may also mean 

lower cost of patient care following treatment [13].  Current trends to tighten the radiation beam 

and toward hypofractionation schemes require stringent patient positioning control [14].  

Pretreatment verification imaging is playing an increasing role in the radiation delivery process 

and has become a key component in precision radiation therapy [15].  Moreover, patient specific 

organ motion and changes in body habitus are unpredictable so that pretreatment verification 

provides the only knowledge of the actual organ position during treatment. 

1.2 Introduction to external beam radiation therapy 

Initial applications of external beam radiation therapy utilized x-rays in the orthovoltage 

energy range (50 - 300 kVp) to treat superficial lesions in patients.  The planning was simple and 

consisted of visual inspection of the patient’s surface to define the treatment area.  With the 

advent of isocentrically mounted treatment units, using either high activity radio-isotopes (Co-

60, Cs-137), or megavoltage photon beams created with linacs, medical imaging became a 

necessity for treatment planning.  Using a radiation therapy simulator treatment fields could be 

defined with respect to bony anatomy or implanted fiducial markers visible on radiographs.  A 

simulator is a machine that geometrically mimics the motions of a treatment unit, but uses 

diagnostic quality x-rays to image the patient for planning purposes.  Although this was a 

significant advance in radiation therapy planning, the position of the target was still uncertain 

due to poor soft tissue contrast, and so treatment fields were defined with generous margins. 

Dose estimates in the patient were initially estimated from measured tabulated data, but 

with the advent of computers simple planning systems used measured data and patient contour 

information to provide individualized dose distributions.  The work by Hounsfield [16] and the 

introduction of computed tomography scanners (CT) for planning meant that targets could be 

more accurately defined in 3D, and fields arranged in such a way as to maximize tumour dose 

while sparing healthy tissue.  This method of conformal planning, also named three dimensional 

conformal radiation therapy (3DCRT), gave rise to more complex planning and delivery 

techniques in use today.   

1.3 Recent developments in conformal treatment 

In the 1980s, Brahme et al demonstrated the unique potential of intensity modulated 

beams to create homogeneous concave dose distributions [17].  Fundamental to the intensity 

modulated radiation therapy (IMRT) method is the use of non-uniform radiation intensity 
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profiles (Fig. 1.2), and computer optimized treatment planning.   It has been suggested that with 

superior intensity modulation, dose conformity and resultant tumour control probability may be 

significantly improved [18].   

 

 

FIG. 1.2 Isodose lines from a conventional open field with uniform fluence profile 

(left) and from an IMRT field with intensity modulated fluence profile (middle).  

A head and neck dose distribution produced from the summation of multiple 2D 

intensity fluence maps (right).   

 

The logical extension of simple field geometry is the replacement of conventional 

collimation devices with multileaf collimators (MLC) capable of intricate patterns for detailed 

field perimeter geometries (Fig. 1.3).  Modern MLCs have many individually controlled, closely 

abutting leaves that generate arbitrary shapes.  There are three basic applications of the MLC 

[19].  Traditionally they were used to define static irregular field perimeters for 3DCRT, such as 

in the treatment of prostate cancer used in this work.  More recently MLCs have been used to 

spatially alter the beam intensity across the entire field by modulating the size, position, and 

dwell time of the gap between leaves.  This type of delivery, where the field changes shape while 

the beam is on, was used for head and neck cancers in this thesis.  A third function of the MLC is 

intensity modulated arc therapy, invented by Yu [20], which adjusts the shape as the gantry 

rotates so that the field outline matches the beam’s eye view projection of the target.   

Although most IMRT has relied on the use of MLC-based techniques, two radically 

alternative approaches were simultaneously and independently developed starting in about 1992.  

Helical tomotherapy delivers helical IMRT with a 6 MeV linac mounted on a gantry that rotates 

around a translating couch [21] (Fig. 1.4).   The radiation beam is collimated to a narrow fan using 

a small set of  64 binary collimators that are switched on/off rapidly.  The system also offers 

megavoltage computed tomography (MVCT) imaging by diminishing the nominal energy of the 
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incident electron beam to 3.5 MeV, and by detecting the transmitted photon fluence through a 

ring detector.  The most recent arrival on the scene for clinical IMRT is the CyberKnife [22].  It is 

a short linear accelerator mounted on a robotic arm that has six degrees of freedom and delivers a 

number of pencil beams of different fluence and direction.  CyberKnife determines the position of 

internal anatomy from ceiling mounted x-ray sources and a floor mounted x-ray detector, while 

infrared emitters are used to record the motion of the patient’s skin surface.  The versatility of 

IMRT lends its use to a multitude of areas and has quickly become the technique of choice for 

many treatment sites.  

 

 

 

FIG. 1.3 Millennium MLC (Varian) with leaves positioned to form a lopsided 

rectangular shape.   

  

 

 

FIG. 1.4 A Tomotherapy unit (left) and CyberKnife system (right). 

 

 

direction of 
leaf motion 
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1.4 Imaging during radiation therapy 

For many decades, improvements in radiation therapy were hampered by the inability to 

determine the 3D location of tumours accurately.  With the advent of more advanced diagnostic 

imaging modalities like multi-slice CT, 3D ultrasound, anatomic and functional magnetic 

resonance (MR) imaging, positron emission tomography (PET), and single photon emission 

computed tomography (SPECT), the accuracy of dose delivery with new treatment techniques 

has now been limited by the uncertainty in target localization at the time of treatment.  

Interfraction as well as intrafraction target movement, relative to reference landmarks, coupled 

with set-up errors and other inaccuracies add to this uncertainty.  The standard approach has 

been to add margins to the target volume at the expense of the benefits of conformal treatment 

delivery techniques [23].   

Since high accuracy and precision are essential, treatment verification imaging 

immediately prior to the delivery of each fraction has become standard practice for many cancer 

sites.  Inaccurate initial localization of internal anatomy, voluntary and involuntary patient 

motion, therapy induced time trends, natural tissue inhomogeneities, and the difficulty of 

reproducibly positioning an uncomfortable patient over a treatment course of several weeks lead 

to uncertainties far greater than the 2% attributed to dosimetry [24].  The role of image guidance 

is to achieve greater accuracy of daily target volume positioning, thus gaining knowledge of the 

location of the target volume on a daily basis.  Image guided radiation therapy (IGRT) aims to 

always position the target relative to a predefined reference point so that the treatment plan may 

be delivered as expected [24].  This may allow for reduced treatment margins, improved tumour 

control probability, decreased treatment morbidity (i.e. decreased normal tissue complication 

probability), greater target dose escalation, and the prevention of geographical misses [25,26].  

Capturing images during treatment can also be used to detect machine and operator errors. 

An image guidance system has several requirements if it is to operate within the 

environment of an external beam radiation therapy treatment room: good soft tissue contrast; 

high spatial resolution; short image acquisition time; minimal patient dose; sufficient field of 

view; and treatment machine integration capabilities [27].  The mainstay of managing position 

uncertainties has been x-ray imaging.  Imaging is easily accomplished in the megavoltage range 

using the treatment beam itself.  However, soft tissue contrast is not achieved leading to the 

advent of add-on kilovoltage imaging systems.  Other efforts have incorporated a CT imager in 

the treatment room, but this is bulky and delivers a substantial dose to the patient.  A strong 
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candidate technology to satisfy these requirements is ultrasound.  Since the late 1960s ultrasound 

has been a valuable tool in diagnostic radiology and yet it has not been fully realized in radiation 

therapy.  It is a noninvasive, relatively easy, fast, and real-time imaging technique with little 

discomfort to the patient.  In radiation therapy it has been developed to a greater extent for 

prostate cancer than for other sites, yet promising results using daily ultrasound targeting for 

patients with upper abdominal, ovarian, bladder, and breast tumours suggest an area for 

additional trial and study [28-32]. 

Daily imaging provides knowledge of the position of the target and surrounding tissue 

that facilitates target positioning under the treatment beams ― knowledge that can be used to 

generate an estimate of the actual delivered dose to the organs.  If the patient is repositioned on 

the treatment couch to account for positioning uncertainties, then the treatment beams intersect 

a new geometry placing external contour boundaries and tissue densities at positions different 

from the reference CT image [33].  In this manner, the delivered dose will differ from the planned 

dose by an unknown amount (as shown in Fig. 8.1) unless daily dose calculations are performed 

that take into account the image guidance information.   

1.5 Proposed work 

Despite the widespread use and acceptance of IGRT in radiation oncology clinics, there 

is still a considerable amount of work to be done.  For example daily verification of external 

photon beams is common, but little work has been done to implement verification for electron 

beams.  In addition, image verification systems generally relate back to the reference CT used for 

planning the treatment, yet relating a different imaging modality used in the treatment room to 

the reference CT modality is not straight forward.  Recommendations by the International 

Commission on Radiation Units and Measurements (ICRU) state that the accuracy in dose 

delivery be within -5% to + 7% [34].  Advancements in technology provide us with the tools to 

perform daily dose estimates in order to meet these requirements, yet few studies have reported 

on this information acquired from daily IGRT measurements over the course of a full treatment.  

Ultrasound target localization is not yet a fully matured technique.  Recent 

developments in 3D ultrasound and automatic contouring methods have put it on similar footing 

as other image guidance modalities.  However, it’s use in IGRT has been primarily limited to the 

pelvic region. 
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In this thesis we will explore the application of 3D ultrasound for three different cancer 

sites and use the information as a dose verification tool.  Monte Carlo (MC) methods are used in 

this work as they are the most accurate method for the determination of absorbed dose. 

This thesis consists of five manuscripts that have been either published or submitted to 

journals.  Chapter 2 provides general background information for image guidance in the context 

of the treatment planning process.  Ultrasound IGRT is also reviewed.  Chapter 3 is an 

introduction to the physics of ultrasound and medical ultrasonography.  It concludes with an 

introduction to the ultrasound equipment used in this thesis.  Chapter 4 describes how radiation 

therapy MC dose calculations are performed in this work.  Chapter 5 describes in detail the 3D 

ultrasound system used for all image guidance measurements in this work.  The chapter focuses 

on developing the equipment to image a non-typical treatment site.  This work was published in 

the Proceedings of SPIE: Medical Imaging.  Chapter 6 is a follow up study to Chapter 5 that 

incorporates the ultrasound data into a dosimetric study for head and neck cancer.  In Chapter 7 

we present proceedings published in the Journal of Physics: Conference Series.  It provides the 

reader with the importance of accurate MC dose calculations, even in an unassuming 

homogeneous region such as the pelvis.  A comparison between MC and analytical algorithms is 

made for prostate cancer.  Chapter 8 is a follow up study to Chapter 7 that incorporates the 

ultrasound data into a dosimetric study for prostate cancer. This work was published in Medical 

Physics.  Chapter 9 uses ultrasound imaging to investigate the pitfalls of electron beam treatment 

planning and dose delivery for early stage breast cancer.  For each treatment site the volume and 

position of tissue is measured throughout treatment using 3D ultrasound, and MC dose 

calculations are used to estimate the dose to moving and changing anatomy.  This work was 

published in Radiotherapy and Oncology.  Finally, Chapter 10 provides a summary of the work 

presented and suggests context for future work to be done. 
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CHAPTER 2 

Image guided radiation therapy 

 

Radiation therapy planning, verification, and delivery involve a large spectrum of imaging 

and imaging-based decision making.  During the past two decades, the treatment planning 

process ― simulation, organ delineation, plan development, dose calculation, and plan evaluation 

― has evolved from planning based on planar radiographs to planning based on volumetric image 

sets.  Often there is less information in the treatment room than there is at treatment planning 

however, advances in imaging are changing this scenario, motivated in part by an overwhelming 

acceptance of conformal treatment techniques as a standard of care for many sites. 

2.1 The radiation therapy treatment planning process  

A conventional simulator has been an integral component of the treatment planning 

process for over 30 years.  A simulator is a machine that geometrically mimics the motions and 

design of a megavoltage (MV) treatment unit (linear accelerator or Co-60), but instead uses 

diagnostic quality x-rays to image the patient for planning purposes.  2D planar transmission 

radiographs or fluoroscopic images are acquired at different gantry angles to visualize the 

resulting treatment fields, defined with delineator wires placed on the patient’s surface around 

the region of interest.  The photons produced by the x-ray tube are in the kilovoltage (kV) range 

and are preferentially attenuated through photoelectric interactions by higher atomic number 

materials such as bone.  The result is a high quality diagnostic radiograph with limited soft tissue 

contrast, but with excellent visualization of bone, lead wires, and contrast agents.  Using 

primarily bony landmarks, the target area is outlined on the radiographs.  The dose to the patient 

is estimated by scaling tabulated percent depth doses measured in a water tank for the required 

field size.  Shortcomings of the conventional simulation process are analogous to the 
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shortcomings in initial image guidance systems.  Very little anatomy, other than bony anatomy, is 

visible for the design of treatment fields, and simulators inherently lack volumetric information 

so that common plan evaluation metrics cannot be computed.   

Shortly after the introduction of computed tomography scanners in the early 1970s, they 

were proposed to replace conventional simulators in the treatment planning process [1-6].  By the 

1990s commercial CT simulator packages became available.  Anatomical information on CT scans 

is presented in the form of axial slices to generate a 3D volume.  The detectors in a CT scanner are 

sensitive to the intensity of attenuated photons and provide better grey scale resolution than a 

radiograph.  Because each pixel represents the attenuation coefficient of that tissue relative to 

water, dose calculations can be computed directly on the images.  Early on Goitein et al [3] 

suggested that CT simulators could mimic images produced from conventional simulators by 

producing a planar digital radiograph from a projection through the CT data at any angle.  This is 

known as a digitally reconstructed radiograph (DRR), and when it corresponds to a treatment 

gantry angle it is called the beam’s eye view, and provides a reproduction of anatomic features 

from the viewpoint of the treatment source.  Figure 2.1 compares images produced from a 

conventional and CT simulator.  Note that with digitization grey levels, brightness, and contrast 

can be adjusted to provide an optimal image.   

 

 

    

FIG. 2.1 (a) A conventional simulator radiograph for a head and neck patient.  

The field limits and shielding are indicated on the radiograph.  (b) A CT scan.  (c) 

A digitally reconstructed radiograph.  

 

a) b) c) 
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Three features distinguish a CT scanner used for radiation therapy purposes from 

diagnostic purposes: 1) a flat couch that mimics the treatment unit couch and allows for 

reproducible patient alignment; 2) a large bore to accommodate various patient positions (for 

example breast cancer treatment fields often require the arm to be raised above the head); and 3) 

and a laser system defining the three coordinate axes and isocentre of the CT simulator room.  

The lasers provide a reference isocentre point between the simulator and treatment rooms.  The 

intersection of the lasers on the patient’s skin (or immobilization device) in the simulator room is 

marked and used as an initial superficial alignment to the lasers in the treatment room. 

CT images are helpful for distinguishing between structures that have substantially 

different x-ray attenuation properties (air, tissue, and bone), but it is difficult to discriminate 

contiguous soft tissue structures with similar attenuation (for example soft tissue and fluid).  

This limitation has led to significant inter and intraobserver contouring differences in tumours of 

the head and neck, prostate, and breast [7-9].  Thus in clinical practice CT images are sometimes 

used in conjunction with other imaging modalities.  Virtually all treatment planning systems 

(TPS) allow the import and registration of multimodality images to facilitate structure visibility 

for contouring.  Three additional imaging modalities employed in the modern treatment planning 

process include magnetic resonance imaging, positron emission tomography, and ultrasound 

imaging.  MR provides superior soft tissue contrast but requires long acquisition times and 

suffers from geometric distortions near the edges of the images [10].  MR images also do not 

contain information that can be related to electron density so bulk density corrections to 

heterogenous tissue regions must be applied.  PET imaging can come from a stand alone PET 

scanner or a combined PET/CT unit.  The combined unit accommodates the PET and CT scanner 

in the same housing providing automatic registration between the two image sets [11].  The 

functional information from PET images can demonstrate disease before it becomes anatomically 

detectable from a CT image [12], and treatment fields can be defined accordingly.  Yet voxels of 

PET activity are converted to intensity levels so that PET-based tumour volumes are strongly 

affected by the choice of threshold resulting in substantial differences in target radiation dose.  

Ultrasound imaging also provides good soft tissue contrast, and it does not use ionizing radiation 

to acquire images.  It is also useful to image sites for which other modalities would suffer from 

artifacts such as dental fillings in the head and neck region and prosthetics in the pelvic region.  

Yet, ultrasound imaging does not provide a complete geometrical view of the patient, only 

localized regions of interest.  It also cannot be used to image regions with large differences in 
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acoustic impedance, such as air-tissue and bone-tissue transitions.  For these reasons CT 

simulators remain the cornerstone of the treatment planning process. 

The delineation of critical structures and target volumes is the basis for developing the 

treatment plan as it guides field shapes, field sizes, beam angles, and treatment technique.  The 

gross tumour volume (GTV) is the clinically visible (from images) or palpable volume.  It 

represents the volume that includes the highest density of tumour cells, and presumably, requires 

the highest dose in order to be controlled.   The clinical target volume (CTV) contains the GTV 

plus a margin in which tumour cells may reside but which are not appreciated on images.  The 

planning target volume (PTV) is a volume that is fixed in space and contains the CTV plus a 

margin that includes the best estimate of the daily set-up uncertainty including possible 

interfraction and intrafraction target motion.  It therefore includes normal tissues near the 

tumour, to which radiation is intentionally delivered.  ICRU Reports 50 and 62 guide these 

volume definitions, yet the extent of margin between the CTV and the PTV is undefined [13,14].  

The amount to which the PTV can be reduced will determine the volume of normal tissue 

receiving high dose, and thus, the maximum level of dose that can be safely delivered to the 

tumour.  If the PTV is fixed in space then the goal is to ensure that the CTV is within the PTV at 

all times.  This requires a consideration of different positioning errors.  For example, the CTV 

might not be rigidly fixed within the patient and might move relative to other tissues because of 

changes in patient position, breathing, cardiovascular movement, digestion, peristalsis, and 

variable contents of the bladder, rectum, and stomach.  These types of errors can affect the 

position and/or the shape of the CTV both inter and intrafractionally.  The CTV might also 

change shape and/or size during treatment because of the effects of radiation on the tumour [15].  

Portions of the CTV might also be able to move relative to other portions if the CTV rotates 

around a peripheral point [16].  If permanent marks are made on the surface of the patient to 

assist in reproducing set-up, errors can occur because the skin can move relative to internal 

anatomy such as during weight loss or tumour shrinkage.  If properly defined, the PTV should 

include the entire CTV for every fraction of treatment [17]. 

Conformal radiation therapy has introduced more complex planning and delivery 

techniques.  In 3DCRT, the treatment plan is developed based on trial and error from experienced 

users ― a technique known as forward planning.  Modern forward treatment planning combines 

radiation beam geometries (energy, modifiers, gantry angles, field shaping, etc.) at any orientation 

on any image to create patient specific treatment plans, which are then compared and evaluated 
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by the user.  To facilitate this process computerized 3D TPS are driven from patient image data 

sets transferred from the simulation stage.  IMRT treatment techniques have changed the process 

of treatment planning from the design of fields to the design of dose distributions.  Treatment 

plans are not described by general fields in terms of gantry angles, or beam modifiers but instead 

in terms of treatment goals and prescriptions [18].  Brahme et al [19] were the first to begin with 

known quantities of prescribed planning results and relate them back to the delivery.  Somewhat 

of a misnomer, inverse planning was later fine tuned using many computerized forward plan 

iterations [20].  Figure 2.2 illustrates the treatment plan difference between 3DCRT and IMRT 

techniques for a convex target volume. 

 

 

FIG 2.2 Comparison of treatment techniques for pelvic lymph node irradiation.  

The blue and red lines represent isodose lines for low and high dose, respectively.  

An example cumulative dose volume histogram for a typical target and critical 

structure is also shown. 

 

Treatment plans are often evaluated using isodose curves, dose volume histograms 

(DVH), and dose distribution statistics.  An isodose map portrays isodose lines of equal absorbed 
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dose.  The isodose covering the periphery of the target is compared with the isodose at the 

isocentre, and the ratio is usually within a desired range 95-100% [21].  The purpose of a DVH is 

to summarize 3D dose distribution information in a graphical 2D format.  It represents a 

frequency distribution of dose values within a defined volume.  Rather than displaying the 

frequency, cumulative DVHs represent the percent of a structure volume receiving at least a 

particular dose.  However, no spatial information is offered; a DVH does not show where within a 

structure the dose is received.  Ideally, 100% of the PTV receives the prescription dose, and organs 

at risk receive zero dose. 

2.2 Rationale for image guidance  

Imaging technologies are becoming highly adaptable, allowing integration with 

treatment delivery instead of being dedicated to planning.  Frequent imaging in the treatment 

room during the course of radiation delivery, image guided radiation therapy, is becoming a 

crucial requirement for further innovation in conformal techniques, allowing for rigorous 

delineation and irradiation of tumours.  Precision dose painting (a term coined by Ling et al [11]) 

with high dose gradients is less forgiving in terms of target localization uncertainties, thus 

warranting accurate positioning and control of organ motion during treatment delivery [23].  

Although many factors contribute to radiation therapy failures, retrospective studies have shown 

a strong correlation between local recurrence and inadequate high dose coverage of the target 

volume [24,25].  IGRT acquires instant knowledge of target location and geometry during 

treatment in order to better align the patient under the treatment beam.  Image guidance is an 

important link and a major player in the treatment chain. 

The 3D image acquired during CT simulation is but a snapshot in time, whereas a course 

of radiation therapy may begin a few weeks after planning image acquisition, and last up to six 

weeks, so that long term geometrical changes may necessitate replanning.  Verification imaging 

may lead to repositioning if gross misalignments are detected.  But the benefits of frequent in-

room imaging do not stop at patient alignment.  Verification imaging creates a record for quality 

assurance and educates staff on treatment practices and geometric uncertainties.  Large set-up 

errors are more likely to be detected with frequent imaging, and interventions to reduce errors 

could be implemented sooner than usual [26].  Imaging at the time of treatment might also 

increase awareness of the range of organ motion, set-up errors, and changes in tumour size and 

shape that take place in time frames relevant to radiation therapy.  For example, the varying 

position of the prostate every day has been correlated with bladder and rectum filling [27-29] 
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leading to recommendations for patient preparation before treatment.  A study using cine MR 

imaging reported intrafractional prostate motion up to 11.7 mm along the superior-inferior 

direction during a 9 minute time frame [30].  Another reported that 29% of patients exhibited 

anterior-posterior prostate displacements exceeding 5 mm [31].  In the head and neck region 

weight loss may have led to an increase in spinal cord dose that was detected only in the presence 

of frequent imaging [32].  Another example demonstrated that IGRT and adaptive replanning of 

lung cancer resulted in an average reduction of 21% in the volume of healthy lung receiving 20 Gy 

or more, with a resultant reduction in the risk of toxicity [33]. 

In combination with IMRT, IGRT has paved the way for more aggressive treatment 

schedules especially in sites in which normal structure complications limit dose escalation.  

Classic radiation schedules use daily fractions of 1.8-2 Gy for a total of approximately 70 Gy.  

These schedules are a burden for patients requiring daily visits to the hospital and demand a lot 

of machine time.  The concept of delivering partial tumour boosts was developed some years ago 

[34], but hypofractionation is only now being translated to the clinic [35,36].  Some authors have 

reported late toxicity effects in breast cancer hypofractionation [37,38] making frequent in-room 

imaging, ideally nonionizing imaging, even more important.  

IGRT techniques have also been used to reduce the impact of short term motion such as 

breathing.  One solution to the management of mobile tumours is to gate the radiation beam so 

that radiation is delivered only at a specific time during the breathing cycle, such as full inhale or 

full exhale.  Another method that does not require patient intervention and active breathing 

control is beam tracking, which images the target and follows it dynamically with the radiation 

beam on [39].  IGRT combined with beam tracking was first implemented in a robotic 

radiosurgery system (CyberKnife, Accuray Inc., Sunnyvale, CA) [40-42].  

2.3 Geometrical uncertainties and margins  

In radiation therapy there are many error sources that act during treatment preparation 

and execution to limit delivery accuracy.  The CTV contour represents the target volume to be 

irradiated as it contains malignant disease and areas susceptible to malignant disease.  However, 

the geometrical errors in target delineation, patient set-up variation, organ motion, and beam 

set-up require a safety margin to ensure that the planned dose is actually delivered to the CTV for 

(almost) all patients. 

As working definitions, uncertainty refers to the standard deviation of a set of 

measurements, and error refers to any known deviation between planned and executed treatment 
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[43].  Therefore, there should be a known probability of the error lying somewhere within the 

range of uncertainty [44].  Geometric uncertainties in radiation therapy are often divided into 

systematic and random errors.  Systematic error exists because the simulation target position 

may differ from the average target position.  Random error is the day-to-day deviation from the 

average target position.  Of the two, systematic errors are more important because, if 

uncorrected, would be propagated throughout treatment.  As to random error, its detrimental 

effect is usually smaller, and may already be accounted for in the safety margin [43,45]. 

Delineation uncertainty is a purely systematic error as it affects all treatment fractions in 

the same manner.  Delineation of the target volume depends on the imaging modality, the 

resolution of the image [46], and intra and interobserver effects [47-48].  These effects are due to 

differences in the interpretation of simulator images.  Patient set-up variation has systematic and 

random components.  In particular, motion of skin over skeletal structure limits the 

reproducibility of aligning the patient to the room lasers based on surface marks.  Efforts to 

improve this step include rigid immobilization devices, such as a mesh mask for head and neck 

cancers [49].  Well defined set-up protocols have enabled some clinics to achieve a set-up 

uncertainty of 2 mm in each direction for prostate cancer [50].  Organ motion also has systematic 

and random components.  For target volumes near the lung or diaphragm, tumour movement 

with 23 cm amplitude has been reported [51].  Particular to these lesions is that the images may 

also be blurred due to respiratory and cardiac motion.  Another form of geometric error that 

impacts patient positioning is the calibration of the simulation and treatment rooms’ isocentre 

and laser coordinate system.  These are usually specified to be accurate within 1 mm [52].  

It has become common practice to specify target localization errors (set-up and organ 

motion) in terms of the safety margins that would be required to encompass the CTV at every 

fraction if image guidance was not used.  The components of the margin calculations are shown 

in Fig 2.3.  Assume that for a population of patients image guidance was used to determine the 

daily CTV position with respect to the planning position determined at simulation.  The mean 

and standard deviation (SD) of daily errors (displacement from the planning position) are 

determined per patient (patient mean and patient SD).  The group systematic error (M) is then 

the mean of all patient means.  Ideally M should be zero, but in reality it is a function of how well 

the situation at planning represents that at treatment.  The systematic (interpatient) error (Σ) is 

the SD of all patient means.  Σ is sometimes called the preparation error because it describes how 



21 
 

reproducible treatment preparation is performed.  The random (intrapatient) error (σ) is the root 

mean square average of patient SDs and represents the execution error [43].   

 

 

  Patient 1 Patient 2 Patient 3  

 Fraction 1 1 -1 -1  

 Fraction 2 3 0 -2  

 Fraction 3 2 1 -1 Mean = M = 0.22 

 Mean 2 0 -1.33 SD = Σ = 1.68 

 SD 1 1 0.58 Root mean square = σ = 0.75 

 

FIG. 2.3 The components of systematic and random target positioning errors 

used in margin calculations. 

 

Several margin recipes have been published, and later on refined over the years.  In 1995 

Austin-Seymour et al described a margin taking into account patient set-up, patient motion, and 

lung tumour motion by cylindrically expanding the CTV [53].  Bel et al proposed methods of 

producing a PTV assuming rigid body translations and rotations of the CTV [54].  They showed 

through simulation that a margin for random deviations of 0.7σ is adequate to maintain 95% dose 

coverage, which was later shown to be treatment technique specific [55].  Killoran et al 

introduced the concept of probability of prescription dose using numerical simulations [56].  The 

margin was iterated to ensure coverage up to a given dose for a given fraction of the patient 

population.  Fontenla et al described how margins may be optimized on the basis of not only 

target volume coverage but also on normal tissue irradiation [57].  Stroom et al was one of the 

first groups to use coverage probability to derive margins [58].  Their equation 2Σ + 0.7σ was 

specific to the prostate PTV and was formulated from the criterion that on average more than 

99% of the CTV should receive at least 95% of the prescribed dose.  The authors used clinically 

shaped CTVs and clinical dose distributions in its derivation.  Some authors have incorporated 

biological parameters in their margin recipes, such as tumour control probability [59-61].  One of 

the more well known margin recipes, also derived from measured prostate errors, 2.5Σ + 0.7σ, was 

introduced by van Herk et al to guarantee that 90% of patients in the population receive a 
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minimum cumulative CTV dose of at least 95% of the prescribed dose [62].  Although one of the 

more rigorously developed recipes, the authors assumed a spherical CTV, did not take into 

account organ rotation or deformation in addition to translation, and they warn that this 

approximation is only valid for a given beam penumbra used in their work.  Note that Σ and σ are 

vectors allowing the equation to be used for defining nonisotropic margins. 

Margin recipes have also been derived for more specific applications such as respiration 

and external electron beam techniques.  Equations that consider respiration motion often weight 

the peak-to-peak amplitude of the breathing cycle more heavily than systematic and random 

errors [63-66].  A guideline for CTV to PTV expansion for electron beams was presented in ICRU 

Report 72 [67].  However, the method is based on Stroom et al’s work, which makes a number of 

assumptions that do not hold for electron beams [68].  Stroom et al and van Herk et al assumed 

that the treatment plan beam arrangement would conform the dose distribution to the target in 

three dimensions.  The more usual situation in external electron beam therapy is to use a single 

field of beam energy appropriate to the depth required to ensure adequate PTV coverage.  The 

effect of geometrical errors parallel to the beam will be very different from the effect of 

geometrical errors nonparallel to the beam.  Moreover, unlike photon beams, the width of an 

electron beam penumbra is larger and varies more rapidly with depth and energy. 

2.4 The effect of geometric errors on the dose  

It is well known that set-up errors and organ motion compromise the accuracy of the 

planned dose delivery [69].  Set-up errors and organ motion will cause the dose distribution to be 

shifted and blurred.  One method of evaluating the impact of random motion on the delivered 

dose is to convolve the static treatment plan with a Gaussian blur probability density function 

(PDF) that describes random motion [70].  This method assumes the Gaussian is centered at zero 

and so does not consider systematic offsets.  Whereas the blurring of the dose distribution 

because of random errors (or respiration) over a large number of fractions is predictable, 

systematic motion will be unknown for each patient until it is actually measured [43].  Undoing 

these effects by correcting for motion will still cause the dose distribution to differ from that 

planned.  This is because the patient is initially aligned with skin marks as they were in the CT 

simulator room.  Realigning the patient by shifting the treatment couch may bring the target 

back to the isocentre but it has also changed the position of the external surface and internal 

anatomy interfaces with respect to the beam.  The target may now be at a different depth and the 

beams may pass through different tissue heterogeneities. 
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2.5 Different approaches to image guided radiation therapy  

2.5.1 Online and offline techniques  

In general, image guided decisions and adjustments can be grouped into two categories: 

online and offline.  An online correction approach refers to immediate intervention.  That is, 

frequent (can be at every fraction) interfraction images are acquired in the treatment room, in the 

treatment position, and after initial skin alignment to the room lasers.  The images are 

immediately evaluated on the basis of predefined thresholds by comparing the current image to 

the reference image captured at simulation.  If deemed necessary, translations of the treatment 

couch are the most frequent method to adjust for positional offsets of the target.  Rotational 

corrections are possible using specialized couches, but this is not routine [71].  Alternatively, an 

offline approach refers to the acquisition of frequent images without immediate intervention.  

After a small number of fractions have been delivered, the systematic component of geometric 

uncertainty can be calculated, and a correction applied by repositioning the treatment couch by 

the same amount for all future fractions [72,73].  There is general agreement that 3-5 imaging 

sessions would be sufficient for the correction of systematic error, with subsequent periodic (i.e. 

weekly) checks for additional assurance, allowing for a large step in margin reduction with 

limited workload [74,75].  An advantage of online corrections is that both systematic and random 

errors are corrected efficiently.  A disadvantage is that analysis and corrections must be fast, 

simple, and unambiguous.  The rationale for offline correction strategies is that margin 

requirements are dominantly determined by systematic errors and much less by random errors.  

Approaches resulting in adaptation of machine or treatment parameters are referred to more 

generally as adaptive radiation therapy (ART) [76].   

Beam tracking is inherently an adaptive approach where the radiation beam itself is 

moved and the patient remains stationary.  The CyberKnife system continuously monitors and 

tracks the target during radiation delivery such that intrafraction motion is accounted for  [77].  

Gated radiation therapy [78] and active breathing control techniques [79] are alternate methods 

to tumour tracking.  For example, the conventional solution to correct for respiratory motion is 

to expand the PTV, but if the time-averaged tumour position is accurately known then the 

required margin for respiration is relatively small [63,80].   
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2.5.2 Registration methods and segmentation 

An extremely important feature of IGRT is the ability to register the daily images to a 

reference image set in order to compare or integrate data obtained from different measurements.  

Image registration involves spatially transforming the daily image to align with the reference 

image.  Linear, or rigid, transformations include translation, rotation, and scaling.  Linear 

transformations are global in nature and cannot model local geometric differences between 

images.  Non-rigid, or deformable, transformations are capable of locally warping the daily image 

to align with the reference image [81].  Rigid registration has been successfully applied to 

radiation oncology practice and is familiar to most practitioners.  Deformable registration is more 

complicated because it entails modeling voxel dependent distortion.  Registration can be 

performed via manual, landmark-based, surface-based, or intensity-based techniques [82]. 

Computerized segmentation also plays a role in registration if the transformation 

between two image sets is based on the centre of mass or the surface of a reference organ.   In 

most cases segmentation is performed manually in a slice-by-slice fashion such that daily manual 

segmentation becomes unrealistic and is prone to interobserver discrepancies.  Automatic 

segmentation methods include using threshold or greyscale information, which represent good 

examples of a intensity-based method, or using an a priori physical model of the region of interest 

with a deformable external boundary, which represents a good example of a model-based method 

[83].    

2.5.3 Evolution of image guided modalities 

In early approaches, the patient was positioned before treatment by inferring the location 

of internal anatomy from skin marks.  At this time, the emphasis of positioning accuracy was 

mostly focused toward immobilization, and applying conservative margins ensuring target 

coverage, rather than toward imaging.  In these days in-room imaging was mainly used to verify 

immobilization techniques and not as a positioning technique on its own [84].  The most 

widespread method to image internal anatomy at the time of treatment used the MV treatment 

beam itself.  In 1988 the Canada Post Corporation produced a commemorative stamp, illustrating 

the early adoption of verification imaging with the introduction of Co-60 treatment machines.  In 

FIG 2.4 a diagnostic x-ray tube is shown mounted to the right of a 1951 machine head in order to 

obtain good-quality images from the perspective of the therapy beam [85,86].  
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FIG. 2.4 A Canada Post Corporation commemorative stamp produced in 1988. 

 

Initially radiographic film was used but it was not so common in the era before linacs.  

Analysis of these port films was difficult, tedious, prone to error, and time consuming.  Various 

deficiencies included delay in film development, low contrast, noise associated with film 

granularity, batch-to-batch inconsistencies, susceptibility to under and over exposure, and poor 

resolution due to the source size of the Co-60 device [87].  Rabinowitz et al reported limiting the 

number of patients verified with radiographic film to a maximum of two per treatment unit per 

day as it would otherwise impact workflow [88].  A matrix ionization chamber was suggested as 

an improvement [89], and methods had been described to optimize film radiography with metal 

or luminescent screens [90].  The logical future development was to bypass the use of films and 

obtain images directly in electronic format [91]. 

Digital non-film technology began in the 1980s and became widespread in the 1990s.  

Electronic portal imaging devices (EPID) were soon reported to be used for daily or weekly 

online corrections [92,93].  EPIDs are a planar IGRT technology mounted to the treatment 

delivery system distal to the patient (Fig. 1.1).  In this respect the imaging isocentre is identical to 

the treatment isocentre and multiple gantry positions can be used to obtain 3D information [94].  

Moreover, an EPID can be used for dose measurements making it a valuable tool for quality 

assurance and dosimetric treatment verification [95,96].  Nevertheless, there are two shortfalls of 

MV portal imaging similar to conventional simulators.  First of all, planar images are acquired 

and registered to a volumetric CT image.  This is approximated by aligning DRRs and in-room 

MV x-rays as if they were each 2D images, limiting the ability to assess rotational changes in 
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target position.  Cone beam CT (CBCT) is a new technology which generates 3D images from 2D 

portal projections.  Swindell et al first proposed to use the treatment beam to perform MV 

computed tomography of the patient in the treatment position [97].  The cone beam 

implementation of that idea was first investigated by Mosleh-Shirazi et al [98].  During MV 

CBCT acquisition the treatment beam collimation is opened to a large field to encompass the 

whole field of view of the patient, and the EPID is used to obtain 2D projections.  In this manner 

CBCT operates on the same principles as CT systems, except that it allows a volumetric CT 

image to be reconstructed from data collected during a single gantry rotation. 

Second of all, MV imaging still suffers from detectors that have poor detection quantum 

efficiency in the MV energy range resulting in a poor signal-to-noise ratio.  Soft tissue contrast is 

also reduced because the primary interaction in human tissue in the MV treatment range is 

Compton scattering.  MV images primarily show skeletal anatomy and some features with sharp 

density changes from surrounding tissue (lung, trachea, skin) [100].  A surrogate set of anatomic 

landmarks are sometimes used to infer target position.  For some anatomy, reasonable surrogates 

exist (for example, the skull for a tumour in the brain), but others are less certain (for example, 

the prostate).  Target visualization has been enhanced by implanting radio opaque fiducials in or 

near the tumour.  The fiducials are not only highly visible, but generally present a simpler 

geometric object such as a point or a line, thus enhancing the reproducibility of alignment.  More 

recently, radiofrequency transponders have been developed that can be inserted in or near the 

tumour.  These systems are coupled with a local antenna array in the treatment room that can 

sense and locate the transponders relative to the treatment beam real-time [100].  Alternatively, 

the approach of using diagnostic kV x-rays for treatment set-up verification is not new.  kV 

CBCT uses conventional x-ray tubes that are typically mounted perpendicular to the gantry head 

with an opposing flat-panel detector (see Fig. 1.1).  While MV CBCT may offer advantages in 

terms of less radiation scatter, less imaging artifacts due to the presence of metal, and simplicity 

of mechanical integration with a linear accelerator, kV CBCT offers significant performance 

advantages such as improved image quality (because of the larger differences in the attenuation 

coefficient in tissues), reduced patient dose compared to daily MV imaging, and the ability to be 

used in fluoroscopic mode during treatment [101].  Despite these clinical advantages, kV CBCT 

also suffers from a high degree of scatter as well as artifacts due to the presence of large 

heterogeneities [102].   

Room mounted kV x-ray imaging sources have also recently been introduced [103,104].  

The x-ray sources and imagers are fixed on either the floor or ceiling.  Being independent of the 
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beam delivery device, they are particularly stable and suitable for real-time internal fiducial 

marker tracking allowing motion management during treatment.   

A kV imaging modality that is widely accepted and familiar to radiation oncology 

departments is a CT scanner.  Some clinics have installed CT scanners directly in the treatment 

room (CT-on-rails) in order to register images of the same modality [105-107].  In this manner the 

CT and linac share a common treatment couch minimizing patient motion between position 

verification and treatment.  Integrated in-room MR systems are also under development yet none 

have reached commercial application [108,109].  Recently a design has resolved the mutual 

interference between the MR imager and linac such that the MR imager’s magnetic field does not 

interfere with the trajectory of electrons in the linac waveguide, and the radiofrequency signals 

from each system do not interfere with the operation of the other system [110]. 

2.6 Ultrasound based localization 

Ultrasound based localization reserves a unique role in radiation therapy.  It does not use 

ionizing radiation to produce an image, and is second only to portal imaging in its age since 

commercial clinical implementation [111].  It is one of two modalities that provides intramodality 

image registration of simulation and in-room images, and it was one of the first to provide for 

routine volumetric imaging at treatment delivery, the other being in-room CT.  It has been 

instrumental in the development of IGRT and has substantially advanced prostate localization 

and dose escalation studies.   

Ultrasound imaging was the first effective soft tissue imaging modality used in diagnostic 

radiology as it provided tomographic views of anatomy, and it is now one of the most widely used 

diagnostic imaging modalities.  After the introduction of ultrasound, CT and MR were 

introduced for disease diagnosis and management, yet ultrasound imaging retained its unique 

advantages of real-time imaging (without delivering a dose, unlike fluoroscopy), low cost, relative 

ease of use, and the equipment was small enough that it could be moved between rooms [112].  

These advantages were carried over into radiation therapy with the introduction of 2D 

transrectal ultrasonography ― a relatively new imaging modality in 1990.  One of the earlier 

studies on ultrasound IGRT in 1996 was to determine whether a real-time ultrasound imaging 

and targeting system for the treatment of prostate cancer was feasible [113].  The initial phase of 

the project included a study to develop and determine software for the fusion of ultrasound 

images to standard CT images, and to determine the potential reduction in conventional field 

sizes with real-time imaging.  It was determined that lateral field sizes could be reduced up to 
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47%.  The authors also concluded that prostate position could be determined with certainty on a 

regular basis with transrectal ultrasonography, the amount of normal tissue in high dose volumes 

could be reduced, and that this approach may reduce acute and chronic morbidity to allow for 

dose escalation.   

Image guidance for prostate cancer has been a leading application of ultrasound imaging 

in radiation therapy because of the prostate’s accessibility for imaging in this modality.  In 

brachytherapy advances in transrectal ultrasound image reconstruction [114], robotic aids [115], 

and radioactive seed segmentation [116] permitted prostate planning, guiding, and seed 

implantation in the same session, thereby avoiding problems of repositioning, prostate motion, 

and prostate size/contour changes between the preplan and implantation.  In external beam 

radiation therapy transabdominal ultrasound imaging is an online image guidance technique that 

uses rigid registration.  It has been used for upper abdominal and pelvic tumour IGRT.  In the 

abdomen, sites such as liver, gall bladder, pancreas, and retroperineal tumours have successfully 

been imaged with ultrasound and registered to the reference CT scan, allowing for individualized 

reduction of safety margins due to improved daily target alignments [117,118].  Transabdominal 

ultrasound had an important impact on, and had become the de facto standard in, daily targeting 

for prostate cancer [117].  Some of the reasons for ultrasound’s popularity was that it was a non-

radiographic localization tool, did not require a surrogate to visualize the target, images could be 

acquired without leaving the treatment room, and localization could be completed within five 

minutes [119].  

 The first commercial implementations of transabdominal ultrasound used 3D localizing 

systems, but visualization was only in two dimensions.  A 3D visualization system came a few 

years later, and was also equipped with site specific semi-automatic segmentation and 

intramodality registration capabilities (Restitu (Resonant Medical Inc., Montreal, QC)).  

Intramodality position verification was made possible by installing a second ultrasound system 

directly in the CT simulation room.  Not only could ultrasound images in the simulation room be 

compared with the treatment room ultrasound images, but because they shared a common 

coordinate system with the CT simulator they were implicitly registered to the CT images and 

could aid in target delineation.  It has been reported that intramodality registration may be more 

accurate [120], as different imaging modalities portray the same organ with different shapes and 

sizes [121-123]. 

Subsequent to 1996, advancements paved the way for more aggressive treatment 

schedules and significantly helped to reduce complications.  Well known examples are the dose 
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escalation protocols in prostate cancer, which resulted in improved biochemical control rates 

while preventing an increase in rectal and bladder complications [124,125].  Ghilezan et al 

showed that "perfect" targeting of the prostate permitted an average increase in dose of 13% while 

maintaining an equivalent risk of rectal toxicity.  Importantly, the spread of individual gains 

through IGRT varied by more than 30%, indicating that patient specific geometric factors weigh 

heavily on the actual benefit of image guidance, a result also found in this thesis (Chapter 8) 

[126].   

Soon after the introduction of ultrasound in radiation therapy, it’s localization 

measurements were compared to other methods, notably with portal imaging and prostate 

implanted fiducial markers [127-129], and with CT [130].   X-ray imaging with fiducial markers is 

not resistant to errors as the number and location of implanted markers affect the accuracy and 

reliability of daily alignment [131], and the markers have been reported to migrate over time [132].  

A conclusion can be drawn that prostate imaging modalities have been compared only to find 

that they are not inter-replaceable.  It has also been reported that the act of acquiring an 

ultrasound image may displace the prostate due to the pressure from the transducer on the 

patient’s lower abdomen [133].  More recent studies have reported that displacement due to 

probe pressure is negligible [134].  It has been argued that ultrasound imaging is susceptible to 

interobserver effects [135], yet as with any new technology, experience is correlated with high 

interobserver consistency and improved reproducibility [136].  On the other hand ultrasound 

imaging has been shown to have less interobserver delineation variation than CT for breast 

cancer [137], and it has been predicted that further community experience with 3D ultrasound 

will improve its accuracy [138]. 
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CHAPTER 3 

Medical ultrasonography 

 

The basic physics behind ultrasound and ultrasound devices is presented in this chapter.  

First, mechanical wave generation, and the materials used in medical ultrasound equipment are 

presented.  Second, wave propagation and image formation are described.  The chapter ends with 

an introduction to the ultrasound equipment used in this thesis. 

3.1 The piezoelectric effect 

The discovery of the piezoelectric effect by the brothers Pierre and Jacques Curie in 

France in 1880 marked a breakthrough development in harnessing ultrasound for many 

applications.  The Curies, however, did not predict the converse piezoelectric effect, which was 

mathematically deduced from fundamental thermodynamic principles by Gabriel Lippmann in 

1881 [1].  The first practical application for piezoelectric devices was sonar (sound navigation and 

ranging), first developed during World War I.  After the end of World War II, advances in 

ultrasound technology brought improved possibilities for medical applications.   Two researchers 

are noted in the history of ultrasound and medical imaging.  Karl Theodore Dussik from Austria 

published the first paper on medical ultrasonics in 1942 based on his research on transmission 

ultrasound investigations of the brain [2].  In 1958 Professor Ian Donald from Scotland, who 

developed practical technology, including tissue differentiation in live volunteer patients, wrote 

one of the most important papers for the field of diagnostic medical imaging [3].  Further 

technical developments by Donald led to obstetric applications, thereby solidifying the role of 

ultrasound in medicine by the late 1970s. 

The piezoelectric effect is exhibited in dielectric solids that produce a voltage across 

their surfaces when a mechanical stress (pressure) is applied.  The mechanical stress displaces 
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the dipoles resulting in a temporary excess of surface charge.  Conversely, a mechanical strain 

(deformation) results when an electric field is applied.  For linear elastic materials, stress and 

strain are linearly related via Young’s modulus as described in Hooke’s Law.  The amount of 

dipole displacement, D , is also linearly related to the applied stress, σ, via the piezoelectric 

charge constant, d , which measures the material specific polarization generated per unit of 

mechanical stress.  

 

 D d  (3.1) 

 

In general, greater stress applied will induce a greater charge displacement and produce a greater 

voltage between the surfaces [4].  

Exposed to an alternating electric field a piezoelectric material will change dimension 

cyclically at the frequency of the field.  The frequency at which the element vibrates most readily, 

and at which electrical energy is most efficiently converted into mechanical energy, is the 

resonance frequency.  The electromechanical coupling coefficient, ck , is a measure of the energy 

conversion, and is the ratio of electrical/mechanical energy out to mechanical/electrical energy in.  

The resonance frequency is determined by the composition, shape, and volume of the element.  

Generally, a thicker element has a lower resonance frequency than a thinner element of the same 

shape.  The term ultrasound applies to acoustic energy with a (resonance) frequency above 

human hearing, ~20 kHz.  Medical diagnostics operates within the range of 2-20 MHz [5].   

3.2 Piezoelectric ceramics 

Preceding the advent of piezoelectric ceramics in the early 1950's, piezoelectric crystals 

made from quartz were primarily used.  Natural piezoelectric crystals have a large number of 

dipole moments but no net moment until a stress is applied.  Many crystals exhibit a small 

piezoelectric effect at low temperatures but are unsuitable for ultrasound imaging because these 

properties do not exist at room temperature.  In analogy to ferromagnetic materials, the Curie 

temperature is also used in piezoelectric materials to describe the temperature above which the 

piezoelectric properties disappear due to thermal oscillations that compete against the dipole 

tendency to align.   Man made ceramic materials such as lead zirconate titanate (PZT) have been 

developed with improved properties, and can be tailored to specific requirements.  For example, 

ck for quartz is 0.11 whereas ck  for PZT is 0.7 [6].   
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Ceramics capable of exhibiting piezoelectricity are also ferroelectric materials that 

exhibit hysteresis.  Groups of dipoles with parallel orientation are called Weiss domains, which 

are randomly oriented in ferroelectric and ferromagnetic materials.  When the material is heated 

and a strong electric field is applied (>2000 V/mm), the Weiss domains align and roughly stay in 

alignment upon cooling, leaving a remnant polarization.  This hysteresis treatment is known as 

poling.  The electric field causes expansion or contraction parallel and perpendicular to the field 

(Fig. 3.1).  The material can be depoled by reversing the poling voltage, increasing the 

temperature beyond the material’s Curie point, or by inducing a large mechanical stress.   

 

 

 

FIG. 3.1 Poling of a ferroelectric material to induce remnant polarization. 

 

A traditional PZT ceramic is a mass of perovskite crystals arranged in a cubic lattice (Fig. 

3.2) with a symmetric arrangement of positive and negative charges.  After poling the unit cell 

exhibits asymmetry and a dipole moment.  The remnant polarization permanently elongates the 

unit cell.  

 

 

FIG. 3.2 The unit cell of PZT before and after poling. 
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Piezoelectric ceramics are the most widely used materials for actuator and sensor 

applications.  Examples include scanning tunnelling microscopes, airbag sensors, microphones, 

inkjet printers, electric drum pads, and telescope mirrors.  Ceramics manufactured from PZT 

exhibit great sensitivity and high operating temperatures [6]. 

3.3 Wave propagation 

An oscillating piezoelectric element, compressing and expanding, generates a mechanical 

wave that propagates in surrounding media, whose particles move parallel to the direction of the 

wave.  Such a longitudinal pressure wave has high and low density regions.  The speed of the 

wave is determined by the elastic properties of the transporting medium.  The speed of the wave, 

c, is not to be confused with the speed of the vibrating molecules in the medium, v.  The mass and 

spacing of the molecules, and the attracting force between them, have an effect on the speed of 

the wave as it passes through.  Ultrasound waves travel faster with increasing medium stiffness, 

and slower in compressible materials.  The speed of ultrasound in different media relevant to 

radiation therapy is presented in Table 3.1.   

 

Table 3.1 Characteristics of media that are relevant to diagnostic ultrasound [7]. 

Medium Density (kg/m3) Impedance (kg/m2/s) Speed (m/s) 

Air at STP 1.29 394 331 

Lung 400 0.26 x 106 650 

Fat  920 1.33 x 106 1446 

Water 1000 1.48 x 106 1480 

Blood  1050 1.66 x 106 1566 

Muscle 1070 1.65-1.74x 106  1542-1626 

Bone 13801810 3.75-7.38 x 106 2070-5350 

 

The characteristic acoustic impedance of a medium, 0Z , is a frequency dependent parameter.  For 

a plane wave, 

 

0Z c   (3.2) 

0  Z f  (3.3) 
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where ρ is the mass density of the medium,    is the wavelength, and f  is the frequency.   

There are four types of interaction between an ultrasound wave and the propagating 

medium: reflection, refraction, scattering, and absorption.  Differences in impedance between 

media cause the wave to be reflected and refracted at interfaces.  The direction of the reflected ray 

(the echo) is governed by Snell’s law of reflection, which states that the angle of incidence equals 

the angle of reflection (Fig. 3.3).  

 

 

FIG. 3.3 Diagram of an incident wave on a boundary between media with 

different impedances.  The definition of the angles of incidence (i), reflection (r), 

and refraction (R) are defined. 

 

The reflection coefficient, RA, gives the ratio of the amplitude of the reflected wave to the 

incident wave.  If RA = 1, then the wave is completely reflected.  Similarly, the transmission 

coefficient is given by TA = 1 - RA.  The reflection coefficient is on the order of 0.01 (1%) for soft 

tissue interfaces, 0.41 for skull/brain interfaces, and 0.99 for muscle/air interfaces [7].   
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Specular reflectors are large interfaces in the body between two different tissues, such as 

the heart and the lung.  Specular reflectors are large compared to the wavelength of the wave and 

act as smooth surfaces so that the law of reflection applies.  The greater the difference in 

impedance of the two materials (Z2 - Z1), the greater the bias towards reflection and the larger 

the amplitude of the reflected wave.  Nonspecular reflectors are small compared to the 
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wavelength and result in diffuse reflection where the wave is reflected in many directions, thus 

producing a low intensity reflection.   

The basic idea behind ultrasound imaging is to send waves into the body, and to receive 

reflected waves (the echo).  The return time of the waves provides the depth of the reflecting 

interface.  For a single piezoelectric element to register a reflected echo, the wave must be 

reflected back along the same path.  Only when the incident wave is perpendicular to the 

interface will the reflected wave be received by the element (i.e. only when the angles of 

incidence and reflection are zero).   

Ultrasound waves also interact through scattering and absorption, which attenuate the 

wave thereby reducing the signal strength as the wave travels through the patient.  Scattering 

processes reflect the wave away from the transmitting element.  Hyper and hypoechoic are terms 

that describe regions of higher and lower scatter amplitude, respectively.  Most organs have 

characteristic structure that gives rise to a defined scatter signature.  The signature can be used in 

tissue typing [8].   

The attenuation coefficient, μ, is a measure of the relative intensity loss per centimeter of 

travel in a given medium for a given wave frequency.  It varies approximately with 2f  for water 

and 1.2f  for soft tissue [7].  There is a rule of thumb that μ ~ 0.5 dB/cm/MHz in soft tissue.  

Attenuation is exponential so there is a depth beyond which we cannot detect returned echoes.  

This depth depends on the frequency of the wave as lower frequency waves penetrate deeper.  

Lower frequency waves cause less molecular vibration and friction so that less energy is lost to 

heat and is absorbed.  This effect also depends on the amplitude of the wave, but in the medical 

diagnostic range it is small as normal tissue perfusion dissipates heat quickly.  Nonetheless, 

ultrasonic heating has been used in cancer therapy where tumours heated to > 43 °C can be 

treated effectively with a much lower dose of x-rays than an unheated tumour.  High intensity 

focused ultrasound (HIFU) is also used to heat and destroy malignant tissue [9].  The choice of 

wave frequency is a trade-off between spatial resolution of the image and imaging depth: lower 

frequencies produce less resolution but image deeper into the body.  For this reason abdomen, 

foetal, OB/GYN, and pelvic applications use frequencies around 3.5 MHz, whereas 

musculoskeletal and superficial applications use frequencies around 10 MHz [9].  Soft tissue is 

composed of a matrix of solid constituents that introduce inhomogeneities that are responsible 
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for both scattering and absorption [10].  At 3.5 MHz, nonspecular reflectors are on the order of 

0.4 mm.   

3.3.1 Nonlinear propagation 

When mechanical waves propagate through a material, they act as a force that creates 

localized pressure changes.  The speed of sound in a compressible material increases with 

pressure because the molecules transmitting the energy are closer.  As a result, the wave travels 

faster during the high pressure phase of the oscillation than during the lower pressure phase.  

Consequently higher pressure sections of the wave shift further forward than lower pressure 

sections, resulting in a change in the shape of the wave.  This affects the wave's frequency 

structure by introducing other frequency components.  The pressure changes within a medium 

cause the wave energy to transfer to higher frequencies.  Since attenuation generally increases 

with frequency, a counter effect exists that changes the nature of the nonlinear effect over 

distance.  Because of their relatively high amplitude to wavelength ratio, ultrasound waves 

commonly display nonlinear propagation behaviour.  This behaviour is taken advantage of in 

harmonic imaging with and without a contrast agent [11]. 

3.4 The pulse-echo principle 

Two methods are commonly used to generate ultrasound waves.  Continuous wave 

propagation requires separate transmitting and receiving elements because a single element 

cannot generate and detect a pressure wave at the same time.  Continuous waves have 

applications in Doppler ultrasound, which employs the Doppler Effect to assess whether 

structures (usually blood) are moving at a given speed.  Pulsed waves are produced by shocking a 

single element into oscillation with a quick change in voltage across its surfaces.  The oscillation 

is damped quickly to create a pulse and shorten the spatial pulse length (the number of wave 

cycles in the pulse multiplied by their wavelength).   The length of the pulse is determined by the 

ability of the damping or backing material behind the element to absorb the vibrations.  A 

material backed ceramic will dampen the vibration faster than an air backed ceramic however, it 

will introduce additional frequencies as it decreases the amplitude of the pulse.  This causes the 

pulse to have a bandwidth with a central resonance frequency.  The shorter the pulse, the wider 

its frequency spectrum.  The Q-factor is the ratio of the central frequency to the bandwidth, and 

describes how an element and damping block system will respond to a short voltage pulse.  

Imaging requires short pulses for better resolution and the ability to respond to echoes over a 
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wide range of frequencies due to the presence of harmonics.  A low Q-factor of 2-3 is typically 

used [5].  Doppler ultrasound applications require high Q-factors to produce narrow bandwidth 

pulses in order to detect small frequency changes of moving blood (~2 kHz). 

A typical pulse excitation would be a 1 μs voltage shock at 1 MHz, implying that the 

majority of the duty cycle is spent listening for returning echoes.  The time delay between 

transmission and detection, as well as the amplitude, of the echo is recorded.  The time delay, t , 

indicates the depth of reflection, and the amplitude is an indication of attenuation and reflection.  

The distance to the reflector, d , is calculated as, 

 

1 2d c t    (3.5) 

 

where all diagnostic ultrasound systems assume c  = 1540 m/s to be constant within the human 

body, equivalent to the average speed in soft tissue.  A constant is assumed based on the relative 

small variation among different soft tissues (±6%) [7].  For greater time delays the signal will be 

increasingly attenuated as it travels through more tissue to and from the element.  

Time-dependent attenuation causes severe signal loss if not compensated.  All ultrasound 

systems are equipped with circuitry that performs time gain compensation; a time-varying 

amplification of the signal dependent on the time delay.  In practice, most systems have 

additional (frequency dependent) potentiometers, which allow the gain to be determined 

interactively by the operator.  This permits the user to manually adapt the system to special 

circumstances requiring either more or less gain so that subtle features can be seen in the images 

[12]. 

Ultrasound transducers house three main components for echo transmission and 

detection: the piezoelectric ceramic; the damping or backing material; and the matching layer.  

These components are shown in the schematic of Fig. 3.4.  The ideal thickness of the ceramic 

element is half the wavelength of the resonant frequency that the element is to be vibrated at.  

This ensures that any wave reflected at the opposite end of the element will enhance the wave in 

the next cycle.  Behind the element is the damping block.  An air backed ceramic will transmit 

ultrasound to the casing, which is subsequently reflected from the casing back to the crystal to 

reinforce the wave propagated in the forward direction.  A material backed ceramic suppresses 

ultrasound reverberation within the transducer, and often has a sloped rear surface to prevent 
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direct reflection.  The matching layer provides an efficient transfer of energy between the element 

and the human body by impedance matching.  The ideal impedance is given by, 

 

match element mediumZ Z Z  (3.6) 

 

The matching layer has a thickness of λ/4, which ensures that waves reflected within the 

matching layer stay in phase when they exit the layer [12,13]. These three components are housed 

in a plastic casing made of materials to enable maximum transmission into, and from, the body.  

In addition, a water-based coupling gel is used to eliminate any air pockets between the 

transducer and the patient's skin.   

 

 

 

FIG. 3.4 A schematic of the essential components of an ultrasound transducer. 

 

3.5 Multi-element beam propagation 

A diagnostic ultrasound transducer is typically composed of 128-512 discrete elements.  

When consecutive elements are fired the waves interact with one another and the resultant 

simple pressure field can be described with Huygens’ Principle.  That is, an advancing wave front 

can be considered as the summation of many point sources.  The classical Fresnel summation 

model describes two main features of the advancing wave front.  Within the Fresnel zone (near 
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field) pronounced interference occurs as wave fronts from different elements arrive at points in 

front of the transducer at different times, but most of the energy is confined to a beam width no 

greater than the active portion of the element array (the effective transducer width).  In the 

Fraunhofer zone (far field) the beam pattern is more uniform as the wave fronts are assumed to 

arrive at the same time, but some energy escapes along the periphery to produce a gradual 

divergence.  This causes the beam pattern to change as one moves from the near field to the far 

field.  Figure 3.5 shows interference patterns from a different number of active elements.  At 

3.5 MHz the near field of a 5 cm diameter transducer will extend to 142 cm.  Generally such a 

beam will only penetrate ~40 cm before it is (completely) attenuated to 710  of the original 

intensity.  Even for smaller transducers at higher frequencies, diagnostic ultrasound forms images 

from echoes received from the near field.   

 

 

FIG. 3.5 Interference patterns produced from a different number of active 

elements. 

 

As with all imaging modalities, image resolution is directly proportional to the frequency 

of the beam.  The higher the frequency, the shorter the wavelength, and therefore the higher the 

resolution.  For any given frequency, the minimum separation between two interfaces that can be 

resolved as separate echoes in the depth direction, known as the axial direction, must be greater 

than half the spatial pulse length.  Perpendicular to the axial direction, the lateral resolution 

refers to the ability to discern two adjacent objects.  In order to separate two objects that are 

closely spaced, a scan line (see section 3.6) must be more narrow than the space between them.  

As the diameter of the beam varies with distance from the transducer, so does the lateral 

resolution [4]. 
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3.6 Array transducers 

Most transducers today are multi-element, as the resolution of a single element depends 

on the geometry and cannot be changed.  Multi-element transducers are constructed by slicing 

the piezoelectric ceramic into several small pieces.  Each element has its own electrode and is 

isolated ultrasonically from adjacent elements.  The most common configurations are linear and 

curvilinear transducers, as shown in Fig. 3.6. 

 

  

FIG. 3.6 The curvilinear array (left) has a bandwidth between 1 and 4 MHz with 

abdomen, foetal, OB/GYN, and pelvic applications.  The linear array (right) has a 

bandwidth between 5 and 14 MHz with cerebrovascular, musculoskeletal, 

peripheral vascular, and thyroid applications.  

 

Linear transducers are typically used for real-time scanning of small rectangular sections 

of tissue such as for vascular and laparoscopic scanning.  Such transducers are operated at higher 

frequencies and have a smaller transducer width.  The elements in curvilinear transducers are 

arranged in a convex shape and have a larger trapezoidal field of view.  They are used in the 

construction of probes for general abdominal and pelvic scanning.  

A linear phased array transducer is operated by sequentially activating groups of ~15-20 

adjacent elements so that a single scan line is created from a single activated group.  Sequential 

scan lines are summed to compose an image.  Acquisition of a single line takes ~260 μs, and a 

typical image has 120 lines for a total time of 31 ms.  The images are reconstructed in near 

real-time resulting in a minimum temporal resolution of ~30 Hz as modern scanners can collect 

multiple scan lines simultaneously [12]. 

Beam forming is about controlling an interference pattern where the amplification occurs 

predominantly in one distinct direction.  Phased array transducers use timing delays to sweep the 
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field of view, or electronically steer the beam in different directions, as shown in Fig. 3.7.  Phased 

activation also allows for dynamic focusing at any selected depth in order to increase the lateral 

resolution in the near field however, decreasing the resolution in the far field due to a more rapid 

beam divergence.  A focusing transducer will lead to all wave fronts arriving at the same depth at 

the same time, producing a beam that is more narrow at depth than the dimension of the 

transducer.  This also results in a higher energy concentration available for reflection.  This brings 

about the depth-of-field compromise: the stronger the focusing, the more narrow the beam width 

at the focus but the greater the far field divergence [12].  Phased arrays provide a large sector 

image through a small area of contact without the need to move the transducer, for example 

intercostal probes for cardiac scanning [5]. 

 

 

FIG 3.7 Beam propagation from linear, curvilinear, and phased array transducers. 

 

3.7 Image formation 

In ultrasound imaging there are three general modes of display.  An A-mode (amplitude 

mode) scan displays a single scan line on a horizontal axis where the position of the pulse 

represents the depth of the returning echo and the amplitude of the pulse is directly proportional 

to the strength of the signal.  A B-mode (brightness mode) scan, most commonly used today, 

displays amplitude as brightness.  A set of B-mode image lines scanned through a cross section of 

the patient (also called a scan plane) generates a 2D grey scale image.  Figure 3.8 is a 2D B-mode 

image of the prostate.  Grey scale displays present both specular and nonspecular echoes for 
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diagnosis.  An M-mode (motion mode) scan displays continuous A-mode data as dots instead of 

pulses.  In this way, the dots are made to scroll across the screen creating bright curves indicating 

axial position changes of the reflectors with time.  M-mode curves are popular in cardiology to 

show the motion patterns of various cardiac valves [12].  Doppler imaging, introduced in the 

1980s, is a combination of all three modes where colour coded frequency shifts are used for the 

detection of blood velocity patterns. 

 

 

FIG. 3.8 Example of a B-mode ultrasound image of the prostate. 

 

3.7.1 Artifacts 

The ultrasound beam intensity changes in tissue occur at macroscopic and microscopic 

levels so that large tissue boundaries and small tissue structures are distinguished.  The very high 

acoustic soft tissue contrast however, comes at a cost.  Local absorption of acoustic energy is 

greater than ideal, making shadowing and enhancement artifacts quite prominent in images [17].   

Acoustic shadowing occurs when sound waves encounter a substance that almost completely 

attenuates or reflects the beam.  Because there is little energy to penetrate behind the highly 

attenuating substance, it appears as an echo free area.  This artifact can be useful to find 

calcifications but can also be a hindrance, such as when rib shadows obscure deeper structures.  

prostate/bladder interface 

prostate/rectum interface 

prostate 

bladder 
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Enhancement occurs behind objects that do not absorb or reflect ultrasound.  Distal objects 

receive an unattenuated beam and appear brighter in relation to surrounding tissue. 

Phase cancellation can explain acoustical shadowing occurring at the edges of curved 

objects ― a sharp, discrete shadow projecting down from the edge as displayed in Fig. 3.9.  As a 

wave passes through inhomogeneous tissue, it is distorted because different portions of the wave 

travel at different speeds allowing some parts to move ahead of others.  Upon contacting an 

element, an area may be at high pressure while another at low pressure causing small or fully 

cancelled signals [20]. 

 

 

FIG 3.9 An ultrasound scan of a phantom with hypoechoic structures showing 

general speckle, strong reflection, distal enhancement, and phase cancellation 

artifacts. 

 

The relative speed of propagation differences between tissues far exceeds the mass 

attenuation coefficient differences for ionizing radiation, leading to refraction and arrival time 

artifacts [18].  A refraction artifact occurs when ultrasound changes speed and direction as it 

passes between media with different impedances.  This causes a misregistration artifact because 

the ultrasound system assumes the echo originated along a straight path so that the object is 

displayed in the wrong location.  Scanning from different angles usually resolves this problem.  

Reverberation occurs when ultrasound echoes internally between interfaces of adjacent media.  

This can happen multiple times, resulting in additional echoes, which are interpreted as being 

deeper within the tissue than the original reflector.  Reverberation artifacts are recognized by 

repeating horizontal linear echoes that are equally spaced with decreasing intensity.   

Speckle and noise affect interpretation of the images and as a result, ultrasound imaging 

demands a high level of operator experience [19].  Speckle in ultrasound imaging (and all 
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coherent imaging systems) is caused by the interference of energy from randomly distributed 

scatterers too small to be resolved by the imaging system.  Speckle degrades both the spatial and 

contrast resolution.   

3.7.2 3D image formation in radiation therapy 

2D B-mode sonography was the first ultrasound modality used in radiation therapy.  The 

image plane in space was localized using a position sensing device attached to the transducer 

assembly.  The first commercial ultrasound guided targeting device, B-mode Acquisition and 

Targeting (BAT (NOMOS, NAS, CA)) was launched in 1998.  The transducer was mounted on a 

mechanical arm affixed to the isocentre in the treatment room via a docking device attached to 

the linac (Fig 3.10).  Potentiometers at the arm joints were used to measure their rotation, 

allowing continuous determination of transducer position.  Images in the axial and sagittal 

planes were acquired and localized with respect to the isocentre.  The contours of the prostate, 

seminal vesicles, bladder, etc. from the planning CT could be imported and superimposed on the 

ultrasound images.  If the CT structures did not coincide with the structures in the ultrasound 

images, the prostate was not positioned correctly for treatment.  In this case the contours were 

manually aligned.  The system recorded the translations performed and calculated the 

corresponding couch movement required for proper positioning.  Similar ultrasound systems 

made use of a ceiling mounted infrared tracking device that monitored the position of infrared 

emitters attached to a freehand transducer.   

In radiation therapy 3D ultrasound images are generally acquired by making use of a 

series of 2D images produced by 1D arrays.  In 3D imaging, the relative position and angulations of 

the acquired 2D images must be known accurately, and the images must be acquired rapidly 

and/or gated to avoid artifacts due to respiratory, cardiac, and gastrointestinal motion.  Two 

approaches have been used to reconstruct a 3D volume image from a digitized set of 2D images.  

In the 3D surface model approach the boundaries of the desired features are extracted from the 

2D images and a 3D surface model of the anatomy is displayed.  A disadvantage of this method is 

that identifying boundaries is time-consuming resulting in susceptibility to inaccuracy and 

variability.  In the voxel-based volume approach the 2D images are built into a 3D voxel-based 

volume (3D grid) by placing each digitized 2D image into its correct location in the volume.  An 

advantage to this method is that no information is lost during the 3D reconstruction, but the 

disadvantage is that large data files are generated [13]. 
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The first commercial 3D ultrasound system for use in radiation therapy was the Sonarray 

system (Varian Medical Systems, Palo Alto, CA) [14,15].  It used a 2D transducer, an infrared 

tracking device, voxel-based volume reconstruction, and 3D visualization.  Subsequently, a 

commercial 3D ultrasound system was developed (Restitu, Resonant Medical Inc., Montreal, 

Canada) to improve the accuracy of ultrasound image guided radiation therapy by removing 

discrepancies due solely to the imaging modality, and by reducing interobserver image 

acquisition and segmentation variations (Fig. 3.10) [16].  These include (and are shown in Fig. 

3.11) 1) intramodality image registration (ultrasound to ultrasound) and position verification 

made possible by installing one ultrasound system directly in the CT simulation room and 

another  in the treatment room, and 2) a semi-automatic 3D segmentation algorithm. 

 

 

 

 

FIG. 3.10 The BAT system (top) showing the computer system, mechanical arm, 

and transducer.  The Restitu system (bottom) showing the transducer with 

attached infrared markers and ceiling mounted camera. 

BAT system 

mechanical arm and 
ultrasound transducer 

Restitu system 

infrared camera 

ultrasound transducer and 
active infrared markers 
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FIG. 3.11 Screen shot of Restitu graphical capabilities.  The red shape is the 

semi-automatic segmented prostate acquired in the CT simulation room, and is 

compared to the green semi-automatic segmented prostate acquired in the 

treatment room.  The right and left ultrasound images are axial slices and the 

central image is a sagittal slice, clearly showing the bladder (which shows up as 

hypoechogenic when full).  3D renditions are on the far left.  The green arrows 

indicate the direction to move the couch in order to align the reference and 

treatment contours as calculated from their centre of mass. 

 

3.8 Ultrasound equipment used in this thesis 

The 3D ultrasound equipment used in this thesis was Restitu.  It provides a new 

philosophy for ultrasound IGRT.  The original treatment site application of Restitu was for 

transabdominal prostate imaging.  For this purpose a curvilinear array with a central frequency of 

3.5 MHz is used.   This allows imaging to approximately 40 cm depth.  However this does not 

preclude that the system cannot be used for imaging other sites as long as appropriate 

software/hardware changes are made.  These changes primarily include: 

 

 a transducer with a width and curvature to allow for good contact with the skin for the 

region of interest 

 a central frequency to allow for optimal resolution at the depth of interest 

 a tracking system that can track the position and orientation of the transducer over 

various volumes dependent on the treatment site 
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 differences in the semi-automatic segmentation algorithm in order to segment different 

organs 

 possible changes in the configuration of the emitter array 

 further changes in the software and reference comparison methods 

 

Resitu is described in further detail in Chapter 5.  It was used for imaging three cancer 

site applications in this work; head and neck (Chapter 5 and 6), prostate (Chapter 8), and breast 

(Chapter 9).  For the breast application, the new version of the equipment was called Clarity. 
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CHAPTER 4 

Monte Carlo simulations 

 

Accurate calculation of accumulated absorbed dose in the presence of interfraction organ 

motion represents a necessary step toward adaptive radiation therapy.  Margins, which have 

traditionally been used to account for patient-beam alignment errors, afford some protection 

against dose calculation errors near the periphery of the volume.  Because image guided radiation 

therapy reduces setup errors and margins, the importance of accurate dose calculations increases.  

Monte Carlo techniques potentially lead to the highest degree of accuracy [1], and have been used 

extensively in medical physics applications.  In this thesis all treatment unit modeling and 

patient dose calculations employed MC methods.  MC methods were also compared with 

conventional algorithms.  This section will briefly describe the fundamentals of these 

simulations. 

4.1 Monte Carlo techniques in radiation therapy  

Traditionally, patient dose calculations were based on interpolating measured dose 

distributions.  The MC technique is the only dose calculation that considers all aspects of photon 

and electron transport within a heterogeneous phantom.  This accuracy is accompanied by an 

increase in the amount of time required to produce a statistically meaningful dose distribution 

[1].  With intensive use of variance reduction techniques (see section 4.6.1 ) similar accuracy can 

now be achieved in time frames comparable to traditional calculation methods. 

In radiation therapy MC methods rely on repeated pseudo-random sampling of 

probability distribution functions.  These functions are capable of describing all physical 

processes that a particle undergoes, and therefore provide a detailed first-principles approach to 

solving the radiation transport problem.  In external beam radiation therapy simulated particles 
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are tracked as they traverse the components of the treatment unit and subsequent absorbing 

medium.  The accuracy provided by MC derives from scoring, or tallying, dosimetric quantities 

along the entire particle’s track, providing for a complete history of events.  Radiation transport 

essentially becomes a series of samples from interaction probability distribution functions, and a 

series of calculations at each step describing the particle’s physical parameters resulting from the 

interactions.   

Particle simulations are commonly divided into three regions similar to Udale et al’s two 

step approach [2].  The first region is a model of the upper portion of the treatment unit’s head, 

and consists of simulating static components that are common to all radiation field 

configurations of interest.  The second region is the lower portion of the head, and consists of 

moving components such as the jaws and multileaf collimators, as well as patient specific 

collimation devices such as wedges and electron beam cerrobend inserts.  The third region is 

everything below the head including patient geometry.  As imaging techniques become more 

crucial for daily dose calculations, some authors simulate the imaging systems distal to the 

patient and backtrack the photon fluence to reconstruct the delivered dose to the patient [3].    

The results (phase space data) of the first simulation are scored in a plane at the bottom 

of the region.  A particle’s phase space* is a collection of variables (position, direction, velocity, 

energy, particle type, weighting factor, location of first and last interaction, etc.) that describe the 

particle’s behaviour at a certain plane in the simulation geometry.  The particles in the first phase 

space file are used as source input and transported through the second region, under which a 

second scoring plane is defined.  The third simulation samples from the second scoring plane and 

the results in a 3D dose distribution.  A full simulation of a primary particle and all its secondaries 

is called a particle shower, and a single history includes all the transport details and scored 

quantities.  By simulating a large number of histories average values of macroscopic quantities 

such as particle fluence, energy spectrum, and absorbed dose distribution can be calculated.   

4.1.1 Monte Carlo codes  

Some of the well known radiation therapy MC codes are MCNP [4], PENELOPE [5], and 

GEANT [6].  One of the more popular codes, and the code used in this thesis is EGSnrc 

(Electron-Gamma-Shower) [7-9].  It was developed at the National Research Council (Ottawa, 

Canada) and is an extended version of EGS4 originally developed at the Stanford Linear 

                                                           
* The term phase space is used according to the terminology of the EGSnrc particle transport 
code. 
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Accelerator Centre.  The EGSnrc code is a general purpose package for MC simulation of coupled 

electron-photon transport in arbitrary geometries with an energy range applicable to 1 keV - 10 

GeV.  The code is not fast enough for routine clinical treatment planning but is known to be very 

accurate under non-charged particle equilibrium, such as in the build up region, at the boundary 

of heterogeneities, and during deliveries with moving collimation [10].  Within the EGSnrc family 

of codes is BEAMnrc [11] and DOSXYZnrc [12]; developed as part of the OMEGA project (with 

the University of Wisconsin) for 3D treatment planning.  BEAMnrc is a system for modeling 

radiation therapy sources and DOSXYZnrc is a system for calculating dose distributions in 

rectilinear voxel phantoms.   

MC algorithms are notoriously slow and new calculation techniques have been suggested 

to improve efficiency such as Macro Monte Carlo [13] and Voxel Monte Carlo (VMC) [14] for 

electron beams, and Super Monte Carlo [15] and PEREGRINE [16] for photon beams.  The 

second MC code used in this work is XVMC  [17], which is based on VMC for electron beams.  

XVMC was chosen for studies requiring a lot of calculations such as when many patients were 

involved (Chapters 7 and 8), or when a few patients required many dose calculations (Chapter 6). 

4.2 Particle interactions and transport 

Ionizing radiation can be either indirectly ionizing (neutral particles) such as photons 

and neutrons, or directly ionizing (charged particles) such as beta particles, protons, alpha 

particles, and heavy ions.  Indirectly ionizing radiation deposits energy in a two step process.  

First, energy is transferred from uncharged to charged particles, and second, charged particles 

deposit energy through Coulomb interactions with other charged particles causing damage to the 

medium.  The energy transferred from ionizing particles to the absorbing medium is called the 

energy imparted, and is only concerned with the energy that remains within the volume of 

interest.  Absorbed dose is the expectation value of the energy imparted per unit mass, and is 

defined at a point.  Dose is considered the most important radiation dosimetric quantity because 

it quantifies locally absorbed energy leading to biological damage.  MC simulations transport 

ionizing radiation particles and track their energy deposition.  Radiation transport has five major 

components:  

 

 a definition of the geometry through which the particle traverses, including voxel 

boundary crossing logic;  
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 cross-section data is used to derive probability distributions for each interaction type, 

and the distance to the next interaction (dependent upon the energy of the incident 

particle and the physical properties of the absorber);   

 a (pseudo) random number generator to arbitrarily sample the probability functions;  

 a method for scoring quantities of interest;  

 and a transport algorithm that calls on the above information at the appropriate time. 

 

Once the problem has been initialized, with particle specification and medium physical 

and geometrical properties, the transport algorithm commences.  A random number generator is 

used to: sample source particle energy, direction, starting position, etc.; sample the distance to 

the first interaction site from probability distributions; sample the type of interaction; and 

sample energy, direction, etc., of all resultant particles (Compton electrons, scattered photons, 

photoelectric electrons, characteristic photons, Auger electrons, pair/triplet electrons and 

positrons).  The dosimetric quantities from all resultant particles in the volume of interest are 

scored.  The process is repeated with a new particle until a statistical uncertainty in the scored 

quantity of interest is achieved. 

4.2.1 Photons 

Energy can be lost from photons to charged particles via four types of interactions that 

dominate in the radiation therapy energy range of interest.  In order of probability of occurence 

from lower energy photons to higher energy photons they are: the photoelectric effect; Rayleigh 

scattering; Compton scattering; and pair/triplet production, each described by their respective 

linear attenuation coefficient, ( , ) i h Z .  Photon attenuation is governed by the well known 

exponential attenuation law so that the probability that a photon does not interact after traveling 

a distance z  is given by z
e .  Photon transport refers to deciding the distance between 

interactions and is therefore described by, 

 

1
ln(1 ) 

 i
i

z R  
(4.1) 
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where R is a random number.  Once the particle’s path length, z , is determined, the type of 

interaction is sampled from the appropriate relative probability obtained from the ratio of cross 

sections i i

i

. 

4.2.2 Electrons 

Whereas photons may pass through matter with a small number of interactions and little 

energy loss, or participate in a limited number of catastrophic events, charged particles interact 

with essentially every atom they pass.  Light charged particles (electrons and positrons) can 

interact with the absorber through soft collisions or hard collisions resulting in atomic excitation 

or ionization, respectively, through radiative events producing bremsstrahlung or annihilation 

photons, or through elastic scattering. 

One of the main difficulties in describing electron transport is the very large number of 

interactions that take place, often resulting in only minor changes in energy and direction of 

travel.  This makes an event-by-event simulation unrealistic due to limitations in computing 

power.  Modern MC electron transport uses condensed history techniques, first introduced by 

Berger [18], which sample from distributions that describe large numbers of transport and 

collision processes.  In this manner many processes are condensed into a single electron step.  The 

condensed history techniques used in the EGSnrc system have been shown to produce an 

accurate implementation for the most stringent tests of ionization chamber simulations and 

backscattering scenarios [8]. 

4.3 Linear accelerator modeling 

In BEAMnrc each part of a tretament unit is called a component module, and can be 

specified with geometry, material, and certain variance reduction techniques.  Models of Varian 

linear accelerators (Varian Medical Systems, Inc., Palo Alto, CA) were simulated using a 

collection of component modules (phase space files could be scored under each one) whose 

geometry was according to the manufacturer’s specifications.  Figure 4.1 is a schematic diagram of 

a 100 cm isocentric CL 21EX in electron mode.  The model includes a monoenergetic cylindrical 

electron beam passing through the primary collimator and incident on the vacuum exit window, 

dual scattering foils, monitor chamber, light field mirror, shielding, adjustable upper and lower 

secondary collimators (jaws), and electron applicator.  The applicator is a collimation device 

attached to the head of the linac.  While photons pass through air essentially unattenuated, as 
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light electrically charged particles, electrons are easily scattered by air molecules.  The electron 

beam exiting the linac head is collimated with the aid of an electron applicator that extends to a 

few centimeters above the patient’s surface.  The bottom of the applicator holds a metal plate 

with a patient specific cerrobend insert.  The electron applicator is shown in Fig. 4.2.  The 

vertical spacers in the applicator were not modeled as they were expected to have minimal 

impact on dose calculations.   

 

 

FIG. 4.1 Schematic of linac components (electron beam configuration).  The 

material of each component module is specified in parentheses.  The axis labels 

are in centimetres.  The vertical axis is not to scale. 

 

In photon mode, the monoenergetic cylindrical electron beam impinges on a 

tungsten/copper target and produces primarily forward scattered bremsstrahlung collimated by 

the primary collimator.  The scattering foils are replaced with a copper flattening filter to even 

out the intensity horizontally.  Above the reticule resides a tungsten MLC, which is completely 
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open in electron mode and so not modeled, but used exhaustively in photon mode.  The models 

are discussed in their relevant chapters. 

 

 

FIG. 4.2 The electron applicator that mounts on the bottom of the linac head.  

The black arrows indicate where a cerrobend insert slides into the bottom plate 

in the applicator. 

 

4.4 Dose calculations in a computed tomography matrix  

In radiation therapy typically only CT (or more recently cone beam CT) images of the 

patient are available for dose calculations.  MC algorithms extract material chemical composition 

and mass density applied to CT images when performing particle transport.  This is made 

possible by dividing the range of Hounsfield units into bins, with each bin corresponding to a 

definite material, and by assigning mass density based on linear interpolation of a density versus 

CT number curve (Fig. 4.3).   

The conversion in this work was determined by comparing a CT scan (Philips Brilliance 

CT Big Bore Oncology CT scanner)  of a phantom with inserts of known chemical composition 

and mass density similar to human tissue (Fig. 4.4).  This calibration curve was specific for breast 

patients and was acquired at 120 kVp and 284 mA, similar to patient CT image acquisition (120 

kVp, 230 mA).  It was used for all DOSXYZnrc dose calculations (Chapter 9).  Cross-section data 

for all materials used in a MC simulations must be specified.  The cross-sections for photon 

interactions used the XCOM data from Berger and Hubbell [19], while the stopping powers, 

including the density effect, were imported from the NIST database developed by Berger and 

Seltzer [19]. 
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In XVMC explicit material specification is circumvented by directly relating the CT 

Hounsfield unit numbers to material interaction coefficients, based upon parameterization of 

materials representative of the patient [14], for example those tabulated in ICRU Report 46 [21]. 
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FIG. 4.3 Computed tomography calibration curve for EGSnrc simulations. 

 

 

 

FIG4.4 The Gammex 467 tissue characterization phantom (Gammex, 

Middleton, WI), and corresponding computed tomography image. 

 

4.5 Reference dose calibration  

In EGSnrc calculations with a BEAMnrc simulated source (phase space file), doses are 

normalized by the number of primary histories incident in the BEAMnrc simulation.  Calculation 

of the dose requires multiplication by conversion factors under reference conditions (central axis, 

depth of dose maximum in water, 10 x 10 cm2 field defined at 100 cm source-to-surface distance), 

and is specific to the beam model used (including the energy of the incident electron beam).  
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Linacs are calibrated in terms of the dose to a reference point (depth of dose maximum, or 10 cm, 

etc. ) per monitor unit (MU), 100 cGy/100 MU, so that the prescription is given in terms of Gy 

and treatment is delivered in terms of MUs.  An MU is a quantity to denote the monitor chamber 

reading for a specified amount of radiation.  The dose from a single MC simulated treatment field 

is calculated as, 

 

   
[ / ]

[ ] [ / ] ( , )
[ / ]

 
  
 
 

calibration
refMC MC

converted MC
ref

D Gy MU
D Gy D Gy particle B x y MU

D Gy particle
 (4.2) 

 

where 

 

MC
convertedD [Gy] converted MC calculated dose for the specified monitor units in the treatment 

plan 

calibration
refD  [100 cGy/ 100 MU] linac calibration value (measured dose to the reference point 

under reference conditions)†  

MC
refD [Gy/particle] MC calculated dose under reference conditions, using a simulated digital 

water phantom 

MCD [Gy/particle] raw MC calculated dose  

( , ) B x y backscatter fraction on the monitor chamber 

MU  monitor units prescribed in the treatment plan  

 

For a treatment plan with multiple fields the summed dose is weighted by the MUs per field.   

The backscatter fraction accounts for backscattered radiation into the monitor chamber 

from downstream linac components, causing the monitor chamber to accumulate the required 

number of MUs to be delivered faster, thereby switching the linac off earlier.  This influences the 

linac output and changes primarily with secondary collimator field size.  Verhaegen et al showed 

that for a 6 MV photon beam the change in backscatter was < 0.5% for square fields of 5 x 5 cm2 

                                                           
† 100 cGy / 100 MU is a linac calibration to dose to water.  Dose to other mediums could be used 
by scaling the cGy / MU calibration by the ratio of mass attenuation coefficients for the medium 
and water.  For instance, a calibration of 100 cGy/100 MU in soft tissue will give 101 cGy/ 100 MU 
in water. 
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to 15 x 15 cm2 [22].  They also noted that the change decreased for higher energy beams, and for a 

monitor chamber composed of mylar.   The backscatter factor was always considered to be unity 

in this thesis because the photon beam calculations were performed at 6 MV and 18 MV with 

secondary field sizes up to 10 x 10 cm2, and the electron beam calculations were all performed at 

10 x 10 cm2.    

4.6 Uncertainty 

The MC method is a statistical simulation method based on random sampling.  The 

results of a simulation are affected by both systematic and statistical uncertainties.  Systematic 

uncertainties result from the uncertainties in the cross-section data, theories used in the random 

sampling processes, inaccuracies in simulation geometry, etc.  Since, in general, the dosimetric 

quantities simulated are relative quantities, such as the ratios of dose values under different 

conditions, the effect of systematic uncertainties is sometimes reduced due to cancellation [1].  

Statistical uncertainties can be reduced by running more particle histories so that their effect 

becomes insignificant for a particular application.   However, the statistical uncertainty in a 

calculated dose will approach the finite latent uncertainty associated with the phase space 

source, regardless of the number of times that phase space is sampled [23].  A 2%/2 mm criterion 

(including all uncertainties) has been used to commission MC based dose calculation systems, 

and has been shown to not significantly affect isodose lines, dose volume histograms, or 

biological indices [24].   

The total dose in each voxel of the patient simulation is highly variable due to the 

stochastic nature of the simulations.  Thus it is unsafe to prescribe and report dose to a point (a 

voxel).  Integrated dose quantities, such as DVHs are less sensitive to statistical uncertainty.  

Following this method, and as used in this work, the American Association of Medical Physicists 

Task Group 105 recommends using the fractional uncertainty in the average dose for voxels with 

dose values greater than 50% of the maximum dose [25].   

4.6.1 Variance reduction techniques  

Every MC simulation results in statistical estimates of calculated quantities by averaging 

the scored value over a given set of particle histories.  The variance in a scored value is an estimate 

of the standard deviation from many histories, and using the central limit theorem the standard 

deviation decreases with an increased number of simulated particles as 1 2N , in the limit of 

infinite N.  For clinical applications, a standard deviation of about 2% is desirable for the region 
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around the point of maximum dose, yet a full simulation of all particle showers for each history is 

time consuming [10].  Variance reduction techniques are used to reduce the time it takes to 

calculate a result without altering the variance.  Assuming that the average value of quantities 

from a sample population is distributed normally, the efficiency, ϵ, of a simulation is defined as a 

function of simulation time T, and relative error ( ) /s x x , 

 

 
2

1

( ) /


s x x T
  

(4.3) 

 

where x  is the average value from a sample of the population, and ( )s x is the estimated 

standard deviation of the average.  Variance reduction techniques are tricks that reduce the 

uncertainty in the scored quantities without increasing the number of histories (time). 

There are many techniques to increase simulation efficiency and only those used in this 

thesis will be described.  One of the simplest methods to reduce the simulation time for a given 

number of primary particles is to increase the transport energy cutoffs [26].  Particle transport 

will terminate once the particles reach the cutoff energy, and their remaining energy will be 

deposited on the spot.  This is useful because both photons and electrons produce a large amount 

of secondary electrons, the majority of which have small residual ranges, especially in metals with 

high atomic numbers.  If secondary electrons cannot leave the region in which they were 

produced then tracking them wastes calculation time.  Transport energy cutoffs can be specified 

independently for electrons (ECUT) and photons (PCUT).  ECUT is especially useful because in 

the process of slowing down, a typical fast electron undergoes on the order of 105106 collisions 

with surrounding matter.  A rule of thumb is that ECUT should be set to a value for which the 

residual range is smaller than half the smallest voxel dimension in the simulation.  In this thesis 

the kinetic energy cutoff was set to either 10 keV (ECUT = 521 keV) or 189 keV 

(ECUT = 700 keV), so that the range in water was 0.003 mm or 0.5 mm, respectively.  Photons 

have much longer ranges than electrons and their common PCUT value is 10 keV.  It should be 

noted that, strictly speaking, modifying transport energy cutoffs is not a true variance reduction 

technique as it can introduce systematic bias and errors if not used with caution [10]. 

The fast XVMC particle transport code uses several approximations and simplifications 

in radiation transport.  In XVMC bremsstrahlung photons are produced but their path is not 

simulated as they often leave the geometry of interest (Fig. 4.5).  XVMC also only considers the 
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photon cross-sections from Compton scattering and pair production.  Rayleigh scattering and 

the photoelectric effect have only a small influence in the energy range used in radiation therapy, 

each comprising less than 0.08% of the total cross-section in water at energies above 1 MeV.  The 

interactions of secondary electrons are simulated by scaling the distances traveled in water by the 

physical density in each voxel. 

 

FIG. 4.5 A 1 MeV electron pencil beam incident on a water phantom.  The jagged 

black lines represent electron multiple scattering and the two straight lines 

represent bremsstrahlung photons.  Courtesy of J. Seuntjens, McGill University. 
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CHAPTER 5 

Evaluation of a prototype 3D ultrasound system for multimodality imaging of cervical nodes 

for adaptive radiation therapy 

 

In this chapter, we present a conference publication in the Proceedings of SPIE Medical 

Imaging 2007: Visualization and Image-Guided Procedures.  This was an evaluation of a commercial 3D 

ultrasound system for imaging cervical lymph nodes in the neck.  Although readily used in 

diagnostic radiology, this is a not a traditional site for ultrasound in radiation therapy.  Therefore 

we proposed to monitor superficial neck tissue with malignant disease on a regular basis 

throughout treatment. 

The original equipment application was for transabdominal prostate imaging and much 

of the system remains the same for other site applications, such as the philosophy of comparing 

interfraction ultrasound images with a reference ultrasound image (intramodality referencing) 

instead of with the CT simulation dataset.  The most obvious change for neck scanning is the use 

of a higher frequency 10 MHz linear array probe instead of a 3.5 MHz curvilinear transabdominal 

probe.  The arrangement of the infrared emitters on the probe, which are used to track the probe 

in 3D space, was also changed from a 4 marker design to a 16 marker design allowing for a greater 

range of motion.  We describe in detail the equipment and image acquisition procedure.  

Hardware and software changes that were suggested to and implemented by the manufacturer. 
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Title: Evaluation of a prototype 3D ultrasound system for multimodality imaging of cervical 

nodes for adaptive radiation therapy 

Authors: Fraser D, Fava P, Cury F, Vuong T, T Falco, and Verhaegen F 

Published in the Proceedings of SPIE Medical Imaging 2007: Visualization and Image-Guided 

Procedures, Volume 6509, (2007) 65090Y (8pp) 

doi: 10.1117/12.709299 

5.1 Abstract 

 Sonography has good topographic accuracy for superficial lymph node assessment in 

patients with head and neck cancers [1].  It is therefore an ideal noninvasive tool for precise 

interfraction volumetric analysis of enlarged cervical nodes.  In addition, when registered with 

computed tomography (CT) images, ultrasound information may improve target volume 

delineation and facilitate image-guided adaptive radiation therapy.  A feasibility study was 

developed to evaluate the use of a prototype ultrasound system capable of three dimensional 

visualization and multimodality image fusion for cervical node geometry.  A ceiling mounted 

optical tracking camera recorded the position and orientation of a transducer in order to 

synchronize the transducer’s position with respect to the room’s coordinate system.  Tracking 

systems were installed in both the CT-simulator and radiation therapy treatment rooms.  Serial 

images were collected at the time of treatment planning and at subsequent treatment fractions.  

Volume reconstruction was performed by generating surfaces around contours.  The quality of 

the spatial reconstruction and semiautomatic segmentation was highly dependent on the 

system’s ability to track the transducer throughout each scan procedure.  The ultrasound 

information provided enhanced soft tissue contrast and facilitated node delineation.  Manual 

segmentation was the preferred method to contour structures due to their sonographic 

topography. 

5.2 Introduction 

Image guided radiation therapy (IGRT) strives to account for tumour motion and patient 

set-up errors.  It developed out of the need for tighter target and organ at risk margins as required 

by precision radiation therapy.  Images acquired immediately after patient set-up on the 

treatment couch, and before beam delivery, are used to correct for interfraction organ position 

relative to reference images.  Figure 5.1 illustrates the feedback loop around image guidance and 

beam delivery in the context of the treatment planning process.  Image guided adaptive radiation 
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therapy (IGART) expands the loop to include information acquired during treatment in order to 

adjust the treatment plan.  Common in patients with head and neck tumour sites, dose delivery 

can be modified to compensate for changes in tumour volume and geometry, as well as patient 

weight loss.  Both IGRT and IGART are dependent upon a reference CT image defined at the 

time of treatment planning, while efficient daily information is often gathered using a different 

imaging modality.  Multimodality registration of images acquired at different times, and 

including organ motion, is not straight forward.   This feasibility study describes a prototype 3D 

ultrasound system for cervical node imaging, which is capable of multimodality image fusion of 

data acquired sequentially in the CT room, and intramodality image fusion of data acquired in the 

treatment room.   

Initial applications of external beam radiation therapy used simple planning techniques 

consisting of visual inspection of the patient’s surface to define the treatment area.  Subsequently 

x-rays in the kilovoltage range, and later megavoltage range, improved target definition largely 

through bony anatomy visualization despite the dose to the patient.  Modern treatment planning 

systems (TPS) are CT based and employ patient specific geometrical information to develop 

treatment plans.  Using a CT-simulator (similar to a diagnostic CT but with a flat couch, larger 

bore, and a room coordinate system), anatomical information of the patient in the treatment 

position is acquired.  The images are imported into a TPS whereby beam geometry is overlaid on 

the anatomy to produce an optimized dose distribution, providing a maximum dose to malignant 

regions while sparing healthy tissue.  Currently CT-sim images are well integrated into the 

treatment planning process because the images are referenced to the coordinate system in the 

CT-sim room and matched to the coordinate system in the treatment room.   This greatly 

facilitates the transfer of planning information between patient and linear accelerator.  Figure 5.1 

describes a) the treatment delivery process for ultrasound guided therapy, and b) the theoretical 

treatment delivery process with the prototype system used in this study.  

Assessment of the relative orientation between patient alignment on the treatment couch 

and the treatment fields has been performed using portal images, cone beam CT, and daily 

CT-sim images.  Portal images are acquired in the treatment room and use a small fraction of the 

megavoltage treatment beam as the imaging beam.  The images are a projection of the patient in 

2D, and suffer from large amounts of scatter resulting in low contrast and image artifacts [2-4].  

Images acquired with kilovoltage cone beam CT present a 3D alternative but are degraded in the 

presence of high atomic number material, while megavoltage cone beam CT exhibits the same 
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characteristics of port-films.  Cone beam CT also delivers additional dose to the patient and is 

highly dependent on the image correction and reconstruction algorithm [5].  

Small changes in patient shape and set-up errors are accounted for by adding margins to 

the target volume.  Ideally the margins are reduced as much as possible.  For example, radiation 

beam geometries and fluence patterns have become increasingly complex and make use of tighter 

margins and steep dose gradients, leading to the need for more accurate target and organ at risk 

localization.   
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b) 

FIG. 5.1 The flow chart emphasizes the possible uses of ultrasound information 

in the treatment delivery process for a) IGRT, and b) IGART.  The treatment 

planning process begins with volumetric patient information acquired with a 

CT-sim.  The images are imported into a TPS whereby an optimized treatment 

plan is developed.  The plan (and CT-sim images) is transferred to the treatment 

room where subsequent images are used for target localization and alignment 

correction before beam delivery.  The images can not only be used for patient 

set-up corrections but also for modifying the treatment plan. 
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Despite good surface and bony anatomy alignment, as some image guidance methods use, 

interfraction organ motion may occur and degrade tumour control [6].  The prostate, situated 

between the bladder and rectum, is an organ easily imaged with ultrasound to correct for 

interfraction movement assuming the correct position is known.  Image guidance relies on 

accurately registering the patient and treatment room geometries.  Popular practice employs 

grouped contours defined from CT data visually superimposed on two orthogonal B-mode 

ultrasound images.  Studies have also shown that CT prostate volumes may be as much as 

30-50% greater than transrectal ultrasound volumes [7-9].  The discrepancy has been attributed 

to CT slice thickness and the inability to discern the extent of the base and apex of the prostate 

(without contrast) [7,10].  The uncertainty in the superior-inferior direction has also led to 

systematic prostate localization differences between CT and transabdominal ultrasound [11].   

Daily ultrasound localization in the treatment room has been compared to daily CT images in the 

CT-sim room, and a good correlation in organ targeting was found.  Nevertheless CT localization 

requires significant technological and human resources that limit this application [12].  Patient 

set-up using portal images has been compared to ultrasound, and it was found that significant 

prostate motion occurred, unrelated to the position of bony anatomy [6,13].  Volume changes in 

such soft tissue targets may also lead to a re-evaluation of the treatment plan.  Cross modality 

image registration provides additional anatomical information.  Nevertheless, previous cross 

modality comparisons between the reference and treatment times have shown the disadvantages 

and inconsistencies of different imaging modalities. 

Sonography is a highly sensitive technique for examination of cervical lymph node 

metastases.  It is therefore an ideal noninvasive tool for precise interfraction volumetric analysis 

of metastasized cervical nodes.  In addition, when registered with CT images, ultrasound 

information may improve clinical target volume (CTV) and planning target volume (PTV) 

delineation. 

5.3 Equipment 

The ultrasound system used in this study is based on 3D target visualization, 

intermodality registration, and intramodality position referencing.  It uses two tracking systems; 

one in the CT-simulator room and one in the treatment room.  Ultrasound images taken at the 

time of treatment planning in the CT-sim room are the reference for organ positioning, and are 

compared to ultrasound images taken at the time of treatment for approximately thirty-six 

fractions.  A volume of the scanned area is constructed from 2D serial image slices.  3D 
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intramodality position referencing eliminates cross modality discrepancies and provides 

complete geometrical information of the treatment area.  The ultrasound reference image and 

planning CT image can be registered for improved organ delineation.  Figure 5.2 describes the 

image acquisition flow process. 

 

 

FIG. 5.2 On the left, CT-sim and reference ultrasound images are acquired one 

after the other in the CT-sim room.  On the right, daily ultrasound images are 

subsequently acquired for each radiation fraction in the treatment room. 

 

5.3.1 Tracking system 

In order to construct a 3D volume from ultrasound images, a tracking system composed 

of an optical camera and an infrared emitter array was used.  The ultrasound images were 

obtained with a variable frequency free-hand linear phased array transducer of width 38 mm and 

operated at 10 MHz.  Each image is a two dimensional slice through part of the neck, with depths 

ranging from 4 cm to 6 cm, depending on patient size and metastasis location.  The scanning 

technique involved transverse scans along the sternocleidomastoid muscle with an anterior 

rotation near the clavicle.  Sagittal scans around the perimeter of the neck were also used.   The 

images were obtained with an average frame rate of twenty frames per second resulting in 

approximately one hundred and twenty slices.   The spatial relationship between the frames was 

derived as the location of the transducer was tracked.   Attached to the front of the transducer 

was an array with active infrared markers.  The probe was tracked with a ceiling mounted real 
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time Polaris tracking system.  The number of markers, and their position, on the probe evolved 

throughout the project with scanning experience and technique.   

Figure 5.3 illustrates changes in the probe design.  Unlike transverse scans of the 

abdomen where the emitters directly face the camera, transverse neck scans may block the 

camera line of sight behind the shoulders.   In addition, maintaining contact with the skin, while 

remaining visible to the camera, was not straight forward for areas with large masses that 

deformed the neck surface.  Sagittal scanning required markers angled almost ninety degrees 

from the scan direction.    

The initial marker design involved four markers arranged evenly around the perimeter of 

an oval as shown on the left of Fig. 5.3.  This design worked well for transabdominal images, 

which was the original application of the device.  The head and neck application required more 

flexibility in tracking the emitters at different probe angles and orientations.  Subsequent designs 

incorporated multiple emitters grouped together and arranged in an arc.  Three emitter groupings 

were able to span an angle of 120°.  Four emitter groupings, to make a sixteen marker array, were 

able to span an angle of 120° in one plane and 90° in an orthogonal plane as shown on the right of 

Fig. 5.3.  The sixteen marker array is the finalized array configuration. 

 

  

FIG. 5.3 Development of the active infrared emitter array to accommodate the 

line of sight for probe orientations in a wide range of angles with respect to the 

camera for neck scanning. 

 

2D image slices are synchronized with their 3D orientation through a set of two 

coordinate transformations derived from spatial calibrations linking the probe and camera.   A 

homogeneous phantom with known internal structures of different contrast was used to define 

active infrared emitters 
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the probe coordinate system, whereby the structures’ relationship to the probe emitter array was 

derived from images at multiple angles in the phantom.   The phantom also has external passive 

markers that, when aligned with the lasers in the CT-sim or treatment room, allow the camera to 

determine the location of the isocentre and define the room coordinate system.   Together these 

two coordinate transformations, the probe and room, provide sufficient information to be able to 

determine the absolute position of a voxel in the image to the room’s frame of reference.   As a 

quality control measure, a tilt detector is mounted on the camera to detect any camera movement, 

which would alter the calibration values. 

5.4 3D ultrasound system for head and neck scanning  

5.4.1 Volume determination 

Organ volume determination follows image reconstruction and segmentation.  It depends 

on the quality of the 3D reconstruction, which depends on the quality of the image acquisition.  A 

fast scanning technique, or slow frame acquisition rate, requires interpolation between slices that 

are separated by a large distance.  This results in a blurring of data between slices where organ 

edges are not distinguishable (Fig. 5.4).  Another form of missing data occurs if the probe cannot 

be tracked by the camera.  Even though images can be acquired, the lack of spatial information 

inhibits reconstruction. 

 

  

FIG. 5.4 Slices with large separations rely on interpolation between grey scale 

pixel patterns that may miss important details (left).  The interpolation distance 

is 0.89 cm.  If spatial information of the probe is missing, due to blocking of the 

line of sight between the tracking camera and the infrared markers on the probe, 

then the volume cannot be reconstructed (right).  The missing information spans 

4.86 cm. 
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Several tools were developed for contour segmentation.   The semiautomatic process is 

based on grey scale differences between pixels and a predetermined shape.  To run smoothly this 

process requires a few contours in two of three dimensions as a starting point.   It is based on 

ultrasound characteristics of the prostate, as was the original application.   Qualitatively, the 

system is not able to accurately contour cervical nodes automatically, most likely due to organ 

geometry differences, the difficulty in contouring small areas (as small as 0.1 cm3), and because 

the nodes do not benefit from sharp echo differences with surrounding tissue, as does the 

prostate base with the bladder.  It was found that manual segmentation was the best method for 

contouring.   Fortunately individual nodes are typically not more than 20 mm in the maximum 

longitudinal axis, although many nodes may exist.  It was found that manual contouring is 

greatly facilitated by viewing the structure of interest from more than one angle.  Figure 5.5 

provides an example of using reconstruction in the coronal plane to delineate a node in the axial 

plane. 

The top images present the same axial slice where a node was identified and whose 

boundary was uncertain.  The bright echo differentiating the two contours could have been the 

extent of the node or the hyperechoic central line characteristic of the hilum.  The bottom images 

present different coronal planes whose position is denoted by the white horizontal lines in the 

axial plane.  It is clear from the most anterior coronal plane that the node does not extend into 

the larger contour.  This image set was acquired two weeks after the start of radiation therapy 

where the node’s longitudinal/transverse diameter ratio and volume measured 

9.38mm/8.40mm = 1.12 and 0.225 cm3, respectively, compared to the beginning of treatment when 

the longitudinal/transverse diameter ratio and volume measured 11.7mm/10.5mm = 1.27 and 

0.577 cm3, respectively. 

Figure 5.6 shows a reconstructed axial slice inside the total reconstructed volume (seen 

as a box).  Two nodes are visible after 3D segmentation, and are shown in relationship to the 

treatment room’s isocentre (crosshairs through the box).  The volumes of the left and right nodes 

are 0.577 cm3 and 0.455 cm3, and the positions of the centres of the left and right nodes, from the 

treatment target centered at the room’s isocentre, are (-33.05 mm, 49.20 mm, 2.63 mm) and 

(-16.80 mm, 57.40 mm, 14.03 mm), respectively. 
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FIG. 5.5 After volumetric reconstruction from a transverse scan, two possible 

contours of a node are presented in the top left image.  All of the top images are of 

the same axial slice.  The bottom coronal slices are at planes denoted by the 

white horizontal lines in the top images.  The coronal view helps define the 

anterior edge where the axial image does not provide enough information. 

 

 

FIG. 5.6 Example of two nodal volumes and one axial slice visualized with 

respect to the scan volume (box) and treatment room isocentre (crosshairs). 
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5.4.2 Ultrasound and computed tomography image fusion 

3D ultrasound reconstruction is also required for fusion with CT images.  Because the 

ultrasound tracking system has the same frame of reference as the CT, registration is performed 

automatically.  It is limited by the accuracy of the calibration and is independent of soft tissue 

deformation and image quality [14].  An ultrasound image acquired immediately following the 

treatment planning CT scan helps to ensure minimal organ motion and good synchronization 

between x-ray and ultrasound tomographic images.   The registered ultrasound images are 

sampled at the same slice spacing and position as the CT.  Figure 5.7 illustrates a fusion match of 

the phantom.  The volume of a sphere as determined from the CT is 0.973 cm3, and from the 

ultrasound system is 0.821 cm3.  In the sagittal plane a reverberation ultrasound artifact is visible 

in the centre of the sphere as the beam is reflected by the parallel edges of the sphere medium.  

Figure 5.8 illustrates good registration with ultrasound and CT data for a patient.* 

 

   

 

FIG. 5.7 Axial (left) and sagittal (right) images of ultrasound and CT phantom 

registration. 

 

                                                           
* Please note that these are the images used for this publication, but that better resolution images are 
shown in Chapter 7. 
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FIG. 5.8 Patient registration in the axial plane (top left), sagittal plane (top 

right), and coronal plane (bottom left).  The bottom right image displays a 

reconstructed ultrasound axial slice within the scanned boxed volume. 

 

5.4.3 Intramodality position referencing  

The same room and probe calibrations apply in the treatment room between the tracking 

system and the linear accelerator.  The simulation and treatment images are thus paired within 

the same coordinate system.  The manufacturer states a calibration precision of 1 mm in each 

room and an overall precision of 2 mm between rooms.  Position referencing uses the isocentre 

extracted from the radiation therapy plan sent through DICOM protocol in order to know where 

the radiation target should be located with respect to the treatment machine isocentre.  Based on 

measurements of a spherical structure in the phantom, the average discrepancy and two sigma 

confidence interval between the two room set-ups was 1.2 ± 2 mm in the left/right direction, 

0.4 ± 2.6 mm in the inferior/superior directions, and 0.3 ± 2 mm in the anterior/posterior 
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direction.  Contour definitions are more clear in the anterior/posterior direction because the 

ultrasound beam is orthogonal to surfaces along the beam axis. 

Position referencing for cervical nodes is dependent upon the ability to maintain correct 

patient alignment and probe pressure during scanning.  Head and neck cancer patients are often 

uncomfortable due to airway restrictions and long treatment times.  In addition, weight loss and 

nodal geometry may cause changes in neck anatomy. 

5.5 Conclusion  

After some re-engineering, the prototype 3D ultrasound system for a head and neck 

application was able to track image formation for position referencing and registration, and it 

was able to reconstruct scanned and contoured volumes.  The registration accuracy and precision 

do not depend on user subjectivity or matching algorithms because they are based on room and 

probe calibrations that define a common coordinate system.   Reconstruction worked best for 

transverse scans, and intramodality comparisons were facilitated when the same scanning 

technique was used at each treatment fraction.  Manual segmentation was the preferred method 

of organ contouring because nodal boundaries did not always sharply contrast with surrounding 

media.  Ultrasound image acquisition was efficient and may provide additional information on 

tissue changes during the course of radiation therapy, with a potential application in adaptive 

radiation therapy. 

5.6 Afterward  

In this chapter we presented a prototype ultrasound system for neck scanning.  It was 

shown that  changes to an existing system allowed for imaging in this region.  Two main features 

make this system unique in radiation therapy.  First, intramodality verification only exists with 

one other modality, in-room CT, but is not common in the clinic.  Second, semi-automatic 

segmentation is not standard practice in image guidance systems.  The majority of the system is 

the same when imaging other treatment sites.  Chapter 6 revisits the neck region and includes a 

dosimetric study.  Prostate imaging is performed in Chapter 8 and breast imaging is performed in 

Chapter 9.   
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CHAPTER 6 

The dosimetric impact of geometrical changes in cervical node-positive disease using 3D 

ultrasound imaging 

 

In this chapter we present a manuscript submitted to the peer reviewed journal 

Radiotherapy and Oncology.  This case study is a follow up study from Chapter 5, and determines the 

dose to changing anatomy for head and neck cancer patients using 3D ultrasound as the 

localizing imaging modality.   

It is common to use intensity modulated radiation therapy for the head and neck region 

due to the complex geometry of the targets and surrounding healthy tissue.  IMRT techniques 

inherently incorporate a simultaneous boost to the target because they allow dose escalation to 

smaller parts of the volume to be treated.  Therefore replanning throughout treatment is not 

performed unless there are visible changes in the patient.  But anatomical changes may take place 

weeks before they are visible to the eye (with or without radiographic imaging), necessitating 

frequent in-room imaging.  This is a retrospective dosimetric study using ultrasound images 

obtained during the course of treatment.  Therefore no patient realignment was performed and 

the dosimetric errors associated with missing the target are real.  Implementation of ultrasound 

IGRT for head and neck cancers is discussed in order to prevent future such errors. 
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Title: The dosimetric impact of geometrical changes in cervical node-positive disease using 3D 

ultrasound imaging 

Authors: Fraser D, Poon E, Fava F, Vuong T, Falco T, and Verhaegen F 

Submitted to Radiotherapy and Oncology October 2009 

6.1 Abstract 

Purpose:  To geometrically monitor disease-positive cervical lymph nodes in patients 

with head and neck cancers using 3D ultrasound image guidance, and to evaluate the dosimetric 

impact with Monte Carlo dose calculation techniques.   

Methods and materials:  Two typical patients cases are reported on; 1) a shrinking node, 

and 2) weight loss and a displaced node.  Ultrasound images were acquired for several fractions 

during treatment delivery, and a trained sonographer contoured the lymph nodes of interest.  

Dose calculations quantified the dosimetric impact of changing nodal geometry and position, as 

well as a changing patient habitus in time frames relevant to radiation therapy.   

Results:   The volume of the shrinking node decreased to 17% of its initial size after 33 

fractions.  The average of the mean fraction doses to the node was 10 cGy (5%) higher than the 

prescribed dose.  Because the node was located in a homogeneous region the mean nodal doses 

per fraction were within 2 cGy of each other.  For the patient who lost weight, the node’s centre 

of mass moved up to 1.3 cm away from the position at fraction 1, causing a decrease in D95 of 

4.5%.    

Conclusion:  Routine image guidance shows that neck tissue deformation causes 

misalignment in parts of the target volume.  When using intensity modulated radiation therapy 

techniques, cervical node dose coverage may be improved if image guidance is used as a trigger to 

determine when adaptive replanning may be necessary. 

6.2 Introduction 

One of the many factors for successful image guided radiation therapy (IGRT) is how 

well the dose is maintained at the target [1-3].  Head and neck cancer patients often experience 

marked anatomic changes due to primary tumour and lymph nodal mass reduction, as well as 

weight loss causing geometrical changes in target definition throughout treatment.  These 

changes to soft tissue may not be visible without sensitive imaging techniques, and may have 

already progressed substantially before physical changes are noticed.  No consensus exists on 

triggers for reimaging and replanning [4] despite reported discrepancies in the delivered dose due 

to anatomic changes [5-7].   
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More than 90% of head and neck cancers are squamous cell carcinomas, and 80% of 

nasopharyngeal squamous cell carcinomas have positive nodal involvement [8].  The development 

of recurrent tumours in the neck is the single most common type of treatment failure in these 

patients, and nasopharyngeal cancers are reported to have the highest morbidity rate for long 

term survivors [9,10].  Target localization and response monitoring throughout treatment are 

essential. 

Current image guidance systems for head and neck cases include portal imaging, 

megavoltage/kilovoltage cone beam computed tomography (CT), megavoltage tomotherapy 

units, and  integrated CT/linear accelerators.  However, since the 1980s ultrasound  (US) has 

been a valuable tool for cervical node examination and yet it has not been fully realized in 

radiation therapy.  It has good topographic accuracy for superficial lymph node assessment in 

patients with head and neck cancers, and is an ideal noninvasive tool for precise interfraction 

volumetric analysis of enlarged cervical nodes [11].  Compared to CT, US has been shown to be 

superior in depicting nodal structure resulting in higher sensitivity and specificity [12-15].  

Magnetic resonance has also been shown to be a sensitive technique for assessing nodal 

involvement but is limited by expense, personnel, time/availability, and online imaging 

capabilities [16-18].  The main advantages of US over the above mentioned modalities are that it is 

noninvasive, cost effective, real-time, and image guidance can be completed within about five 

minutes [19]. 

This case study uses 3D US to investigate the dosimetric impact of changes in position 

and geometry of two patients with disease positive cervical lymph nodes treated with intensity 

modulated radiation therapy (IMRT).  The dosimetry is discussed in terms of using image 

guidance for hypothetical patient repositioning or adaptive replanning.  The dosimetric impact in 

treatment plans are evaluated with Monte Carlo (MC) techniques in order to properly account 

for heterogeneities and irregular surfaces in the head and neck region, and to more accurately 

model the treatment beam geometry [20].   

6.3 Methods and materials 

6.3.1 Ultrasound system 

The Restitu system (Resonant Medical Inc., Montréal, QC (now known as Clarity)), was 

used for 3D US image acqusition in this study.  The system is calibrated to the treatment room’s 

isocentre allowing the position of US images to be referenced to the isocentre, permitting 

automatic intermodality (US to CT) and intramodality (US to US) image fusion.  This study 
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makes use of images captured in the treatment room.  A high frequency 10 MHz linear phased 

array transducer was used to permit higher resolution at shallow depths.  The width of the 

transducer was 3.8 cm allowing for good contact with the neck surface with minimal transducer 

pressure.  The generic system calibration process and procedure for measuring interfraction 

organ motion are outlined in Johnston et al [20].  Similar to that study we also found 

reproducibility within 0.5 mm for daily and monthly phantom measurements in the 

CT-simulator room.  A more complete technical description of the system is given in Fraser et al 

[21]. 

6.3.2 Patients 

Two patients diagnosed with carcinoma of the nasopharynx and positive cervical lymph 

nodes are reported on as representative of two distinct cases; 1) a shrinking node, and 2) weight 

loss and a displaced node over the treatment course.  The patients were treated at 6 MV with 

IMRT using seven beam angles.  They were treated with a Varian CL21EX linear accelerator 

fitted with a Varian Millennium 120 leaf collimator (Varian Medical Systems, Palo Alto, CA).  

The prescribed dose to the nodal region planning target volume (PTV) was 63 Gy for patient 1 

and 55 Gy for patient 2.  Both patients were treated concurrently with cisplatin chemotherapy 

given on days 1, 22, and 43.  Each patient had two plans and two CT datasets.  For patient 1 

(shrinking node) the second plan began on fraction 18.  For patient 2 (weight loss and displaced 

node) the second plan began on fraction 21.  The analysis for each day of US imaging is based on 

the relevant CT scan and treatment plan.  Any differences in isocentre set-ups have been taken 

into account when comparing the changing geometry of the node.   

At the time of treatment planning, the patients were imaged in the CT simulation room 

in the same position as for treatment.  They were immobilized with a thermoplastic mask and a 

standard head rest.  During the course of treatment delivery, the patient and mask were aligned 

on the treatment couch with the room lasers and a portal image was acquired to correct for 

cervical vertebrae bony anatomy misalignment.  After treatment, US scans were acquired in the 

treatment position.  The mask was removed and non-permanent marks were made on the 

patient’s skin at the position of the lasers.  These daily marks allowed the technician to check if 

the patient moved during the scan.  Different methods to keep the patient from moving were 

considered, such as bite blocks, but it was found that daily marks were sufficient to monitor 

movement and realign the neck.  Transverse scans were performed along the sternocleidomastoid 

muscle with an anterior rotation near the clavicle.  The images were obtained with an average 
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frame rate of twenty frames per second resulting in approximately one hundred and twenty 2D 

serial slices, however the area of interest for contouring was only a small group of these slices 

while the rest served to help localize the region of interest.  The semi-automatic segmentation 

methods provided by the manufacturer make use of an atlas for a given organ (prostate, bladder, 

GYN), and are not ideal for our organ of interest.  For this reason a single sonographer manually 

drew contours of individual nodes on the US images using the manufacturer’s software offline. 

6.3.3 Dose calculations 

The EGSnrcmp/BEAMnrc [22] MC code was used to model the linear accelerator and 

beam parameters for each treatment plan.  MC techniques can properly account for 

heterogeneities and irregular surfaces in the head and neck region, and accurately model the 

treatment beam geometry [23].  The treatment unit geometry and multileaf collimator 

component module have been previously validated at our institution demonstrating that IMRT 

MC simulations agree with dose measurements within 1% [24].   The fast MC code XVMC was 

used for dose calculations [25].  The dose distribution from each beam was calculated based on 

inhomogeneous CT voxel material and density assignments.  The maximum statistical 

uncertainty was 1.7% of the maximum dose in each dose matrix.  The voxel dimensions for all 

dose calculations and analyses were 0.234 cm anterior/posterior and right/left, and 0.5 cm 

superior/inferior.  It is recognized that 0.5 cm slice spacing may introduce registration and 

volume averaging errors.  However, the US system does not track voxels but overlays (fuses) 

images by interpolating the US images, which have greater superior/inferior resolution, to the 

position of each CT slice.  Therefore image fusion is only as good as the room calibration.  All 

nodal volume measurements were based on the US datasets.  The US contours were exported in 

DICOM format to in-house software [26] developed in the MATLAB (The MathWorks, Natick, 

MA) environment for dosimetric analysis.  The software also read in the CT images and CT 

contours, and the MC dose distribution.  The US contours are compared to the physician drawn 

CT planning PTV contour.  

In order to more closely assess the dose distribution in changing anatomy, the 

distribution on a simplified digital homogenous water phantom was simulated for various 

geometries.  The phantom was designed to be a 15 cm long cylinder.  A spherical contour 

imitating the shape and position of a lymph node was defined.  MC simulations of the dose to the 

contour, using patient 1 and 2 beam geometries, were performed under situations that mimicked 

the changes seen in the patients in this study: a) the contour ranged in volume from 3.20.3 cm3; 
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b) the diameter of the phantom ranged from 15.6-13 cm; and c) the contour was shifted away from 

the phantom surface in 2 mm increments.   

6.4 Results 

Figure 6.1 shows a) a CT image, b) an US image, and c) a CT/US fusion image for a 

patient.  The crosshairs represent the isocentre and the diagonal line measures 49.4 mm from the 

isocentre to the skin surface.  The same structures are visible on both imaging modalities.  The 

fusion shows coincident skin surfaces within 1 mm (without the mask) and internal structure 

boundary alignment. 

 

 

FIG. 6.1 Multimodality images of a patient with a) computed tomography (CT), 

b) ultrasound (US), c) CT/US fusion.  The crosshairs represent the isocentre and 

the diagonal line measures 49.4 mm from the isocentre to the skin surface.     

 

The data for the patients are reported in Tables 6.1 and 6.2.  Each row represents the node 

that was imaged and contoured for the specified fraction.  The dose statistics reported are the 

range, mean, standard deviation (SD), and dose to at least 95% of the volume (D95).  Dose 

statistics to the nodal region PTV structures are also reported for comparison.  Figure 6.2 

displays the nodal geometrical changes with respect to the dose distribution from plan 1 for a) 

patient 1 and b) patient 2. 
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TABLE 6.1 Node statistics for patient 1.  The first 4 rows represent a node that was contoured for 

the specified fraction, and the last two rows are the nodal region PTV contours for the specified 

treatment plan.  Plan 1 was delivered for fractions 1-17 with a prescribed dose of 175 cGy per 

fraction, and plan 2 for fractions 18-33 with a prescribed dose of 210 cGy per fraction. 

Patient 1 (shrinking node) 

Fraction Volume (cm3) Dose range (cGy) Mean dose  ± SD (cGy) D95 (cGy) 

Node fx 1 (plan 1) 2.9 173 - 200 185 ± 6 175 

Node fx 5 (plan 1) 2.8 174 - 195 185 ± 5 175 

Node fx 17 (plan 1) 1.4 175 - 195 183 ± 5 177 

Node fx 33 (plan 2) 0.5 70 - 228 184 ± 57 71 

PTV Plan 1 341 163 - 220 184 ± 7 174 

PTV Plan 2 359 182 - 258 223 ± 7 212 

Abbreviations: SD = standard deviation, D95 = dose covering at least 95% of the volume. 

 

 

TABLE 6.2 Node statistics for patient 2.  The first 6 rows represent a node that was contoured for 

the specified fraction and the last two rows are the nodal region PTV contours for the specified 

treatment plan.  Plan 1 was delivered for fractions 1-28 with a prescribed dose of 154 cGy per 

fraction, and plan 2 for fractions 29-35 with a prescribed dose of 171 cGy per fraction. 

Patient 2 (weight loss and displaced node) 

Fraction Distance from fx 1 
(cm) 

Dose range (cGy) Mean dose ± SD 
(cGy) 

D95 (cGy) 

Node fx 1 (plan 1) - 152 - 177 168 ± 7 153 

Node fx 5 (plan 1) 0.5 144 - 167 156 ± 8 144 

Node fx 8 (plan 1) 1.3 146 - 149 148 ± 2 146 

Node fx 10 (plan 1) 0.8 146 - 164 154 ± 5 146 

Node fx 13 (plan 1) 0.4 152 - 172 162 ± 7 153 

Node fx 29 (plan 2) 0.4 176 - 185 182 ± 4 176 

PTV Plan 1 - 116 - 250 176 ± 33 132 

PTV Plan 2 - 120 - 249 197 ± 20 161 

Abbreviations: SD = standard deviation, D95 = dose covering at least 95% of the volume. 
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FIG. 6.2  Interfraction ultrasound nodal contours overlaid on the dose 

distribution from plan 1 for a) patient 1 (fraction 1 in red, fraction 5 in white, 

fraction 17 in blue, and fraction 33 in green), and b) patient 2 (fraction 1 in red, 

fraction 5 in white, fraction 8 in blue, fraction 10 in green, fraction 13 in yellow, 

and fraction 29 is not visible on this slice).  The planning target volume contour 

is in black.   

 

6.4.1 Patient 1: shrinking node 

Data for patient 1 was acquired immediately after the delivery of fractions 1, 5, 17, and 33.  

The nodal volume reduction to 48% of the initial size after twenty-two days from the start of 

treatment (fraction 1-17) is in accordance with other studies [27,28].  As can be seen in Fig 6.3a, 

the node shows an almost concentric reduction in size.  

The dose statistics for patient 1 during plan 1 remained essentially the same and similar to 

that prescribed for the nodal region PTV.  The prescribed dose to the nodal region was 175 cGy 

per fraction for fractions 1-17 and 210 cGy per fraction for fractions 18-33.  The MC calculated 

mean fractional dose to the node through plan 2 was constant, but the increase in range from 

27 cGy for fraction 1 to 157 cGy from fraction 33 indicate that during plan 2 the node was in a high 

dose gradient region.  Figure 6.3 shows axial, sagittal, and coronal views of the dose distribution 

for plan 2 and demonstrates the position of the node outside the PTV.  Figure 6.4 plots dose 

volume histograms (DVH) for a) the patient and b) phantom simulations for one fraction of plan 
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1.  For the phantom simulations the sphere was located at roughly the same distance from the 

phantom surface as the patient’s node was from the skin surface.  Due to the small size of the 

node at fraction 33, the DVH drops to 76 cGy for 82% of the volume, so that D95 is much smaller 

compared to previous fractions, even though the prescribed dose was larger.  This fraction only 

encompassed 19 voxels compared to 104 voxels at fraction 1.  Confirming the patient dose 

calculations, D95 to the phantom spheres were around 185 cGy.   

 

 

FIG. 6.3 Plan 2 dose distributions for patient 1 in the a) axial, b) sagittal, c) 

coronal planes for patient 1.  The nodal region planning target volume (PTV) is 

outlined in black and the node contoured after fraction 33 is shown in bright 

green at the edge of the PTV. 

 

 

FIG. 6.4 a) Dose volume histograms of  node contours for patient 1.  The 

prescribed dose to the nodal region was 175 cGy per fraction for fractions 1-17 and 

210 cGy per fraction for fractions 18-33.  b) Dose volume histograms of a 

concentrically shrinking sphere of plan 1 from patient 1 on a digital phantom.   
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6.4.2 Patient 2: weight loss and displaced node 

For patient 2 (weight loss) images were acquired immediately after the delivery of 

fractions 1, 5, 8, 10, 13, and 29.  The external geometry of patient 2 changed substantially during 

the course of treatment.  Figure 6.5a (plan 1) was acquired nineteen days before the start of 

treatment and Figure 6.5b (plan 2) was acquired twenty-eight days after the start of treatment.  

The change in surface area on this slice, as defined by the external contour, is a reduction of 21%.  

The patient was reported to have lost approximately 9 kg, a weight loss of 10%.    

 

 

FIG. 6.5 CT images showing the shrinking external contour of patient 2; a) 

acquired nineteen days before the start of treatment, b) acquired twenty-eight 

days after the start of treatment. 

 

The magnitude of the difference in node position from fraction 1 is listed in Table 6.2.  

The node’s centre of mass moved up to 1.3 cm away resulting in 12% less dose coverage.  The mean 

3D nodal shift of 0.7 cm is similar to other reported cervical node displacements [4,29]. 

Patient 2 was replanned at fraction 21, which reduced dose range in the node from about 

20 cGy to 9 cGy.  DVHs for all patient 2 contours are plotted in Fig. 6.6a.  The curves are 

relatively vertical due to the small size of the node.  The DVHs demonstrate that for plan 1 the 

delivered dose varied, did not follow a trend, and did not follow the prescribed dose of 154 cGy 

per fraction. 
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Figure 6.6 also shows the results from two phantom simulations using plan 1 from 

patient 2, illustrating the consequence of changing patient geometry in IMRT fields.  Figure 6.6b 

shows the degradation in DVHs to a 1.8 cm3 contour as the diameter of the phantom decreased 

from 15.4 cm to 13 cm.  A 6 mm diameter difference changed D95 and D50 to a 0.2 cm3 structure 

by 2.1% and 3.4%, respectively.  Figure 6.6c shows the change in DVHs when the contour’s 

position changed by 12 mm from the surface.   Moving from inside the phantom toward the 

surface, the mean dose and D95 decreased by 4% and 42 cGy, respectively.  

 

 

FIG. 6.6 a) Dose volume histograms of node contours for patient 2.  The 

prescribed dose to the nodal region was 154 cGy per fraction for fractions 1-28 

and 171 cGy per fraction for fractions 29-35.  b) Simulated phantom and contour 

geometries with plan 1 from patient 2 using contours on varying phantom 

diameters, and c) varying contour positions on the same sized phantom. 
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6.5 Discussion 

For IMRT targets in heterogeneous dose regions that change geometry in time frames 

relevant to radiation therapy, patient realignment may not be the best solution.  Realigning the 

patient will reposition the beams with respect to not only the external surface contour, but also 

internal tissue boundaries.  In Fig. 6.4 the node is located in a steep dose gradient of 76 cGy over 5 

mm.  It would require a 1 cm shift to completely locate the node inside the PTV, which is greater 

than many IMRT margins [30].  Shifting the patient will change the conformality of the plan by 

an unknown amount, especially when many gantry angles are used.  Moreover, it is possible that 

one region of the PTV target is more susceptible to geometric changes than other regions, as Fig. 

6.5 shows an asymmetric change in the external surface, so that realignment corrections may 

detrimentally impact the dose in other target regions.   

For patients immobilized with thermoplastic masks, residual motion and positioning 

errors can still occur [30].   The range of motion of the centre of mass of the node can be 

substantial.  An average 3D displacement of 0.7 cm, after thermoplastic mask and vertebrae 

alignment, is almost three times greater than reported systematic positioning errors using portal 

imaging (1.6-4.6 mm) [31], tomotherapy megavoltage CT (1.6-2.6 mm) [32], and kilovoltage cone 

beam CT (1.4-1.8 mm) [33].  Therefore tissue deformation cannot always be accounted for with 

PTV margins without reducing the benefit of IMRT conformality. 

Image guidance that shows correct patient alignment is also not always a guarantee that 

the dose will be delivered as prescribed.  It has been reported that aligning the spinal cord to 

match reference imaging did not correctly align level 1 lymph nodes.  This resulted in a reduction 

of 2-6 Gy of the equivalent uniform dose to the nodes over the whole treatment [7].  Patient 

weight loss may also cause incorrect dose delivery when bony anatomy is aligned.  For patient 2, 

as the skin surface moved toward the isocentre and the node shifted its position on a daily basis, 

the node repositioned closer to the surface as treatment progressed ― an effect that cannot be 

corrected for with patient realignment.  This is a concern for superficial targets because skin 

sparing demands a lower dose. Another study evaluated the impact of tissue loss to 45% of the 

PTV and found that even though target coverage was maintained, the dose to the spinal cord 

varied by up to 10% during treatment [34]. 

This case study illustrates some of the geometrical changes that can alter the expected 

delivered dose.  It is recognized that only the motion of the node was considered, as it is 

understood that in the absence of daily CT images the true delivered dose cannot be calculated.  
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However, an estimate was made about dose coverage to displaced US contours on the same CT.  

The patient study and phantom simulations provide an idea of the magnitude of change in dose 

coverage for different scenarios.  Replanning would provide better target coverage as shown in 

plan 2 for patient 2.  Yet the imaging modality must be able to distinguish between different 

tissues in the area of interest.  In the neck region, superficial targets (< 5 cm deep) are ideal 

candidates for US imaging, and new 3D systems promise to be more accurate than older 

technology [35,36]. 

6.6 Conclusion 

An uncertainty in the delivered dose to lymph nodes in the head and neck region always 

exists because anatomic changes are unpredictable and patient specific.  Current techniques to 

account for these changes are patient realignment under the treatment beams and/or replanning.  

Yet, the combination of anatomic changes in this region, and IMRT techniques, may better 

benefit with replanning.  For soft tissue targets that are difficult to see with x-rays, US imaging 

may prove to be a viable, artifact free, and nonionizing option for image guidance, and can be used 

as a trigger to determine if and when replanning is necessary. 
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6.8 Afterward 

Ultrasound imaging in the neck region provides valuable information on anatomy that is 

known to respond to radiation and undergo geometric changes.  We measured motion up to 1.3 

cm and volume shrinkage down to 17% of the initial size.  We demonstrated that these changes 

are dosimetrically relevant, and may lead to an under dose of tissue that is known to be a site of 

recurrent cancer thereby providing new information for the radiation therapy community.  

Unlike prostate cancer, where it has been shown that patient realignment does not substantially 

alter the delivered dose, patient realignment to account for cervical node changes may increase 

coverage in one area of the target while reduce it in another when IMRT techniques are used.  

Critical structures in the head region may also be adversely affected.  Instead, ultrasound image 

guidance is proposed as a monitoring device and a trigger to determine when adaptive replanning 
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is necessary.  With adequate training and experience, ultrasound imaging of the neck region 

could prove beneficial. 
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CHAPTER 7 

Comparison of conventional and Monte Carlo dose calculations for prostate treatments 

 

In this chapter we present a manuscript published in the Journal of Physics: Conference Series 

from the Third McGill International Workshop: Monte Carlo Techniques in Radiotherapy 

Delivery and Verification.  The purpose of the study was to compare different dose calculation 

algorithms for prostate cancer and to determine if time-consuming Monte Carlo methods were 

justified for this treatment site.  In general, implementation of MC dose calculations have had the 

most success in heterogeneous cancer sites that contain tissue with a wide range of atomic 

numbers, such as the head and neck region which contains soft tissue, bone matter, and air 

cavities.  Intuitively, the pelvic region would not benefit greatly from heterogeneity corrections, 

but in some cases the femoral heads may be directly in the treatment beam and metal alloy hip 

prostheses may be present.  Moreover, the convex shape of the prostate lends itself to treatment 

fields defined by multileaf collimators, which are often inadequately modeled with analytical 

algorithms. 

Dose calculation accuracy at the treatment planning stage becomes increasingly 

important when interfraction motion is considered (Chapter 8).  Initial dose calculation errors 

may be systematically carried through further dose calculations, or more crucially their impact 

may be unknown in changing anatomy.  This study sets the baseline for Chapter 8, and is widely 

applicable in radiation oncology as prostate cancer is the most commonly diagnosed cancer in 

Canadian men, with an estimated 25 500 new cases in 2009*. 

 

                                                           
* Canadian Cancer Society’s Steering Committee. Canadian Cancer Statistics 2009. (Toronto: Canadian 
Cancer society, 2009) 
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Title: Comparison of conventional and Monte Carlo dose calculations for prostate treatments 

Authors: Fraser D, Mark C, Cury F, Chang A, and Verhaegen F 

Published in the Journal of Physics: Conference Series, Volume 102 (2008) 012010  

doi: 10.1088/1742-6596/102/1/012010 

7.1 Abstract 

Monte Carlo (MC) calculations are rapidly finding their place in clinical dose 

assessments.  We investigated conformal prostate dose distributions as calculated by MC, and 

compared them to several analytical dose calculations.  The treatment distributions for twenty 

prostate cancer patients, treated with 18 MV 3D conformal radiation therapy, were 

retrospectively assessed.  The BEAMnrc code based on EGSnrc was used to model the beam from 

which phase space files were used as input into the XVMC algorithm.  This was compared to 

conventional treatment planning system calculations (CADPLAN, Varian Oncology Systems, 

Palo Alto, CA) with and without inhomogeneity corrections.  Results indicate that the 

CADPLAN generalized Batho Power Law, modified Batho Power Law, and equivalent tissue-air 

ratio methods contain inaccuracies in calculated dose to 95% of the prostate planning target 

volume of 3.5%, 3.3%, and 2.9%, respectively.  The greatest discrepancies in the organs at risk 

were seen in the bladder where the inhomogeneity correction methods all predicted that 50% of 

the prescribed dose covered an average of 8.2% more of the bladder volume than that predicted 

from the MC calculation.  Water equivalent MC and water equivalent CADPLAN calculations 

revealed important discrepancies on the same order as those between heterogeneous MC and 

heterogeneous CADPLAN calculations.  The data indicate that the effect of inhomogeneities is 

greater in the target volume than the organs at risk, and that accurately modeling the dose 

deposition process is important for each patient geometry, and may have a greater impact on the 

dose distribution in the prostate region than correcting an analytical algorithm for the presence 

of inhomogeneities. 

7.2 Introduction 

The trend towards dose escalation in smaller target volumes has increased the drive for 

greater accuracy in dose calculations.  Dose coverage is affected by tissue inhomogeneity not only 

in the planning target volume (PTV) but also in nearby organs at risk (OAR).  The conventional 

method to predict the dose to a patient is to assume a homogeneous water medium.  

Inhomogeneous objects are then accounted for analytically by treating inhomogeneities as a 
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perturbation of the dose under the same beam conditions in a homogeneous water phantom.  

More recently, particle transport methods have been incorporated into treatment planning 

systems (TPS) either explicitly, or through convolution kernels.  Accounting for tissue 

differences with improved algorithms reduces the uncertainty in absolute dose. 

In this study dose calculations with four analytical algorithms from a commercial TPS, 

and two Monte Carlo (MC) methods, are compared for twenty external beam 3D conformal 

radiation therapy (3D-CRT) treatment plans for prostate cancer. 

7.3 Methods 

7.3.1 Patient Planning 

3D-CRT treatment plans for twenty prostate cancer patients were generated using an 18 

MV coplanar five field beam geometry: one anterior field (gantry at 0°); two parallel opposed 

lateral fields (gantry at 90°, 270°); and two posterior oblique fields (gantry at 110°, 250°).  Each 

field was shaped with a 52 leaf collimator, and depending on the patient, the use of 15°-30° 

physical wedges in the oblique fields were used to protect the femoral heads.  The patient model 

was determined from CT images, and the plans were manually optimized with an analytical 

algorithm based on a water equivalent patient without heterogeneities.  The PTV was defined 

from the CT image as the prostate volume plus a 7 mm margin. 

7.3.2 Retrospective Dose Calculations 

Analytical dose calculations were performed with CADPLAN v6.0 (Varian Medical 

Systems Inc., Palo Alto, CA).  CADPLAN’s double pencil beam model (PB-wat), derived from 

broad beam data, is used to calculate dose distributions in water equivalent material.  

Inhomogeneities are considered via three common correction-based methods: the Batho Power 

Law (Batho); the modified Batho Power Law (MBatho); and the equivalent tissue-air ratio 

(ETAR).  Batho is an empirical correction factor method that uses tissue-maximum ratios (TMR) 

for high energy beams, raised to a power that depends on the medium’s electron density relative 

to water.  It was originally developed for dose calculations in water below a single slab of lung 

tissue [1].  MBatho differs in its definition of depth.  In high energy photon beams the build-up 

region can be several centimeters thick in which the TMR values are not valid.  The modified 

method uses only the descending part of the TMR curves by adding the depth of maximum dose 

to the depth used in the previous generalized Batho method.  ETAR scales the depth and radius 

of the TAR(z, A) derived in a unit density water medium according to the relative effective 
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electron density (along the primary ray path) of the inhomogeneous medium [2].  The treatment 

plan (beam geometry and monitor units) was developed for the homogeneous water equivalent 

material scenario, PB-wat.  The second, third, and fourth calculations multiply the dose value 

from the PB-wat method with an inhomogeneity correction factor determined using the Batho, 

MBatho, and ETAR methods, respectively. 

Monte Carlo radiation transport techniques use numerical methods to model the 

physical processes which govern interactions between radiation and their environment.  These 

processes are described by probability distributions so that a first-principles approach is used.  

XVMC [3,4] is a fast 3D photon MC code based on the Voxel Monte Carlo [5] algorithm 

originally developed for electron beams.  XVMC uses several simplifications and approximations 

to increase computational efficiency in the range of energies and materials encountered in 

radiation therapy.  These include: (1) a fast electron transport algorithm and a fast ray tracing 

technique; and (2) the dose from low energy scattered photons and bremsstrahlung photons 

produced in the phantom matrix is estimated with a kerma approximation.  The EGSnrc/BEAM 

[6] code was used to model a Clinac 2300 linear accelerator, and score phase space files for each 

beam in the treatment plan.  The beam model used a 17.8 MeV electron pencil beam of radius 1.0 

mm, and has previously been validated such that off axis ratios for a 10x10 cm2 matched 

measurements at the depth of maximum dose and at 10 cm within 1% [7].  We also verified the 

beam model against the PB-wat algorithm for simple open field geometries, which only showed 

differences that were greater than the MC statistical error in the penumbra and build up regions.  

It is expected that the TPS’ multileaf collimator model will further increase these differences with 

MC.  The dose distribution for each beam was calculated with XVMC using a maximum 

statistical error of 2%, for an average simulation time of 60 minutes (five fields) on a single 2.7 

GHz 64 bit AMD processor.  XVMC distributions were calculated based on inhomogeneous CT 

voxel material and density assignments (XVMC-het), as well as assuming a homogeneous water 

equivalent patient (XVMC-wat).  In-house software was used to calculate dose volume 

histograms for all dose calculations [8].  The absolute dose resulting from the XVMC simulations 

was calculated by relating the dose per incident particle to the dose per monitor unit (MU) from 

the linear accelerator calibration, and then multiplying by the number of MUs as specified in the 

plan.  A MC simulation under calibration conditions (10x10 cm2, 100 cm SSD, water phantom) 

was performed and the dose per incident particle at the depth of maximum dose was related to 

the calibration value of 1.00 cGy/MU in water.  This approach ignores the effect of backscatter 
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towards the monitor ion chamber.  However, it has been shown that for field sizes larger than 

5x5 cm2 such as the ones used in this research, this effect is negligible [9]. 

Analysis of twenty patients is performed with a comparison of dose-volume based 

indices.  The dose (cGy) covering 95% of the PTV volume, D95%PTV, is used for the target, while in 

order to represent the shallow dose gradient regions in the OARs – rectum and bladder, the 

calculated doses are compared via the volume (cm3) receiving 50% of the prescribed dose, V50%PD. 

7.4 Results 

Figure 7.1 is a graph of the difference in D95%PTV between algorithms.  The values are 

normalized to the prescribed dose (either 6600 cGy or 7200 cGy).  The average and one sigma 

standard deviations of the differences are also indicated.  The values of ΔD95%PTV calculated by 

CADPLAN are within 8.6% with an average value of 3.5%, and those calculated by XVMC-wat 

are within 2.4% with an average value of 1.7%.  All calculations predicted a higher dose to the 

PTV than the full MC calculation that considered inhomogeneities.  It has been shown that in 

cases where the electron density of an overlying inhomogeneous layer is greater than that of 

water the power-law method over estimates the dose [10].  Additionally, this method assumes 

semi-infinite slab geometry.  In the treatment plans assessed, the two lateral and/or posterior 

oblique beams reach the PTV usually after passing through a portion of the femurs.  These have 

finite dimension, are generally only partially in the field, and have a greater electron density than 

water.  The Batho methods are therefore not ideally suited for this treatment plan geometry. 

The average differences in D95%PTV between PB-wat and Batho, MBatho, and ETAR are 

0.9%, 1.1%, and 1.4%, respectively.  The average difference in D95%PTV between XVMC-wat and 

XVMC-het is 1.7%.  The difference between analytical algorithms is of the same order as that 

between MC algorithms.  CADPLAN’s Batho algorithms average the electron density over each 1 

cm interval between the dose point of interest and the source, thereby lowering the effective 

electron density of any bone intersecting the beam path.  Similarly, the ETAR algorithm scales 

the depth by averaging the electron density along the volume elements in a direct path from the 

source to the point of interest, and scales the radius by multiplying the beam’s equivalent circular 

radius by a weighted average of the electron density along that path.  The weighting is 

determined from the difference between the scatter air ratio values at the point of interest and 

that at each point along the beam path.  These methods do not incorporate inhomogeneities from 

adjacent horizontal volume elements, and reduce the effects of relatively small inhomogeneities in 

otherwise water-similar media.  Figs 7.2a and 7.2b provide an example of one of the larger roles 
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inhomogeneities had on the PTV in our data set (patient 13).  The difference in D95%PTV between 

XVMC-het and XVMC-wat is 1.7%, and between MBatho and PB-wat is 1.0%.  However, the MC 

data differs from the analytical algorithms by approximately 6% in the PTV.  This substantial 

difference is seen in all organs for patient 13 in Fig. 7.2a, as well as in the PTV for all patients in 

Fig. 7.1.  The maximum value of ΔD95%PTV for the analytical inhomogeneity corrections in Fig. 7.1 is 

7.8% (Batho) with an average of 3.5% (Batho). 

 

ΔD95% PTV  = (D95% PTV)algorithm - (D95% PTV)XVMC-het
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FIG. 7.1 Percentage difference in dose covering 95% of the PTV volume, ΔD95%PTV, 

normalized to the prescribed dose. 
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a) b) 

Patient 13: Dose Volume Histograms

0

20

40

60

80

100

0 1000 2000 3000 4000 5000 6000 7000

Dose (cGy)

V
o

lu
m

e
 (

%
)

PTV

Bladder Rectum

Patient 13: PTV Dose Volume Histograms

0

20

40

60

80

100

5000 5500 6000 6500 7000

Dose (cGy)

V
o

lu
m

e
 (

%
)

 

c) d) 

Patient 2: Rectum Dose Volume Histograms
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Patient 18: Bladder Dose Volume Histograms
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FIG. 7.2 Cumulative DVHs for a) all organs and b) the PTV for patient 13, c) the 

rectum for patient 2 where inhomogeneities had the largest impact on the rectum 

distribution, and d) the bladder for patient 18, which illustrates a typical case 

where the calculation method impacted the distribution. 

 

Figures 7.3 and 7.4 are graphs of the difference between algorithms in V50%PD for the 

rectum and bladder.  The values are normalized to the total organ volume.  The majority of 

ΔV50%PD for the rectum are negative, indicating that XVMC-het predicted dose coverage over a 

larger volume.  For the bladder all ΔV50%PD are positive, indicating that XVMC-het predicted dose 

coverage over a smaller volume. 
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(ΔV50%PD) = (V50%PD)algorithm - (V50%PD)XVMC-het  for the rectum
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FIG. 7.3 Difference between rectum volumes contained within the 50% 

prescribed isodose line.  The volumes are normalized to the total organ volume. 

 

Among the four analytical calculations, the average and range of ΔV50%PD for each of the 

rectum and bladder separately are essentially the same.  In MC simulations, the ΔV50%PD for 
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the bladder.  These indicate that the effect of inhomogeneities on the dose to the rectum and 

bladder may be smaller than to the PTV.  This may be explained from the inadequate lateral 

scattering model in the analytical calculations such that the dose to the rectum and bladder, 

which are tangential to four out of five beams, remain relatively the same.  Similar results were 
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isodose line passes through the rectum, but the CT image showed that the rectum was filled with 

gas.  Because the rectum lies in the descending portion of the depth dose curve, the presence of a 

gas cavity increases the penetration depth of the beam allowing for a greater rectum volume to be 

encompassed by the 50% isodose line in the XVMC-het simulation.  Figure 7.2d graphs the 

cumulative DVH of the bladder for patient 18.  This is a typical case in the data set demonstrating 

the small differences between homogeneous and inhomogeneous CADPLAN calculations, and the 

large differences between MC and analytical calculations. 
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FIG. 7.4 Difference between bladder volumes contained within the 50% 

prescribed isodose line.  The volumes are normalized to the total organ volume. 
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addition, because of the large range in V50%PD for both OARs and D95%PTV for the PTV, the impact 

of the dose algorithm can only be approximated from averages, but the inaccuracies of analytical 

methods should be considered on a patient by patient basis from more accurate techniques. 

7.5 Conclusion 

The dose distributions of six dose calculation algorithms were compared in twenty 

prostate treatment plans.  Of the three inhomogeneity correction techniques the ETAR 

correction factor most closely matched the MC dose calculations.  Both analytical and MC 

inhomogeneity correction algorithms had a greater impact on the PTV than the OARs, when 

compared with their respective water equivalent calculation.  Simulating the patient as a 

homogeneous water equivalent medium in MC calculations only marginally better matched the 

water equivalent analytical calculation, indicating that for this cohort of patients and beam 

geometry, the beam model and dose calculation method have a greater impact than do 

inhomogeneities.  The standard deviations and ranges displayed in Figs 7.1, 7.3, and 7.4 are 

testament that the differences in dose calculations between MC and analytical algorithms are 

unpredictable and highly influenced by patient geometry to the point that MC dose calculations 

for this type of treatment are recommended. 

7.6 Afterward 

This chapter illustrates the importance of the dose calculation algorithm, and sets the 

stage for dose calculations in the remainder of the thesis.  Although MC calculations have 

previously been compared with analytical algorithms, the comparison generally always uses MC 

considering tissue heterogeneities.  A comprehensive study using MC without considering tissue 

heterogeneities had not been performed.  It is known that heterogeneity corrections in analytical 

algorithms have shortcomings, but we revealed that the simplest homogeneous case is also 

characterized with inaccuracies.  We validated the use of MC techniques in the homogeneous 

pelvic region treated with photon beams.  However, it is understood that other analytical 

algorithms may better predict the dose than the pencil beam algorithm.  Nonetheless, dose 

discrepancies become more important for heterogeneous tissue sites, such as the head and neck 

region (air cavities, bone, soft tissue), and for electron beams, which are highly influenced by 

small irregularities in the skin surface.  Furthermore, in the presence of motion induced artifacts, 

as presented in Chapter 8, dosimetric errors become more pronounced, rendering the dosimetric 

accuracy of analytical-based dose computation unacceptable. 
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CHAPTER 8 

Dosimetric consequences of misalignment and realignment in prostate 3DCRT using 

intramodality ultrasound image guidance 

 

In this chapter we present a manuscript published in the peer reviewed journal Medical 

Physics.  It is a follow up study from Chapter 7, in which it was found that the particle transport 

algorithm has a significant impact on the calculated dose distribution, even in relatively 

homogenous treatment sites.   

Prostate cancer was one of the first sites to routinely undergo image guided radiation 

therapy, and the vast majority of prostate cancer patients are treated in this manner.  The impact 

of interfraction organ motion has been reported on, but not in a systematic way using the most 

accurate imaging and dose calculation techniques, nor for a large number of patients using 

measured (not simulated) data.  This study reports on, and dosimetrically quantifies, the results 

of a treatment technique that has somewhat been taken for granted.  That is, accounting for 

organ motion without performing an updated dose calculation on the new patient geometry. 
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Title: Dosimetric consequences of misalignment and realignment in prostate 3DCRT using 

intramodality ultrasound image guidance 

Authors: Fraser D, Chen Y, Poon E, Cury F, Falco T, and Verhaegen F 

Medical Physics 37(6) pp 2787-2795 (2010)   

8.1 Abstract 

Purpose:  It is common practice to correct for interfraction motion by shifting the patient 

from reference skin marks to better align the internal target at the linear accelerator’s isocentre.  

Shifting the patient away from skin mark alignment causes the radiation beams to pass through a 

patient geometry different from that planned.  Yet, dose calculations on the new geometry are not 

commonly performed.   The intention of this work was to compare the dosimetric consequences 

of treating the patient with, and without, setup correction for the common clinical scenario of 

prostate interfraction motion. 

Methods:  In order to account for prostate motion, 32 patients initially aligned to the 

room lasers via skin marks were realigned under the treatment beams by shifting the treatment 

couch based on ultrasound image guidance.  An intramodality 3D ultrasound  image guidance 

system was used to determine the setup correction, so that errors stemming from different tissue 

representations on different imaging modalities were eliminated.  Two scenarios were compared 

with the reference static treatment plan: 1) uncorrected patient alignment; and 2) corrected 

patient alignment.  Prostate displacement statistics and the dose to the clinical target volume 

(CTV), bladder, and rectum are reported.  Monte Carlo dose calculation methods were employed.  

Results:  Comparing the uncorrected and corrected scenarios using the static treatment 

plan as the reference, the average percent difference in D95 for the CTV improved from  5.1 ± 9.0% 

to -0.0 ± 1.1%, and the average percent difference in V90 for the bladder changed from -11 ± 58% to 

-8.3 ± 13%, and for the rectum from -47 ± 50% to 0.9 ± 30%, respectively.  There was no simple 

correlation between displacement and dose discrepancy before correction.  After patient 

realignment the prescribed dose to the CTV was achieved within 1% for 75% (24/32) of the 

patients.  For the bladder and rectum, 50% of the patients had doses that differed from the static 

treatment plan by 25% and 8%, respectively. 

Conclusions:  The dose degredation due to prostate motion (before correction) is not 

accurately predicted from the average trends for all patients.  Outliers included smaller 

displacements that lead to larger dosimetric differences in the corrected scenario, especially for 

the bladder and rectum, which exhibited doses substantially different from that planned. 
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8.2 Introduction 

It is well known that prostate interfraction organ motion occurs, and compromises the 

accuracy of the expected dose in radiation therapy [1,2].  The role of image guidance is to achieve 

greater accuracy of daily target volume positioning.  It aims to position the target relative to the 

same reference point (isocentre) as in the reference computed tomography (CT) image so that 

the treatment plan may be delivered as expected [3].   

If target organ motion is not corrected for, the dose distribution will be shifted and 

blurred due to systematic and random displacements.  If organ motion is corrected for, the dose 

distribution will still differ by an unknown amount from that planned as shown in Fig. 8.1.  The 

isodose volumes change shape because the beams intersect a new geometry (surface contour, 

depth of penetration, relative tissue position, etc.), placing external contour boundaries and 

tissue densities at points that are different from the reference CT image [1].  A study of this 

dosimetric discrepancy (when the patient is realigned under the treatment beams) has not been 

undertaken in a comprehensive manner in the literature to date and is addressed in this work.   

Comparable dosimetric studies using measured organ motion have been limited in the 

number of patients studied, the dose calculation methods employed, and in the dosimetric 

analysis[4-6].  We aim to improve on these works by using a substantially larger sample patient 

population, an intramodality imaging system, accurate dose calculation techniques, and a 

dosimetric analysis relevant to current treatment plan evaluation methods. 

We used an intramodality imaging system to monitor the prostate throughout a course of 

radiation therapy.  Tissue geometry imaged with different techniques do not produce the same 

results, making a comparison between changes in geometry difficult. [7-11].  For example, 

averaged over ten patients, prostate volume ratios for CT/magnetic resonance (MR), ultrasound 

(US)/MR, and CT/US have been reported to be 1.16, 0.9, and 1.30, respectively [12], and prostate 

CT volumes can be larger than prostate MR volumes by up to 40% [13].  For image guided 

radiation therapy (IGRT), techniques such as projection radiography, portal imaging, and cone 

beam CT compare daily images with the reference CT.  Only an in-treatment room CT system 

[14] and US system [15] are capable of true intramodality verification between daily and 

treatment planning images.   

Monte Carlo (MC) dose calculation techniques, which use a first principles approach, 

are the most accurate dose calculation method.   Fraser et al showed that the dose calculation 

method has a considerable impact on the dose distribution in the pelvic region, even in the 
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absence of large heterogeneities (for an 18 MV beam with an average photon energy of 6 MeV, the 

mass energy absorption coefficients for Compton scattering are essentially the same among bone, 

water, and muscle) [16].  For example, the difference in the dose to 95% of the prostate PTV 

volume (D95) between heterogeneous MC and heterogeneous analytical pencil beam algorithms 

has been reported to be a maximum of 7.8% (average 3.5%) for twenty patients, whereas the 

difference between homogeneous and heterogeneous MC calculations was only up to 2.4% 

(average 1.7%).  This indicates a systematic non-negligible difference between MC methods and 

analytical algorithms in the pelvic region.  MC methods are also better able to model the fluence 

through a multileaf collimator [17]. 

A dose volume histogram (DVH) analysis is performed for the clinical target volume 

(CTV), bladder, and rectum for each fraction for 32 patients.  For each fraction, target 

misalignment and realignment scenarios were considered, and also summed over the entire 

treatment. 

 

8.3 Methods and materials 

8.3.1 Treatment planning and daily imaging 

Thirty-two patients diagnosed with localized prostate cancer were treated curatively 

with 3D conformal radiation therapy using a five field coplanar beam technique.  Patients 

underwent CT simulation imaging 4-6 weeks before the start of treatment.  While in the supine 

position a knee support was used and a styrofoam block was placed between the ankles to ensure 

consistent leg positioning during planning and treatment.  The CTV was defined as the prostate 

gland, as observed on 3 mm thick axial CT slices, with or without the proximal seminal vesicles 

depending on the risk of microscopic involvement.  The planning target volume (PTV) included a 

7 mm isotropic margin around the CTV.  The median total dose was 72 Gy delivered in 2 Gy per 

fraction to the PTV.   

During CT simulation and treatment, the patients were instructed to retain an empty 

rectum and a comfortably full bladder.  The latter was verified by users experienced with US 

imaging, who were able to achieve adequate image quality with minimal probe pressure.  Strong 

probe pressure has been reported to displace the prostate by a maximum of 3 mm [18,19], which 

is comparable to the interobserver variation in contouring the prostate on the planning CT 

images [12] and on daily megavoltage cone beam CT images [20].  
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For each fraction the patient was first aligned to the room lasers based on skin marks.  

Next, an US image of the prostate was acquired.  In this manner, prostate displacement was 

determined as the difference in the position of the prostate, relative to skin marks, between the 

time of treatment planning and treatment delivery.  Patients were then realigned based on the 

daily US localization.  Reported in this study is prostate displacement, which is in the opposite 

direction to table motion used to correct patient alignment.   

8.3.2 Intramodality ultrasound system 

Image guidance was performed with an intramodality 3D ultrasound system (Restitu 

Platform V.2.0.0.334, Resonant Medical Inc., Montréal, QC (now known as Clarity System)).  

The procedure for measuring prostate motion is outlined in Johnston et al [8].  The key features 

of this system are that 1) daily 3D US images acquired in the treatment room are compared with 

another reference US image acquired in the CT simulation room at the time of treatment 

planning, and 2) the absolute position of the US image planes are known using tracked infrared 

emitters attached to the probe permitting automatic fusion of US and CT images.  The 3D 

prostate contour on the reference US image was used to determine all daily displacements.  This 

reference contour was automatically overlaid on the daily images at the reference position, and 

then manually moved until a best fit was obtained with the daily position.  The difference 

between the reference position and the daily position determined prostate displacement.  Using 

an US derived contour as the reference made this matching process easier to perform than using a 

CT derived contour.  Cury et al used the same ultrasound system and concluded that 

intramodality US is more accurate than intermodality US [15]. 

The Restitu system has been reported to be reproducible within 0.5 mm for daily and 

monthly phantom measurements in the CT simulation room [8], to produce prostate US contours 

that overlap with CT contours within 90% [21], and to be accurate within 2 mm between the CT 

and linac rooms by the manufacturer [22].  In comparison, the accuracy of a kV imaging system 

(ExacTrac X-ray, BrainLAB, Germany) that also uses a Polaris camera to monitor couch motion, 

has also been reported to be accurate within 2 mm [23]. 

8.3.3 Prostate displacement 

Organ displacement metrics were calculated based on van Herk et al [24]  The mean and 

standard deviation (SD) of daily prostate displacements were determined per patient (patient 

mean and patient SD).  The systematic/interpatient variation (Σ) is the SD of all patient means.  
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The random/intrapatient variation (σ) is the root mean square average of patient SDs.  The group 

systematic displacement (M) is the mean of all patient means.  3D displacement was also 

calculated for each fraction before averaging over all fractions. 

8.3.4 Dose calculations 

All MC dose calculations used the EGSnrcmp [25]/BEAMnrc [26] code to model the 

linear accelerator (Clinac 2300 C/D; Varian Medical Systems Inc., Palo Alto, CA), previously 

validated at our institution [27], and the XVMC [28] algorithm to perform heterogeneous dose 

calculations.  The patient density and dose matrices had a resolution of at least 2.15 mm in the 

right/left (RL) and anterior/posterior (AP) directions, and 3 mm in the superior/inferior (SI) 

direction.  The statistical uncertainty for each dose calculation was about 1%.   

For each patient the reference static plan was recalculated using MC techniques (original 

plans were performed with CADPLAN v6.0, Varian Medical Systems Inc., Palo Alto, CA).  For 

each fraction two dose calculations, using the reference CT image, were compared as shown in 

Fig. 1.  First, the uncorrected scenario simulated interfraction prostate displacement without 

realigning the patient.  The dose distribution was calculated by rigidly translating the CT 

contours from the reference position on the planning CT image to the US measured displaced 

position.  The bladder and rectum were shifted with the prostate.  Although the bladder and 

rectum may undergo daily volume changes [29], the bladder and rectum tissue near the boundary 

with the prostate will move similarly to the prostate.  This boundary tissue also receives the 

highest dose, which is important for determining organ at risk (OAR) toxicity [30].  For this 

reason, the volume receiving at least 90% of the prescribed dose (V90) is used as the dose metric 

for the OARs (bladder and rectum).  Second, the corrected scenario simulated interfraction 

prostate displacement with patient realignment.  In this scenario, the dose to the CTV, bladder, 

and rectum was recalculated by translating the patient (containing shifted contours) to locate 

the prostate at the isocenter of the radiation beams, thereby changing the entry point of the 

beams. 

The cumulative dose to the CTV, bladder, and rectum were compared between the 

uncorrected and corrected scenarios using the percent difference (Δ) from the static plan.  

Outliers are defined with respect to the first and third quartiles, and the interquartile range.  

DVHs are shown for a single patient.   
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In order to compare with other studies, the strength of a linear relationship between 

displacement and percent dose difference was tested with the Pearson correlation coefficient (r), 

where |r| = 1 suggests a perfect positive or negative linear relationship. 

 

 

FIG. 8.1 Schematic representation of three different scenarios calculated for each 

patient, and used to assess the dosimetric consequences of isocentre 

misalignment and realignment during external beam radiation therapy.  The 

scenarios are exaggerated to clarify the differences. 

 

8.4 Results 

8.4.1 Organ motion 

The US measurements of interfraction prostate displacements are summarized in Table 

8.1.  The percentage of measurements that resulted in 3D prostate displacements outside of the 

7 mm PTV margin was 73%.  Large displacements exceeding 10 mm were more common in the 

posterior direction than in all other directions (19.3% posterior compared to 9.6% inferior and 

5.3% left).  Even though M is largest in the AP direction, 15/32 (47%) and 12/32 (38%) patients 

had larger SI and RL displacements than AP displacements, respectively.  Consequently, a 

considerable number of patients did not follow the average trends.  The values in Table 8.1 are in 

agreement with other reported studies (reference 8 and references therein). 

Figure 8.2 displays histograms of the individual fraction shifts for all patients, as well as 

patient systematic shifts compared to group systematic shifts. 
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FIG. 8.2 Individual patient displacement data for interfraction prostate motion.  

The graphs on the left are histograms in each direction.  The solid vertical lines 

indicate the origin/reference position, and the dashed vertical lines indicate 

7 mm.  The graphs on the right represent patient means (data points) and patient 

standard deviations (error bars).  The thick solid band indicates the systematic 

variation Σ for each direction. 
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TABLE 8.1 Interfraction prostate displacement metrics.  Abbreviations: M is the group systematic 

displacement, Σ is the standard deviation of all patient means, and σ is the root mean square 

average of patient standard deviations. 

 
Patient Left = + 

(mm) 
Posterior = + (mm) Superior = + (mm) 

3D displacement 
(mm) 

M (range) 0.0_(-12.4,_7.0) 3.5_(-7.5,_20.4) -1.4_(-10.3,_7.6) 11.3_(5.6, _22.3) 

Σ 4.8 6.7 4.8 4.1 

σ (range) 3.6_(2.0,_5.9) 4.8_ (2.4,_8.3) 4.5_(2.1,_7.3) 3.8_(2.1, _6.2) 

 

8.4.2 Dose calculations 

The group averages of Δmean dose to the CTV, bladder, and rectum in the uncorrected 

and corrected scenarios are given in Table 8.2.  Also presented are the group averages of ΔD95 for 

the CTV, and ΔV90 for the OARs.  Fig. 8.3 shows the association between uncorrected and 

corrected dose metrics for the CTV and OARs for each patient.  In Fig. 8.4, ΔD95 for the CTV and 

ΔV90 for the OARs are compared with their respective mean 3D displacements for each patient.   

When the patient was not realigned under the beams the average discrepancy in the 

mean dose to the CTV, bladder, and rectum are 2.1% (range  20% to 0.6%), 3.3% (range  23% to 

56%), and  11% (range  50% to 28%), respectively.  ΔD95 and ΔV90 are more sensitive to motion 

and show larger differences between patients.  The average discrepancy in ΔD95 for the CTV and 

ΔV90 for the bladder and rectum are  5.1% (range 40% to 1.3%),  10.5% (range 84% to 232%), and 

47% (range 100% to 108%), respectively.  For all scenarios, there was a larger range in the OAR 

metrics than the CTV metrics.  When the patient is corrected for target misalignment, the group 

averages of all corrected plan metrics are similar to those at the time of treatment planning, 

except for V90 for the bladder.  However, the standard deviations and ranges show a large 

variation between, and demonstrate a strong dependence on, the patient in question.  For 

example, outliers in ΔD95 for the CTV and ΔV90 for the bladder and rectum represent 13%, 6%, 

and 25% of the patients, respectively.  Additionally, an outlier with respent to one organ does not 

always correspond to an outlier with respect to another organ.  The data also shows that dose 

recovery is sometimes unpredictable as a smaller dose discrepancy in the uncorrected scenario 

does not always correspond to a smaller dose discrepancy in the corrected scenario.  
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FIG. 8.3 Dose metrics from the uncorrected and corrected scenarios presented as 

a percent difference from the static treatment plan: a) dose covering 95% of the 

clinical target volume (CTV); and the volume of the b) bladder and c) rectum 

containing 90% of the prescribed dose.  The uncorrected and corrected values 

corresponding to each patient are aligned vertically.  Note that there is a bladder 

data point in the uncorrected scenario at 234% not shown on the graph. 
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FIG. 8.4 Dose metrics as a function of 3D displacement presented as a percent 

difference with the static treatment plan for the a) clinical target volume (CTV), 

b) bladder, and c) rectum.  The average uncorrected and corrected differences are 

indicated with horizontal lines.  Note that there is a bladder data point in the 

uncorrected scenario at 234% not shown on the graph. 
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FIG. 8.5 Dose volume histograms for the static, uncorrected (uncorr), and 

corrected (corr) scenarios for a single patient for a) the entire treatment plan for 

the clinical target volume (CTV), bladder, and rectum, b) a single fraction that 

had a 10.8 mm 3D displacement for the CTV and a large CTV D95 uncorrected 

dose discrepancy (-3.0%), and c) a single fraction that had an 11.5 mm 3D 

displacement for the CTV and a small CTV D95 uncorrected dose discrepancy 

(-0.3%). 
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TABLE 8.2 Group averages of dose metrics to the cinical target volume (CTV), bladder, and 

rectum, presented as a percent difference (Δ) with the static treatment plan.  Abbreviations: D95 is 

the dose to at least 95% of the volume and V90 is the volume containing at least 90% of the 

prescribed dose. 

   Average ± standard deviation (range) (%) 

Organ Metric  Uncorrected scenario Corrected scenario 

CTV  Δmean_dose  -2.1_±_4.0_(-20.3,_0.6) -0.4_±_0.8_(-2.7,_0.8) 

 ΔD95  -5.1_±_9.0_(-40.2,_1.3) -0.0_±_1.1_(-3.5,_2.0) 

bladder Δmean_dose  3.3_±_19.3_(-22.8,_55.7) -0.6_±_1.0_(-3.3,_2.2) 

 ΔV90  -10.5±_58.3_(-83.8,_232) -8.3_±_13.1_(-60.5,_5.2) 

rectum  Δmean_dose  -10.7_±_18.6_(-49.5,_27.8) -0.1_±_1.5_(-2.5,_7.1) 

 ΔV90  -47.0_±_50.2_(-100,_108)    0.9_±_30.4_(-62.3,_102) 

 

DVHs for three situations are shown in Fig. 8.5 for a single patient whose mean 3D 

displacement was 8.2 mm.  Figures 8.5a and 8.5b demonstrate unpredictable behaviour, in that 

similar large displacements during two different fractions for the same patient vary in their 

impact on the uncorrected D95 to the CTV by 3%.  On the other hand, in the corrected scenario, 

large and small uncorrected dose discrepancies can be reduced to almost zero.  Figure 5c shows 

the DVH for the cumulative dose over the entire treatment.   

 

8.5 Discussion 

8.5.1 Uncorrected scenario 

Averaged over the group of patients the reduction in D95 for the CTV in the uncorrected 

scenario was relatively small at -5.1 ± 9.0% for a group systematic 3D displacement of 11.3 mm.  

This is mostly explained by the 7 mm PTV margin.  The OARs are more affected by motion in the 

uncorrected scenario than the target CTV, as shown in Fig. 8.4.  The CTV is located in a 

homogenous dose region, but the bladder and rectum have a large dose gradient near, or within 

their boundaries, making the dose to the bladder and rectum more sensitive to motion.  This 

conclusion was also drawn in a review on prostate motion [2].  Unlike the review we did not 

observe the amount of under or over dose to the organs to be directly proportional to the 

magnitude of the shifts.  A weak to moderate correlation was found using the Pearson correlation 

coefficient (r).  The correlation coefficient between the uncorrected dose to the CTV and patient 
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mean 3D displacement was -0.55 (p ≤ 0. 001) for Δmean, and  0.77 (p ≤ 3x10-5) for ΔD95.  By 

taking r2 we observe that only 30-60% of the variation in the CTV is associated with a variation 

in 3D displacement.  In Fig. 8.4a larger ΔD95 values tend to be more negative as displacement 

increases.  The relationship between dose and displacement depends on the shape and position of 

the contours with respect to the isodose lines.  The change in dose, from the center of the CTV, 

along the direction of displacement would be better modeled by a nonlinear relationship, and 

would yield better correlation.   

The dose metrics in Table 8.2 in the uncorrected scenario are more positive for the 

bladder and more negative for the rectum corresponding to an average posterior prostate 

displacement where the bladder would have been shifted closer to the isocenter, and the rectum 

farther.   

8.5.2 Corrected scenario 

The uncorrected ΔD95 for the CTV, and V90 for the bladder and rectum, were reduced in 

the corrected scenario to  0.0%,  8.3%, and 0.9%, respectively.  The maximum corrected ΔD95 for 

the CTV was  3.5%.  Orton et al [5], who used intermodality 3D US IGRT and the ADAC 

Pinnacle treatment planning system on five patients, also found that the prescribed dose was 

achieved with realignment.  The patients were treated with IMRT and the analysis was 

performed on the PTV, both of which should increase sensitivity to motion.  PTV margins are 

specifically designed to capture daily motion and setup uncertainties, so that focusing on the 

PTV instead of the CTV may be misleading.  Repositioning studies should focus on recovering 

the dose to the CTV.  Dose recovery may have been possible in their study because a rectal 

balloon was used to immobilize the prostate.  However, the authors state that the rectal balloon, 

which is not common practice,  may have introduced false organ motion for small sized prostates.  

Another dosimetric interfraction prostate motion study was performed by aligning ten patients 

to skin marks, bony anatomy, and intermodality 2D US measurements [4].  The authors used the 

minimum dose to a 0.1 cm3 volume of the prostate as their metric and found that differences in the 

minimum dose depended on the alignment technique.  Similar to our study they found that the 

results were not consistent across patients.  The authors calculated the dose on CT images 

acquired on a daily basis, but they did not sum the dose distributions, so that the minimum dose 

may not have occurred in the same volume of tissue each day.  Therefore, the reported minimum 

dose represents a worst case scenario.  Wertz et al [6] compared CT images of empty and 

distended rectums for one fraction and also found a 10% improvement of the mean dose to the 
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rectum when the patient was corrected for bony anatomy misalignment.  This result corresponds 

to the data presented in Table 8.2   

Coplanar parallel opposed photon beams may reduce the impact of prostate motion in 

the direction parallel to the beams.  That is, motion that reduces prostate depth for one beam will 

be compensated for with increased prostate depth with the opposite beam.  However, this does 

not fully explain why, in general, the same dose was delivered in the planned and corrected 

scenarios.  Only 2/5 beams  were parallel opposed (gantry angles of 0°, 90°,110°, 250°, and 270°).  

This study shows that even though the beams intersect a different geometry after patient 

realignment, the expected dose to the CTV can be still be achieved for the majority of patients.  

Outliers, identified through daily dose calculations, and representing a substantial portion of the 

sample population, may benefit from replanning that takes into account the new geometry.  

Patient specific dose discrepancy is unpredictable with motion, and may be larger for smaller 

displacements.  This is demonstrated in Figures 8.5a and 8.5b.  Each figure is a DVH of a single 

fraction for the same patient in which ΔD95 in the uncorrected and corrected scenarios are larger 

for the smaller 10.8 mm 3D displacement (3.0% and 0.6%, respectively) than for the larger 

11.5 mm 3D displacement (0.3% and 0.2%, respectively).  This patient is an example that there is 

no monotonic trend between dose discrepancy and displacement.  A closer look at the 

components of the displacement reveals that the largest component of the 10.8 mm 3D 

displacement was 9.6 mm AP, and for the 11.5 mm 3D displacement it was 10.5 mm RL.  Figure 

8.5c shows that after the entire treatment was delivered, the planned dose distribution was 

achieved for the CTV and rectum, and improved for bladder sparing.  For 75% (24/32) of the 

patients in this study, the prescribed dose to the CTV after correction was achieved within 1%.  

In contrast, for 13% (4/32) of the patients the dose to the CTV was outside of 1.5 SD of the 

average ΔD95.  For the bladder and rectum after patient realignment, 50% of the patients had 

doses that differed from the static treatment plan by 25% and 8%, respectively.   

The advantages of using US were an intramodality image comparison, a non-invasive 

IGRT procedure, in terms of both zero imaging dose and no need of surgically implanted fiducial 

markers, the ability to collect volume information, and the ability to image at both the planning 

and treatment stages despite metal prostheses.  However, it is recognized that US has limitations.  

Operator dependency affects image quality and daily to reference position comparisons.  In this 

work, all US operators had four years experience with the BAT (North American Scientific, 

Chatsworth, CA) US system for prostate scanning, and went through several Restitu training 

sessions with the manufacturer.  It is also noted that US systems assume a constant speed of 
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sound of 1540 m/s in all tissues (presupposing no elasticity or density differences between 

various human tissues).  This is estimated to have a small impact on the absolute position of a 

pelvic organ, if the bladder was comfortably full at each fraction, because the daily prostate US 

position was measured relative to the reference US position acquired at treatment planning.  This 

effect could have a larger impact for systems that compare US to a CT reference image.   For 

organ displacement, our simple rigid model did not consider rotations, which have been shown to 

be on the order of a few degrees [31].  Our study also assumed that the OARs moved with the 

prostate (CTV), which is true near the CTV boundaries.  For the dose calculations it is noted that 

the true dose to internally shifted organs cannot be determined daily without a pre treatment 

image that covers the full 3D volume in which the beams intersect the patient.  Ideally this would 

require an imaging modality in which (relative) electron densities can be extracted.  The use of 

DVH metrics in the analysis removes the spatial information of where within the organ under or 

over dose occurs.   

Despite these limitations 3D US IGRT provides daily information to monitor organ 

motion and volume changes, such as during concurrent hormone therapy and radiation therapy.  

The data would be used as a trigger to decide when a patient would better benefit from 

realignment or re-planning. 

8.6 Conclusion 

This study quantified the change in target and OAR dose distributions caused by shifting 

the patient from skin mark alignment in order to correct for prostate interfraction motion.  An 

analysis of the MC dosimetric impact of prostate interfraction organ motion for 32 patients, 

demonstrated that organ motion was not a good predictor of dose degradation.  Organ motion 

also had a larger impact on the delivered dose to the bladder and rectum than to the CTV.  In 

general, realigning the patient to correct for motion reduced dose discrepancies in the CTV, but 

outliers, and the large variation between patients, indicate that considerable changes in the dose 

distribution can remain after patient realignment.  The remaining dose degradation may become 

more important for dose escalation and hypofractionation studies. 
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8.8 Afterward 

This chapter demonstrated that the dose delivered to a realigned patient is very close to 

that predicted in the static treatment plan for all organs.  However, these results are specific to 

3DCRT and a 7 mm CTV to PTV margin.  The organs at risk were more affected by prostate 

motion than was the CTV because they lie on the boundary of a sharp dose gradient so that small 

movements can locate the organs in vastly different dose regions.  In this study we modeled the 

impact of prostate motion on the organs at risk by rigidly shifting them with the prostate.  This 

may be accurate for tissue boundaries with the prostate but does not represent their true 

deformation.  Although possible with the ultrasound system used, we also did not take into 

account prostate rotation.  It was also determined that prostate organ motion is unpredictable as 

outliers exist in the patient population.  This dosimetric verification study confirms current 

clinical practice of shifting the patient on the treatment couch to locate the prostate at the 

isocentre.   
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CHAPTER 9 

Dosimetric evolution of the breast electron boost target using 3D ultrasound imaging 

 

In addition to photons, the second most common method of delivering external beam 

radiation therapy is with electrons, making a smaller but substantial contribution.  They 

represent an important treatment modality in modern radiation therapy, often providing a unique 

option in the treatment of superficial disease (less than 5 cm  deep) because of their finite range.  

At the Montreal General Hospital about 15% of treatments are delivered with electron beams, 

and breast cancer is one of them.   

In women, breast cancer leads incidence with an estimated 22 700 new cases in 2009 in 

Canada, and it is the second leading cause of cancer mortality*.  In this chapter we present a 

manuscript published in Radiotherapy and Oncology.  This study uses a novel combination of two 

techniques for breast electron boost treatment.  We first make the case that a CT based Monte 

Carlo dose calculation reveals the pitfalls of conventional treatment planning.  Secondly, in a 

dosimetric analysis of interfraction motion, we incorporate geometric changes in the target, 

which are known to occur in time frames relevant to radiation therapy. 

The electron beam model used in this work was verified, but is not presented in the 

following manuscript, and so will be described below.  Section 4.3 describes some of the 

components of the model and provides a schematic of the parameters.   The BEAMnrcmp MC 

code was used to model a Varian Clinac 21EX linear accelerator, starting with the electrons at the 

exit window and ending at the bottom of the electron applicator.  This model has previously been 

verified at our institution for 9 MeV and square field sizes ranging from 5x5 cm2 to 20x20 cm2 

                                                           
* Canadian Cancer Society’s Steering Committee. Canadian Cancer Statistics 2009. (Toronto: Canadian 
Cancer society, 2009) 
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(see reference 27).  Some changes to this model were made for this thesis including the design of 

the monitor chamber, changes to some component materials, and the design of the applicator.  

For this work, we verified the changes, and beam geometries relevant to the patients in this 

study.  Simulated and measured central axis PDD differences for 9 MeV, various field sizes, an 

extended source-to-surface distance, and an oblique gantry angle can be found in Fig. 9.1.  

Measurements were performed with a Welhöffer IC10 ionization chamber.  The statistical 

uncertainty on the validation simulations was less than 0.5% (of the maximum dose) at the depth 

of 50% (R50).  For all parameters, simulation and measurements matched within 0.5 mm and 1.2 

mm at the depth of R50 and maximum dose, respectively.  The differernce between simulation 

and measurement when the gantry was rotated 345° is due to the effective volume of the IC10 

ionization chamber, 0.13 cm3.  At 39 mm depth the PDD exits the beam penumbra while the 

chamber averages the dose over it’s volume, which has a diameter of 0.52 cm and a length of 0.58 

cm.  In no other measurement does the PDD leave the beam width. 

 

 

FIG. 9. 1 (a) Simulated and measured percent depth dose (PDD) curves in water for a 9 MeV 

beam at 100 cm source-to-surface distance (SSD).  (b) PDDs at 105 cm SSD, and at 100 cm SSD 

with the gantry rotated 345°.  All Monte Carlo error bars are smaller than the data points.  

 

For patient dose calculations, phase space files were scored containing information on 

the particles crossing a plane immediately below the patient specific cerrobend block that is 

inserted into the last plate of the applicator at 95 cm.  At least 390 000 particles 2cm are 

contained in the phase space file ensuring a statistical uncertainty smaller than 0.2% on the 

quantities derived from that phase space.  Patient dose distributions were calculated using 
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DOSXYZnrcmp by transporting particles from the scoring plane through the patient CT 

geometry, and taking into account any collimator, gantry, and couch rotations in the treatment 

plan.  When called for, bolus was modeled with water equivalent medium on the patient’s skin.  

The voxel sizes for patient dose calculations were 1.5 mm x 1.5 mm x 3 mm.  The number of 

sampled particles from scoring plane 2 was made sufficiently high, recycling particles as 

necessary, so that the statistical uncertainty on doses > 50% of the maximum dose was about 

0.5% of the maximum dose.    
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Title: Dosimetric evolution of the breast electron boost target using 3D ultrasound imaging 

Authors: Fraser D, Wong P, Sultanem K, and Verhaegen F 

Radiotherapy and Oncology doi:10.1016/j.radonc.2010.05.017 (2010)  

9.1 Abstract 

Purpose: To investigate treatment planning, patient set-up, and interfraction motion 

errors on the delivered dose for external beam electron boosts for postoperative early stage breast 

cancer patients.  

Methods and materials: For 5 patients, 10-15 Gy was prescribed and administered via a 

conventionally defined electron boost treatment field ― no dose distribution was calculated.  

Two computed tomography (CT) data sets were acquired an average of 47 days apart.  Using 

Monte Carlo techniques the clinically defined electron beams were reconstructed on CT1 and 

CT2, and a dosimetric comparison between the two data sets was made.  Additionally,  3D 

ultrasound (US) imaging was performed to monitor interfraction motion.  3D US images were 

acquired concurrently with the CT images, as well as prior to each boost fraction in the 

treatment room.  Taking into account interfraction motion, the dose to the clinical target volume 

(CTV) was also calculated. 

Results: Based on conventionally determined treatment fields the CT1-based CTV D95 

averaged 49% (range 1289%) of the prescribed dose.  Representing setup errors, the CT2-based 

CTV D95 averaged 47% (range 1691%) of the prescribed dose.  Considering interfraction 

motion, the average radial displacement was 11 mm, and the resulting CTV D95 was further 

reduced in 2/5 patients.   

Conclusion: Poor initial coverage at the time of planning is exacerbated by breast 

mobility and interfraction TB motion, increasing the uncertainty in the delivered dose. 

9.2 Introduction 

After breast conserving surgery (lumpectomy) for early stage breast cancer, a photon 

treatment plan is commonly followed by an external beam electron boost to the postoperative 

site  the tumour bed (TB) [1].  The TB is known to undergo tissue remodeling in time frames 

relevant to radiation therapy planning and delivery [2-5], and setup errors can be substantial 

[6-8], affecting the delivered dose [9].  Image guidance techniques are used to monitor the 

position of the target on a daily basis.  Current modalities to image the TB may include 



147 
 

ultrasound (US) [10-13], cone beam computed tomography (CT) [6,9], and x-ray imaging of 

implanted fiducial markers [2,7,8,14-17]. 

The advantages of using US are that it is a non-invasive and non-ionizing imaging 

method with good soft tissue contrast.  Because of the low soft tissue contrast of cone beam CT, 

the breast surface or chest wall is often used as a surrogate for the TB.  Yet, considerable 

geometric uncertainties in the position of the TB relative to bony anatomy and breast surfaces 

have been observed [6].  Cone beam CT also exposes the patient to extra low dose radiation, the 

risks of which are unclear [5].  Alternatively, surgical clips have been considered the reference 

standard for TB localization [12], yet subsequent CT scans have shown that clips can move with 

respect to the TB [16].  Moreover, the position and number of implanted clips are inconsistent 

[14], and small titanium clips are insufficiently visualized on in-room kV and MV images, while 

tantalum clips can produce volume artifacts up to 0.81 cm3 [18].  Uncertainties in US delineated 

TBs stem from volumes that are consistently small compared to CT [10,11], which emphasizes 

volumes that may overestimate the TB volume compared with surgical clips [14].  TB delineation 

on CT images is affected by clinical and radiographic features of the breast [19], such that 

interobserver variation in breast CT contours have been reported to be larger than inaccuracies 

predicted from setup uncertainties [20].  On the other hand US has been associated with 

improved interobserver contour conformity compared to CT [10], suggesting that it can better 

differentiate the cavity from surrounding tissue, notably for thin patients [12], and when CT 

cavity visualization is poor [10,11].  

Another source of error in the treatment planning process for electron beams is the dose 

calculation.  Conventionally, electron boosts are not planned with a treatment planning system 

but with clinical techniques [21], a method that carries significant risk of missing the target [22].  

In the simplest form, no computer calculation is performed, and the prescription is given to a 

specified depth near the depth of dose maximum, interpolated from measured percent depth 

doses (PDD) in a water tank.  This method inherently lacks the ability for dose volume histogram 

(DVH) analysis.  It is well accepted that Monte Carlo (MC) simulations offer the most advanced 

and accurate techniques for 3D treatment planning.  The characteristics of external electron 

beams with oblique beam incidence, tissue heterogeneities, skin surface irregularities, missing 

tissue, and superficial targets in the build up region make MC the ideal dose prediction method 

[23].   
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In this work, we retrospectively determine the dose to the electron boost target for five 

patients by using MC techniques to reconstruct the clinically defined fields on CT scans.  We 

considered (1) a change in body habitus between the time of planning and boost delivery and (2) 

interfraction motion during boost delivery as determined from 3D US.    

9.3 Methods and materials 

9.3.1 Image acquisition 

Five patients with early stage breast cancer who had undergone a lumpectomy, followed 

by whole breast photon irradiation (WBI), and an external beam electron boost to the TB, are 

reported on.  Each patient underwent two CT simulations (CT1 and CT2) with concurrent 3D 

US imaging, to obtain fused CT/US data sets.  The first CT simulation data set was obtained 

before WBI, and an average of 117 days (range 56-189 days) after surgery.  The second CT 

simulation data set was performed an average of 47 days (range 34-62 days) after CT1, and 

immediately before boost delivery.  US imaging was also performed in the treatment room prior 

to each boost fraction.  Care was taken to not compress the breast tissue in order to avoid 

altering the depth and configuration of the TB.  This was achieved with high viscosity US gel.  

The US system (Clarity, Resonant Medical Inc., Montreal, Canada) is comprised of stations in 

the CT room and in the treatment room.  This allows US images acquired during the course of 

treatment to be compared with US images acquired at the time of treatment planning.  

Intramodality imaging (US to US) has been shown to be more accurate than intermodality 

imaging (US to CT) for prostate image guidance [24].  Each station uses a freehand transducer 

with an attached infrared marker array whose position is tracked via a ceiling mounted infrared 

camera.  The US systems are calibrated to the respective room’s isocentre so that CT and US 

images share a common coordinate system and are implicitly registered.  The procedure for 

calibration and measuring organ position are outlined in Hilts et al [25].  When registered, the 

US slices are interpolated to the position and resolution of the CT slices.   

9.3.2 Dose calculations 

During WBI the patients received 42.5-50 Gy with tangential photon fields.  Afterward, 

an electron boost of 10-15 Gy was given in 2.5-3 Gy fractions.  For treatment planning purposes, 

at the time of simulation 1, the boost TB shape was defined clinically, and a 15 mm margin around 

the TB was drawn on the patient’s skin to define the boost field shape for a cerrobend insert.  

Patients were immobilized with both arms abducted using a standard breast board.  No 
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treatment plan was calculated for these patients other than the hand monitor unit (MU) output 

factor for the cerrobend insert.  All patients had superficial targets so that 9 MeV penetrated to 

the distal side of the TB (depths ranging from 2.5-2.8 cm corresponding to 85-90% of the 

maximum dose in a 9 MeV PDD curve, based on water tank measurements).   

For this study, the BEAMnrcmp [26] MC code was used to model a Varian Clinac 21EX 

linear accelerator, electron applicator, and cerrobend insert.  This model has previously been 

verified at our institution [27].  Patient dose distributions were calculated using DOSXYZnrcmp 

[28].  The voxel dimensions were 1.5 mm × 1.5 mm × 3 mm, and the statistical uncertainty on 

doses > 50% of the maximum dose was about 0.5% of the maximum dose.   

Contours on the CT images were drawn retrospectively for dosimetric analysis only.  The 

TB was manually contoured, using Varian Eclipse software, by a single physician according to the 

visualized seroma fluid at the TB.  A clinical target volume (CTV) and planning target volume 

(PTV) equivalents were retrospectively contoured on the CT images for dosimetric analysis only.  

The CTV and PTV were defined by uniformly expanding the excision cavity volume by 10 mm 

and 15 mm, respectively, and yet limiting both to 5 mm from the skin surface and eliminating the 

chest wall.  A volume of tissue, called edge tissue, was defined by subtracting the volume of the 

TB from the CTV.  Edge tissue represents the region potentially harbouring microscopic disease 

not extracted during surgery, and may even be considered the true target as the dose to the 

seroma fluid is not of actual interest.  A MC dose calculation was performed on the CT1 and CT2 

images, by reconstructing the clinically defined electron beams, in order to assess the impact of 

differences on the delivered dose due to patient setup errors, and a time lapse on changes in body 

habitus.  In order to do this the local breast surface of CT2 was manually registered to the breast 

surface of CT1 [6].  No rotation was performed.  Skin matching mimics how the patient would 

have been aligned with the light field during boost delivery.  The dose to the targets (edge tissue 

and CTV), ipsilateral lung, heart, and healthy breast tissue (defined by the CTV during WBI) is 

compared between the two CT data sets.   

All dose distributions in paired plans (CT1 and CT2 for each patient) are normalized to 

their respective prescribed dose in Gray, determined at the time of treatment planning.  For 

example, if the distal side of the TB was at a depth of 2.8 cm (equal to approximately 85% of the 

9 MeV PDD curve), then a prescribed dose of 10 Gy at 2.8 cm becomes 100% in the dose 

distribution for both CT1 and CT2 for that patient. 

Dose coverage was considered adequate if the CTV D95 (minimum dose covering 95% of 

the volume) ≥ 95% of the prescribed dose [29].  This stringent value was chosen because it has 
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been demonstrated that in most cases, local recurrences occur close to the primary tumour site 

[30].  A geographical miss was considered true if the CTV D95 < 50% of the prescribed dose. 

Similar to CT, the US TB was manually contoured on all images, using Clarity software, 

by a single physician according to the visualized seroma fluid at the TB.  The magnitude of TB 

motion, and subsequent dosimetric change on target coverage, was quantified by comparing the 

interfraction US TB position to the reference US TB position during simulation 1.  Because a 

second CT is not commonly performed, this represents the displacement as would be calculated 

in the clinic.  The dose to the CT2-based CTV, taking into account TB motion, is calculated on 

the CT2 data set for each of the boost fractions.  This method considers the motion of the TB, and 

any changes in body habitus between the time of planning and the beginning of the boost 

treatment.  No actual patient realignment was performed during treatment.  

9.4 Results 

9.4.1 CT1 and 2  dose calculations  

Table 9.1 summarizes the treatment planning parameters and dose metrics for the targets 

for each patient calculated on the CT1 and CT2 images.  For all patients the prescription isodose 

line (100%) is not sufficiently wide to cover the CTV, also translating into poor TB coverage.  

Qualitatively, better coverage exists for targets near the skin surface and with a deep chest wall, 

which also results in smaller doses to the organs at risk.  Quantitatively, the CT1 edge tissue D95 

was always less, by up to 85%, than the prescribed dose.  The CTV D95 values indicate 

inadequate coverage for all patients and geographic misses in 2/5 patients (patients 3 and 4).  

Table 9.2 summarizes the dose metrics for the organs at risk, for each patient, calculated on the 

CT1 and CT2 images.  V95 (the volume that received at least 95% of the prescribed dose) for 

healthy breast tissue was essentially zero with the exception of one patient.  V20 for the lung and 

V10 for the heart were variable, but were larger when the distance from the skin to the chest wall 

was smaller (3.2 cm for patient 2 and 2.2 cm for patient 5).  

The difference in isodose coverage between CT1 and CT2 is shown in Fig. 9.2.  The 

maximum dose in paired plans was similar, but varied by 1.4 Gy for patient 4.  The edge tissue 

mean dose remained relatively constant while D95 improved for two patients, degraded for two 

patients, and remained the same for one patient.  The CTV D95 changed by 3.3-5.8 Gy for three 

patients.  In 3/5 patients the distal side of the TB shifted toward the surface (5 mm for patients 2 

and 3, and 2 mm for patient 5). 
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TABLE 9.1 Dose metrics for the edge tissue and clinical target volume (CTV) as calculated on 

computed tomography (CT1 and CT2) images. 

 Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 

Prescribed dose 

Approximate tumour bed depth 

10 Gy / 4 fxs 

2.8 cm 

15 Gy / 6 fxs 
2.5 cm 

10 Gy / 4 fxs 
2.5 cm 

15 Gy / 6 fxs 
2.5 cm 

15 Gy / 5 fxs 
2.8 cm 

CT1          

max dose in distribution (Gy) 

edge tissue  D95 (Gy) 

edge tissue V90 (%) 

edge tissue  mean dose (±SD) (Gy) 

CTV D95 (Gy) 

CTV V90 (%) 

CTV mean dose (±SD) (Gy) 

 

12.0 

2.7 

47 

7.9 (±1.7) 

5.5 

68 

9.1 (±1.7) 

 

16.7 

13.6 

96 

14.6 (±0.7)  

13.3 

92 

13.7 (±1.4) 

 

10.7 

0.8 

26 

7.0 (±2.8) 

1.2 

32 

7.3 (±2.7) 

 

16.5 

8.0 

49 

12.4 (±2.9) 

5.9 

56 

12.7 (±2.8) 

 

17.1 

6.7 

33 

12.4 (±2.4) 

7.7 

42 

12.8 (±2.2) 

CT2          

max dose in distribution (Gy) 

edge tissue  D95 (Gy) 

edge tissue V90 (%) 

edge tissue  mean dose (±SD) (Gy) 

CTV D95 (Gy) 

CTV V90 (%) 

CTV mean dose (±SD) (Gy) 

 

11.7 

3.4 

59 

8.5 (±2.3) 

4.1 

67 

8.9 (±2.2) 

 

16.9 

13.6 

97 

14.6 (±0.7) 

13.6 

97 

14.6 (±0.6) 

 

10.7 

7.0 

42 

8.7 (±0.9) 

7.0 

47 

8.8 (±0.9) 

 

15.1 

2.2 

27 

10.0 (±4.1) 

2.5 

29 

10.0 (±3.9) 

 

16.1 

2.3 

23 

10.4 (±3.9) 

2.7 

29 

10.9 (±3.4) 

Abbreviations: D95, dose covering 95% of the contour volume; V90, volume containing at least 90% 

of the prescribed dose; and SD, standard deviation. 

 

TABLE 9.2 Dose metrics for healthy breast tissue, lung, and heart as calculated on the computed 

tomography (CT1 and CT2) images. 

 Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 

CT1     Breast V95 (cm3) 
Breast V30 (cm3) 
Lung V20 (cm3) 
Heart V10 (cm3) 

9.4 
81 
1.3 
0.0 

0.31 
48 
90 
34 

0.79 
54 
1.5 
0.0 

0.93 
53 
22 
2.7 

1.7 
66 
62 
24 

CT2    Breast V95 (cm3) 
Breast V30 (cm3) 
Lung V20 (cm3) 
Heart V10 (cm3) 

8.7 
83 
0.0 
0.0 

4.0 
65 
99 
57 

1.1 
60 
1.5 
0.0 

3.7 
49 
5.4 
0.0 

0.68 
26 
55 
4.3 

Abbreviations: Vx, volume containing at least x% of the prescribed dose. 
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FIG. 9.2 Dose distributions on CT1 (a, c, e, g, i) and CT2 (b, d, f, h, j) images. The 

tumour bed and clinical target volume are contoured in black. The prescribed 

isodose line is in red, and the 90%, 80%, 50%, and 10% isodose lines are in white. 

 

9.4.2 Interfraction motion  

Figure 9.3 displays three patients’ DVHs of the CT2-based CTV for the reference scenario 

(no shift), and for each fraction of the boost delivery, as calculated on the CT2 data set.  The DVH 

line describing the combined dose from shifts was calculated by summing the dose to all voxels of 

the CTV2 over all fractions, and then dividing by the number of fractions in order to plot it on the 

same graph as the individual fraction DVHs.  The difference in interfraction position from the 

reference position at simulation 1 is also indicated in the right (ΔR), posterior (ΔPost), and 

superior (ΔSup) directions, as well as the 3D radial displacement (Δradial).   

The effect of daily TB motion on dose metrics is presented in Table 9.3.  Interfraction 

motion resulted in inadequate coverage for all patients and geographic misses in 3/5 patients.  
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FIG. 9.3 Dose volume histograms for the CT2-based clinical target volume (CTV) 

for the reference scenario (no shift), for each fraction of the boost delivery 

considering TB motion, and for the combined dose summed over all fractions for 

three patients. Compared to the reference scenario, ΔR = rightward motion, 

Δpost = posterior motion, Δsup = superior motion, and Δradial = magnitude of 3D 

displacement. 

 

9.5 Discussion 

The MU hand calculations for the treatment plans were consistent with MC calculations 

within 3% (1 ± 1%).  The literature reports similar agreement for commercial TPS electron beam 

dose calculations with smooth anatomy consisting mostly of soft tissue [23,31].  Despite the 

accurate MU calculations, the prescribed isodose line did not cover the target contours.  Planning 

based solely on clinical information has repeatedly been reported to miss the electron boost 

target [3,15,21,22].  Lateral coverage could have been improved if the cerrobend insert field size 

had included a margin for penumbra because a beam’s field size on the surface is larger than its 
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field size at depth for high isodose lines.  In the same way, it is estimated that coverage for 

similarly planned treatments would further degrade for TBs located at greater depths, because 

higher energy electron beams exhibit more lateral isodose constriction for the higher isodose 

lines.   

 

TABLE 9.3 Interfraction motion dose metrics for the combined dose summed over all fractions for 

the CT2-based clinical target volume (CTV). 

 Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 

Prescribed dose   10Gy/4fxs  15Gy/6fxs  10Gy/4fxs  15Gy/6fxs  15Gy/5fxs  

max dose  in  distribution (Gy) 

CTV D95 (Gy) 

CTV V90 (%) 

CTV mean dose (±SD) (Gy) 

11.7 

4.1 

67 

8.9 (±2.2) 

15.9 

13.4 

94 

14.3 (±0.6) 

9.8 

7.2 

37 

8.6 (±0.7) 

14.7 

5.4 

19 

10.8 (±2.8) 

14.1 

1.2 

3 

7.4 (±4.1) 

Abbreviations: D95, dose covering 95% of the contour volume; V90, volume containing at least 90% 

of the prescribed dose; and SD, standard deviation. 

 

For electron beam therapy, the skin surface overlying the treatment area should ideally be 

flat and free from irregularities such as the nipple and surgical scar.  This could result in an 

uneven air gap, and corrections would have to be made to the dose distribution to account for the 

sloping surface.  For one of our patients the presence of the nipple moved the 100% isodose line 

by 1.2 cm.  Bolus was used on patient 4 so that the surface was flat over the treatment area (Fig. 

9.2g and h), and may have made an estimation of the depth to the distal side of the TB difficult as 

only part of the TB was underneath the bolus.  The volume of edge tissue is under-dosed more 

than the CTV because much of the high dose volume has been subtracted out.   

As the breast electron boost target is related to the TB, any change in volume and 

position with time from planning will affect the delivered dose.  When the CT2 images were 

superficially aligned with the local skin surface of CT1 images, as would have been done at the 

treatment machine, the coverage varied from that of CT1 due to a different external contour and a 

change in the relationship between the skin and internal target.  Improved or degraded coverage 

was patient specific.  The CT2 data set provides a more accurate representation of patient 

anatomy at the time of boost delivery, especially important for a target that is known to change 

volume, and for surrounding tissue susceptible to radiation damage [32].  In this instance, the 
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difficulty with CT imaging is that the clarity of the TB decreases with time from surgery, which 

could be further prolonged with a course of adjuvant chemotherapy prior to radiation therapy 

[4].   

In accordance with other sonographic studies we found that some TB posterior 

boundaries moved toward the surface over time.  Subsequently, some authors have corrected the 

treatment plan, lowered the electron beam energy, and changed the field shape based on an image 

set acquired immediately prior to boost delivery [13].  Other authors changed the isocentre 

position [22].  However, in our set of patients, lower beam energy would not have covered ≥ 10 

mm CTV margin, even with a decrease in TB volume from CT1 and a maximum TB shift of 5 mm 

toward the surface.  It is clear that the dose to the targets is neither homogeneous nor 

encompassing as a comparison between the edge tissue D95 and mean dose reveals that there are 

severe hot and cold spots, such as a dose range of 7.9 Gy for patient 5.  Considering that subtle 

changes in a patient’s external contour and internal tissue densities have an observable influence 

on the dose distribution, it is not surprising that without accurate 3D treatment planning, the 

prescribed dose is not delivered for the electron boost. 

An analysis of the EORTC 22881-10882 boost vs. no boost trial data by Poortmans et al 

[33] revealed that there was no difference in local recurrence rates between photon boosts and 

electron boosts. Compared to the present study, CT-based planning may improve coverage.  But 

analytical electron beam algorithms have many shortfalls, and MC techniques are not commonly 

used.  In this instance, the major advantage of using photon beams is that calculation algorithms 

have been rigorously tested and are in widespread use, yet the gains in using electron beams to 

treat superficial tumours (less than 5 cm deep) would be lost. 

3D US is capable of accurately monitoring the TB on a day-to-day basis.  US visualized 

the TB well on 90% of all images.  For comparison, Fig. 9.4 is an example of registered CT/US 

images and their respective TB contours for patient 2 during simulation 1.  TB volumes based on 

US measurements were, on average, 61% (range 29-86%) smaller than those based on CT 

measurements, a trend found in other studies [10,11], perhaps because different imaging 

modalities respond to tissue characteristics differently [5,17].  We found that the average 

difference in the centre of mass between US and CT contours was about 4 mm, similar to another 

study using an in-house 3D US system that measured the mean total distance from CT to US to 

be 5.1 mm [11].  Berrang et al [10] found that contours drawn on Clarity US images and CT images 

overlapped within 72%, similar to our average volumetric overlap of 76%.  This means that the 

majority of US volumes were contained within CT volumes, but with a small offset. 
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FIG. 9.4 Computed tomography tumour bed contour (black), ultrasound tumour 

bed contour (white), and a fused image set for patient 2. 

 

The accuracy of the US system will, to some degree, affect the differences between US 

and CT TB measurements.  The position of an object in a phantom has been measured to be 

accurate within 0.5 mm, and the position of the prostate using manual segmentation has been 

measured to be reproducible within 1.7 mm [25].  In comparison, the accuracy of a kV imaging 

system (ExacTrac X-ray, BrainLAB, Germany) that also uses a ceiling mounted camera to 

monitor couch motion, has been reported to be accurate within 2 mm [34].  Coregistration of 

breast CT and Clarity US images has been measured to be within 2 mm [10], indicating that the 

US system is robust and is unlikely responsible for TB position differences on the order of 5 mm.     

Considering all fractions, the average interfraction radial displacement was 1.1 cm (range 

0.44-2.1 cm).  There was a substantial number of shifts in the posterior direction (76%).   These 

3D US measurements are similar to studies that used fiducial markers sewn into the excision 

cavity wall [2], and that used cone beam CT to look at the WBI PTV [35] and the accelerated 

partial breast irradiation PTV [9].  Harris et al [2] found that using fiducial markers a single 

measurement metric could not distinguish between volume, position, and deformation changes 

resulting from marker motion.  Fatunase et al [9] and Jain et al [35] concluded that cone beam CT 

is not the most appropriate method for breast localization due to poor target visualization and 

the substantial dose delivered from the imaging procedure.   

Daily target motion resulted in a lower maximum dose to the CTV as the dose 

distribution was blurred.  The mean dose to the CTV in the combined dose distribution deviated 

from that of the reference scenario (no shift) from 60% less to 23% greater.  Because the CTV was 

not covered by the prescription dose as shown in Fig. 9.2, we find that some TB interfraction 



157 
 

displacements located the CTV in higher dose regions compared to the reference position, 

causing some of the interfraction DVHs to improve.  It is difficult to compare our results to the 

literature as no one has previously reported the dosimetry of interfraction motion in electron 

beams to the same target.  But to get an idea, some authors have reported interfraction dosimetric 

discrepancies to larger breast targets with photon techniques on the order of a few percent 

[9,35,36].  In this study, the combination of the treatment modality (electrons), the treatment 

planning procedure (conventional, not 3D), and the target of interest (TB) is shown to be more 

susceptible, by accurate MC techniques, to motion degradation than other breast treatment 

techniques. 

The patient with the largest average radial displacement (patient 5) resulted in the 

greatest mean dose discrepancy (7.4 Gy / 15 Gy = 0.49).  The patient with the smallest average 

radial displacement (patient 2) resulted in the smallest mean dose discrepancy (14.3 Gy / 15 Gy 

= 0.95).  A closer look reveals that patient 2 is also the patient with the largest field size where the 

lateral width of the CTV was most similar to the 100% isodose line.  This patient also had the 

highest US to CT volume overlap.  The patient with the smallest field size (patient 3) was the 

second farthest from that prescribed, yet had the second smallest average radial shift.  

Consequently, dosimetric effects depend on the interplay between the magnitude of motion and 

patient specific treatment planning parameters.    

Using the margin recipe from van Herk et al [37], the margin for setup error and 

interfraction motion for these 5 patients should be 0.62 cm right/left, 0.74 cm anterior/posterior, 

and 0.79 cm superior/inferior.  In order to include predictable motion due to respiration, a factor 

related to the peak-to-peak amplitude should be included [38,39].  Yet, as pointed out by Thomas 

et al [40], the factors affecting target motion in external electron beam therapy are very different 

from those in conformal photon treatment plans.  Electron treatments generally consist of a 

single field so that setup errors parallel to the incident beam are different from those in a 

perpendicular direction.  Parallel to the beam, setup errors have a minimal change in the PDD, 

and a larger change in machine output and beam penumbra.  Consequently, even if margins are 

determined with certainty, the absolute dose to the TB and healthy tissue remains variable.  

Therefore, generalized margins for electron boosts may not provide ideal coverage, whereas 3D 

image guidance is capable of localizing the TB and provides all the required information to replan 

if deemed necessary. 
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9.6 Conclusion 

The dosimetric consequences of missing the TB in electron boosts are substantial, and TB 

interfraction motion provides an additional factor to consider and exacerbates the uncertainty in 

the delivered dose.  Planning should be performed immediately prior to dose delivery using an 

accurate dose calculation method.  As revealed by daily 3D US imaging, the 5 mm PTV margin 

used in this study was too conservative to account for interfraction motion when no patient 

repositioning was performed.  These factors will have an even larger impact for hypofractionated 

treatments, where doses greater than twice that used in this study are prescribed within a similar 

time frame.   
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9.8 Afterward 

In this chapter we have shown that it is possible to accurately estimate the dose in 

external electron beams.  We demonstrated that conventional treatment planning techniques 

result in inadequate target coverage and geographical misses.  Dosimetric coverage of the CTV 

was poor in all patients, and perhaps more importantly dosimetric coverage to edge tissue was 

even worse.  This volume may represent the true target for early stage breast cancer patients.  

This situation could be improved with 3D CT based treatment planning, which also allows for 

dose calculations in the patient geometry.  It is recommended that planning for the electron boost 

be performed as close to boost delivery as possible. 

The images from this study also show CT and US derived TB volumes are different.  

Table 9.4 compares the geometry of the four TB contours for each patient.  On average, US 

volumes were 61% (range 2986%) smaller than CT volumes.  Any volume changes that occurred 

between CT1 and CT2 did not correlate with time after surgery.  For 4/5 patients the volume 

ratios US2/US1 < 1 when CT2/CT1 < 1.  In general the majority of the US volumes were contained 

within the CT volumes but were off centered.    
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TABLE 9.4 Computed tomography and ultrasound based tumour bed comparisons. 

 Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 

Volume ratios      

US1 / CT1 0.33 0.71 0.09 0.59 0.27 

US2 / CT2 0.61 0.61 0.14 0.40 0.19 

CT2 / CT1 1.2 0.44 1.1 1.1 0.52 

US2 / US1 2.2 0.38 1.7 0.73 0.36 

Volumetric overlap (%)      

US1 and CT1 86 90 61 73 79 

US2 and CT2 85 61 100 78 44 

CT2 and CT1 66 61 39 71 84 

US2 and US1 39 32 0.0 61 98 

Radial position difference 
(cm) 

     

US1 - CT1 0.33 0.33 0.76 0.25 0.12 

US2 - CT2 0.42 0.61 0.45 0.58 0.20 

CT2 - CT1 0.38 0.50 0.49 0.23 0.25 

US2 - US1 0.30 0.13 1.5 0.62 1.1 

 

Volumes based on US measurements were smaller than those based on CT 

measurements.  Only 50% of the TB volumes (CT and US modalities) decreased between CT1 and 

CT2.  The lack of coherence may be due to the large average time between surgery and imaging 

(117 days), providing sufficient time for tissue remodeling to occur.  These factors would also 

affect the position of the TB as visualized on either modality.  The lack of 100% agreement of TB 

volume and position between different imaging modalities suggests that CT-based TBs should 

not be the sole guide for target definition. 
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CHAPTER 10 

Thesis conclusion 

 

10.1 Summary  

In this work the dosimetric impact of interfraction organ motion and tissue remodeling 

was quantified for prostate, head and neck, and breast cancer sites using a new 3D ultrasound 

system designed for radiation therapy applications, and using accurate Monte Carlo dose 

calculation techniques.  The popularization of sophisticated dose delivery techniques that tightly 

conform the dose distribution leads to new requirements for treatment verification.  It was 

determined that image verification, by realigning the target under the treatment beams, does not 

always guarantee that the planned delivered dose is the true delivered dose for all cancer sites, 

and that dose verification is required in order to further reduce errors in the treatment delivery 

procedure. 

In Chapter 5 we described the 3D ultrasound system used in this work and demonstrated 

that ultrasound imaging could be performed on non-traditional sites for radiation therapy 

purposes.  In Chapter 6 we applied ultrasound image guidance to patients with nasopharyngeal 

cancers with involved cervical lymph nodes.  We quantified the changes in position and geometry 

of the lymph nodes in patients representative of typical scenarios.  We subsequently analyzed the 

dose to the lymph nodes throughout treatment and determined that they could be substantially 

under dosed.  We hypothesize that simple patient realignment may not provide optimum 

coverage (to the nodes and other tissue) in intensity modulated radiation therapy fields.  Instead, 

ultrasound image guidance is proposed as a noninvasive tool to trigger when adaptive replanning 

should occur. 
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In Chapter 7 the importance and implications of using accurate dose calculation 

algorithms for treatment planning for prostate 3D conformal radiation therapy was discussed.  

We compared different algorithms and it was determined that for this cancer site heterogeneities 

did not alter the dose distribution as much as did simplifications in the radiation transport 

algorithm.  These results were utilized in Chapter 8 when prostate organ motion was considered.   

In Chapter 8 we dosimetrically quantified the impact of daily prostate motion in 3D 

conformal radiation therapy using intramodality image verification.  Daily ultrasound images of 

the prostate were compared with a reference ultrasound image acquired in the CT simulation 

room at the time of planning.  This allowed us to bypass any errors due to differences in tissue 

representation between different imaging modalities.  MC simulations of prostate displacements 

for each fraction for 32 patients allowed us to confidently conclude that for our model of rigidly 

moving the prostate, bladder, and rectum together, patient realignment does not substantially 

alter the dose delivered to the target or organs at risk for this cancer site and treatment modality. 

In Chapter 9 we changed our focus to target alignment in electron beams, which have 

lacked the same attention and accuracy as photon beams.  We monitored changes to the 

lumpectomy cavity and its surrounding edge tissue in early stage breast cancer patients, and 

determined that tissue remodeling and set-up errors cause geometrical misses in the target and 

also cause healthy radiation sensitive tissue to be irradiated.  Moreover, conventional planning 

techniques in electron beams are insufficient to ensure adequate target coverage, especially when 

planned weeks before the electron dose is delivered. 

10.2  Future work  

Initial use of ultrasound prostate image guidance has already resulted in the confident 

reduction of planning target volume margins [1-3].  However, the dosimetric results found in this 

thesis should be verified when other treatment modalities (such as intensity modulated radiation 

therapy) and different margin sizes are used.  In addition, deformable registration techniques 

would greatly augment further dosimetric studies.  Ultrasound imaging has often been compared 

to portal images of prostate implanted fiducial markers, as portal imagers have been a standard 

add-on to linacs [4-6].  Yet a study comparing the relatively new kV cone beam CT imaging with 

ultrasound imaging would also provide valuable information as both have better soft tissue 

contrast than MV imaging, although it may be clinically redundant to have both imagers in the 

same treatment room.   
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Ultrasound applications in radiation therapy have been focused on interfraction prostate 

imaging, but the potential of this modality has yet to be fully realized.  For other sites, the system 

used in this study is now quite capable of imaging the head and neck region, so that further 

studies with more patients could be performed to enhance our case study.  Even though we have 

applied ultrasound imaging to other sites with success, the implementation of harmonic imaging 

and contrast agents will aid in identifying tissue on these images [7,8].  In this manner, computer 

aided segmentation for multiple cancer sites (by using an anatomy atlas, for example) may help in 

defining the target and margin definition, with only minor intervention to ensure quality 

assurance and to tune the contours.  Subsequently, as treatment delivery becomes more accurate, 

imaging might expose limitations in the correctness of current clinical target volume definitions. 

There has also been preliminary work on tissue typing in ultrasound images [9,10].  This 

allows automatic tissue identification based on the scatter characteristics of the tissue.  Tissue 

typing may allow for deformable image registration.  It may also allow for dose calculations to be 

performed directly on the ultrasound data if the ultrasound data, with a limited field of view, is 

registered with the CT data.  Deformable registration was not used in this thesis but would be a 

valuable addition to further dosimetric studies.  Tissue typing may also lead to the ability to 

correct for the various speeds of sound in different tissues, thereby removing spatial distortions 

and perhaps minimizing tissue representation differences between imaging modalities. 

Ultrasound imaging may also increasingly find itself at the forefront of imaging options 

as the financial and manpower burden of new technology increases.  This would require more 

research on developing acquisition techniques that are systematic, and on producing quality 

images independent of the user’s experience.  Full field of view sonographic volumes, as has 

already been developed for the breast, may be one such solution.   

Image guidance may lead to a change in fractionation schedules, currently practiced at a 

typical 2 Gy per fraction.  Fractionation was devised to exploit the differential repair capabilities 

of normal tissues and tumours, but the reduction in irradiated normal tissue due to IGRT may 

provide a more forgiving scenario allowing for increased doses with fewer fractions.  This would 

also put greater emphasis on the role of the radiation therapist who evaluates the daily IGRT 

images and makes decisions without the physician.  This role change will become more critical 

when image guidance is used as a trigger to determine when to replan, and to evaluate the new 

plan.  This step also requires further research into faster Monte Carlo dose calculation 

algorithms, as assumptions in analytical algorithms will limit the accuracy of the dose calculation 

step. 
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LIST OF ABBREVIATIONS 

 

2D two dimensional 

3D three dimensional 

3DCRT three dimensional conformal radiation therapy 

ART adaptive radiation therapy 

BEV beam’s eye view  

CBCT cone beam computed tomography 

CT computed tomography 

CTV clinical target volume 

D dipole displacement 

d piezoelectric charge constant 

DRR digitally reconstructed radiograph  

DVH dose volume histogram 

EPID electronic portal imaging device 

GTV gross tumour volume 

ICRU International Commission on Radiation Units 

IGRT image guided radiation therapy 

IMRT intensity modulated radiation therapy 

kV kilovoltage 

linac linear accelerator 

M overall mean error in positioning for a population of patients, the mean of all 

patient means 

MC Monte Carlo 

MLC multileaf collimator 

MR magentic resonance 

MV megavoltage 

OAR organ at risk 

PET postitron emission tomography 

PTV planning target volume 

PZT lead zirconate titanate  

RT Radiation therapy 
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SD standard deviation 

SPECT single photon emission computed tomography 

TPS treatment planning system 

US ultrasound 

Z acoustic impedance 

Σ systematic positioning error (preparation error) 

σ standard deviation OR random positioning error (execution error) 

s  applied stress 

μ attenuation coefficient OR average 
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