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Abstract

The present thesis is a collection of scientific articles published or submitted by the author

during the period from 2015-2018 as part of Ph.D. research conducted at McGill Univer-

sity. Each of these articles explores an aspect of performing quantitative measurements

using atomic force microscopy. The first chapter introduces the motivation for the work,

explains the basic workings of a lithium ion battery and the challenges faced in developing

better batteries, and concludes by exploring a variety of atomic force microscopy-based

techniques and how they have been and will be used to study battery materials. The

remaining chapters are presented in a coherent order instead of chronologically for cohe-

siveness.

The second chapter demonstrates the use of time-domain electrostatic force microscopy

to probe ionic transport on lithium iron phosphate, a material currently used in some

commercial batteries. Ionic transport in solids is known to follow a stretched exponential

response in the time domain, which is observed in the direct time-domain measurements

performed on lithium iron phosphate. Previous theoretical descriptions of ionic trans-

port in solids have concluded that the stretching factor in this stretched exponential

response contains information regarding the collective motion of the ions (e.g. ion-ion

interactions). By performing these measurements on a small region of a sample that was

directly characterized using a variety of other techniques, the measurements were related

to theoretical calculations obtained using density functional theory. These measurements

demonstrate that large phase-boundary hopping barriers are the limiting factor for ionic

transport, while the hopping barriers for ions in the bulk are significantly lower. These

insights were made possible by the improved time resolution of the time-domain tech-

nique by implementation of a real-time averaging system. This represents a key finding

in the understanding of ionic transport and a demonstration of the power of localized
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dynamic measurements enabled by the atomic force microscope.

In the third chapter, the time resolution limits for time-domain electrostatic force

microscopy are explored. A new technique is proposed and its much improved time reso-

lution is demonstrated via a validation measurement on a metallic sample. Its limitations

and application of this technique to ionic transport are then discussed in detail. Three

other recently developed techniques that use voltage pulses to measure time-resolved sam-

ple responses are then explored in detail, along with their challenges and applicability to

ionic transport measurements.

The fourth chapter then discusses the challenges in calibrating the spring constant

of atomic force microscopy cantilevers. Accurate measurements of the cantilever spring

constant are required to perform quantitative force measurements using atomic force

microscopy. Cantilever spring constants are typically done by measuring the small os-

cillations of the cantilever due to thermal energy and analyzing them in the frequency

domain. We show that this can be greatly affected by ambient acoustic noise. A proto-

col to calibrate the spring constants while precluding the effect of acoustic noise is then

demonstrated by actively driving the cantilever; specifically by performing frequency

sweeps and ringdown measurements.
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Résumé

La présente thèse est un recueil d’articles scientifiques publiées ou soumises par l’auteur

au cours de la période 2015-2018 dans le cadre des recherches du troisième cycle menées à

l’Université McGill. Chacun de ces articles étudie un aspect de la réalisation de mesures

quantitatives à l’aide de la microscopie à force atomique. Le début du premier chapitre

présente la motivation du travail. La suite explique le fonctionnement de base d’un accu-

mulateur aux ions lithium et les défis rencontrés pour développer de meilleures batteries.

On le chapitre conclut en explorant diverses techniques basées sur la microscopie à force

atomique et leur utilisation pour étudier les matériaux de l’accumulateur. Les chapitres

restants sont présentés dans un ordre cohérent mais pas nécessairement chronologique

pour des raisons de cohésion.

Le deuxième chapitre montre l’utilisation de la microscopie à force électrostatique

dans le domaine temporel pour étudier le transport ionique du lithium fer phosphate,

un matériel utilisé actuellement dans certaines batteries commerciales. On sait que le

transport ionique dans les solides suit une réponse exponentielle étendue dans le domaine

temporel, qui est observée par les mesures directes dans le domaine temporel effectuées

sur du lithium fer phosphate. Les descriptions théoriques du transport ionique dans les

solides des récentes publications ont conclu que le facteur d’étirement dans la réponse ex-

ponentielle étendue contient des informations sur le mouvement collectif des ions (par ex.

les interactions ion-ion). En effectuant ces mesures sur une petite région d’un échantillon

qui a été directement caractérisé à l’aide d’une variété d’autres techniques, les mesures

ont été associées à des calculs théoriques obtenus à l’aide de la théorie de la densité

fonctionnelle. Ces mesures démontrent que les grandes barrières de saut en limite de

phase constituent le facteur limitant pour le transport ionique, alors que les barrières

de saut pour les ions en volume sont nettement plus faibles. Ces connaissances ont été
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rendues possibles par l’amélioration de la résolution temporelle de la technique du do-

maine temporel par la mise en oeuvre d’un système de calcul de la moyenne en temps

réel. Ceci représente une découverte clé dans la compréhension du transport ionique et

une démonstration de la puissance des mesures dynamiques localisées rendues possibles

par le microscope à force atomique.

Dans le troisième chapitre, on explore les limites de résolution temporelle pour la

microscopie à force électrostatique dans le domaine temporel. On propose une nou-

velle technique tout en démontrant sa résolution temporelle nettement améliorée via une

mesure de validation sur un échantillon métallique. Ensuite, les limites et l’application

de cette technique au transport ionique sont discutées en détail. De plus, trois autres

techniques récemment développées qui utilisent des impulsions de tension pour mesurer

les réponses des échantillons résolus dans le temps sont explorées en détail, ainsi que leurs

difficultés et leur applicabilité aux mesures de transport ionique.

Le quatrième chapitre aborde les problèmes posés par la calibration de la constante

de ressort des apex nanométriques situés sur la pointe du levier présent dans les micro-

scopes à force atomique. Ces mesures précises de la constante de ressort des apex sont

nécessaires pour effectuer des mesures de force quantitatives à l’aide de la microscopie à

force atomique. Ces constantes de ressort sont généralement réalisées en mesurant les pe-

tites oscillations de l’apex dues à l’énergie thermique et en les analysant dans le domaine

fréquentiel. On démontre que cela peut être grandement affecté par le bruit acoustique

ambiant. Ensuite, un protocole permettant de calibrer les constantes de ressort tout en

éliminant l’effet du bruit acoustique est démontré en actionnant activement l’apex du

levier; en particulier en effectuant des balayages de fréquence et des mesures optiques.
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1
Introduction and Background

1.1 Motivation

With the rising threat of anthropogenic climate change, the world is turning away from

fossil fuels with an ever increasing percentage of energy generation from renewable sources

[1]. The demand for renewable energy production methods has led to tremendous techno-

logical advancements resulting in constantly decreasing prices of renewable energy tech-

nologies such as solar and wind [2]. Even with these environmentally friendly energy

generation methods, we will only be able to eliminate our carbon output by also choosing

more sustainable methods of locomotion, in particular, electric vehicles [3].

As of 2016, the cumulative sales of electric vehicles totalled over 2 million for the first

time, making up 0.2% of the total automobile market [4]. To conform to the International

Energy Agency (IEA)’s scenario to limit average global temperature increase to 1.75◦C,

it is estimated that an increase of electric vehicles to 86% of the market share is required

by 2060 [5]. Consumer adoption of electric vehicles is expected to be limited mainly

by three related factors: range, cost, and limitations in high-utilization applications [3].
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As nearly all current-generation electric vehicles are powered by lithium-ion batteries,

all three of these factors are limited both by battery performance and infrastructure; the

former being truly a technological and scientific limitation, while the latter is an economic

factor related to consumer adoption and demand [3]. The limitations imposed by lithium-

ion battery technology are fundamentally due to three specific challenges: achieving fast

charging times, improving total energy storage, and increasing cycle life (the number of

times a battery can be charged and discharged while still retaining high energy capac-

ity)[3, 6–10]. These challenges all require a broad, interdisciplinary approach in order to

understand the mechanisms that limit battery performance and develop new materials

and technologies that will eventually lead to mass adoption of affordable electric vehicles.

In this chapter I begin by exploring the basics of lithium ion batteries with a brief

overview of their composition and functionality. I will then introduce atomic force mi-

croscopy and its applications, and conclude by discussing the role of atomic force mi-

croscopy in the study of battery materials.

1.2 Lithium Ion Batteries

1.2.1 Overview

Early discoveries of electrochemical storage of energy, such as the so-called “Volta pile"

invented in 1800 by Alessandro Volta, typically exploited irreversible chemical reactions

arising from inherent chemical potential differences between materials [11]. These non-

rechargeable battery systems (otherwise known as primary batteries) would pave the

way for an extraordinary era of innovation in electrochemistry, and thus, battery tech-

nology, eventually giving rise to the (still widely-used) lead-acid (Gaston Planté, 1859),

nickel-cadmium (Waldmar Jungner, 1901), and, more recently developed, lithium-ion
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rechargeable batteries [11]. One of the key breakthroughs that enabled lithium-ion bat-

teries to reliably cycle (and that also sets them apart from previous rechargeable battery

chemistries) was lithium intercalation compounds [12]. These compounds – LiNiMnCo

(NMC), LiFePO4 (LFP), and LiCoO2 (LCO), to name a few – allow for lithium ions

to physically be moved into and out of the material in response to an applied electric

field (or practically, an applied voltage). In a lithium-ion battery, the positive electrode

(or cathode) materials provide a source of Li+ ions, which can be deintercalated into an

electrolytic solution or solid electrolyte as the battery is charged, illustrated in Figure 1.1.

The ions then intercalate into the negative electrode (or anode) as a result of the applied

voltage. Disconnecting the voltage source halts the motion of ions and results in a persis-

tent potential difference between the negative and positive electrode. On connection of a

load between the current collectors, the voltage then deintercalates the lithium ions from

the negative electrode into the electrolyte and causes ions in the electrolyte to intercalate

back into the positive electrode, thus discharging the battery. The electrons travel from

the negative electrode to the positive electrode through the load, providing the electrical

current to power the device. Although this process is fundamentally very straightfor-

ward, a large number of factors can affect the overall lithium ion transport, including:

transport across the solid electrolyte interface and the solid-electrolyte-interphase (SEI)

[13–17], transport through the electrolyte itself [18–22], and bulk transport through the

active materials [17, 23–26].

Each of these factors may limit the performance of a battery depending on the phys-

ical structure/composition of the active materials, the specific chemistries used, and the

intended application. Electric vehicles are an example of high-current applications; they

require batteries that can provide large currents over short time periods and be recharged

quickly (high power density). This presents a unique challenge as high discharge and
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Figure 1.1: Overview of standard LCO lithium-ion battery function.

charge rates require high ionic mobility through all regions of the cell, which are often

limited by low bulk mobility in the active materials. To increase bulk mobility requires

an in-depth understanding of mechanisms that govern ionic transport in solid ionic con-

ductors, which will be briefly introduced in the following section.

1.2.2 Solid State Ionic Transport

The study of solid ionic conductors dates back to work done by Schottky, Wagner,

and Mott and Littleton in the 1930s where they derived much of the theory governing

mass/charge transport in solids [27]. In general, solid ionic transport involves charged

‘defects’ that move by means of jump diffusion: they jump between specific sites in the

lattice, changing places with the vacancy/atom that previously occupied the site [28].

The probability of a defect making a successful jump is related to the energy barrier

along the path between the two sites, which can be derived using the dynamical theory

of diffusion [29]. These mobile defects are generally of two types: Schottky defects, which
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consist of a pair of vacancies (‘missing’ atoms) in ionic crystals, or simple (single) vacan-

cies in non-ionic crystals; and Frenkel defects where atoms occupy interstitial sites, i.e.

sites in the lattice that are not normally occupied. These are illustrated in Fig. 1.2.

Figure 1.2: 2D representation of NaCl showing (a) a Frenkel, and (b) a Schottky defect along with a
possible jump transition of a Cl− ion. Reproduced from [30].

Solid&Ionic&&
Conductor&
!

0!0!
t!t!

D! E!

a)& b)& c)&

Figure 1.3: “(a) Solid ionic conductor between two conducting plates, (b) electric displacement field, D,
is applied at t=0, (c) ensuing electric field decay due to ionic hopping effectively screening the field."
[30].

Ionic transport in a solid ionic conductor is generally described by Fick’s second law

(the diffusion equation) [27]:

∂C

∂t
= ∇ � (D∇C) (1.1)
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where C is the defect concentration and D is the diffusivity. However, this model fails to

capture the non-randomness of the ionic jumps that result from their strong interactions.

Considering, for example, an ion such as that seen in Fig. 1.2(b), we see that after the

ion has completed a jump into the vacant site, the most likely subsequent hop is back

into its original location as the rest of the neighbouring sites are occupied. A first-order

correction factor (f , 0 < f < 1) can be introduced to capture this behaviour by writing:

D = fDUC where D is now the ‘true’ diffusivity and DUC is the uncorrelated diffusivity

(from Eq. 1.1). This correction factor also appears when looking at the time-response

of ions moving in a solid ionic conductor, illustrated in Fig. 1.3. If a step potential is

applied across a solid ionic conductor there will be an (effectively) instantaneous change

in the electric field through the material. This causes the mobile charge to separate in

order to shield out the internal field (Fig. 1.3(c)), the time response of which is given by:

E(t) = E(0) exp

[
−
(
t

τ

)β]
(1.2)

where τ is the characteristic decay time and β is a stretching factor (0 < β < 1)

resulting from the interactions between charge carriers (as discussed above) [28]. The

functional form of this response is the basis for much of the work in this thesis and will

be elaborated on in detail in Chapter 2.

1.2.3 Standard Techniques and Measurements

Transport through liquid electrolytes is typically measured by standard techniques such

as electrochemical impedance spectroscopy (EIS) [31–33], while interfacial transport and

SEI formation have been studied by a wide range of characterization techniques includ-

ing X-ray diffraction, scanning electron microscopy, raman spectroscopy, time of flight

secondary-ion mass spectroscopy and many others [13]. Ionic transport through the

bulk, on the other hand, can typically only be measured by solid-state impedance spec-
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troscopy, which uses large conducting electrodes to measure the ionic response to applied

ac electric fields [32, 34, 35]. This effectively measures the average response across the

entire sample, thus averaging over any inhomogeneities that may be present. Real world

battery materials, however, are known to be highly heterogeneous over length scales rang-

ing from millimeters down to nanometers [36–39]. Many techniques exist to characterize

local composition and structure across these length scales, however experimental mea-

surements of dynamic processes are typically limited to large scale measurements (like

impedance spectroscopy [32] or nuclear magnetic resonance [40]) or have time resolution

much slower than the charge transport they aim to capture [41–43]. From this, it is clear

that an experimental method that can spatially and temporally quantify ionic transport is

necessary to help determine rate-limiting factors in lithium ion battery materials. Atomic

force microscopy and it’s related techniques demonstrate great promise in this regard, as

will be discussed in the following section.

1.3 Atomic Force Microscopy

The field of scanning probe microscopy is broad and interdisciplinary with techniques

that span all fields of experimentation. With the invention of the scanning tunneling

microscope (STM) in 1981 [44], followed by the atomic force microscope (AFM) in 1986

[45], came a plethora of new tools for materials scientists. The basic principle of both

types of microscopy involves moving a very sharp (in some cases, atomically sharp) probe

over a sample surface while measuring some aspect of the interaction between the probe

and the sample. The former measures the small electrical current between a conducting

probe and a conducting sample, while the latter measures the mechanical status of a

cantilever as the probe tip interacts with the sample. AFM is therefore capable of probing

properties of both conducting and insulating samples. These properties include surface

topography [44], local contact potential difference (which can be used to extract the

7



local work function) [46], local piezoelectric response [47], mechanical properties such

as young’s modulus and surface friction [48, 49], dopant profiles [50–52], and charge

transport dynamics (electronic and ionic) [53–57]. All of these measurements exploit

the highly sensitive force detecting nature of AFM in different ways, demonstrating the

versatility of these instruments. This section will briefly introduce topographic imaging

using AFM, followed by electrostatic force microscopy (EFM), achieving time resolution in

EFM, and conclude by discussing some of the implications in calibrating AFM cantilevers

to perform quantitative measurements. Each of these topics will be put into context and

sufficiently explained in order to understand the measurements that will be discussed in

the following chapters.

1.3.1 Topographic Imaging

A standard technique for performing topographic measurements using AFM is commonly

known as tapping mode. In tapping mode AFM, the cantilever is oscillated at a fixed

drive frequency (ωD), which differs slightly from the cantilever’s free resonance frequency

(ω0), and it is approached vertically to the sample surface, illustrated in Figure 1.4(a). As

the probe tip begins to interact with the sample, the resonance frequency shifts, causing

a decrease in the oscillation amplitude [45], illustrated in Figure 1.4(b). This is referred

to as slope detection and is a stable imaging method that can reliably obtain atomic

resolution as long as the quality factor (Q) of the cantilever is sufficiently low [58, 59].

In cases where Q is very high – in vacuum, for example – slope detection suffers from

slow amplitude response times due to the lack of strong dissipative forces acting on the

cantilever (see Chapter 4 for an in-depth discussion). This results in unreasonably long

measurement times as the tip-sample distance feedback can generally only operate as

fast as the amplitude changes occur. It is therefore common in vacuum AFM systems to

measure the change in resonance frequency directly instead of observing the amplitude
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response, which is known as frequency-modulation AFM (FM-AFM) [59].
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Figure 1.4: (a) Schematic illustration of a driven oscillating AFM cantilever using optical beam deflection
sensing, modified from Ref. [60]. (b) Illustration of slope detection for tapping mode AFM, recreated
from Ref. [59].

FM-AFM not only solves the challenge of topographic imaging in vacuum, but it

also allows for significantly higher force sensitivity due to the large Q of cantilevers

in vacuum [59]. When used for topographic imaging, the primary pitfall of FM-AFM

is due to instabilities in the oscillation, which can result in a tip crash [61]. These

instabilities occur when the oscillation deviates significantly from its assumed sinusoidal

behaviour due to abrupt changes in the interaction, dissipation, or excitation signals [61].

Practically, this has the effect of limiting the scan speed and the maximum topographic

feature size that can be imaged; imaging very large, abrupt changes in topography will

therefore result in tip crashes. This makes imaging of large features in vacuum conditions

especially challenging using FM-AFM. A much more reliable technique is to image using

tapping mode while artifically lowering the quality factor to allow for faster imaging times

(i.e. adding artificial damping). This is known as Q-control and is done by adding an

additional, nearly out of phase signal to the driving signal [62].
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The topographic images in Chapter 2 were obtained using tapping mode in vacuum

using Q-control (Figure 2.1), and standard FM-AFM topography (Figure 2.2). Topo-

graphic images were used extensively to find regions of interest to perform spectroscopy

experiments, discussed below.

1.3.2 Electrostatic Force Microscropy

In the frequency-modulation mode, the cantilevers effectively act as very sensitive de-

tectors of tip-sample interaction forces. These forces are dominated by electrostatics at

large tip-sample separations (&1 nm). The tip and sample effectively form a capacitor;

the electrostatic force between them is given by:

FE = −1

2

∂C

∂z
V 2 (1.3)

where C is the tip-sample capacitance, z is the tip-sample separation, and V is the

total potential between the tip and sample. There exists a natural potential difference,

VCPD, between the tip and sample due to their difference in work functions. If an external

potential, VDC , is also applied, the voltage is then given by: V = VDC − VCPD. The

electrostatic force acting on the cantilever can therefore be controlled by applying a

potential between the tip and sample. A change in either the capacitance gradient, ∂C
∂z
,

or the VCPD will then manifest as a change in the mechanical status of the cantilever. One

example of this is a subset of EFM techniques known as Kelvin probe force microscopy

(KPFM) that allows VCPD to be measured by applying both ac and dc voltages between

the tip and sample [46]. In this case the total voltage is:

V = VDC − VCPD + VAC sin(ωEt) (1.4)

where VAC and ωE are the magnitude and frequency of the ac voltage, respectively.
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The electrostatic force is then given by:

FE =
∂C

∂z

[(
(VDC − VCPD)2 +

1

2
V 2
AC

)
+ (VDC − VCPD)VAC sin(ωEt)

+
1

4
V 2
AC cos(2ωEt)

]
.

(1.5)

A standard implementation of KPFM is to utilize the second term in Equation 1.5

by varying VDC such that the amplitude of the force at ωE goes to zero. This occurs

when VDC = VCPD, thereby allowing a direct measurement of the local contact potential

difference by simply measuring the applied bias, VDC . This method, known as amplitude-

modulation KPFM, is only one of many variations of techniques that extract local contact

potential differences. These are summarized in detail in a recent review, Ref. [63].

Other EFM-based techniques have been used to quantify local capacitive proper-

ties [64–66], local dielectric constants [67–71]. Although each of these measurements uses

a different approach to extracting information about local sample properties, they all

fundamentally rely on the electrostatic forces between the tip and sample that mechani-

cally affect the cantilever. The main advantage common through all EFM measurements

are the high spatial resolution attainable due to the localized sensing inherent to atomic

force microscopy.

Recently there has been significant interest in studying not only static material prop-

erties, but also dynamic properties on the nanometer-scale. This has led to the devel-

opment of a variety of methods of measuring fast, time-resolved signals through EFM.

These techniques can generally be subdivided into two main branches, those that use

pulsed light sources, and those that use voltage pulses, although there exists at least one

implementation that uses a combination of both [63, 72].

Pulsed light source measurements have had a long history of exploiting progress in

ultrafast laser technology to temporally resolve charge transport. This dates back to one
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of the earliest time-resolved EFM measurements by Hamers and Cahill that used 1 ps

light pulses to measure the surface potential (VCPD) as a function of pulse spacing to

observe the decay of photoexcited charge carriers [54]. This implementation, including

their use of a chopper to perform simultaneous ‘dark’ and ‘light’ measurements, has seen

a recent resurgence, with demonstrated time-resolution as low as 1 ps [73, 74]. Compared

to time-resolved optical spectroscopy measurements (e.g. pump-probe), illumination-

assisted KPFM has significantly better spatial resolution as this is limited by the radius

of the probe tip (which can be atomically sharp, in principle), while the latter has spatial

resolution set by the diffraction limit of the light sources used [75, 76]. While optical

pump-probe measurements are temporally limited only by the delay time between the

pump and probe pulses [77, 78], pump probe KPFM measurements are fundamentally

limited by the thermal noise of the cantilever, as are all time-resolved EFM measurements

including voltage-pulsed EFM [79]. Thus, pump-probe EFM measurements sacrifice tem-

poral resolution for spatial resolution to some degree.

Early time-resolved EFM measurements using voltage pulses employed direct mea-

surements of the electrostatic force acting on the cantilever as a function of time directly

after a voltage pulse is applied; this is referred to as direct time-domain EFM [53]. This

technique, its limitations, and more recent variations to drastically improve the attain-

able time-resolution are discussed in Chapter 3. Since ionic mobility can only be probed

by the application of a voltage pulse between the tip and sample, these are of particular

interest in the field of battery materials. Thus, Chapter 3 provides an in-depth review of

the most recent FM-AFM based voltage-pulsed EFM measurements and discusses their

application to ionic transport measurements.
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1.4 Atomic Force Microscopy and Battery Materials

1.4.1 History and State of the Art

The use of AFM techniques to study energy materials dates back to the early use of

surface photovoltage measurements to probe the time decay of photoexcited charge car-

riers [54]. The first direct mention of AFM in the context of energy materials, however,

would not be until 1996 when Aurbach and Cohen used topographic imaging on a copper

electrode (current collector) in a lithium electrolyte before and after ‘cycling’ to image

the plating and stripping of Li+ [80]. These images used the high spatial resolution

afforded by AFM to demonstrate that ‘non-active’ components, in this case the metal

current collectors, used in lithium ion batteries can react with electrolytic solutions within

the working potential of a standard cell. Later measurements on battery materials used

KPFM to spatially resolve the local contact potential difference of a nickel electrode that

had been plated and stripped multipled times with Li+ [81]. Bealieu et al. used in situ

AFM measurements to study the morphology changes in both crystalline and amorphous

materials as they react with lithium to understand strain responses in lithium ion batter-

ies [82]. Clemencon et al. later mapped volume expansion of LCO in situ during lithium

deintercalation directly using contact mode AFM [83].

In order to probe charge transport characteristics, Semenov et al. performed dc con-

ductance mapping on V2O5 on a Li3PO4 electrolyte [84], while Kuriyama et al. measured

dc currents on the surface of LiMn2O4 in air while increasing the electric field [85]. These

measurements, however, are unable to decouple contributions from ionic and electronic

transport, and, as they use metalling tips that have no ionic conductivity, effectively only

measure the latter.

A number of other authors have used AFM to probe local electrochemical impedance

spectroscopy to study ionic and electronic transport [86–89]. However, as stated in
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Ref. [90]: “the simple comparison of the tip-surface junction and cantilever surface

impedances illustrates that direct measurements are possible only for well-defined meso-

scopic objects (i.e., single-crystalline conductive grain with insulating grain boundaries,

or micron-size battery element) but not local volume of material below the tip."

Electrochemical strain microscopy (ESM) is a recently developed technique to probe

local ionic transport by studying the strain response of a material [90, 91]. ESM uses

a conducting probe in contact with an ionically conducting material and analyzes the

strain response (the tip displacement) as a function of the applied bias. This localized

strain response is related to ionic conductivity in the material [91], however there exist

many other potential contributions to the signal that must be corrected for, including:

piezoelectric, flexoelectric, deformation potential, space charge, surface chemistry contri-

butions, electroosmotic flow, and contact stiffness, which may not always be possible [92–

94].

Other techniques, such as time-domain EFM, have been used to study ionic transport

in various materials including glassy electrolytes [56], and other glassy ceramics [95, 96].

These techniques have not been used to investigate materials for applications in lithium

ion batteries until recently, however.

The following chapter will present a novel application of time-domain EFM to a

relevant battery material (LiFePO4) with significantly improved time resolution, while

Chapter 3 will discuss other techniques to further improve the time resolution, and Chap-

ter 4 will discuss important considerations for calibrating the spring constant of AFM

cantilevers to perform quantitative measurements, such as those detailed in Chapter 3.
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Preface to Chapter 2

The challenges faced to further develop lithium ion batteries are not only limited by

materials synthesis and engineering aspects, but also by a fundamental understanding

of ionic transport in solid ionic conductors. As outlined in the previous chapter, there

have been many experimental techniques developed to probe ionic transport at nanome-

ter length scales, but many of them are mired by difficulty in signal interpretation and

extraction. In the following chapter, time-domain EFM with improved time resolution

by implementation of a real-time averaging system will be demonstrated on a relevant

lithium ion conductor (LiFePO4), and the extracted data will be used to validate the-

oretical calculations of ionic hopping barriers calculated using density functional theory

(DFT). The EFM measurements can be directly correlated with the local composition

and structure using scanning electron microscopy (SEM), electron backscatter diffraction

(EBSD), and time-of-flight secondary ion mass spectrometry (TOF-SIMS) on the exact

same region. This allows for a renewed understanding of lithium ion transport in these

types of materials with an emphasis on the collective nature of ionic transport due to the

strong ion-ion interactions, as opposed to ‘standard’ transport models of charge carriers

with negligible interactions (e.g. electrons). The following is the integral text from:

Mascaro, Aaron, et al. “Measuring spatially resolved collective ionic transport on lithium

battery cathodes using atomic force microscopy." Nano Letters 17.7 (2017): 4489-4496.
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Abstract

One of the main challenges in improving fast charging lithium-ion batteries is the de-

velopment of suitable active materials for cathodes and anodes. Many materials suffer

from unacceptable structural changes under high currents and/or low intrinsic conduc-

tivities. Experimental measurements are required to optimize these properties, but few

techniques are able to spatially resolve ionic transport properties at small length scales.

Here we demonstrate an atomic force microscope (AFM)-based technique to measure lo-

cal ionic transport on LiFePO4 to correlate with the structural and compositional analysis

of the same region. By comparing the measured values with density functional theory

(DFT) calculations, we demonstrate that Coulomb interactions between ions give rise to

a collective activation energy for ionic transport that is dominated by large phase bound-

ary hopping barriers. We successfully measure both the collective activation energy and

the smaller single-ion bulk hopping barrier and obtain excellent agreement with values

obtained from our DFT calculations.

2.1 Introduction

A major challenge in the widespread deployment of sustainable energy sources such as

solar and wind is maintaining grid stability due to their time varying nature. Distributed

energy storage in electric vehicle batteries is an attractive option to stabilize the grid.

Since private vehicles are only used for one hour per day on average [1], batteries in electric

vehicles could be connected to the grid for the remaining 23 hours per day. Power utilities

could then develop the infrastructure to both charge and discharge the batteries as needed

in order to stabilize the grid. A major issue inhibiting widespread consumer acceptance

and thus broader deployment of this concept is the low maximum charge rate (c-rate) of

the current battery materials and chemistries. The maximum c-rate for most lithium-ion

15



batteries is typically limited by low electronic and ionic conductivity in the cathode or

unacceptable structural changes under high charging currents [2, 3]. In order to improve

these transport properties, a fundamental understanding of their underlying mechanisms

is essential, but lacking. Measurements of many properties such as activation energy

for ionic transport, in particular, differ significantly from values obtained from modeling.

Here we show through both experiment and theory that for ionic transport through solids

this discrepancy arises due to the collective transport behaviour of the ions.

2.2 Ionic Transport

It is generally accepted that lithium transport primarily takes place along 1-dimensional

channels oriented along the [010] axis in LiFePO4 (see Figure 2.1A), while cross-channel

diffusion is possible by a concerted process involving two lithium ions along the [001] axis;

the channels are effectively blocked along the [100] axis making transport impossible in

this direction. This was first predicted by calculating the hopping barriers for several

possible migration paths and then demonstrated by high-temperature neutron diffraction

experiments [4, 5]. Most calculations of the minimum lithium hopping barrier (i.e. along

the [010] direction) found values in the range of ≈ 0.3 eV [6–10], which is significantly

smaller than many experimentally measured values (≈ 0.5 eV) [4, 11–15]. These calcu-

lations typically involve a single lithium ion hopping through an FePO4 lattice and do

not take into account the effects of differing polaronic environments as well as neighbour-

ing ions. As we will show, these calculations are extremely sensitive to the surrounding

polarons and ions. Their results must also be compared with techniques that measure

equivalent phenomena, namely bulk ionic hopping barriers, which we have done using

electrostatic force microscopy (EFM) in the time-domain.

The first measurement of ionic conductivity using AFM was demonstrated by Ben-

newitz and co-workers where the conductivity of F− ions in CaF2 were probed by measur-
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ing the relaxation as a function of time after applying a step potential [16]. More recent

developments in AFM-based techniques have aimed to exploit the high spatial resolution

afforded by the nanometer-sized AFM tip to correlate local ionic transport with topogra-

phy. These include: nanoimpedance spectroscopy [17]; electrochemical strain microscopy

(ESM) [18, 19], which measures the strain response to applied bias pulses; and time-

domain electrostatic force microscopy [20], which measures the relaxation as a function

of time similar to the measurement performed by Bennewitz et al. [16] The technique

we have employed is an extension of the time-domain method to faster time scales using

fast detection electronics and ultra-high frequency AFM cantilevers (see Methods).

Ionic transport in solids is a vacancy-mediated process involving discrete hops by ions

in a lattice from their initial sites to neighbouring vacant sites. Applying an electric field

to an ionic conductor causes the ions to move in response to the field applied through

the material. Ionic hopping leads to, and can thus be observed as, a decay of the internal

electric field, φ(t). On very short timescales (shorter than some cutoff time tc, tc ∼ps

according to [21]), the decay is accurately described by a simple exponential as in Eq. 2.1.

However, on longer time scales the electric field decays as a stretched exponential as in

Eq. 3.1 [21, 22]:

φ(t) = exp [−t/τ ] for t < tc (2.1)

φ(t) = exp [−(t/τ ∗)β] for t > tc, 0 < β < 1 (2.2)

where β is the stretching factor, τ is the time constant for individual ionic hops at

short timescales, and τ ∗ is the effective time constant that is observed over time scales

larger than tc. This transition is due to the fact that beyond the cutoff time, ionic hopping

is no longer random because the probability of a specific hop occurring is influenced by

the previous hops of nearby ions. This process was described by the “coupling model" by

Ngai [23] and this result (Eqs. 2.1 and 3.1) also appears in the “jump relaxation model"
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by Funke [22]. These models are both very similar in many ways and even though their

approaches are quite different, they obtain the same result in the time regime of interest

for this application [22].

The relaxation time constant (τ ∗) varies with temperature according to the Arrhenius

law:

τ ∗ = τ ∗∞ expE∗a/kT (2.3)

where E∗a is the effective activation energy (for collective transport), τ ∗∞ is the effective

attempt rate, k the Boltzmann constant, and T temperature. Ngai and co-workers showed

that E∗a is not the energy barrier encountered by individual ions, but rather an overall

activation energy for collective ionic transport through a material (i.e. the effective

activation energy)[21, 23]. This is due to the Coulomb interactions between ions, which

cause the local energy landscape to change as neighbouring ions hop into vacant sites.

An intuitive description of this process is as follows: an ion that has hopped into a

higher energy site can either hop back into its original site to lower the energy, or the

surrounding ions can reorganize around it in a correlated relaxation effect. If a backward

hop by the initial ion requires less energy than the neighbouring ions relaxing around it,

it has a higher probability of occurring. However, on long enough time-scales ( � tc),

the neighbouring ions reorganize to sufficiently raise the backward hopping barrier so

that the less-likely forward hopping event does occur; this gives rise to net transport and

effectively dominates any signal related to charge transport in these systems [22, 24]. The

single-ion hopping barrier (for hopping through the bulk phase), Ea, can be recovered by

the following relation:

Ea = βE∗a (2.4)

Since Ea is the single-ion bulk-phase hopping barrier it can therefore be directly com-

pared with the theoretical energy barrier obtained from modeling. The collective trans-

port activation energy E∗a, however, is the quantity typically measured using conventional
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techniques such as impedance spectroscopy. Ea can be recovered from impedance spec-

troscopy measurements by power law analysis with σ(ω) ∝ (ωτ)n where β = 1−n in the

intermediate (dispersive) frequency regime, although this analysis is seldom done [22, 23,

25, 26].

2.3 Time-domain Electrostatic Force Microscopy

The time-domain electrostatic force spectroscopy technique was originally developed by

Schirmeisen et al. [20] where a step potential is applied between a conductive AFM tip

and sample and the measured interaction (i.e. change in cantilever resonance frequency) is

recorded over time. This technique has been successfully used to measure Li+ transport in

LiAlSiO4 with varying degrees of crystallinity, K+ transport in K2O·2CaO·4SiO2 (KCS)

glass, and Na+ transport in Na2O·GeO2 (NG) glass samples [20, 27–29]. The electric

field generated inside the bulk is perpendicular to the surface in the region directly under

the tip (Figure 2.1A), which causes ions to move as they attempt to shield the internal

field. As charge builds up on the surface directly beneath the AFM tip, the electric

field at the tip increases. An increased electric field leads to a stronger attractive tip-

sample force, which manifests as a reduction in cantilever resonance frequency. Recording

the resonance frequency over time gives the ionic response signal directly that can be

fitted to the general form of the ionic response, Eq. 3.1. The ionic conductors probed

previously all had relaxation times on the order of seconds and could thus be measured

using AFM detection techniques under normal operating conditions. LiFePO4, however,

has relaxation times on the order of milliseconds at room temperature, thus requiring

high-speed frequency detection electronics and an averaging protocol to reduce noise,

which we have developed and implemented (see Methods).
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Figure 2.1: Localized time-domain spectroscopy of ionic transport on pure LiFePO4 platelets using
AFM. (A) Block diagram of AFM electrostatic force spectroscopy measurement. Inset illustrates crys-
tallographic direction with closeup of 1-dimensional transport channels of LiFePO4 platelet with respect
to the applied electric field between the AFM tip and back electrode (gold substrate). (B) Example of
averaged frequency shift vs. time curves (normalized for clarity) obtained after realtime averaging of 100
pulses for slower responses (< 34◦C) and 700 pulses for faster responses. Black lines are fits obtained
using Eq. 3.1, inset shows a close-up of the data and fitted curves from 2ms to 5ms. (C) Arrhenius
plot of the natural log of the time constants (in ms) obtained from fitted decay curves vs. 1/kT and
their best-fit lines for both points labelled in (E). Error bars represent the standard deviation of time
constants obtained at each point for each temperature (see Methods). (D) Time constant obtained by
fitting frequency shift vs. time curves taken at various points on 4 different particles (indicated by differ-
ent symbols) plotted against the particle thickness. (E) Tapping mode topography AFM image of pure
LiFePO4 platelets on gold substrate with probe points labeled. (F) SEM image of the same platelets
taken while conducting EBSD measurements. All scale bars are 2µm.
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2.3.1 Measurements

LiFePO4is a well-characterized and relevant material for high power-density batteries and

is a good candidate for furthering our understanding of ionic transport in solids. A hy-

drothermally synthesized LiFePO4 platelet (see Methods) on a gold substrate was probed

using the high-speed electrostatic force spectroscopy technique with a step potential of

-5 V applied to the tip at 5 different temperatures. The frequency shift values were

recorded over 40 ms and averaged 100 to 700 times to obtain an acceptable signal to

noise ratio (SNR). The measurements were performed at a tip-sample separation of ≈ 20

nm. Altering the lift height showed no change on the measured relaxation times, the only

change was the absolute value of the saturation frequency shift, which is one of the fit

parameters. A block diagram of the probe measurements is shown in Figure 2.1A, while

the resulting frequency shift vs. time traces are shown in Figure 2.1B (see Methods).

2.3.2 Results

The two points probed on this particle are indicated in the tapping-mode AFM topogra-

phy image (see Methods) in Figure 2.1E. Hydrothermally synthesized LiFePO4 platelets

are known to form with the largest facet in the ac-plane, meaning that the [010] axis

in these particles is perpendicular to the surface being probed [30]. This was verified

using electron back-scatter diffraction (EBSD, see Figure S1, Appendix A). The scanning

electron microscope (SEM) image taken simultaneously is shown in Figure 2.1F. Thus,

the 1-dimensional transport channels along the [010] axis are oriented directly along the

applied electric field from the AFM tip, illustrated in the inset of Figure 2.1A. The Ar-

rhenius plot of the relaxation time constants τ ∗ is shown in Figure 2.1C along with linear

fits to the natural log of the relaxation time vs. 1/kT , which give us the effective attempt

rate, τ ∗∞, and the activation energy for collective ionic transport, E∗a, as per Eq. 2.3.

21



The collective ionic transport activation energy (0.47 eV) is very similar to values re-

ported from several other techniques for transport along the [010] direction [4, 11–15].

Using Eq. 2.4 we see that the single-ion energy barrier for bulk hopping is around 0.3 eV,

which is in very good agreement with values reported from modeling [4]. The results are

summarized in Table A.2 (see Table S1, Appendix A, for full fitting results).

After probing several particles with varying thicknesses we observed a clear trend of

increasing relaxation time with increasing particle thickness (Figure 2.1D). This indicates

that the ionic transport being probed is truly a bulk effect that involves the collective

motion of all the ions in the channels in this high lithium-ion concentration limit (i.e.

low-vacancy concentration). The electronic conductivity of LiFePO4 is several orders of

magnitude higher than the ionic conductivity[13], thus the electronic polarization takes

place much faster than the ionic transport probed here. The result is a relaxation signal

due entirely to the Li+ transport. Measurements were also done on both conducting and

insulating samples without mobile ions present and no response was observed, demon-

strating that ionic transport is truly the origin of the observed signal (see Figure S2,

Appendix A). To further investigate the observed relaxation, probe experiments were

also conducted with -4 V and -5 V applied on the same location (see Figure S3, Ap-

pendix A). The time constant and stretching factors obtained after fitting were identical.

The only notable effect is a difference in the maximum frequency shift value due to the

quadratic dependence of frequency shift on applied voltage (see Methods).

Theory Experiment
Collective Activation Energy (eV) 0.5 - 0.6 0.47(7)

Bulk Hopping Barrier (eV) 0.31 - 0.33 0.30(4)
Collective Diffusivity (cm2/s) 2 x10−13 2.8(4) x10−13

Bulk Diffusivity (cm2/s) 1 x10−9 0.2 ± 2.0 x10−10

Table 2.1: Summary of the results obtained for transport along the [010] direction from points 1 and 2
in Figure 2.1E. Theoretical diffusivity values were obtained using Equation (2.5) with a ν∗ value of 2
x1012s−1. T = 300K was used for all diffusivity calculations. Uncertainties are the standard deviation
values obtained from the parametric bootstrap analysis (see Methods).
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A partially delithiated LixFePO4 ingot with large grain sizes was synthesized and

characterized using various techniques to correlate local structure with local ionic trans-

port properties (see Methods). X-ray diffraction was used to check the bulk phase purity.

LiFePO4 and FePO4 phases were identified in ∼ 80 : 20 wt.-% ratio, and only trace

amounts of K2S2O8 were found. Figure 2.2A shows a Scanning Electron Microscope

(SEM) secondary-electron image of the sample. The local composition of this exact

region of the sample was further investigated using time-of-flight secondary ion mass

spectrometry (TOF-SIMS, see Methods). The TOF-SIMS mapping of Li+7 is shown in

Figure 2.2B with an outline of the center region (light region in the SEM image) drawn

to guide the eye. Figure 2.2C shows the frequency-modulated AFM (FM-AFM) topog-

raphy image taken over the same region of interest. The TOF-SIMS mapping clearly

shows that region B (also containing point A1 as indicated in the topography image)

is lithium-poor while the outer regions (C and A2) are lithium-rich. It has been shown

that chemically delithiated LixFePO4 spontaneously phase segregates into lithium-rich

(x ≈ 1) and lithium-poor (x ≈ 0) regions [31], thus the upper and lower regions in the

TOF-SIMS data are nearly fully lithiated (x ≈ 1), while the center region is nearly fully

delithiated (x ≈ 0).
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Figure 2.2: Composition and ionic transport on bulk partially delithiated LiFePO4. (A) SEM secondary
electron image of the region of interest. (B) TOF-SIMS map of Li+7 counts with the grain boundaries
outlined (white dashed lines) the colour scale indicates Li+7 counts/TOF-SIMS extraction from 0 to
0.08, the center region is clearly lithium-poor while the upper and lower regions are lithium-rich. (C)
FM-AFM topography, vertical scale extends from 0 (black) to 35nm (white). Each labelled point was
probed using the electrostatic force spectroscopy technique (see text). (D) Example of frequency shift
(normalized for clarity) vs. time data for 5 temperature values taken at point A2 in (C). Black lines
are fits obtained using Eq. 3.1, inset shows a close-up of the data and fitted curves from 2ms to 5ms.
(E) Arrhenius plot of the natural log of the relaxation times (in ms) obtained from fitted decay curves
vs. 1/kT and their best-fit lines (solid, dash-dot, and dashed lines) for all points labelled in (C). Error
bars represent the standard deviation of relaxation times obtained at each point for each temperature
(see Methods). (F) Spatial variation of relaxation time (τ) taken along line indicated in (C) with 50nm
spacing between points, error bars are the standard deviations of the measurements done at points B1
and C1 (100µs). All scale bars are 2µm.
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Each point labeled in Figure 2.2C was probed using the high-speed electrostatic force

spectroscopy technique. A summary of the activation energies and bulk hopping barriers

measured in each of the three regions (A,B,C) is shown in Table 2.2. The full results

including stretching factors and attempt frequencies for all 6 points are found in Table S2

(Appendix A). With the exception of region B, the activation energies and hopping bar-

riers are identical to those measured on the platelet sample. The slightly higher collective

activation energy and hopping barrier in region B is most likely due to an increased con-

centration of antisite defects resulting from the delithiation process. This has been shown

to force ions to follow a 2-dimensional transport pathway along the (010) and (001) direc-

tions with a higher hopping barrier of ∼ 0.36eV, which is consistent with our measured

values [32, 33]. This region still displays the collective transport phenomenon, however,

with a collective activation energy significantly higher than the bulk hopping-barrier.

A B C
Collective Activation Energy (eV) 0.54(3) 0.62(4) 0.50(1)

Bulk Hopping Barrier (eV) 0.30(1) 0.37(1) 0.32(1)
Collective Diffusivity (cm2/s) 2.3(1) x10−13 2.2(1) x10−13 1.08(3) x10−13

Bulk Diffusivity (cm2/s) 2(2) x10−9 3(6) x10−9 1.1(8)x10−9

Table 2.2: Summary of the results obtained for the 3 regions labeled in Figure 2.2C. Average values for
each region (i.e. A1 & A2, B1 & B2, C1 & C2) are reported (see Table S2, Appendix A, for full results).
Uncertainties are the standard deviation values obtained from the parametric bootstrap analysis (see
Methods).

A large variation in relaxation times was also observed between region B and C, which

proved useful for demonstrating spatially resolved measurements as shown in Figure 2.2F.

This variation is most likely due to elastic coherency strain arising from large concentra-

tion gradients (due to phase separation during crystallization), which has been shown to

significantly effect local chemical potential and collective ionic diffusivity [34, 35]. The

full transition from the characteristic relaxation time of the center grain to that of the

outer grain occurs over ∼1 micron. This ∼1 micron variation across this boundary is also

observed in the Kelvin Probe Force Microscopy (KPFM) image (see Figure S3, Appendix
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A), indicating that the long length-scale variation is intrinsic to the sample and not the

resolution limit of the technique, which has previously been reported as <100nm [27].

EBSD was also conducted on this region and revealed that the LiFePO4 outer regions

are not perfectly oriented with the b-axis normal to the surface, but still with a component

in that direction (see Figure S5, Appendix A). This demonstrates that 1-dimensional

transport can be probed at least in all but the most extreme cases where the 1D channels

have no component along the applied field direction. There was some uncertainty in

determining the orientation of the FePO4 center region from the EBSD data and so it is

not reported here (see Supplementary Materials, Appendix A).

The local diffusivity was calculated using Eq. 2.5, where ν∗ is the attempt frequency

(1/τ ∗) and a is the intersite distance (3.07Å) [4].

D = a2ν∗ exp (−Ea/kT ) (2.5)

Using the collective transport activation energies (E∗a) to calculate the collective

diffusivity, we obtain the same values as reported from other experimental techniques

(≈ 10−13 - 10−15 cm2/s) [37–40]. However, inputting the experimentally determined

single-ion bulk hopping barriers and attempt frequencies, the diffusivity values (1 -

3 x10−9 cm2/s from the ingot sample measurements, 0.2 ± 2.0 x10−10 cm2/s from

the platelet measurements) are much closer to those calculated from DFT calculations

(≈ 10−9 cm2/s, described below).

2.4 Theory

We performed DFT + U calculations on a LiFePO4 slab (1 × 4 × 2 unit ‘cells) with

carefully controlled polaronic and ionic configurations (see Methods). This is illustrated

in Figure 2.3 where the system is initialized in a partially lithiated state with part of the

26



I II III

0.2

0.4

0.6

0.8

1

Diffusion path

E
n

e
rg

y
 (

e
V

)

310 meV

600 meVI – II

II – III
190 meV

I

II
III

I – II

II – III

II.1 II.2

II.2 III.2

a

b

c

d

e

f

II.1 II.2

0.1

0.2

0.3

0.4

Diffusion path

E
n

e
rg

y
 (

e
V

)

330 meV

210 meVII.1 – II.2

II.2 III.2

0.1

0.2

0.3

0.4

0.5

Diffusion path

E
n

e
rg

y
 (

e
V

)

500 meV

220 meV
II.2 – III.2

Fe2+

Fe3+

O

P

Li

Li (image)

g

L2 L3 L4

0

0.1

0.2

0.3

0.40.4

Diffusion path

E
n

e
rg

y
 (

e
V

)

L2 – L3 – L4

240 meV 430 meV

240 meV

h

L1
L2 L3

L4

Figure 2.3: The 1 × 4 × 2 slab of LiFePO4 used for the DFT calculations. Lithium ions are coloured
in green, oxygen atoms in red, Fe2+ (and its O6 octahedral coordination shell) in blue, and Fe3+O6 in
orange. In this 1 × 4 × 2 slab, there is a total of 8 layers of sites that can be occupied by Li ions (and
a corresponding 8 layers of Fe atoms that can take extra electrons from the Li atoms). To simulate a
phase boundary, we added three layers of Li ions and four layers of Fe2+ on one half of the slab, with
an additional layer of Fe2+ added to preserve b-axis directional symmetry, while the other half of the
slab remains in FePO4 configuration. Intermediate images of the position of the Li ion during hopping
are shown in silver. (A) Calculated pathways of the middle rightmost ion hopping from the initial
configuration (labelled as I) through the last Fe2+ layer to the next site (labelled as II), and further
through the LiFePO4/FePO4 phase boundary to an empty FePO4 site (labelled as III). (B) Calculated
energies of the I-II and II-III hopping pathways. (C) & (D) Calculated pathway and energies of the
second Li ion hopping after the first ion has hopped from I to II. The endpoints of this pathway are
labelled as II.1 and II.2. (E) & (F) Calculated pathway and energies of the first Li ion hopping from the
arrangement in (B) and (D) through the phase boundary (II.2 to III.2). (G) & (H) Calculated pathway
and energies in the dilute limit, a configuration with just two Li ions. The first ion is kept at the point
labelled as L1, and the second ion is moved from L2 to L3 and finally to L4. The induced polarons
are kept at their Fe centers as shown in (G) throughout the calculation. (A), (C), (E), and (G) were
produced using VESTA 3 [36].
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periodic unit cell in the LiFePO4 phase, and the other part in the FePO4 phase. The

LiFePO4 phase is a phase segregated cluster containing Li ions and electrons that reduce

the surrounding Fe atoms to a 2+ oxidation state. For collective ionic transport to take

place, the leading lithium ion must first hop into the nearest vacant site as in Figure 2.3A.

The barrier of the initial hop is highly dependent on the neighbouring polaronic structure

(Figure 2.3A and 2.3B): if the first hop is within the LiFePO4 phase (i.e. the neighbouring

Fe atoms are in the 2+ state) the barrier is 0.31 eV, whereas if the first hop is across

the LiFePO4/FePO4 phase boundary the barrier is much larger, either 0.6 eV or 0.5 eV

depending on whether there is a neighbouring ion or not (Figure 2.3C, 2.3D and 2.3E,

2.3F). Once the initial hop takes place, the initial ion can either hop back into its original

site over a small energy barrier (≈ 0.2 eV), or the next ion can hop into the now vacant

site over an energy barrier of 0.33 eV, which is the bulk diffusion barrier. The lower

energy event has a much higher probability of occurring, but does not result in net ionic

transport. Over a long enough time period the second process will eventually occur. Once

the secondary relaxation takes place the remaining ions can hop along the channel over

the lower bulk hopping barriers, which are the values reported from previous calculations

of ionic hopping barriers (≈ 0.3 eV) [7]. This highlights the sensitivity of hopping barriers

to their local environment, which must be accounted for in modeling.

To further elucidate this phenomenon, we have studied a configuration in which there

are only two Li ions in the same supercell (Figure 2.3G and 2.3H). In this extreme dilute

limit there is no phase boundary, although the Li ions and their polarons will prefer

a configuration that minimizes their electrostatic interaction energy. Our calculations

indicate that the “L3” configuration as shown in Figure 2.3G is the lowest in energy.

The “L2” configuration has a slightly higher total energy, whereas the “L4” configuration

is significantly higher in energy. In a fashion analogous to the configurations previously

studied, the “L2-L3” barrier is bulk-like whereas the “L3-L4” barrier is significantly higher.
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In this configuration, we argue that the higher (and asymmetric) barrier arises mostly

due to the Coulomb interactions between the two ions (and their polarons).

Realistically, there are countless different configurations in partially lithiated LiFePO4

and the configurations studied in this work are but a select few of them. The statisti-

cal variance can only be revealed by performing an unfeasibly large number of calcu-

lations. The studied configurations are, however, self-consistent and both demonstrate

the two distinct energy regimes that arise from correlated interactions between multi-

ple lithium ions and their associated polarons. These two regimes (bulk-like diffusion

and boundary-crossing events) are present in both ends of the concentration spectrum:

high-concentration with phase segregated configurations, and the dilute, two-ion limit.

2.5 Discussion

The true meaning of the measured (collective) activation energy and hopping barriers is

now more apparent. The E∗a is the overall activation energy for collective ionic transport,

which is dominated (due to the collective motion of ions) by the large local in-channel

phase-boundary hopping barriers, whereas the hopping barrier Ea is the energy barrier

for a single-ion hopping through the bulk phase. Recall that it is more likely for a

leading ion to hop back into its original site over a small energy barrier (≈ 0.2 eV) after

completing a phase-boundary hop (II-III in Figure 2.3A) than for a second ion to hop into

the now vacant site over the larger bulk diffusion barrier (≈ 0.3 eV, similar to II.1-II.2

in Figure 2.3C), but only the latter contributes to net ionic transport. This difference in

relative probabilities gives rise to a correlated forward backward hopping process, leading

to dispersive transport governed by Eq. 3.1 consistent with our experimental observations.

This is supported by the jump relaxation model developed by Funke [22] as well as the

dispersive transport picture described by Scher and co-workers [24].

Recent measurements have shown that a solid solution phase forms during the non-
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equilibrium stage that occurs during fast charge/discharge [41, 42]. Our study indicates

that when there is no net external field present, the partially lithiated system will favour

phase segregation and clustering on the nanoscale along the 1-dimensional transport chan-

nels with high initial energetic barriers due to the local phase boundaries. When a strong

external field is applied during the measurements (as in charge/discharge) the dispersive

behaviour of the Li ions will lead to a metastable state where the ionic distribution is such

that a solid solution of LiFePO4/FePO4 forms. Therefore, we have shown that the initial

two-phase state and its corresponding high initial hopping barrier lead to the measured

collective activation energies, while the hopping barriers in the solid solution state are

the bulk hopping barriers and thus lead to the observed fast charge/discharge rates.

2.6 Conclusion

We have demonstrated an AFM-based electrostatic force spectroscopy technique to probe

local ionic transport properties with high spatial resolution on a LiFePO4 sample. We

have successfully correlated these measurements with the local composition and crystallo-

graphic structure using SEM, EBSD, and TOF-SIMS. The measured activation energies

for collective ionic transport along the [010] direction were in good agreement with typical

values obtained using other techniques (≈ 0.5 eV) [4, 11–15]. Our DFT calculations show

that a higher hopping barrier is present as lithium ions cross the LiFePO4/FePO4 phase

boundary along the [010] direction (0.5−0.6 eV), which we have identified as the origin of

the collective transport activation energy. Moreover, our DFT calculations indicate that

the hopping barrier for single-ion transport through the bulk LiFePO4 phase along the

[010] direction is ≈ 0.3 eV, which has also been reported in the literature [6–9]. Through

several orders of magnitude improvement in time resolved AFM measurements, we have

demonstrated the ability to extract these single-ion bulk hopping barriers from collec-

tive ion motion and obtained values in excellent agreement with both collective ion and
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single-ion calculations. In conclusion, our AFM-based technique allows for direct corre-

lation of transport properties with the local structure measured using other techniques.

By combining these techniques we have refined our understanding of ionic transport

to better engineer active materials for high c-rate and high-power lithium-ion batteries.

These materials will play a crucial role in the widespread deployment of renewable energy

generation and fully electric vehicles with fast charge and discharge requirements.
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Preface to Chapter 3

In the previous chapter, time-domain EFM was used to study ionic conductivity in pure

LiFePO4, which is a relatively slow ionic conductor when compared with many newer

materials [97]. To study ionic transport in faster materials using time-resolved EFM will,

of course, require improved time resolution. Fig. 2.4 provides an outline of the temporal

resolution required to measure various properties and their approximate timescales.
What more can we learn?
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Figure 2.4: Approximate timescale/required temporal resolution to measure various processes/properties.

Charge transport measurements in liquid environments via EFM would unlock the

ability to measure charging times of single particles (such as those found in real-world

batteries) and correlate these with properties such as interfacial porosity and tortuos-

ity, while measuring surface potentials in liquids would allow for direct characterization

of dendrite and SEI formation. In the sub-picosecond time-regime we see a variety of

electronic/excitonic transport properties, which are generally probed using optical tech-
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niques instead of voltage-driven measurements. Optical-driven measurements are, at

present, less relevant for ionic transport processes, which (typically) occur at timescales

orders of magnitude slower than electronic/excitonic transport. Thus, in the following

chapter we will review a variety of time-resolved EFM techniques that have applications

to measuring ionic transport (i.e. voltage-pulsed techniques). Standard time-domain

EFM, voltage-pulse averaging (a new technique described herein), fast free time-resolved

EFM, phase-kick EFM, and intermodulation spectroscopy will all be discussed in detail,

along with their respective limitations and challenges in applications to ionic transport.

The following is the integral text from:

Mascaro, Aaron, et al. “Review of time-resolved non-contact electrostatic force mi-

croscopy techniques with applications to ionic transport measurements" Beilstein Journal

of Nanotechnology, 10.1 (2019): 617-633.
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3.1 Abstract

Recently, there have been a number of variations of electrostatic force microscopy (EFM)

that allow for the measurement of time-varying forces arising from phenomena such as ion

transport in battery materials or charge separation in photovoltaic systems. These forces

reveal information about dynamic processes happening over nanometer length scales due

to the nanometer-sized probe tips used in atomic force microscopy. Here, we review in de-

tail several time-resolved EFM techniques based on non-contact atomic force microscopy,

elaborating on their specific limitations and challenges. We also introduce a new exper-

imental technique that can resolve time-varying signals well below the oscillation period

of the cantilever and compare and contrast it with those previously established.

3.2 Introduction

Since the inception of the atomic force microscope (AFM) a variety of techniques have

been developed aimed at measuring local electronic and ionic properties on a wide range

of samples. By carefully controlling the electric field between the tip and sample many

properties can be measured with high spatial resolution including static properties such

as local contact potential difference (which can be used to extract the local work func-

tion) [1] and local piezoelectric response [2], and dynamic properties such as the charging

and decay times of photoexcited carriers [3–6], and local activation energies for ionic

transport [7, 8]. These measurements play a crucial role in understanding local charge

dynamics and composition of numerous materials with applications across many fields

including energy generation and storage. Capturing time-resolved dynamic processes at

ever-decreasing time and length scales has become of increased interest in recent years

due to the importance of understanding transport properties of real-world, often heteroge-

neous materials relevant for energy generation and storage. A number of AFM techniques
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have been developed to study relevant materials including: time-resolved EFM to mea-

sure photoexcited charge accumulation and charge transfer [6, 9–11], time-domain EFM

to measure ionic transport [7, 12], time-resolved electrochemical strain microscopy (ESM)

to measure ionic transport [8, 13], various time-resolved Kelvin probe force microscopy

(KPFM) techniques that utilize either optical pump-probe or advanced signal processing

to measure time-resolved surface potentials [14–18], and other techniques that exploit

non-linear signal mixing or heterodyning to extract the time evolution of the tip-sample

interaction [19, 20]. All of these techniques share a common goal of furthering the un-

derstanding of charge generation and transport processes to develop a clear picture of

the underlying mechanisms that govern them. This requires an extensive toolbox of ex-

perimental techniques of which EFM-based ones will most certainly play an essential role.

In this review we explore in detail several techniques that allow for time-resolved elec-

trostatic force measurements to probe ionic transport. More specifically, these techniques

are able to capture time-varying changes in the tip-sample coupling due to the movement

of mobile ions within the sample in the sample volume directly underneath the probe

tip. The ionic motion is initiated by an electric potential applied across the sample; the

movement of mobile ions leads to a change in the tip-sample capacitance and, thus, a

change in the electrostatic force acting on the cantilever probe tip. The electrostatic

tip-sample force is proportional to the capacitance gradient ∂C
∂z

times the square of the

applied potential V (t)2, i.e. F ∼ ∂C(t)
∂z

V (t)2. In ionic transport measurements it is the

time-dependence of the capacitance C(t) that is to be measured; however, this is not

usually a known quantity, therefore in order to validate a technique for suitability in

measuring this quantitatively, a known time-varying voltage with the same functional

time-dependence that mimics the expected C(t) can be used instead. This allows for a

quantitative assessment of the extracted parameters and is the method used to validate
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each technique discussed herein.

Since there are a multitude of similar techniques, each with their own clever imple-

mentations and analyses, we have restricted our review to exclude all pump-probe and

KPFM techniques as these are generally unsuitable for probing ionic transport. For a

recent review of all KPFM and related techniques, we refer the reader to Ref. [21].

We begin by describing the direct time-domain method and its limitations, we then

introduce a new technique we refer to as voltage-pulse averaging EFM, and then con-

tinue to explain and examine three other techniques with applications to ionic transport

measurements, specifically: fast free time-resolved EFM [22], phase-kick EFM [23], and

intermodulation spectroscopy [20]. Table 3.1 lists these techniques along with their re-

spective time resolutions (smallest value demonstrated), limitations, and strengths.
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Technique Time
Resolution

Limitations Strengths

Direct
Time-Domain

>2 µ s Resonance frequency and
detection bandwidth limit
time resolution.

Simple implementation.

Voltage-pulse
averaging EFM

∼ 200 ns Significant averaging time. Simple implementation.

Difficulty in extracting
stretched exponential.

Time resolution not
limited by detection
bandwidth.

Functional form of C(t)
must be known.

Fast free
time-resolved
EFM [22]

∼ 10 ns Slowly varying
relationship between τ and
extracted signal tfp for
sub-cycle time constants.

Excellent spatial
resolution.

Difficulty in extracting
stretched exponential for
small time constants.

Fast imaging times with
simultaneous acquisition
and analysis.

Phase-kick
EFM [23]

∼ 35 ns Requires precisely
phase-locked excitation
signals.

Strong signal to noise
ratio due to averaging.

Tip-sample force gradient
must be approximately
constant over oscillation
cycle.

Time resolution not
limited by detection
bandwidth.

Intermodulation
Spectroscopy

∼ 30 ns High Q-factor cantilevers
result in lower signal to
noise ratio.

Time resolution
theoretically only limited
by measurement time.

A time dependent
capacitance will likely lead
to a complicated analytic
representation needed to
extract the system’s
time-evolution.

Full time-evolution can
be captured using only a
single measurement.

Table 3.1: Overview of the five techniques explored in this review. Time resolution is the smallest
demonstrated value.
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3.3 Direct time-domain EFM

3.3.1 Background

Direct time-domain EFM measurements are the most straightforward methods of measur-

ing time-varying interactions. In the commonly used frequency-modulated AFM config-

uration, the resonance frequency of an oscillating cantilever is measured while the probe

tip interacts with a surface [24]. The interactions are purely electrostatic – in other words,

the tip and sample form a capacitor. The oscillation of the cantilever can therefore be

modulated by the electric field between the tip and sample, which may vary with time.

The first use of an AFM to measure the time evolution of sample charge carriers was

reported by Schönenberger and Alvarado [25]. They first applied a voltage pulse between

the tip and sample to inject charge into the sample. They subsequently measured the

(ac) electrostatic force as a function of time using a lock-in amplifier where the observed

force decayed over several seconds.

In the case of photovoltaic samples, simply shining light on them photoexcites charge

carriers, which can result in charge build-up in the sample at the location of the AFM

tip if an appropriate voltage is applied across the tip-sample gap. Measuring the reso-

nance frequency shift as a function of time after the light is turned on/off then allows

for the charging/discharging time to be directly acquired, revealing information about

charge generation and transport in the sample. This was first performed by Krauss et

al., where they observed charging of photoexcited CdSe nanocrystals by direct frequency

shift measurements after illumination [26].

The concept outlined above can be applied to measure ionic transport in ionic con-

ducting materials as well. To probe ionic transport a step potential is applied between

43



Li+  ions

VDC

E-Field

Internal E-Field

VDC

Time

(a) (b) (c)

-

+

-

+

Figure 3.1: Illustration of ionic transport measurements in the time domain. (a) A conducting AFM tip
is brought close (typically from ∼1-20 nm) to the surface of a sample containing mobile ions (Li+ in this
case). (b) A step potential (VDC) is applied between the tip and back electrode, creating an electric field
that extends through the sample. (c) The mobile ions move towards the tip (in the case of a negative
tip bias and grounded back electrode), shielding the internal electric field.

the AFM tip and a conducting back electrode, creating an electric field across the tip-

sample gap and through the sample, illustrated in Figure 3.1(b). The mobile ions inside

the sample move in response to this field over time, resulting in a change in the field (and

field gradient) at the tip as illustrated in Figure 3.1(c). This changing electric field as a

result of screening by the mobile ions leads to a shift of the cantilever resonance frequency

as a function of time, which can be directly measured, typically by using a phase-locked

loop (PLL). This was first performed by Bennewitz et al. to measure the mobility of

F− vacancies in a CaF2 crystal [27]. Schirmeisen et al. later improved the technique by

performing the measurements at various temperatures to extract the activation energy

for ionic transport in Li+ conducting glasses [7]. To further expand the power of the

technique, Mascaro et al. developed a real-time averaging system used in conjunction

with a fast (high-bandwidth) PLL to improve the time resolution [12]. This enabled ionic

transport measurements to be performed on lithium iron phosphate (LiFePO4), a relevant

lithium-ion battery cathode material. In this configuration the time resolution (and thus

the fastest ionic conductor that can be measured) is limited by the time response of the

PLL, which depends on many parameters including the free resonance frequency of the

cantilever as well as the various PLL settings.
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3.3.2 Limitation - Direct Frequency Detection

A critically damped second order PLL (i.e. optimized settings) has an exponentially

decaying time response to abrupt changes in the frequency being tracked (the center fre-

quency, f0) [28]. The response time-constant of the phase detector is determined directly

by the center frequency: τPD = 1/f0. Thus, the theoretical minimum response time to

achieve >95% tracking is 3 cycles. This is difficult to realize in practice as it neglects am-

plification/filtering before and after the phase detector and other non-ideal effects such as

jitter and noise. The overall response time of the system (τPLL, inversely proportional to

the overall bandwidth) serves as a more practical metric as it takes all contributions into

account. This can either be measured by stepping the frequency of a known signal and

measuring the response time or in the case of some digital PLLs by a built-in function

that models the response [29].

In general, ionic transport in solid ionic conductors follows a stretched-exponential

time response to applied electric fields:

φ(t) = φ0 exp [−(t/τ ∗)β] 0 < β < 1 (3.1)

where φ represents the internal electric field, φ0 is the initial field strength, β is the

stretching factor, and τ ∗ is the collective (or overall) time constant for the response [30].

Note that this stretched exponential behaviour is due to the correlated nature of ion trans-

port, which is dependent on the atomic and electronic structure of the material and not

necessarily due to a distribution of relaxation times [31]. Nonetheless, this complicates

time-domain measurements of ionic transport as the functional form of the relaxation

must be fully captured in order to reliably extract the relevant parameters, namely τ ∗

and β. With slow ionic relaxation times (>ms) and typical operating (scanning) parame-
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ters (bandwidth ∼100 Hz) the PLL response will not affect the extracted values obtained

from directly fitting the data. However, as the relaxation time approaches the response

time of the PLL, the output signal will become a convolution of the PLL response func-

tion and the ionic relaxation. This makes any quantification of the transport properties

challenging.

To investigate the effect of τPLL on the ability to extract parameters from measured

signals, a digitially synthesized voltage waveform varying in time as a stretched expo-

nential (Equation 3.1, β = 0.7) was applied between a Pt coated AFM-tip and a gold

substrate (separated by ∼20 nm) under high vacuum (∼ 10−6 mbar, Jeol JSPM-5200)

to simulate ionic transport in the sample with a known decay time constant. Note that

a separation &1 nm is necessary in general to ensure that no charge is injected into the

sample. In this case, the electric field follows the applied voltage instantaneously on the

relevant time scales. For each programmed time constant (from 0.1 - 10 ms), the voltage

was varied from 0 V initially to 5 V; the measured response is shown in Figure 3.2(a)

where the blue curve is the result of the smoothly varying stretched-exponential applied

voltage. The orange curve is the result of applying an initial instantaneous jump from 0

to 2.5 V followed by a stretched-exponential increase to 5 V. This is intended to mimic

experimental conditions as the step voltage applied causes an initial jump in the res-

onance frequency (due to the stepped electric field between the tip and sample before

the ions respond) followed by the slow sample relaxation (as the ions move to shield the

initial electric field). Since the actual time constant is given by the synthesized voltage

waveform, the percent error can be directly calculated from the fit results. Note that

since the frequency shift is quadratic in voltage and it is the voltage being changed here,

we must first take the square root of the data before fitting. The results are shown in Fig-

ure 3.2(b) where the shaded area is the region for which τ ∗ < τPLL ≈ 600µs. To replicate
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Figure 3.2: (a) AFM frequency shift response to stretched-exponential voltage pulses (from 0 to 5 V)
with and without an intial 2.5 V jump. (b) Percent error of fitted relaxation time constant (τ∗) as a
function of relaxation time constant of applied voltage pulse for fixed PLL response time (τPLL). Shaded
region shows where τ∗ < τPLL.

measurement conditions, 100 waveforms were applied as a pulse train (50% duty cycle)

and the response signals were averaged together using our realtime averaging system to

reduce noise (described in Ref [12]). In both cases (with and without the initial jump)

we are able to accurately extract the relaxation time constant; the initial jump only leads

to a higher statistical uncertainty, which is due to the slow initial response of the PLL

relative to the fast jump from 0 to 2.5 V. This becomes especially apparent for τ ∗ ∼ τPLL.

The stretching factor displays exactly the same behaviour (not shown).
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Clearly the practical limitation for high fidelity measurements is determined by τPLL

as the percent error increases drastically for τ ∗ < τPLL. Simply increasing the PLL band-

width will decrease τPLL although this will result in higher noise due to the less aggressive

filtering. By taking a larger number of averages, the same signal to noise ratio (SNR)

can be achieved, however the cantilever resonance frequency will ultimately determine

the minimum τPLL. Empirically we have found that the minimum PLL response time

achievable is τPLLmin ≈ 10× 1/f0. The highest resonance frequency cantilevers currently

commercially available have frequencies of f0 ≈ 5 MHz, thus the realistic minimum mea-

surable relaxation time by this technique is ∼ 2 µs.

3.4 Voltage-pulse averaging EFM

3.4.1 Motivation

Improving the time resolution beyond the limitations of direct time-domain measure-

ments is possible in several ways using careful instrumentation and signal analysis. The

basic concept is to detect (using a slow detector) the change in average response of the

sample due to a change in the frequency (or repetition rate, delay time etc.) of an ex-

citation signal. This is also the basis for pump-probe spectroscopy, which is routinely

employed to measure ultrafast dynamics of condensed matter systems using a variety of

pulsed light sources [32–35]. In some systems the probe pulse is not even necessary as the

pump both excites the response being investigated and engages the probing behaviour

simultaneously. One example of this is in time-resolved Kelvin probe force microscopy

(KPFM) experiments that measure the surface photovoltage of a sample as a function

of time after a light source is pulsed. This was first implemented by Takihara et al. to

measure the photovoltage dynamics of a sample at time scales faster than the KPFM
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feedback loop can track [36]. In this measurement mode, the tip-sample coupling is in an

‘always-on’ state and the time-resolution is achieved by modulating the length of time the

system is allowed to decay (i.e. the pulse-off time). The minimum time resolution is no

longer limited by the detection electronics, but instead is theoretically limited only by the

thermal noise of the cantilever [18]. This principle can be easily extended to ionic systems

(such as those discussed previously) by simply replacing the pulsed light source with a

pulsed voltage. In this case, the electric field engages the tip-sample coupling and simul-

taneously moves the mobile ions in the substrate, which leads to a changing tip-sample

capacitance. Since the applied voltage controls the tip-sample coupling, turning the volt-

age off decouples the tip from changes occurring in the sample, thus the ionic transport

is only probed during the pulse-on time, which can be directly controlled. Finding a rela-

tionship between the average frequency shift 〈f0〉 and the relaxation time constant of the

sample τ ∗ as a function of the pulse width T then allows for the sample transport dynam-

ics to be extracted beyond the time resolution of the detection electronics. To relate the

frequency shift of a cantilever to the tip-sample forces for FM-AFM, we turn to canonical

perturbation theory using action angle variables similar to the work done by Giessibl [37].

3.4.2 Derivation using Canonical Perturbation Theory

Starting with the Hamiltonian for a harmonic oscillator and using a capacitive force

perturbation Hamiltonian (∆H = 1
2
CV 2), we transform the momentum and position

variables to action and angle variables: (p,q)→ (α,β), where the first order perturbation

solution for the angle variable β1 (not to be confused with the earlier use of β as the

exponential stretching factor) has the property:

β̇1 =
∂∆H(α, β, t)

∂α

∣∣∣∣
0

(3.2)
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where the · denotes the time derivative and the subscript 0 indicates that the α and β

are to be replaced by their unperturbed, constant values (α0,β0) after differentiation [38].

Writing q in terms of the action and angle variables explicitly:

q =

√
2α

mω2
sin(ωt+ β) (3.3)

we see that β̇ is the time derivative of the phase change due to the perturbing force.

Taking the average therefore gives us the steady-state frequency shift 〈∆f〉 = 〈β̇〉, which

can easily be measured. Re-writing:

∂∆H(α, β, t)

∂α

∣∣∣∣
0

=
∂∆H(α, β, t)

∂q

∂q

∂α

∣∣∣∣
0

(3.4)

it can be easily shown that:

∂q

∂α
=

q

2α0

(3.5)

and α0 = kA2
0/2f0 where A0 is the oscillation amplitude, k is the spring constant, and

f0 is the resonance frequency of the oscillator. In the simplest experiment where a time-

varying voltage is applied between a conducting tip and sample, C has only an explicit q

dependence and V only an explicit t dependence:

∂∆H(α, β, t)

∂α

∣∣∣∣
0

=
∂

∂q

[
1

2
C(q)V (t)2

]∣∣∣∣
0

qf0
kA2

0

(3.6)

However, C does have an implicit time dependence because the position q is not

constant.

The capacitance, C(q), between a conducting sphere and conducting plane can be

50



approximated by [39]:

C ≈ 4πε0R

[
1 +

1

2
log

(
1 +

R

q′

)]
(3.7)

where R is the radius of the sphere and q′ is the sphere-plane (tip-sample) separation,

which changes as the (tip) position, q, oscillates. In other words: q′ = A0 + d +

A0 sin (ω0t+ φ0), where φ0 is the initial cantilever phase, ω0 is the free resonance fre-

quency, A0 is the amplitude, and d is the closest tip-sample separation of the oscillating

cantilever. Assuming this is an acceptable approximation for an AFM tip and conducting

sample, the average frequency shift can be written:

〈∆f〉 = 〈β̇〉 =
2πε0(R/A0)

2

k

1

1/f0

∫ 1/f0

0

V (t)2

q′ +R
dt (3.8)

with the integral taken over one cycle (1/f0). Thus far we have only made an assumption

regarding the functional form of the tip-sample capacitance. This relation (Equation 3.8)

is thus valid for arbitrary oscillation amplitudes and timescales as long as the tip-sample

interaction remains a small perturbation to the overall mechanical energy of the cantilever

oscillation. This condition is fulfilled for a periodic voltage pulse with its frequency, fV ,

away from any of the cantilever’s mechanical resonances (fV < fi+1 and fV > fi where fi

is the ith mechanical eigenfrequency of the cantilever). This is due to the large quality

factor enhancement present on resonance, which would lead to a significant contribution

to the total mechanical energy from even a small voltage (and thus field) applied near

resonance, invalidating the perturbation approach to derive Equation 3.8.
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3.4.3 Validation Measurement

To demonstrate the time resolution of this technique a validation measurement was per-

formed using a cantilever with a low resonance frequency (16.7kHz) and a conducting tip

over a gold sample. The tip was retracted a short distance (∼20nm) with the z-feedback

turned off and a train of exponential voltage pulses was applied, resulting in a change in

the average frequency shift as a function of the width of the voltage pulse (T ), illustrated

in Figure 3.3(a). The frequency shift was averaged over several seconds for each value

of T , and T was then stepped as per the values in Figure 3.3(b). This full measurement

was repeated 20 times with the z-feedback turned on and then back off between each

measurement to minimize drift. Each pulse had the form V (t) = V0 + ∆V
(
1− e−t/τ

)
during the pulse-on period and V (t) = V0 during the pulse-off period with a duty cycle of

20%. To fit the data, the integral in Equation 3.8 was performed piecewise over the corre-

sponding on and off time periods for one full cantilever oscillation: (0→ T/5, T/5→ T ),

(T → 6T/5, 6T/5 → 2T ), ... , (..., (5N − 4)T/5 → NT ), where NT 1/f0 (note that

NT 6= 1/f0 because the pulse width can not be an integer multiple of the oscillation

period as discussed above). This integral has no closed form solution and therefore must

be computed numerically in order to fit the data. Since the phase between the applied

pulses and the cantilever’s oscillation is arbitrary, the integral must be computed for

many oscillation cycles (starting with an arbitrary phase) and then averaged to minimize

the effect of the initial relative phase.
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Figure 3.3: (a) Schematic illustration of the voltage-pulse averaging EFM technique: top shows the
applied voltage pulses with different pulse width (T ), while the bottom shows the (simulated) instanta-
neous (∆f) and average (〈∆f〉) frequency shift due to an exponentially varying sample response. (b)
Measured average frequency shift response vs. pulse width (T ) for exponential voltage pulses with 1 µs
(blue), 500 ns (red) and 200 ns (purple) time constants (τ), cantilever f0 = 16.7 kHz, 2 s averaging per
measurement, 20 measurements per point. Errorbars are the standard deviation of 20 measurements,
and the black lines show fits to Equation 3.8. (c) Extracted time constant (τ), vs programmed time
constant for the three measurements in (b); the solid gray line has a slope of unity to illustrate where
points would lie for a perfect 1:1 relationship.
Measured values: τ = 1.05 ± 0.03 µs, τ = 633 ± 20 ns, τ = 192 ± 3 ns. Note that a decay time of
190 ns is ∼300 times faster than the cantilever oscillation period.
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The results are shown in Figure 3.3 along with the fits to Equation 3.8 where we

set: V (t) = A + Be−t/τ , giving 3 fit parameters: A, B, and the time constant τ . The

effect of the finite number of oscillation cycles appears in the fitted curves (black lines in

Figure 3.3) as small deviations from a perfectly smooth function. This can be minimized

by integrating over more cycles at the expense of increased computation time, which

can be significant and has a negligible effect on the extracted fit parameters. The ex-

tracted time constants are plotted versus the programmed time constants in Figure 3.3(c).

Extending this technique to ionic transport systems requires only the insertion of an

explicit time dependence of the capacitance C(t) in place of the time dependent voltage

in Equation 3.8. The capacitance follows the time dependence of the system after a bias

is applied, which is typically a stretched exponential as in Equation 3.1. Although this

is in principle feasible, the main challenge is to perform the fitting. We attempted to

fit the data in Figure 3.3 to a stretched exponential with an additional parameter, β,

which should result in an extracted value of β = 1 since this is a ‘pure’ exponential decay.

The fitting was very problematic due to the dependence of the fit results on the chosen

initial conditions. This is a general challenge when using functions with numerous fit

parameters, in accordance with the famous quote about fitting an elephant by John Von

Neumann [40].

3.4.4 Assumptions and Limitations

As shown by this validation measurement, this technique can be used to measure trans-

port processes occuring faster than the period of the cantilever. Fundamentally the time

resolution should only be limited by the minimum electrical pulse width that can be re-

liably applied to the sample (which is likely much larger than the theoretical limit [18]).
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The only assumption used that may not be true for all cases is the functional form of

the tip-sample capacitance (Equation 3.7). To test the accuracy of this assumption we

investigated both a conducting sample and a thick dielectric sample (200µm thick sap-

phire, εr = 11.3) by measuring the frequency shift vs. distance curve with a constant

applied bias. The force was then extracted from the frequency shift using the Sader-Jarvis

method [41] while taking care to ensure that the inversion procedure is mathematically

well-posed for this particular experiment [42, 43].

The results are shown in Figure 3.4 where the black lines are fits to the approximate

force between a conducting sphere held at a constant potential and a conducting plane:

F ≈ F̃

[
1

(z/R̃) + (z/R̃)2

]
(3.9)

where F̃ and R̃ are fit parameters. Theoretically, F̃ = 4εV 2, where ε is the permit-

tivity and V is the applied voltage, and R̃ is the effective tip radius. The oscillation

amplitude for both experiments was 6 nm, thus the x-axis is the average tip-sample sep-

aration and the zero point was chosen as the point when the oscillation stopped due to

contact with the sample. The resulting values for F̃ were 0.6 nN for gold and 38.5 nN

for sapphire and the effective tip radii obtained were R̃ = 4.3 nm and 0.23 nm for gold

and sapphire, respectively. The F̃ obtained for gold is very close to the theoretical value

of 0.53 nN, but the value for sapphire is off by approximately a factor of 5, while the tip

radii are significantly smaller than the true tip radius (≈ 30 nm). These results are not

surprising as there are many potential sources of error that can affect the absolute value

of the force including the cantilever spring constant calibration, background forces from

the conical probe and the cantilever itself, and uncertainty in the zero-point for both the

tip-sample separation and the force itself, which are typically chosen arbitrarily [44–49].

Note that this experiment aims only to demonstrate the validity of the functional form
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of the relationship and not as a quantitative measurement of these parameters. Better

approximations than the simple sphere-plane one used here have been developed, but

would introduce significant challenges in computing the integral in Equation 3.8. Using

this simple approximation for both the gold and sapphire substrates, the residuals are

normally distributed to within experimental uncertainty (i.e. the χ2 goodness of fit test

performed on the residuals does not reject the null hypothesis to 0.05 significance [50]).

This demonstrates that the functional form of this approximation is valid with this par-

ticular probe type on samples of two extremes (a smooth conductor and a thick dielectric

material), however it is not necessarily valid in all cases and should therefore be verified

via spectroscopy measurements such as this on a case-by-case basis.

Sapphire was chosen for its high dielectric constant (εr > 10), which is similar to

those found in many solid ionic conductors such as LiFePO4 and LiCoO2, and for its low

electronic conductivity and lack of mobile ions. This experiment is therefore a reliable

validation of the z-dependence of the tip-sample capacitance expected for actual ionic

transport measurements on relevant samples.
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3.5 Fast free time-resolved EFM

3.5.1 Motivation

It is clear that there exist challenges in using time-averaged AFM signals to extract fast

sample dynamics, namely a priori knowledge or assumptions of the specific temporal func-

tional form of the dynamics. Some techniques have sought to avoid this by directly captur-

ing the deflection signal using high speed data acquisition systems and performing offline

analysis to reconstruct the sample response. One such technique is fast free time-resolved

electrostatic force microscopy (FF-trEFM), first proposed by Giridharagopal et. al [22].

FF-trEFM captures the full dynamics of an oscillating cantilever when an interaction

force between the tip and sample is turned on. An overview of this technique is shown

in Figure 3.5 (reproduced from [51]).
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FIG. 1. (a) Schematic of the experimental setup: (i) Computer requests a trigger at a defined phase of the oscillation, (ii) trigger circuitry triggers the digitizer
and the excitation source accordingly, and (iii) the digitizer transfers the acquired signals to computer. (b) Flow diagram of the data analysis procedure after the
acquisition: (iv) signals are averaged together, (v) windowed and filtered, and (vi) demodulated via Hilbert transform to find the instantaneous frequency of the
cantilever (instantaneous frequency curves for excitations with time constants of 25 ns and 100 µs are shown).

o↵-the-shelf digitizer (Gage CSE1622), trigger circuitry (built
in-house, see supporting information for details),35 and a
pulsed excitation source: either light or voltage (here a
function generator, Agilent 33500B). Figure 1(a) depicts the
experimental scheme. The goal of the trEFM method is to
measure how quickly the electrostatic interaction between
the cantilever and the sample is changing in response to the
excitation. We use a scan-lift-rescan approach36–38 to track
the topography while minimizing short-range interactions.
The instrument first acquires a topography scan in AC mode.
The cantilever is then raised to a user-defined height from the
surface (typically 10-100 nm) and then performs the trEFM
pass during a second scan with the cantilever retracing the
recorded topography line at a fixed height chosen to minimize
short range interactions, such as van der Waals forces, while
remaining sensitive to longer range electrostatic forces.

During the trEFM pass, we first apply a voltage bias
between the cantilever and the sample (typical Vbias ⇠ 5-10 V).
After the cantilever reaches equilibrium (2-4 ms), we apply
a user-defined perturbation, such as a light pulse or voltage
between the cantilever and the sample, at a user chosen
point in the cantilever oscillation cycle. This perturbation

induces transient deviations from the sinusoidal motion of
the cantilever, which we record by digitizing the cantilever
displacement signal with a fast acquisition card. We record
the cantilever motion at a sampling rate of 10 MHz with 16-bit
precision over a user-defined window (typically 0.8-3.2 ms)
before and after the sample perturbation. The entire process is
typically 16 ms per data point. In a line scan, we bin collected
signals to pixels and average them before processing; in a
point scan, we collect signals at a single spot and average
them before processing. A line scan is typically 1920 signals
over 64 pixels (30 averages per pixel) or 128 pixels (15
averages per pixel), though higher averages-per-pixel can be
acquired at the expense of time-per-scan. We then process the
data to extract the frequency information as described below.

We introduced the data analysis process in previous
work.19,39 In brief, we use the Hilbert transform to
convert the cantilever motion into time-dependent frequency
information.40,41 Importantly, we first average the deflection
vs. time traces for a number of trigger signals acquired
at the same spot and at the same phase to improve our
signal-to-noise ratio. We then multiply the average signal by
a windowing function to reduce edge e↵ects and spectral

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  142.157.150.51 On: Wed, 22 Jun
2016 14:48:31

Figure 3.5: “(a) Schematic of the experimental setup: (i) Computer requests a trigger at a defined phase
of the oscillation, (ii) trigger circuitry triggers the digitizer and the excitation source accordingly, and
(iii) the digitizer transfers the acquired signals to computer. (b) Flow diagram of the data analysis
procedure after the acquisition: (iv) signals are averaged together, (v) windowed and filtered, and (vi)
demodulated via Hilbert transform to find the instantaneous frequency of the cantilever (instantaneous
frequency curves for excitations with time constants of 25 ns and 100 µs are shown)." Reproduced
from [51] with permission.
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3.5.2 Description and Implementation

To implement FF-trEFM requires the addition of a high speed data acquisition system

to a standard AFM, which is not overly expensive or onerous. Acquiring the raw deflec-

tion signal in the time-domain precludes the necessity for expensive detection electronics

which are commonly used to acquire and demodulate the cantilever’s oscillation. The

only limitation on standard AFM systems are the photodetectors, which typically have

bandwidths of 1-2 MHz, although faster photodiodes are available. The raw signal can

then be filtered and postprocessed using a Hilbert transform to extract the analytical

signal and what is known as the ‘instantaneous frequency’ (the time derivative of the

instantaneous phase). Examining the extracted instantaneous frequency after applying

a voltage with an exponential rise time τ (shown in Figure 3.5B for simulated data),

it is clear that the response shows observable differences as a function of τ . Since the

cantilever is continuously driven throughout the experiment, the instantaneous frequency

shows a fast transient response to the applied pulse, followed by a slow relaxation towards

a new steady-state value. This leads to a clear initial peak in the frequency shift, which is

defined as the ‘time to first frequency shift peak’ (tFP) by Giridharagopal et. al [22]. The

authors demonstrated that simulated results (both numerical simulations of a damped-

driven harmonic oscillator and finite element simulations) and their experimental results

show excellent agreement given the same parameters and subject to the same postpro-

cessing (windowing, filtering, and analytical signal extraction).

It is instructive to note that the extracted instantaneous frequency contains a time-

delay introduced by the bandpass filter used in the processing to smooth the response,

which cannot be completely corrected for. This leads to attenuation of high frequency

components, especially for decay times faster than the oscillation period. Because of this

attenuation, the extracted signal is a representation of the true ‘instantaneous frequency’,
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leading to difficulty in determining the full functional form of the time-dependent tip-

sample interaction.

3.5.3 Application to Ionic Transport Measurements

To accurately quantify ionic transport requires the capability to fully resolve the func-

tional form of a stretched exponential response to extract the two main parameters of

interest, τ and β. To test the suitability of FF-trEFM for these measurements, we per-

formed numerical simulations (of a damped driven harmonic oscillator, see Supporting

Information File B.1, Appendix B, for MATLAB code) similar to those performed by

Karatay et al. [51], using instead a resonance frequency varying in time as a stretched

exponential and a stretched exponential electrostatic force term:

ω0(t ≥ 0) = ω0(t = 0) + ∆ω(1− e−(t/τ)
β

) (3.10)

Fe(t) = Fe0(1− e−(t/τ)
β

). (3.11)

The parameters used were ω0 = 2π×277 kHz, ∆ω = 2π×277 Hz, and Fe0 = 3 nN, sim-

ilar to those used in Ref. [22]. The results after windowing, filtering, and performing the

Hilbert transform are shown in Figure 3.6. The colours denote different time constants

and the β values are shown by different linestyles. For slower time constants (τ ≥ 10 µs)

the different values of β are visually distinct; however, at much smaller timescales these

distinctions are no longer visible, making ionic transport measurements using FF-trEFM

challenging and possibly no more advantageous than direct time-domain EFM.
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Figure 3.6: Extracted FF-trEFM signals from numerical simulations of tip-sample interactions with
a stretched-exponential time response (Equation 3.1) with various relaxation time constants, τ , and
stretching factors, β.
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3.5.4 Demonstration of Spatial Resolution

In more recent work by Karatay et al., they analyzed how a variety of factors including

noise and the phase difference between the cantilever oscillation and the applied pulses af-

fect the achievable time resolution [51]. They presented guidelines for implementation of

their technique, in particular the use of photothermal excitation to reduce other sources

of mechanical noise. To study the relationship between the system dynamics and the

measured tFP response they mapped tFP as a function of true exponential time constant

τ to generate a calibration curve (Figure 3.7(a)). They observed statistically significant

differences in the measured signal in differences in τ down to 10 ns, which they designated

as the minium attainable time resolution. The authors then utilized tFP to study differ-

ences in local charging times of an organic photovoltaic thin film (MDMO-PPV:PCBM),

shown in Figure 3.7, and demonstrated the ability of the technique to spatially resolve

heterogeneities. Due to the difficulty in quantitatively extracting τ from the measured

τFP, spatially resolved measurements are limited to relative charging rates presented as

spatial mapping of τFP. These results can still provide useful insight into sample dynam-

ics (in this case the quantum efficiency of the photovoltaic material) even though direct

quantitative measurements of decay time constants may not always be possible.
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Figure 3.7: “(a) Calibration curve for a range of characteristic times of exponential decay (τ) (inset
shows a zoom-in for shorter times)." “(b) Topography and (c) inverse τFP (τ−1

FP ) images of a 1:4 ratio
MDMO-PPV:PCBM thin film photovoltaic device cast from toluene. Excitation wavelength is 488 nm
and intensity at the tip is ∼290 W/cm2. Data are acquired at 10 nm lift height, 10 V bias between the
cantilever and the sample, with 60 averages per pixel." Adapted from [51] with permission.

64



3.6 Phase-kick EFM

3.6.1 Background and Implementation

Another technique recently developed by Dwyer et. al, referred to as “phase-kick" EFM

(pk-EFM), uses an indirect measurement of the cumulative change of a cantilever pa-

rameter (phase or amplitude) in order to reconstruct a time-varying signal [23]. One

implementation of pk-EFM utilizes a carefully timed voltage pulse applied between the

tip and sample that controls the tip-sample coupling while a light pulse is also applied,

as illustrated in Figure 3.8 (reproduced from [23]). Initially, the cantilever is driven on

resonance at a steady-state amplitude and a voltage is applied. The voltage engages the

tip-sample coupling and leads to an initial frequency shift, which can be seen at t = -

50 ms in Figure 3.8F. A short time later the drive is turned off so that the cantilever

is freely oscillating; practically, this removes the drive signal as a source of noise in the

experiment. At t = 0 a light pulse is then applied and the capacitance varies tempo-

rally as the sample charges due to the photoexcitation. By then abruptly turning off the

tip-sample coupling (by setting the voltage back to 0) the total photocapacitance change

measured by the cantilever can be controlled. The applied voltage therefore acts as a gate

that controls the cumulative sample response that is captured in the cumulative change

in the cantilever oscillation. The total phase shift ∆φ from the time the light pulse is

applied (t = 0) to when the voltage is returned to 0 (t = tp) is then proportional to the

integrated photocapacitance since the voltage is held constant over this time:

∆φ = −f0V
2

4k0

∫ tp

0

C ′′t (t) dt (3.12)

where C ′′t is the is the second derivative of the tip-sample capacitance with respect

to vertical separation, f0 is the resonance frequency, and k0 is the spring constant. This
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result is derived from the relationship between the frequency shift and the capacitive

force between the tip and sample:

δf(t) = − f0
4k0

C ′′t (t)V 2 (3.13)

which is a valid approximation in the limiting case of small oscillation amplitudes

[37]. More specifically, this approximation is only valid if the force gradient is constant

over one full oscillation of the tip [52]. This can be acheived under typical experimental

conditions (1-5 nm oscillation amplitude) by simply performing the measurement with a

larger tip-sample separation, but this comes at the cost of degraded spatial resolution.

Achieving smaller oscillation amplitudes (� 1 nm) is possible using more sensitive de-

tection methods (interferometry, for example [53]) and cleaner excitation schemes such

as photothermal excitation [54]. Using higher stiffness probes, however, is not expected

to be advantageous due to the inverse relationship between the measured phase shift and

cantilever spring constant.
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expected frequency before and after the light pulse isolates the effect of
the photoinduced change in capacitance (compare Fig. 2F and Fig. 2K).

The net phase shift Df is the time integral of the light-induced
change in the cantilever frequency (Fig. 2K, shaded region). The fre-
quency shift, and hence the phase shift, depends on the product of the
sample’s capacitance and the square of the tip voltage (Eq. 1). By pulsing
the tip voltage, we turn the cantilever into a gated mechanical integrator
of the photocapacitance transient. We step the time tp, repeat the exper-
iment, and plot the net cantilever phase shift Df versus tp (Fig. 2M).
The measured phase shift is proportional to the integrated photocapa-
citance transient

Df ¼ ∫tp0 df ðtÞ dt ¼ $ f0
4k0

V2∫tp0 C′′t ðt; hnÞ dt ð3Þ

We fit the measured Df versus tp curve to learn about the sample’s
transient photocapacitance.

In Fig. 3, we present an alternative view of the pk-EFM experiment.
At the top of the figure, we plot versus time the sinusoidal cantilever
displacement oscillation and, for comparison, a square-wave reference
oscillation. With the light off, the cantilever and reference oscillator
evolve in sync. Turning on the light causes the cantilever to begin os-
cillating at a lower frequency (Fig. 3, top middle) such that, by the
time the illumination is halted, the cantilever’s phase of oscillation
has shifted relative to that of the reference oscillator (Fig. 3, top right).

At the bottom of Fig. 3, we show the evolution of the cantilever and
reference oscillator as viewed in phase space and at the outputs of a
lock-in detector. At long times (Fig. 3, lower right), the observed phase
difference is blurred by phase noise in the cantilever oscillation, but
the average phase difference is still retained.

pk-EFM theory
To demonstrate that our new technique is sensitive to subcycle, nano-
second dynamics, we model the cantilever as a harmonic oscillator
with position x , momentum p, mass m, and spring constant k0

_x ¼ p=m ð4Þ

_p ¼ $
!
k0 þ dkðtÞ

"
x þ FðtÞ ð5Þ

with

F tð Þ ¼ 1
2
C′t tð ÞVtðtÞ2 ð6Þ

dk tð Þ ¼ 1
2
C′′t tð ÞVtðtÞ2 ð7Þ

a time-dependent force and spring-constant shift, respectively, caused
by the capacitive tip-sample interaction. In Eq. 7, Ct′ and Ct′′ are the
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Fig. 2. Using the pk-EFM experiment to measure a photocapacitance transient. For three representative pulse times, we plot (A) cantilever amplitude; (B) can-
tilever drive voltage, turned off at t = −10 ms; (C) tip voltage, with the pulse time tp indicated; (D) sample illumination intensity, turned on at t = 0; (E) sample
capacitance; and (F) cantilever frequency shift. (G) Timing of applied voltages and light pulses. The voltage and light turn off simultaneously at t = tp. After a delay
td (typically 5 to 15 ms), the cantilever drive voltage is turned back on. Next, we illustrate how the phase shift Df is calculated using the tp = 10.3 ms data. We process
the cantilever displacement data using a software lock-in amplifier. (H) The software lock-in amplifier reference frequency changes at t = tp. The software lock-in
amplifier outputs (I) the in-phase (solid) and out-of-phase (dashed) components of the cantilever displacement; (J) cantilever amplitude; (K) frequency shift; and (L) phase
shift. The total phase shift Df is equal to the highlighted area under the cantilever frequency shift curve. (M) The voltage- and light-induced phase shift Df is measured as a
function of the pulse time tp. We show only every other data point for clarity. The tp = 10.3 ms data point is denoted with a star. Experimental parameters: PFB:F8BT on indium
tin oxide (ITO) film, h = 250 nm, Vt = 10 V, Ihn = 0.3 kW m–2, delay time between pulses = 1.5 s.
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Figure 3.8: “For three representative pulse times, we plot (A) cantilever amplitude; (B) cantilever drive
voltage, turned off at t= -10 ms; (C) tip voltage, with the pulse time tp indicated; (D) sample illumination
intensity, turned on at t = 0; (E)sample capacitance; and (F) cantilever frequency shift. (G) Timing of
applied voltages and light pulses. The voltage and light turn off simultaneously at t = tp. After a delay
td (typically 5 to 15 ms), the cantilever drive voltage is turned back on. Next, we illustrate how the phase
shift ∆φ is calculated using the tp = 10.3 ms data. We process the cantilever displacement data using
a software lock-in amplifier. (H) The software lock-in amplifier reference frequency changes at t = tp.
The software lock-in amplifier outputs (I) the in-phase (solid) and out-of-phase (dashed) components
of the cantilever displacement; (J) cantilever amplitude; (K) frequency shift; and (L)phase shift. The
total phaseshift ∆φ is equal to the highlighted area under the cantilever frequency shift curve. (M) The
voltage- and light-induced phase shift ∆φ is measured as a function of the pulse time tp. We show only
every other data point for clarity. The tp = 10.3ms data point is denoted with a star. Experimental
parameters: PFB:F8BT on indium tin oxide (ITO) film, h = 250 nm, Vt = 10V, Ihν = 0.3 kW m−2, delay
time between pulses = 1.5 s." The cantilever used had a resonance frequency of 62 kHz. Reproduced
from [23] with permission.
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3.6.2 Validation Measurement

To demonstrate the sub-cycle time resolution of this technique, Dwyer et al. used the

Magnus expansion in order to solve the system of linear differential equations describing

the cantilever motion [23]. Modelling the photocapacitance as a single exponential with

a risetime of τ , C ′′t (t) = C ′′t (0) + ∆C ′′hν(1 − e−t/τ ), resulted in two expressions relating

the cumulative amplitude (∆A) and phase shifts (∆φ) to the time constant:

∆A u δxhν
ω0

1 + τ 2ω2
0

[
tp − τ + τe−tp/τ

]
sinφp (3.14)

∆φ u
δxhν

A0

ω0

1 + τ 2ω2
0

[
tp − τ + τe−tp/τ

]
cosφp (3.15)

where δxhν = V 2∆C ′hν/(2k0) (δxhν is the DC deflection due to the photocapacitive

force). This result is valid for very short times after the voltage is abruptly returned

to 0. It is especially interesting as it relates the change in amplitude and phase with

the phase of the cantilever when the voltage is turned off, φp = θ(t = tp). By tuning

tp, a phase shift, an amplitude change, or a combination of both can be induced. The

technique is fully illustrated in Figure 3.9 where the amplitude data in E (∆A) was ob-

tained by voltage pulses alone. The voltage pulses resulted in charging/discharging of the

sample (PFB:F8BT on ITO), which was also modelled as a single exponential in time:

Vt(t) = V (1 − e−t/τc). This allowed for the amplitude to be written as a function of tp

and τc where it again displayed a sinusoidal dependence on φp. Note that tp in Figure 3.9

refers to the width of the voltage pulse whereas tp used in the derivation was the time

at which the voltage was returned to zero. Relabelling the width of the voltage pulses

as t′p this yields: tp = t′p + td; in other words the tp in Equations 3.14 and 3.15 can be

tuned by changing the delay time td. This is shown in Figure 3.9E where the sinusoidal

behaviour of ∆A as a function of td is clear. Figure 3.9F shows the maximum amplitude

68



measurement faces the same trade-off: detector bandwidth bL
determines the time resolution tr = 1/2pbL; increasing bL to reduce
tr leads to a larger mean-square frequency noise.

In contrast, pk-EFM is sensitive to arbitrarily fast changes in
photocapacitance during the pulse time tp. Time resolution is obtained
by using short pulse times tp. The ultimate time resolution is limited
only by the ability to modulate the tip voltage, which can be as fast as
picoseconds (45–47). We are free to use a phase filter to minimize the
effect of surface and detection noise (Fig. 7D and texts S2 and S3).
Figure 7E plots the power spectrum of the filtered phase fluctuations.
The Fig. 7D filter successfully rejects both low-frequency surface-induced
noise and high-frequency detector noise. The Fig. 7D filter—and there-
fore the mean-square phase noise—is essentially independent of the
pulse time tp for short pulse times.

DISCUSSION
Here, we demonstrate a new indirect photocapacitance measurement,
pk-EFM.The pk-EFMmeasurement uses the cantilever as amechanical
integrator and measures cantilever phase shift, a new observable. By
measuring phase shift, the average frequency shift during the pulse is
inferred without relying on slow modulation and lock-in techniques.

A comparison with the tr-EFM experiment is instructive. In FF-
trEFM, the cantilever oscillation is detected, demodulated, and filtered;
the measured parameter is the time tFP at which the resulting cantilever
frequency transient reaches amaximum.This observed quantity depends
not only on the photocapacitance risetime but also on a number of an-
cillary parameters including the filter parameters and the sample’s steady-
state photocapacitance. For this reason, an empirical calibration step is
required to relate the measured tFP to the sample’s underlying photoca-
pacitance risetime. This empirical calibration step reduces the entire
photocapacitance transient to a single number, tFP. It is unclear how this
calibration procedure works if the sample’s photocapacitance evolves on

multiple time scales, as does the sample studied here. The time resolution
of the tr-EFM measurement is limited by the detector bandwidth.

In pk-EFM, the cantilever charge is pulsed, and the cantilever os-
cillation is detected, modulated, and filtered; the measured parameter
is the cantilever phase shift. Like ultrafast STM and KPFM photo-
voltage measurements, pk-EFM is an indirect measurement. Indirect
measurements record only the average detector signal. To build up a
picture of the sample’s fast dynamics, we measured the average detec-
tor signal for a series of different time-offset electrical or optical pulses.
The time resolution is limited only by the duration or jitter of the
pulses. Crucially, indirect measurements require a system nonlinearity
so that the average detector signal responds to changes in pulse length,
delay, or frequency. The phase shift Df in the pk-EFM experiment
depends on the product of Ct′′ and Vt, so the limited-duration tip-
voltage pulses provide the necessary nonlinearity.

In the pk-EFM experiment, no calibration step is required and the
full photocapacitance transient is recovered by measuring the phase
shift as a function of the pulse time. In contrast to previous indirect
KPFM measurements, pk-EFM makes one phase shift measurement
per pulse time, providing crucially important flexibility to include arbi-
trary wait times and voltage pulses before or after each measurement.
This experimental flexibility allows pk-EFM to obtain reproducible
photocapacitancemeasurements in organic semiconductor samples de-
spite lengthy charge equilibration times.

The indirect nature of the pk-EFMmethod allows it to measure the
full photocapacitance transient, not just the photocapacitance risetime.
This capability was demonstrated here by uncovering a second, fast
photocapacitance risetime not observed before in a nominally well-
studied material. The pk-EFM measurement uses well-defined cantile-
ver physics, which enables simulation (including relevant noise sources)
of the experiment across a range of time scales. The experiment admits a
rigorous signal-to-noise analysis, which details how sample fluctuations,
thermal noise, and detection noise affect the measurement’s phase
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Fig. 6. Experiments and simulations demonstrating subcycle time resolution in pk-EFM. (A) Subcycle voltage-pulse control experiment (PFB:F8BT on ITO, h =
250 nm). A voltage pulse of length tp is applied to the cantilever tip (top) at a delay of td relative to the cantilever oscillation (middle) for 100 consecutive cantilever
oscillations. (B) The pulses shift the cantilever amplitude by DA. (C) Measured frequency shift and (D) phase shift, demodulated with a 3-dB bandwidth of 4.8 kHz (blue)
and 1.5 kHz (green). (E) The amplitude shift DA versus delay time td for three representative pulse lengths. (F) The normalized response DAmax/tp obtained by fitting data
in (E) shows the cantilever wiring attenuating the response at short pulse times. The gray line is a fit to a single-exponential cantilever charging transient. (G) Numer-
ically simulated phase shift in microcycles versus tp for a sample with a photocapacitance charging time of 50 ns (blue), 10 ns (green), and 2 ns (red). Solid lines are a fit
to a single-exponential risetime model. Simulations include detector noise, thermomechanical cantilever position fluctuations, and sample-related frequency noise at
levels comparable to those observed in the experiments of Fig. 4 (text S10). The simulated data assumed 1600 averages per point [16 s/pt = 1600 × (2 ms acq./pt + 8 ms
delay/pt); total acquisition time = 30 min].
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Figure 3.9: “Experiments and simulations demonstrating subcycle time resolution in pk-EFM. (A) Sub-
cycle voltage-pulse control experiment (PFB:F8BT on ITO, h = 250 nm). A voltage pulse of length tp
is applied to the cantilever tip (top) at a delay of td relative to the cantilever oscillation (middle) for 100
consecutive cantilever oscillations. (B) The pulses shift the cantilever amplitude by ∆A.(C) Measured
frequency shift and (D) phase shift, demodulated with a 3-dB bandwidth of 4.8 kHz (blue) and 1.5 kHz
(green). (E) The amplitude shift ∆A versus delay time td for three representative pulse lengths. (F)
The normalized response ∆Amax/tp obtained by fitting data in (E) shows the cantilever wiring attenu-
ating the response at short pulse times. The gray line is a fit to a single-exponential cantilever charging
transient." Adapted from [23] with permission.

change ∆Amax as a function of the inverse pulse width 1/t′p. An exponentially decreasing

amplitude change at smaller pulse widths is clearly visible, which the authors explain as

due to the charge being unable to get in and out of the sample on these fast timescales.

The extracted time constant for the charging time, τc, was 34 ± 5 ns.
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3.6.3 Application to Ionic Transport Measurements

From this voltage-pulse measurement it is clear that this technique can easily be extended

to measure ionic transport. In fact, it may even be best suited to this application as it

requires only a precisely timed voltage pulse instead of phase-locked voltage and light

pulses. This technique operates in much the same way as the voltage-pulse averaging

method previously described: a parameter of the cantilever’s oscillation (be it phase,

frequency shift, or amplitude) is averaged over a long time period while a coherent (i.e.

phase locked with respect to cantilever oscillation) repeating signal is applied over a much

smaller time period that induces a change in the measured parameter. By changing the

length of time that the ‘fast’ signal is allowed to interact with the cantilever it can then

be reconstructed by relating the slowly varying parameter to the fast dynamics. Al-

though similar to pump-probe style measurements, these techniques are unique in that

they operate by changing the cumulative interaction time between the probe and the

sample instead of simply capturing ‘snapshots’ of the evolution of the sample dynamics

as a function of time. This allows for sample dynamics that are driven only while the tip-

sample coupling is engaged to be measured, such as ionic transport, for example. Directly

applying this technique to measure ionic transport, however, would require the addition

of a stretching factor, β, into the exponential as previously discussed. The main compli-

cation in this case is performing the time-integral over the capacitive gradient, which was

assumed to be a simple exponential in Equations 3.14 and 3.15. The integral will not

have a closed-form solution, which would require either a series expansion approximation

or a numerical approximation in order to extract useful information from the data. This

will likely result in the same challenge as we encountered with the voltage-pulse averaging

technique where the least-squares fitting has many local minima for the fit parameters

resulting in a strong dependence of the fit results on the initial conditions. Nonetheless,

this technique is promising in terms of achieving better time-resolution in EFM-based
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measurements.

3.7 Intermodulation Spectroscopy

3.7.1 Background and Implementation

Significant progress has clearly been made in measuring electrostatic force microscopy

signals in the time-domain. The main challenges of the techniques discussed thus far have

been the detection methods (specificially, bandwidth limitations) and various assumptions

and approximations that have been made, which limit the useful parameter space of

some experiments. Looking instead in the frequency domain, one very recent method

of extracting fast sample dynamics appears to be a promising alternative to many of

these challenges. Intermodulation spectroscopy, developed by Borgani and Haviland [20],

utilizes the spectral response of a cantilever near resonance due to an applied pulse train

(optical or electrical) in order to probe sample dynamics. This technique exploits the

non-linear tip-sample interaction due to the applied pulse train that results in a spectrum

of peaks at various sum and difference frequencies, illustrated in Figure 3.10. Each of

these frequency components (referred to as intermodulation products, or IMPs) contains

information about the interaction, which can be extracted by looking at the Fourier series

expansion of the tip-sample interaction. Since the interaction is purely capacitive, the

force is given by: F = 1
2
∂C
∂z
V 2, which contains two separate variables each with their own

periodicity: the capacitive gradient ∂C
∂z
, and the voltage V . Since V is controlled by the

applied excitation, it is periodic in ωE, the repetition rate of the applied pulses. The

Fourier series for V 2(t) is therefore given by:

V 2(t) =
+∞∑
j=−∞

vjei(jωEt+θj). (3.16)
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Figure 3.10: Synthetic data of cantilever deflection spectrum around the fundamental resonance fre-
quency, ω0 = 2π× 247 kHz, with: (a) δ = 2π× 500 Hz and a quality factor typical for ambient measure-
ments, Q = 200; (b) δ = 2π× 500Hz and Q = 5000, typical of vacuum measurements; (c) δ = 2π× 50
Hz and Q = 200; and (d) δ = 2π× 50 Hz and Q = 5000.

In the case where the sample capacitance remains constant (in a conducting sample,

for example), the capacitance gradient has the same periodicity as the cantilever oscilla-

tion since the cantilever sweeps through the gradient as it oscillates. The Fourier series

expansion for 1
2
∂C
∂z

[z(t)] can then be written:

1

2

∂C

∂z
[z(t)] =

+∞∑
k=−∞

ckei(kωDt+φk). (3.17)

The authors proposed three distinct excitation schemes based on the frequency of the

applied pulses, ωE, relative to the mechanical drive frequency ωD: resonant excitation,

where ωE = ωD + δ, with δ � ω0; sub-resonant excitation, where ωE = δ � ωD; and

super-resonant excitation, where ωE = 2ωD + δ. For each excitation scheme they showed
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the Fourier coefficients for the first 6 IMPs, which have the form: F̂±n = ckvjei(φk±θj).

For resonant excitation, they determined that taking the ratio and product of certain

pairs (F̂n+2 and F̂−n) yields quantities that depend only on the electrical response, which

completely eliminates the dependence on the capacitance gradient. Thus, to extract infor-

mation about the system using these quantities does not require any assumptions about

the functional form of the capacitance gradient. The only (major, and possibly limiting)

assumption is that the sample is metallic (see discussion below). The authors also derived

similar ratios for both the sub-resonant and super-resonant schemes, allowing them to

directly compare the time resolution and signal to noise ratio of each.

3.7.2 Validation Measurement

As a validation measurement, they applied electrical pulses with known exponential charg-

ing times between a conducting tip and sample and extracted the rise and fall time con-

stants, τr and τf , using an analytical model for V 2(t). This allows for a high-fidelity

reconstruction of the true signal using only a few Fourier coefficients. Using the res-

onant excitation scheme, they accurately extracted the time constants down to ≈ 20

ns, approaching the theoretical limit they derived for the technique. Their results are

shown in Figure 3.11 for each of the three excitation schemes. Both the resonant and

super-resonant schemes allowed signals more than an order of magnitude faster than the

oscillation period of the cantilever to be extracted.
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Figure 3.11: “Results from simulations and from the experimental validation for the proposed excitation
schemes: (a) resonant, (b) sub-resonant and (c) super-resonant. The cantilever has a resonance frequency
of about 2π×250 kHz, a value of δ = 2π×500 Hz is used in the sub-resonant scheme and δ = 2π×50 Hz in
the resonant and super-resonant schemes. The fittted values τF are plotted versus the value programmed
in the simulation and in the MLA. The gray dashed lines have slope unity and indicate where a perfect
data point would be. For the experimental data, a series of 256 measurements is performed at each
value of programmed τF : the blue dots indicate the median of the reconstructed values, and the error
bars indicate the inter-quartile range. The vertical red dashed lines mark the time resolution calculated
in Sec. IV." of Ref. [20]. “(a) in the resonant scheme, both simulations without noise (green dots)
and experiments fail to reach the predicted time-resolution, due to the violation of Eq. (7). (b) in the
sub-resonant scheme, simulations with detector and force noise (orange dots) and experiments show the
predicted time resolution. (c) in the super-resonant scheme, simulations without noise approach the
predicted time resolution, while experiments are limited to about 50 ns. Simulations with detector and
force noise reproduce the experimental data." Reproduced from [20] with permission.
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They report that mapping of system dynamics can be done even at standard imaging

speeds due to the simultaneous acquisition at multiple frequencies using a multi-frequency

lock-in amplifier. This is a drastic improvement over many other time resolved EFM vari-

ations that require lengthy averaging times, which makes spatial mapping difficult and

time consuming.

3.7.3 Challenges and Application to Ionic Transport Measure-

ments

Thus far, measurements using this technique have only been performed in ambient con-

ditions and on a conducting sample with known voltage pulses. One foreseeable chal-

lenge will be in performing measurements under vacuum conditions, which is typically

beneficial due to the large increase in quality factor that leads to a greater force sen-

sitivity. However, for intermodulation spectroscopy measurements, this will lead to a

smaller frequency window in which quality factor enhancement will be available to boost

the relative amplitudes of the IMPs. This is illustrated in Figure 3.10 where (a) shows

synthetic data for a standard cantilever in ambient (Q=200) with several IMPs clearly

visible above the noise. Figure 3.10(b) shows the exact same simulated experiment with a

much higher quality factor (Q=5000), which is typical for vacuum applications. In both

cases δ = 2πx500 Hz. Reducing δ to 50 Hz, as was done for the resonant and super-

resonant experiments, yields many more IMPs above the noise level as shown in Figure

3.10(c). Simultaneously demodulating several of these components allows for accurate

reconstruction of the time-varying voltage. However, in the case of high Q, we see that

many of the peaks are now well below the noise level due to the size of the resonance peak

compared to the IMP spacing (δ). The signal to noise ratio is significantly lower in this

case, requiring a much smaller value of δ and, in turn, longer averaging times. Note that
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since the time resolution is proportional to δ (Equations 15 and 16 in Ref. [20]), using a

smaller δ actually results in better time resolution, at the expense of longer measurement

times.

Another complication that may be encountered will be observed when performing

measurements on samples with non-static capacitance gradients. For the analysis per-

formed in this case the capacitance was assumed to have only the periodicity of the

cantilever oscillation, ωD, which is, of course, valid because the sample is a conductor.

This will not be the case when the capacitance gradient has an explicit time dependence,

as with many photovoltaic and ionic conductors. In these samples, the tip-sample capac-

itance gradient will evolve with time after the application of the pulse (be it optical or

electronic) and will therefore have a frequency component matching that of the applied

pulses, ωE. This is due to sample dynamics such as photoexcitation or ionic transport [12,

23, 55]. This may make extracting the sample time response much more difficult if the ca-

pacitive Fourier coefficients cannot be eliminated by taking ratios of certain components.

There may be methods of minimizing this effect, especially in the case of optical pulses

for measuring time-resolved photocapacitance similar to the pk-EFM method discussed

previously [23]. In this implementation, Dwyer et al. applied a large bias between the

tip and sample to engage the coupling, having the fortunate side-effect of rendering the

measurement insensitive to small variations in surface potential as the sample charges.

This results in a response that is only sensitive to the time-varying capacitance, simplify-

ing the analysis significantly. Similar techniques may be required to extract information

from samples where large time-dependent changes in capacitance and surface potential

are expected.
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3.8 Conclusion

We have reviewed several established techniques that acheieve time-resolution using EFM

and examined their assumptions, limitations, and potential applications. Direct time-

domain EFM is the most straightforward to implement, but is limited to measuring on

timescales much slower than the cantilever oscillation. The new technique we have demon-

strated – voltage-pulse averaging EFM – allows for time resolution much faster than the

cantilever oscillation period, but requires a priori knowledge of the time-evolution of the

signal and the functional form of the tip-sample capacitance. FF-trEFM, which uses

post-processing to extract the instantaneous frequency of the cantilever, allows for rapid

data acquisition while scanning and high spatial resolution, but suffers from a nonlinear

variation of the measured signal with the time constant of the sample response for fast

responses. Phase-kick EFM provides a pathway to extract sample dynamics indirectly by

observing cumulative changes in the cantilever oscillation, but relies on the assumption

that the oscillation amplitude is small with regards to the capacitance gradient, which

can be violated for large amplitudes and/or small tip-sample separations. Finally, we

have looked in detail at intermodulation spectroscopy, which exploits the non-linear sig-

nal mixing of the cantilever oscillation and an applied pulse train by recording the various

frequency components corresponding to specific Fourier coefficients. This technique may

encounter difficulties in extracting information for measurements where the tip-sample

capacitance also changes as a result of the applied pulse train.

Despite many of these assumptions and potential limitations, all of these techniques

represent great strides in the advancement of time-resolution in EFM. With the need for

measurements of faster and faster dynamics with higher spatial resolution, the role of

time-resolved EFM as a key tool is more significant than ever.
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Supporting Information - Appendix B

Supporting Information contains

Supporting Information File 1:

File Name: sub_cycle_sim_beta.m

File Format: MATLAB

Title: MATLAB code to simulate FF-trEFM measurements with a stretched exponential

response.
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Preface to Chapter 4

To perform quantitative force measurements using AFM, including some of those de-

scribed in Chapter 3, requires an accurate knowledge of the spring constant of the can-

tilever. Currently, the most prevalent method of calibrating this is to measure the small

mechanical oscillations of the cantilever due to its thermal energy, which can be used to

extract the resonance frequency and quality factor. There have been recent studies on the

accuracy of these measurements that have demonstrated large variations even when the

exact same cantilever is measured using different microscopes [98, 99]. In the following

chapter, the accuracy of these measurements in the presence of ambient acoustic noise

will be discussed, along with recommendations for reducing potential systematic errors.

The following is the integral text from:

Mascaro, Aaron, et al. “Eliminating the effect of acoustic noise on cantilever spring

constant calibration" Applied Physics Letters 133, 233105 (2018).
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Abstract

A common use for atomic force microscopy is to quantify local forces through tip-sample

interactions between the probe tip and a sample surface. The accuracy of these measure-

ments depends on the accuracy to which the cantilever spring constant is known. Recent

work has demonstrated that the measured spring constant of a cantilever can vary up to a

factor of five, even for the exact same cantilever measured by different users on different

microscopes. Here we demonstrate that a standard method for calibrating the spring

constant (using the oscillations due to thermal energy) is susceptible to ambient acoustic

noise, which can alter the result significantly. We demonstrate a step-by-step method to

measure the spring constant by actively driving the cantilever to measure the resonance

frequency and quality factor, giving results that are unaffected by acoustic noise. Our

method can be performed rapidly on any atomic force microscope without any expensive

additional hardware.

4.1 Introduction

The atomic force microscope (AFM) has become an invaluable tool across many ar-

eas of materials science research due to its ability to probe structural and electrical

properties of materials with extremely high spatial resolution. Modern AFMs rely on a

micro-fabricated sharp probe tip protruding from the end of a cantilever beam to sense

exceptionally small forces [1–5]. In many experiments the interaction force itself is to be

measured, which is generally done by measuring the change in the mechanical status of

the cantilever (static deflection, oscillation amplitude, or change in resonance frequency)

as it interacts with the surface [4, 6–9]. Independent of the operation mode of the AFM,

the spring constant of the cantilever needs to be known to convert the measured cantilever

response to units of force, which can then be used to quantify the tip-sample interaction
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strength [3, 10–12].

There are several methods currently used to quantify spring constants including the

method of Cleveland et al. [13] where the cantilever’s resonance frequency (ω0) is mea-

sured before and after adding known masses to the end of the cantilever, and Sader’s

method [14], which requires knowledge of the cantilever’s resonance frequency (ω0), qual-

ity factor (Q), plan-view dimensions (length L and width b), and the viscous medium the

cantilever resides in (typically air). Due to its non-invasive nature, Sader’s method has

been widely adopted across commercial AFM systems for cantilever spring constant cali-

bration. A common implementation of Sader’s method is to measure the power spectral

density (PSD) of the cantilever’s deflection to observe the thermal oscillations, which can

then be used to extract both the quality factor and resonance frequency, although Sader’s

method is fundamentally agnostic as to how the quality factor and resonance frequency

are actually measured. Sader et al. have recently shown that the variation on these

parameters obtained by fitting the measured thermal PSD can lead to differences of up

to a factor of 5 in the spring constant obtained using Sader’s method by different users

on different microscopes even for the exact same cantilever, while a previous study by te

Reit et al. demonstrated variations of up to a factor of 2 [15, 16]. This technique assumes

that thermal fluctuations are the sole driving force acting on the cantilever, which results

in spectrally white multiplicative noise [17]. This may be true in many cases, however,

we demonstrate that additional noise sources such as ambient acoustic noise can cause

the overall driving force to deviate from white Gaussian noise, which can alter the values

obtained by fitting the measured PSD to that of a damped driven harmonic oscillator

driven by Brownian noise. Furthermore, we demonstrate that by actively driving the

cantilever we can obtain reliable measurements of the resonance frequency and quality

factor that are impervious to increased ambient acoustic noise levels.

84



4.2 Results

4.2.1 Thermal Spectrum Measurements

Figures 4.1(a) and 4.1(c) show typical frequency spectra of the thermal oscillation peaks

of two different cantilevers (Type 1: OPUS 4XC-NN-A, and Type 2: OPUS 4XC-NN-

B) obtained by recording the AFM deflection signal at a sample rate of 2.5MHz for

2.5s, taking a fast-fourier transform (FFT), and then averaging 50 times (similar to the

procedure in Ref. [18]). Modelling the cantilevers as damped driven harmonic oscillators,

the frequency spectra of the oscillation peaks are given by:

F (ω, ᾱ) =
α1/ω

2
0

(1− (ω/ω0)2)2 + (ω/ω0Q)2
+ α2 (4.1)

where F (ω, ᾱ) is the power spectral density (PSD) (in V2/Hz or m2/Hz), α1 is the

amplitude, and α2 is the baseline noise level. A least-squares fit to the logarithm of

Equation 4.1 is shown as the solid black line in each panel of Figure 4.1, where the

window sizes are large compared to the spectral width of the lorentzians (corresponding

to a normalized window size of β ≈17 as defined by Sader et al. [19]), which results

in small uncertainties on the fit parameters. Since the thermal noise is multiplicative,

taking the logarithm of both sides of Equation 4.1 removes the weighting of the squared

errors in the least-squares minimization procedure and results in residuals that are zero-

centered. Fitting the PSD data directly (without taking the logarithm) decreases the

effect of the off-resonance background noise, but is still significantly influenced by noise

on the resonance peak (see Supplementary Materials, Figure S4, Appendix C).
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Figure 4.1: Measured PSD around the cantilever resonance for cantilever 1 - A: (a) without acoustic
noise and (b) with ambient acoustic noise; and cantilever 2 - A: (c) without acoustic noise and (d) with
ambient acoustic noise. Coloured data are the average of 5 independent measurements of 50 spectra
averaged together, while the grey data shows one such measurement of 50 spectra averaged. Black lines
are the fits to the logarithm of Equation 4.1.
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4.2.2 Ambient Acoustic Noise

To study the effect of ambient noise on the measurements, a speaker (Motorola J03 type)

was connected to the output of a function generator (Agilent 33220a) outputting white

noise with a bandwidth of 9MHz and placed near the AFM. A similar experiment was

conducted by Koralek et al. in which an AFM cantilever was driven by applying a white

noise signal to the drive piezo in the cantilever holder allowing them to emulate thermal

oscillations of the cantilever at much higher temperatures than physically accessible [20].

In our case the noise source is only coupled to the cantilever via air and thus simulates

the effect of increased ambient acoustic noise. The frequency spectra for cantilevers 1 - A

and 2 - A with ambient acoustic noise are shown in Figures 4.1(b) and 4.1(d). To preclude

effects of slowly changing extrinsic variables that could affect the measurements, the quiet

and noisy measurements were done in an alternating fashion.

Equation 4.1 was used to determine the quality factor, resonance frequency, baseline

noise level, and amplitude of four different cantilevers, two of Type 1 with resonance fre-

quencies in the audio range (∼20kHz), and two of Type 2 with resonance frequencies well

into the ultrasonic range (∼80kHz). These results are shown in Figures 4.2(b)-(c) where

the error bars are the standard deviation of the mean for 5 independent measurements

of each cantilever. The shaded regions are the theoretical uncertainties for the fit param-

eters calculated using the formulas in Refs. [19] and [18] (see Supplementary Materials,

Appendix C). The ‘noisy’ data (red data points in Figure 4.2) are values obtained from

fitting the frequency spectra with ambient acoustic noise as described.

The spring constant for a rectangular cantilever can be directly calculated by:

kn = 0.1906ρb2LQ Γi(ω0)ω
2
0 (4.2)

where the prefactor (0.1906) comes from the normalized effective mass and Γi is the
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Figure 4.2: (a) Spring constants obtained from Equation 4.2. (b) quality factors, (c) resonance fre-
quencies (ω0/2π), (d) baseline noise levels (α2) and (e) peak amplitudes (α1) obtained from fitting the
‘thermal’ oscillation PSD measurements of 4 different cantilevers with (red) and without (blue) ambient
acoustic noise to Equation 4.1. Results for the driven-calibration method described in the text are shown
in green. Error bars are the uncertainty on the mean from 5 measurements on each cantilever. Shaded
regions are theoretical uncertainties on the fit parameters calculated using the formulas given in Refs.
[19] and [18].

imaginary component of the hydrodynamic function [14]. The spring constants for all

four cantilevers were calculated using Equation 4.2 and are shown in Figure 4.2(a).

To study the systematic effect of the acoustic noise level on the fit parameters, PSDs

were also taken with increasing acoustic noise and the spring constants obtained from

the fit parameters (Q and f0) were examined (see Supplementary Materials, Appendix

C). The result shown in Figure 4.3 demonstrates a clear systematic change in measured

spring constant with increasing acoustic noise (shown for cantilever 1 - A).
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4.3 Driven Techniques

4.3.1 Resonance Frequency

Another method of measuring the resonance frequency is to drive the cantilever using

a sine wave and sweeping its frequency. This can be done using a piezo-acoustic drive,

which is susceptible to the non-flat transfer function of the system [21]. Since the quality

factor is equal to f0/FWHM (where f0 is the resonance frequency in Hz and FWHM is

the full width at half-max of the resonance peak) and typical quality factors are ∼200 for

the ∼80kHz cantilevers used in this experiment, the frequency span required to measure

Q from a driven spectrum would be at least 1kHz. Thus, determing Q from a driven

cantilever response by fitting the peak would be highly susceptible to transfer function

irregularities and/or spurious resonances within this ∼1kHz range. We can, however,

measure the resonance frequency of the cantilever very accurately by sweeping over a small

frequency window and fitting the response to Equation 4.1 as the transfer function should

have a minimal impact as long as the frequency span is small enough (see Supplementary

Materials, Figures S1 and S2, Appendix C). Multiple measurements on cantilever Type 2 -

A are shown in Figure 4.4(a) along with their fitted curves (black lines). The inset shows

the accuracy of the fits, each measurement is within 2Hz of the mean and the uncertainty

on the mean is under 1Hz. The measurement is unaffected by adding acoustic noise

(i.e. the results with and without noise are the same), which is expected because the

additional acoustic energy being added to the system is orders of magnitude smaller than

the kinetic energy of the driven cantilever.
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Figure 4.3: Spring constant obtained from thermal PSDs for cantilever 1 - A as a function of white noise
drive voltage sent to the speaker. Inset plots show the raw spectra for each of the 6 data points.

4.3.2 Quality Factor

To measure the quality factor using a driven technique we can simply record the ringdown

time. This was performed by driving the cantilevers at the resonance frequency previously

measured and suddenly turning off the driving force. By directly recording the AFM

deflection signal we can observe the oscillation amplitude decreasing, as shown in Figure

4.4(b). The peak values can be easily extracted using a peak-finding algorithm, and they

decrease exponentially over time, given by:

y = Ae−t/τ (4.3)

where τ is the decay time constant and A is the exponential prefactor. The quality

factor is related to the decay time constant by:

Q = τf0π (4.4)

In fitting the peak amplitudes to Equation 4.3, one has to be aware of the effect of
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the non-zero noise floor of the measurement device. This becomes apparent when plotted

on a log-log scale: as the peak values approach the noise floor they begin to deviate from

the expected straight-line behaviour, as shown by the red data points in Figure 4.4(c).

This can easily be corrected for by simply measuring the noise-floor, which we define as

the peak-to-peak noise on the deflection signal with the drive turned off, and then only

including peak values greater than this value in the fit. These are shown in blue in Figure

4.4(c), while the red data points were not included in the fit.

Measuring the ringdown with the initial drive frequency slightly off resonance was

also investigated to determine how accurately the resonance frequency must be measured

initially. There were no significant deviations in the measured quality factor with the drive

frequency within approximately ±10Hz of resonance, thus demonstrating the robustness

of this technique (see Supplementary Materials, Figure S3, Appendix C).

The results for each cantilever from the sweep and ringdown measurements are shown

in green in Figure 4.2. The same values were obtained with and without ambient acoustic

noise.

Although we used the ringdown method for quality factor measurements, there exist

other driven techniques to extract the quality factor as well, including by taking the

derivative of the measured phase vs. frequency data. This quantity is related to the

quality factor by dφ
dω
|ω=ω0 = 2Q/ω0 where φ is the oscillator phase with respect to the drive

signal [22]. The main drawback of this technique is the numerical derivative that must

be computed, which is widely known to greatly amplify noise present in the data. This

technique therefore requires significant averaging in order to obtain reliable results, and in

addition it is also susceptible to transfer function irregularities as with any measurement

where the drive frequency is swept. The ringdown technique, on the other hand, requires

excitation at a single frequency and is thus impervious to effects related to the mechanical

transfer function.
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Figure 4.4: (a) Driven response amplitude (RMS) of cantilever 1 - A across the resonance frequency
showing curves fitted to Equation 4.1. Inset shows a closeup where the red vertical lines mark the
resonance frequency obtained from each fitted curve. (b) AFM deflection signal directly after turning
off the driving force (at t=0) along with the fit to Equation 4.3 for multiple measurements on cantilever
Type 1 - A. (c) Driven response amplitude (RMS) of cantilever Type 1 - A across the resonance frequency
showing curves fitted to 4.1. Inset shows a closeup where the red vertical lines mark the resonance
frequency obtained from each fitted curve.

4.4 Discussion

As can be observed in Figure 4.1, ambient acoustic noise can affect the measured PSD.

This is immediately apparent in the case of the audio-frequency range cantilever Type 1- A

(Figures 4.1(a) and (b)), while the spectrum for the ultrasonic frequency-range cantilever

Type 2 - A is visually indistinguishable with and without ambient acoustic noise (Figures

4.1(c) and (d)). As shown in Figure 4.2(a), the spring constant obtained from fitting
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the thermal PSD may be systematically overestimated by 10% in some cases (Type 1

cantilevers), while in others it may be underestimated (Type 2 - A), and in the best case

there is no observed difference (Type 2 - B). Using the driven techniques we described,

however, yeilded spring constants that were consistent with those obtained from the quiet

thermal spectrum measurements and unaffected by acoustic noise.

The Type 2 cantilevers have both larger spring constants and resonance frequencies

in the ultrasonic range. The acoustic noise generated by the speaker does extend well

into the ultrasound, however atmospheric attenuation at higher frequencies is known to

be severe [23]. Thus, as expected, the stiffer, higher frequency cantilevers are less affected

by ambient acoustic noise, but not impervious to it. To understand why the fit results

differ for cantilever 2 - A even though there are no clear visual differences in the data, it is

instructive to look at the variance of the residuals (R) since the residuals are proportional

to the logarithm of the noise. Taking Var[10R] where R = log10[y] − log10[F (ω, ᾱ)] (i.e.

the logarithm of the data minus the logarithm of the fit function, Equation 4.1, which

gives a unitless quantity) we can compare how ‘noisy’ the residuals are. For cantilever 1 -

A the variances are: 3.0± 0.3× 10−2 for the quiet data and 5.8± 0.4× 10−2 for the noisy

data, while for cantilever 2 - A the variances are: 2.06 ± 0.04 × 10−2 for the quiet data

and 2.42 ± 0.04 × 10−2 for the noisy data. In both cases the residuals are significantly

noisier when the acoustic noise is on.

This discrepancy is fundamentally due to the fact that the observed spectrum is not

always thermally limited; there can be contributions from various sources of detection

noise (e.g. optical shot noise), electronic noise, and mechanical vibrations (e.g. acoustic

noise from vacuum pumps). The former have been investigated comprehensively for

optical beam deflection systems such as the one used here [24–28], while the effect of

mechanical vibrations on the thermal oscillations of tuning forks have been discussed in

brief [29]. Since the energy of the thermal oscillations is so small, even a small amount
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of mechanical noise (acoustic or otherwise) can have a non-negligible effect and lead to

deviations from a spectrally white driving force. This is evident in the residuals plotted

in Figure 4.1(b). The deviation from a Lorentzian is due to the acoustic energy being

converted into mechanical oscillations of the cantilever around the cantilever’s resonance

frequency. Note that the mechanical transfer function of an AFM system is not flat in

frequency due to many unavoidable non-linear mechanical couplings existing between the

different microscope components. It is these couplings that lead to frequency dependent

phase shifts described and measured in Ref. [21]. The exact mechanism by which acoustic

noise presents in the cantilever deflection PSD is expected to be highly dependent on the

geometry of the microscope and the noise source itself. By actively driving the cantilevers,

however, the energy of the mechanical oscillations can be increased well above the noise

floor making them insensitive to ambient acoustic noise.

4.4.1 Conclusion

As we have shown, ambient acoustic noise can introduce systematic errors into thermal

measurements of cantilever quality factors, which can propagate to errors in calculated

spring constants. This effect is especially pronounced for cantilevers with resonance

frequencies in the audio range (<20kHz), but can also be present for cantilevers with

resonance frequencies well above this. By actively driving the cantilever to measure the

resonance frequency and quality factor, the effect of acoustic noise can be mitigated. The

quality factor can reliably be measured by recording the ringdown directly and fitting

this to a decaying exponential. The fit should be done such that only data above the

noise floor is included. This procedure results in highly reproducible measurements that

can be used to calculate the spring constant of a cantilever using standard techniques.

It also precludes systematic errors due to ambient acoustic noise, which may contribute

to observed differences in cantilever spring constants obtained on different atomic force
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microscopes and/or by different users.

See supplementary material for transfer function effects, the effect of drive frequency

on ringdown, results of fitting PSDs directly, and effects of acoustic noise on f0 and Q.
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5
Conclusion

Throughout the previous chapters, a variety of quantitative measurements performed us-

ing AFM have been discussed. In Chapter 2, time-domain electrostatic force microscopy

was conducted on several LiFePO4 samples, including the well-characterized hydrother-

mal platelets. This allowed for quantitative extraction of the local ionic relaxation times,

which was then used to calculate the activation energies by performing these measure-

ments as a function of temperature. By correlating this with other characterizations

performed at the exact same location, these activation energies were then used to quan-

titatively validate hopping barriers calculated using DFT. This demonstrates the true

power of time-resolved EFM measurements, especially in their ability to extract the full

functional form of the sample response, i.e. the stretched exponential. The stretching

factor contains crucial information regarding the collective transport of the ions and is

thus a key parameter to extract from the measured data. Moving to even faster ionic

conductors will require a significant improvement in the time resolution; the smallest

platelets measured in this experiment were nearing the time resolution limit for direct

time-domain measurements. This was discussed in detail in Chapter 3 where the time

resolution limit was experimentally demonstrated. Four other techniques were then in-
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vestigated for conducting ionic transport measurements; voltage-pulse averaging EFM

(newly developed), fast free time-resolved EFM, phase-kick EFM, and intermodulation

spectroscopy. All of these techniques perform very well on validation measurements of

conducting samples (most of them using known signals to determine the accuracy of the

extracted response times), however, all of them have significant challenges associated

with measuring ionic transport. A common challenge to each of them is the stretched

exponential response, which drastically increases the difficulty in analyzing the acquired

data. It is also noteworthy that each of these techniques required assumptions regarding

the functional form of the time-evolution of the system, which may not always be known

a priori. At present it is not clear which (if any) of these techniques will obtain the level

of signal fidelity in their reconstructed sample responses in order to accurately measure

ionic transport.

Another aspect considered in this thesis is the accuracy of cantilever spring constant

calibration. Accurate knowledge of a cantilever’s spring constant is essential for per-

forming quantitative force measurements, or even for simple calibration of the amplitude

for dynamic modes like tapping mode and FM-AFM. We demonstrated that ambient

acoustic noise can significantly impact the measured spring constant (by >10% in some

cases), which can be problematic if adequate acoustic isolation is not available/possi-

ble. It was then shown that driven techniques to measure the resonance frequencies and

quality factors – frequency sweeps and amplitude ringdown measurements – are imper-

vious to acoustic noise at the levels studied here. This is a significant finding, and the

recommended protocol is expected to reduce the variation in cantilever spring constants

measured by different users on different microscopes.

It is expected that quantitative AFM-based measurements will become increasingly

popular as they gain in accessibility and usefulness in terms of the information they are

able to extract. These techniques allow for highly localized measurements of various prop-
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erties, including ionic transport, as was demonstrated throughout this thesis. Localized

measurements are crucial in understanding effects related to inhomogeneities, which are

especially prevalant in battery materials. The ability to correlate these measurements

with other techniques to develop a full picture that relates local composition, structure,

and transport properties makes the atomic force microscope an extremely powerful tool

in this field. Continued advancement in extracting time-resolved signals from EFM mea-

surements is essential for furthering our collective understanding of ionic transport and

its limitations.
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A.1 Experimental Methods

A.1.1 Atomic Force Microscopy Measurements.

The AFM measurements were performed using a highly customized JSPM-5200 micro-

scope (including a custom fabricated sample heater stage) operating in high vacuum

(10−7 mBar) with a gold-coated tip (r = 20 nm, k = 231 N/m, f0 = 1.227 MHz,

App ≈ 12 nm for the platelet measurements; and r = 20 nm, k = 27 N/m, f0 = 296 kHz,

App ≈ 5 nm for the ingot measurements) controlled using GXSM [1]. A Nanosurf®

EasyPLL Plus was used in the standard FM-AFM self-excitation configuration during

scanning for the ingot sample measurements [2]. Topography images on the LiFePO4

platelets were obtained in high vacuum using Q-control to decrease the effective quality

factor [3]. KPFM was performed using the sideband detection scheme with an external

PLL and PID controller (Zurich Instruments HF2) with a modulation amplitude of 2 V

and modulation frequency of 800 Hz, as described elsewhere [4]. The Vdc was applied to

the tip while the sample was grounded, resulting in a Vcpd value with the opposite sign as

the difference in work function (sample-tip) so that the regions of high Vcpd in the KPFM

image actually correspond to a lower sample work function (see Figure S5).

A simple understanding of the ionic response starts with the general expression for

the electrostatic force between a conducting AFM tip and a sample:

F =
1

2

∂C

∂z
V 2 (S 1)

If the tip is separated from the back electrode by a vacuum gap (between the tip and

sample) and a dielectric sample, the series capacitance is:

C =
1

1
Cv

+ 1
Cε

(S 2)
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where Cv is the vacuum capacitance and Cε is the capacitance of the dielectric. In the

case where the ions fully screen the internal field after some saturation time (ts), the

capacitance of the dielectric goes to infinity, so the overall capacitance C → Cv. Due to

the small distance between the tip and surface of the sample, Cv is much more sensitive

to z-position than Cs, so ∂C
∂z

increases. Thus, the electrostatic force will increase until the

saturation time is reached. Since this process is due to ions hopping through a lattice on

long timescales, the electrostatic force follows Eq. 2.

The time trace frequency shift data was fitted to Eq. SS 3, where df0 is the initial

frequency shift and dfs is the final (saturation) frequency shift.

df(t) = df0 + dfs exp [−(t/τ)β] (S 3)

The time constants were then fitted to Eq. 3 to determine activation energies and effective

attempt frequencies for each probe-point. The bulk ionic hopping barriers were found

using Eq. 4.

The optimal time resolution attainable (i.e. the fastest change in frequency that can

be recorded) in FM-AFM is usually limited by the frequency detector (typically a phase-

locked-loop, PLL), which has a finite response time to instantaneous frequency changes.

In order to decrease this response time, the frequency detection bandwidth (and hence

the overall input noise) must be increased. To achieve sub-millisecond time resolution,

we developed a system that acquires a repeated signal and averages it in real-time until

an acceptable noise level is achieved. To perform the relaxation-time measurements

an external PLL (Zurich Instruments HF2) was used as a frequency detector with the

bandwidth set to 4 kHz to realize a ≈ 150µ s response time for measurements on the ingot

sample and a 10 kHz bandwidth with response time ≈ 60µ s for the platelet samples.

This high (10kHz) bandwidth was achieved using ultra-high frequency cantilevers with

∼MHz resonance frequencies and allows for time resolution limited only by the real-time
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averaging system. To achieve acceptable SNR, each measurement was averaged over

N = 100 to N = 700 pulses by an on-line data processing system to acquire and average

the data in real-time (developed using Mathworks® Simulink Real-Time® and running at

a base sample rate of 20 kHz). The pulses were applied using a signal generator triggered

by the SPM scan controller (Soft dB MK2-A810) for 40 ms. The measurements at each

point/temperature were performed 10 times in order to calculate a statistical error value.

Before each probe measurement, the initial Vdc was set to the contact potential difference,

Vcpd, by sweeping Vdc to find the minimum in the parabolic ∆f -Vdc curve.

A.1.2 Kelvin Probe Force Microscopy.

In general, the electrostatic force between an AFM tip and a sample is given by:

Fes =
1

2

∂C

∂z
∆V 2 (S 4)

where C is the tip-sample capacitance, z is the tip-sample separation, and ∆V is

the potential difference between the tip and sample. The contact potential difference is

defined by:

Vcpd =
φtip − φsample

−e (S 5)

where φ refers to the work function of the materials and e is the electron charge. Thus,

if we apply both a Vdc and a Vac (at some frequency ω) between the tip and sample, the

total voltage difference is given by:

∆V = Vdc − Vcpd] + Vac sin(ωt) (S 6)

Inserting this into Eq. SS 4, expanding, and simplifying, we see that there are three
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frequency components of the overall electrostatic force:

Fdc =
∂C

∂z

[
1

2
(Vdc − Vcpd)2 +

1

4
V 2
ac

]
(S 7)

Fω =
∂C

∂z
[Vdc − Vcpd]Vac sin(ωt) (S 8)

F2ω =
1

4

∂C

∂z
V 2
ac cos(2ωt) (S 9)

The ω component of the force, Fω, is what is used in KPFM; we can clearly see that

when Vdc = Vcpd, Fω is zero. By controlling Vdc with a feedback loop such that Fω = 0,

we achieve Vdc = Vcpd and thus Vcpd can be measured.

While the Vcpd is proportional to the difference in work functions between the tip and

sample, the absolute value of these work functions cannot be easily determined due to

a variety of factors, including difficulty in determining the exact tip work function (see

[5] for a discussion of other challenges). In our case the Vcpd has the opposite sign of the

measured voltage so that the regions of lower work function on the sample have higher

Vcpd in Figure S4. This is due to the voltage (Vdc) measurement being taken from the tip

potential while the sample is grounded. This can be better understood by drawing an

energy level diagram as shown in Figure S5 [6]. Performing KPFM on a thick insulating

sample with a high dielectric constant such as LiFePO4 further complicates quantitative

analysis as the voltage decay within the sample also has to be taken into account. The

φsample has to be referred to the Fermi level of the back-electrode material, thus the

Vcpd variations along the surface will be a fraction of the true work function variations

of the sample. The large capacitive force present between the macroscopic parts of the

probe (namely the cantilever) also contribute to a complicated electrostatics problem with

dependencies on not only the applied voltages and geometries, but also the tip oscillation
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amplitude [7].

A.1.3 Data analysis.

For each probe point 10 measurements were conducted at each temperature. After fitting

the frequency shift vs. time data to Eq. SS 3 to extract the relaxation times, τ , and

stretching factor, β, the collective activation energies were obtained by a linear fit to

the natural log of the relaxation times vs. energies as per Eq. 3 (i.e. the linear fit

shown in Figure 2C). Parametric bootstrap was used to determine an estimate for the

uncertainty on the activation energies, β, and τ∞ using a Gaussian distribution with the

mean and standard deviation of each data point and 1000 iterations [8]. A non-parametric

bootstrap was performed for several points, but yielded the same uncertainty on the fit

parameters to the indicated significance and thus a parametric boostrap was used to

minimize computation time.

A.1.4 TOF-SIMS.

The Time of Flight Secondary Ion Mass (TOF-SIMS) analyses were performed using the

Tescan Lyra3 FIB/SEM microscope fitted with a TOF-SIMS from TOFWERK. A focus

ion beam (Ga) with an ion current of 1.7 nA was used to sputter the secondary ions in

an area with a field of view of 18 µm (768 × 768 pixels). Electron beam flooding was

used to minimize charging effects and obtain a reasonable SNR (spot mode, 2nA current

at 5kV). The sample surface was normal to the ion beam. Each of the 7 frames recorded

is composed of 768 × 768 extractions with a FIB dwell time of 10 µs per pixel. The

final image was binned 4 times (192 × 192 pixels). See Figure S7 for depth profiles and

mass/charge spectra. The ion current and analyzed area were chosen so the features

of interest were still visible after the analysis (quasi static mode). The voltage on the

TOF-SIMS plates was selected so only the positive ions were measured.

117



A.1.5 EBSD.

The ingot sample was ion milled (Hitachi IR4000+) using 3 kV Ar+ for 3 minutes to

minimize any residual stress at the sample surface. The sample was then glued onto a

pre-tilted (70◦) sample holder and analyzed in a Lyra3 microscope using a 20 kV electron

beam. The EBSD detector utilized the Aztec software and NordlysNano camera (Oxford

Instruments) to record the pattern. Both mapping (1 frame per second) and point analysis

were used to determine the crystallographic orientation of the same region of interest that

was measured using TOF-SIMS and on several LiFePO4 platelet samples. The EBSD

measurement on the ingot sample was performed after the TOF-SIMS measurement on

the region of interest, which left the surface especially rough in the center grain (region

B), while the outer regions remained relatively smooth. This roughness prevented a

reasonable signal from being obtained on the center region, thus the indexation was not

reliable and is therefore not reported here.

A.2 Ab initio calculations.

The ab initio calculations were performed using the GGA functional by Perdew, Burke,

and Ernzerhof (PBE) [9] within the projector augmented wave (PAW) formalism [10] as

implemented in the Vienna ab initio simulation package (VASP) [11–14]. To account for

the strong electron correlation present in the Fe 3d orbitals, an on-site Hubbard term

U was added to the functional (GGA + U). The value of U depends on the material

and the oxidation state of the Fe atoms, which we selected to be Ueff = 3.7 eV for pure

LiFePO4, Ueff = 4.9 eV for pure FePO4, and Ueff = 4.3 eV for systems with mixed oxidation

states [15, 16].

Ionic diffusion calculations were done on 1×4×2 supercells with a plane wave energy

cutoff of 500 eV and a single k-point at the Γ-point in reciprocal space. The dimensions
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of the supercells were set to simulate a concentration of x = 0.75, with the lattice vectors

assumed to be a linear combination of 25% FePO4 and 75% LiFePO4 lattice vectors.

To simulate a phase boundary between LiFePO4 and FePO4, one half of the supercells

were fully lithiated (with Fe sites reduced to 2+), and the other half empty (with the

oxidation state of the Fe sites at 3+). To simulate interactions in a dilute phase, a system

was studied where only two Li ions (and two polarons) are introduced in an otherwise fully

delithiated supercell. The lowest energy configuration of this system was found through

enumeration of all possible symmetrically distinct configurations. Internal coordinates

were fully relaxed. To calculate diffusion barriers, we utilized the climbing image nudged

elastic band method (CI-NEB) [17, 18] to optimize the images between endpoints.

To the best of our knowledge, the experimental reference values of the work functions

of LiFePO4 and FePO4 are not available. Therefore, we investigated the work functions

of LiFePO4 and FePO4 from an ab initio approach. Since the work functions of different

surface orientations of the same material will not vary significantly (usually within a

few tenth of eV, as confirmed by our calculations of two other surface orientations of

FePO4), we chose the (010) orientation, which has the lowest surface energy [19], as the

characteristic surface for our calculation. A 20 Å thick slab of LiFePO4/FePO4 separated

by a vacuum layer with a thickness of 40 Å was used in the study. By comparing the

reported results with the those corresponding to slightly smaller thicknesses, our results

appear to be converged.

A.3 Materials Preparation

LiFePO4 platelets were synthesized following a hydrothermal route (reported in Ref. [20]):

33.6 g (0.12 mol) FeSO4·7H2, 15.41 g (0.36 mol) LiOH H2O, 13.83 g (0.12 mol) H3PO4,

and 0.5 g (0.003 mol) ascorbic acid (C6H8O6) were mixed with 300 ml of deionised water

in a glass liner. The final molar ratio for Li:Fe:PO4:C6H8O6 was 3:1:1:0.008. The pH
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was controlled at 7.8 by drop-wise addition of NH4OH. The synthesis was performed in a

stirred autoclave (OM-JAPAN) for 5 hours at 180 ◦C. The resulting platelets at this stage

were dispersed in Milli-Q water and drop cast onto a template stripped gold substrate.

These platelets were used for the measurements shown in Figure 1.

To prepare the ingot sample, the platelets were then ground for 30 minutes with a

SPEX® grinder prior to delithiation. The LiFePO4 crystals were dispersed in potassium

persulfate (K2S2O8) water solution (molar ratio 2:1) and heated at 60 ◦C for 24 hours to

promote the final LixFePO4 conversion [21, 22]. Finally, the powder was held at 1050 ◦C

under N2 for 1 hour to obtain a bulk sample, which was polished using successive diamond

abrasive papers from 30 µm down to 0.3 µm particle size.
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Figure S A.1: (a) Indexed Kikuchi pattern from EBSD conducted on platelet shown in (b). This pattern

confirms that the (010) axis is directly perpendicular to the surface as shown in Figure 1A. (b) SEM

image taken of a LiFePO4 platelet on a gold substrate while oriented for EBSD measurement at a 70◦

angle as shown in illustration, scale bar 2µm. (c). Illustration of the orientation of the AFM cantilever

with respect to the platelet and gold substrate. The nominal angle between the normal direction from

the surface to the tip-axis of the cantilever is ≈14◦. (d) Indexed Kikuchi pattern from EBSD conducted

on platelet shown in (e), where it is clear that the platelet is not perfectly oriented along the gold surface.

(e) shows an SEM image of the platelet taken in the EBSD orientation, as illustrated. From this image

and the Kikuchi pattern we determined that the (010) axis is perfectly perpendicular to the surface of

the platelet and the platelet is oriented at ≈25◦ from the gold surface, as illustrated in (f). The nominal

angle between the normal direction from the platelet surface to the tip-axis of the cantilever is ≈11◦,

shown in (f)
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Figure S A.2: Ionic response validation measurements. (a) Normalized frequency shift vs. time for

probe measurements performed on 430µm thick single crystal sapphire, gold, and the LiFePO4 platelet

shown in Figure 1E all conducted under the same conditions using the same cantilever. (b) Result

of fitting the data shown in (a) taken on the LiFePO4 sample to a pure exponential (red line) and a

stretched exponential (blue line) with residuals from both fits shown below. Both plots are linear-log to

better display the poor fit of the pure exponential function. A χ2 test on the residuals reveals that the

pure exponential residuals are not normally distributed (p = 0.03), while the residuals for the stretched

exponential fit are normally distributed (p = 0.17). Inset shows a close-up from 10-40ms, also as a

linear-log plot.
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indicated). Black lines are fits to each curve. The parameters obtained from the fitting are: 5.46 ± 0.07

ms and 5.38 ± 0.11 ms; and 0.80 ± 0.03 and 0.80 ± 0.04 for -5V applied and -4V applied, respectively.
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Figure S A.4: (a) Kelvin Probe Force Microscopy (KFPM) taken simultaneously with FM-AFM topog-

raphy, scale bar is 2µm. (b) Surface contact potential difference data along the line indicated in (a)

plotted on top of the relaxation time constants at each point spaced 50nm apart.
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Figure S A.5: Tip-sample energy level diagrams for the LiFePO4 and FePO4 sample phases. The work

functions of LiFePO4 and FePO4 are 5.2eV (φs1) and 8.3eV (φs2), respectively (see main text). Thus,

for LiFePO4 (case I) the sample has a lower work function (φs1), which results in a more positive Vdc.

FePO4 has a higher work function (φs2, case II), giving a more negative Vdc. For each case the (a) panel

corresponds to the initial energy levels with no bias applied, while (b) gives the energy levels during the

KPFM measurement.
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a b

c d

Figure S A.6: (a) Indexed Kikuchi pattern of LiFePO4 phase on partially delithiated ingot sample. (b)

Crystallographic orientation determined from Kikuchi pattern. (c) Raw Kikuchi pattern. (d) Pole plot

of (010) axis showing orientations obtained from EBSD mapping over the LiFePO4 region, circled in red.
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Figure S A.7: (a) TOF-SIMS mapping on the partially delithiated LiFePO4 ingot sample with a high

Li+ concentration region (A) and a low Li+ concentration region (B) outlined for analysis. Colour scale

extends from 0 to 0.08 counts/TOF-SIMS extraction. (b) Counts/TOF-SIMS extraction of the indicated

regions as a function of depth over all frames acquired. (c) Mass spectra of both regions A and B showing

the 6Li+ and 7Li+ peaks. (d) Mass spectra of both regions A and B showing the 56Fe+ peaks.
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Point 1 2
E∗a (eV) 0.44(7) 0.49(3)
Ea (eV) 0.26(4) 0.34(2)

β 0.59(1) 0.69(1)
τ∞ (s) 2(2) x10−9 5(7) x10−11

Collective Diffusivity
(cm2/s) 3.7(4) x10−13 1.90(7) x10−13

Bulk Diffusivity
(cm2/s) (0.2 ± 2.0) x10−10 3(5) x10−11

Table S A.1: Results obtained from both points indicated on the LiFePO4 platelet shown in Figure 1E

in the main text. Uncertainty of values obtained from fitting are the standard deviation values obtained

from bootstrapping (see methods).
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Point A1 A2 B1 B2 C1 C2
E∗a (eV) 0.54(2) 0.54(2) 0.62(3) 0.62(3) 0.49(1) 0.52(1)
Ea (eV) 0.30(1) 0.30(1) 0.36(1) 0.38(1) 0.31(1) 0.33(1)

β 0.565(5) 0.548(5) 0.572(4) 0.614(5) 0.628(4) 0.649(6)
τ∞ (s) 5(3) x10−12 5(5) x10−12 2(3) x10−13 2(3) x10−13 6(3) x10−11 2(1) x10−11

Collective Diffusivity
(cm2/s) 2.31(7) x10−13 2.31(7) x10−13 2.27(7) x10−13 2.27(8) x10−13 1.05(2) x10−13 1.10(2) x10−13

Bulk Diffusivity
(cm2/s) 1(1) x10−9 2(2) x10−9 4(6) x10−9 2(2) x10−9 1.1(6) x10−10 1.1(6) x10−10

Table S A.2: Results obtained at each of the 6 probe-points in order by region, top to bottom. Uncer-

tainty of values obtained from fitting are the standard deviation values obtained from the Monte Carlo

simulations (see Methods).
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B.1 sub_cycle_sim_beta.m

function output = sub_cycle_sim_beta(f0,Q,k,F0,Fe,df,tau,beta,Fs,ntaps,fc,n_pts,PLOT)

%

% This script solves the equation for a damped-driven harmonic oscillator

% with the parameters given below. This script applies a STRETCHED

% EXPONENTIAL electrostatic force at t = 3*Q*T at 0-phase.

%

%

% Based on the following works:

%

% [1] Giridharagopal, R. et al. Nano letters 12.2 (2012): 893-898.

% [2] Karatay, D. U., et al. Review of Scientific Instruments 87.5 (2016): 053702.

%

% Analysis is done as follows:

%

% Window the data and apply a blackman window-function, then apply a FIR

% filter, then Hilbert transform to get the phase and instantaneous

% frequency, which is plotted in the last line.

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% INPUTS

%

%

% Cantilever parameters:

%

% f0 = resonance frequency (Hz)

% Q = Q-factor

% k = spring constant (N/m)

% Force parameters:

%

% F0 = drive force (N)

% Fe = electrostatic force (N)

% df = maximum frequency shift (Hz)

% tau = relaxation time-constant (s)

% beta = stretching factor (0 < beta < 1)
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% Filter/simulation parameters:

%

% Fs = sample rate (samples/s)

% ntaps = # coefficients for FIR filter (MUST BE ODD)

% fc = FIR filter cutoff frequency (Hz)

% n_pts = # of points around the pulse to analyze/plot

% PLOT = plot result (BOOLEAN)

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

syms y(t) t

W0 = f0*2*pi; % Ang. freq.

T = 1/f0; % Period

m = k/W0^2;

dW = df*2*pi;

ts = 1/Fs;

tTrig = Q*T*3; % Trigger time at 3*Q periods into the sim.

tTotal = tTrig*2; % Total sim time

t0 = 0:ts:tTrig; % Ring-up time array

t1 = t0(end):ts:tTotal; % Pulse-applied time array

FdFunc = @(t) F0*sin(W0*t); % Drive force

% This function makes the 2nd order diff eq. into a system of 1st orders:

[V0] = odeToVectorField(diff(diff(y)) + W0/Q*diff(y) + W0^2*y == FdFunc(t)/m);

M0 = matlabFunction(V0,’vars’, {’t’,’Y’}); % Make it a Matlab function

sol0 = ode45(M0,[t0(1),t0(end)],[0 1.9e-9]); % Solve it, y(0) = 0, y’(0) = 1

% Exponential function:

expParams = [tau];

C = @(params,t) (1-exp(-((t-t1(1))/params(1)).^beta));

% Frequency change(t) after exponential pulse is applied:

dWFunc = @(t) W0 - dW * C(expParams,t);

% This is the actual system response with an exponential pulse applied at t1(1):
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[V1] = odeToVectorField(diff(diff(y)) + dWFunc(t)/Q*diff(y) + dWFunc(t)^2*y == Fe*C(expParams,t)/m +

FdFunc(t)/m);

M1 = matlabFunction(V1,’vars’, {’t’,’Y’}); %Make it a Matlab function

sol1 = ode45(M1,[t1(1),t1(end)],[deval(sol0,t0(end))]); %Solve it

y0 = deval(sol0,t0,1);

y1 = deval(sol1,t1,1);

tf = horzcat(t0,t1(2:end));

yf = horzcat(y0,y1(2:end));

Nf = 1/ts/2; % Nyquist frequency

% Number of samples to use around the trigger pulse (same number before+after):

% Sample number when trigger occured:

st = length(y0);

bwindow = blackman(length(yf(length(t0)-n_pts/2:length(t0)+n_pts/2-1)));

windowedSig = yf(length(t0)-n_pts/2:length(t0)+n_pts/2-1).*bwindow’; % Windowed and filtered signal

twindowed = tf(length(t0)-n_pts/2:length(t0)+n_pts/2-1); % Time for windowed signal

FILT = fir1(ntaps,[(f0-fc/2)/Nf,(f0+fc/2)/Nf],’bandpass’,blackman(ntaps+1));

filteredData = conv(windowedSig,FILT,’same’);

% Take the hilbert transform of the signal:

z = hilbert(filteredData);

% Get the phase:

phi = unwrap(angle(z));

% Linear fit to the phase, can be used to subtract the resonance before

% filtering/differentiating:

phaseFit = polyfit(twindowed(end/4:end/3)-twindowed(1),phi(end/4:end/3),1);

yData = (twindowed-twindowed(1))*phaseFit(1) + phaseFit(2);

filtPhi = sgolayfilt(phi-yData,1,5);

Fs = 1/(t0(2)-t0(1));

instFreq = Fs./(2*pi)*diff(filtPhi);
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% Correct the time, which is shifted by (ntaps - 1)/2:

tShift = twindowed((ntaps-1)/2:end-(ntaps-1)/2-1)-t0(end);

instFreq = instFreq(1:end-(ntaps-2));

if(PLOT)

plot(tShift,instFreq);

set(gca,’xlim’,[0,0.3e-3])

end

output = vertcat(tShift,instFreq);
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C.1 Effect of Transfer Function on Frequency Sweep

Measurements

Frequency (kHz)
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Measured Transfer Function

Convolved Cantilever Response

Figure S C.1: The blue data shows the measured transfer function of a cantilever, extracted using the
procedure outlined in Ref. [1]. The black line shows synthetic data of the theoretical response of a
cantilever with Q = 225 and f0 = 75.30kHz, while the red line shows the convolution of the measured
transfer function and the theoretical response.
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Figure S C.2: Synthetic datasets of theoretical cantilever response convolved with a measured transfer
function (as shown in Figure C.1). Black lines are fits as described in the main text (see Figure 3).
The resonance frequencies obtained from fitting were compared to the known values used to produce the
synthetic data. The largest deviation in the most extreme case was 35Hz, corresponding to a difference
of 0.03%.
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C.2 Effect of Drive Frequency on Ringdown Mea-

surements
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Figure S C.3: Measured quality factor for cantilever Type A - 1 at various drive frequencies. Data
demonstrates that the correct quality factor can be obtained (within experimental uncertainty) even if
the drive is not perfectly on resonance.

141



C.3 Effect of Fitting to PSD Data Directly

Figure S C.4: (a) Spring constants obtained from Equation 2. (b) quality factors, (c) resonance fre-
quencies (ω0/2π), (d) baseline noise levels (α2) and (e) peak amplitudes (α1) obtained from fitting the
‘thermal’ oscillation PSD measurements of 4 different cantilevers with (red) and without (blue) ambient
acoustic noise to Equation 1 directly. Results for the driven-calibration method described in the text are
shown in green. Error bars are the uncertainty on the mean from 5 measurements on each cantilever.
Shaded regions are theoretical uncertainties on the fit parameters obtained from the formulas given in
Refs. [2] and [3].

C.3.1 Discussion

As can be seen in Figure C.4(b), the quality factors and spring constants obtained from

fitting the PSD data directly can also be affected by acoustic noise. Interestingly, the

quality factors obtained for the Type 1 cantilevers were significantly lower with the acous-

tic noise than without – the opposite trend than was seen with the logarithm fitted data.

This is likely due to the larger weighting of noise on the data on the resonance peak than

the baseline noise due to its multiplicative nature. Regardless of the exact mechanism,

the acoustic noise clearly has a non-negligible effect on the quality factors and thus the
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spring constants obtained through measurements of the thermal PSD.

An interesting side effect of the direct-fitting is the sensitivity of the measured base-

line noise levels on the acoustic noise, as shown in Figure C.4(d). In the case of can-

tilever Type 1 - B a negative value for the baseline noise was obtained, again likely due

to the larger weighting of noise on the resonance peak vs. away from resonance.

The shaded regions in both Figure C.4(b)-(e) and Figure 2 (main text) are the theo-

retical uncertainties calculated using the formulas given in Refs. [2] and [3]. The measured

uncertainties were ∼50% and ∼250% smaller than the theoretical uncertainties for the

resonance frequencies and quality factors (respectively) when the logarithm of the data

was fitted. When the PSD data was fitted directly, the measured uncertainties were

∼20% and ∼30% larger than the predicted theoretical uncertainties for the resonance

frequencies and quality factors respectively. Despite the rough agreement for the other

two parameters, the measured uncertainties for both the baseline and amplitudes were

significantly higher than the theoretical predictions regardless of the fitting procedure.
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C.4 Systematic Effect of Acoustic Noise on Fit Pa-

rameters
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Figure S C.5: Quality factor Q obtained from thermal PSDs for cantilever 1 - A as a function of white
noise drive voltage sent to the speaker.
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Figure S C.6: Resonance frequency f0 obtained from thermal PSDs for cantilever 1 - A as a function of
white noise drive voltage sent to the speaker.
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C.4.1 Discussion

Figure 3 (main text) shows the spring constant obtained for cantilever 1 - A as a function

of the white noise voltage supplied to the speaker, while the inset shows the raw spectra

for each of the 6 points. Figures C.5 and C.6 show the raw values of Q and f0 used

to calculate the spring constants in Figure 3. Above the highest speaker noise voltage

shown here (1400mV) the least-squares fitting failed (i.e. returned NaN for at least 1

of the parameters). The spectrum for 725mV speaker noise voltage is the same as the

spectrum in Figure 1(b) and was used for the noisy data for cantilever 1 - A in Figure 2.

A rough estimate of the ambient noise level at this speaker noise voltage was measured

using an iPhone application (Decibel X) and is approximately 61dB (within the range of a

normal conversation). At the highest speaker noise drive voltage shown here the ambient

level was approximately 67dB, while the quiet noise level was approximately 56dB.
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