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ABSTRACT

An integrated combuter simulation employing the :Embedded-atom metltod (EAM)
Molecular dynamics (MD) and Markov Chain Fracture modele has been conetrucred and appl:ed )
1o study the intergranular fracture of bnttle polycrystallme matenals at both the atormsttc and_ '
mtero~.cop:c levels. At the atomistic level the coinputer model is capable of trea‘nntr btcrystals
L under the influence of external Ioad and temperature with: dynarmc perlodlc boundary COl’ldxtIOI’lb .
along the gratn bounda:y plane and a dynamrc boundary condmon perpendtcular to the tfram.

l boundary plane. At the mtcroqcoptc level, the computer model is’ capable of rreatmcr the sample

| ; wnh mtt.roetrltcture dehned by t.he trram bound:uy cbaraclzter dtstnbutlon under the mﬂuence of .
. ‘ o

l.m extemal load to predtct the mternranular fracture propaﬂatton under stress.
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. The ﬁacture beha\nor of ma.ny )2 grain boundanes :hae‘ been tnvesnnated -at the atomtattc
level l‘or Cu Ni, and Ni;Al, and the fracture r:..smtance of the gram boundary was predtcted It
ha:. been lound that grain boundary energy and fracture reststance greatly depend on the grain
l boundary structure. Symmetrlcal Z3 twin- 'boundaries and low angle El boundanes are
pamcularly strong in resisting mlergranular fracture, whtle some other low =z boundanes are also '

strong, but grain boundanes w1th high energies are not at all fracture resnstant. The calculated
&l
correlanon between fracture resrstance and mtsonentauon of‘ grain boundanes is m 1 accordance

N w1th the etpenmental data The calculated fracture reStstances of the crram boundanee for Ni,Al
alloy are not signifi cantly different from those for pure Ni: Thl\ suggests that the tendency to
mternranular tracture is not due merely to the poor fracture: reetstance of grain boundanes. One

Lo . ,.

j mu»:t alxo conxtder the ovetall gtam boundary character dlstnbunon.




In order to find the role of grain boundary character distribution on the-intergranular fracture

in brittle polycryétalline materials, the crack path, crack arrest distance, and fracture toughness -

have been inves't.igated at the microscopic level with .the different fraction of low-energy grain
boundaries, grain boﬁndary fracture resistance, orientation élistribution of- gmiﬁ boundary planes,
and grain shépe factor. The simulations haye?nfiiéati:d that with an increase in the fraction of low
energy grain boundarics, the fracture toughne§s increases- while -the' crack arrest diqtzmﬁ
decreases. With an increase in the number of low energy- gmm boundanc\ wlnch are alwnul

parallel to the stresc axis, one observes an increase in the ﬂacture tou"lme&\ and a dcuc.a\c., in

the crack arrest distance. By increasing the grain bhape tactor, the fractur:. tou ghness decrea\r.,\

while the crack BJTCbt dlstance increases.

If five grain diameter is defined as the critical length, and more than 25% of grain - |

boundaries are of low-energy with :the highest fracture resiqmnce, such'as 3 twin- gmih
‘ boundaneb the intergranular crack formed Lr:tlally cannot propavate further due to the prg..\c.ncu
of fewer random boundaries, and the polycrystalhne materials wxil \how high ductlllty The

' 1mprovement in fracture touﬂhneSb of Ni;Al bnttle polycrybtal is due to the mtroductlon of*a high

frequency of low energy gram boundaries (up to 70% by cxpenmental trcatmcnts) Gmm‘

“boundary design and control achieved by manipulating the grain boundary character dlstnbunon‘

(GBCD) are important to fracture tou«hness unprovement of the bnttle polycrys‘tal matenal:.
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) propafranon de la rupture mtergranulalre sous contlamte.

‘r!}.l]:, T

2 . RESUME
Une modélisation par ordinateur utilisant la-méthode des atomes entourés (Embedded-atom

method EAM), et les ‘modéles de dynémique_s-des molécules (MD) et de rupture dEb chaines de

‘Markov a été Elaborée. Ce modéle a été appliqué 3 létude de la rupture intergranulaire des .

matériaux ﬁagﬂes polymstallma tant -au mveau atomlque que rmcroscop1que Au niveau
dtomlquc le modele permet d'étudier les bicristaux boumls a une charce externe et a Ia

temperature avec de:. limites dynarmques périodiques le long du plan du Jomt de brams et une

g Ilmlte dynamique pcrpendlculau*ement au plan du’ _]Ol_nt de trralns 'Au niveau rmcroscoplque le

:modele peut traiter le ca.s d’un echantillon, dont la mlcrostruuure est définie par la chstnbunon

de btrucmre des joints de grains, soumis a un charnement externe. Ceci permet de prevmr la

Le comportement ala rupturc ‘de nombreux Jomts de crr.*:uns 2a ete etudié: au. mveau
atomique. pour le Cu, Ni, et Ni;Al. La resxstance a la rupture des joints de grains a alor:. été
prédite. Ii'a éé montre que lenergle des joint de grains ainsi que la remstance a la Tupture
dépendent fortement de la structure des Jomts de grains. Les Jomts de maclage symétriques X3
et les joints de faibles déso:ri'eptations .21 résistent particuliérement bien 2 la-ruptﬁ_re. Certains

autres joints-Z de faibles désorientations sont aussi solides. Mais les joints de grains de halite

. énergie ne sont pas du tout résistants. Les corrélations calculées entre la résisatnce a la rupture -

et la désorientation des joints de grains sont en accord avec les résultats expérimentaux. Les
résistances a lzi‘r_uptufe calculées pour l'alliage Ni;Al ne sont pas significativement différentes de

celles du Ni pur. Cela suggére que la tendance a la rupture intergranulaire nest pas due



~

principalement” Ja mauvaise résistance a la rupture des Joml\ de grains. 11 fdut aussi. prendre en -

“compte la hxmbunon globale de la structure des joints cIc grains.

Afin d'en dctermmer le role sur Ia rupture. mterfrranulalre des matériaux polycmmlhns le

‘chemm de fissure, sa distance d'arrét, et la ténacité ont été etuche\ au niveau mtcro\coplque en

1)

fonction de dxfferentes fractions de joints de. ur::uns de faible énergie, de la résistance a ia rupture
des joints de grains, de la distribution des orientations du plan des joints de grains, et du _tactcur
de foﬁne des gxams La modélisétion ihdique_qu’uhe augrﬁentation de la fra/ctioh de joints de
grains de faible éne}gig entraine une augmentation dle la téﬁac,itéA alors qu;: fa distanc;: d’zir;ét de

la fissure diminue. D'autre part, une aucrmentation du nombre de joimq de grains de faible énergi >

alignés parallelement a 'axe des contraintes entrame aussi une augn .entanon de la ténacité et une

diminution de la dlstance d'arrét de- la ﬁssure. En rcvanche laugmentanon du facteur dc, torme

du Gram entraine une. dumnutlon de la ténacité et une aurrmentauon dc la clmtance d '1rret d:, 1.1

fissure. : S R

Si5 fms e dlametre du grain est défini comme longueur cnttque, et bl plub de 25 % des
joints de grains sont de faible énergie avec la plus haute rembtance a Ia rupture tel\ que des
joints de maclages 23, les fissures mtergranulalres formées Lmtlalement-ne peuvent se propaner
du fait de la prebence de quelques joints de grams distribués’ aleatouement.. Le polycnstal a alors
une ductilité plus elevee. Lamehoratxon de la tenacue du polycnstal fragtle NiAl est due a
lmtroductlon d'une fractlon élevée de joints de grams de fmble energlc Qusqua 70% par
traitements expenmentaux) L'archltectu:e des joints de grains ainsi quc son oontrole obtcnu en
modifiant la dlstnbuuon de la structure des Jomts de grain sont 1mportants pour amehorer la

ténacité des matériaux polycnstallms fraglles. AR

-
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CHAPTER 1:
INTRODUCTION

Modemn materlals science and engineering -based on .structure-property~performancc '
relationship hasl developed a number of high performance materials. However, there llas been a -
‘long-standing problem that as material becomes stronger' it becomes morc brittle due to the
occurrence of mtergranular fracture [Watanabe 1989, Puge 1991] This ha.s been the main |
' weal-cnes of many advanced hlgh performance stmctural matenale, auch as engmeenng ceramics
and mtermetalhc compounds as well as structural metals and alloys embrittled by lmpuntle.s and -
by the presence of a corrosive environment [Seah 1980 Koch et al. 1984, Bnant 1985 Stoloff '
et al 1986]. It is well known that matenal fracture can greatly affect. the functlon of human
society in a beneficial or detrimental way, dependmtr on whether the fracture occurs.in controlled
or uncontrolled circumstances. When fracture occurs in uncontrolled clrcumbtancee often
unexpectedly, it brings about serious damage, even catastrophe, to human :soclety._ Here for

examples in aircraft accidents caused by metal fatigue and nuclear powertation accidents caused <

- by stress corrosion cracking. Therefore, the control of &acture'ic clearlj the ultimate goal of

fracture research. Based on that pren'use and other unportant factors, Watanabe [1984] introduced
the concept of “grain boundary design and control" about ten yeam ago. This is the main
potentlal for the control of structure-dependent mtergranular fracture and related brittleness of the
polycrystalline materials on the basis of the grain boundary design, through the control of gram-
boundary character distribution (GBCD) [Watanabc 1988].

Grain boundaries are known to be 1mportant microstructural componentb whrch etrongly

affect the properties of polycrystalline materials. A’ early theory of Hargreaves and Hills [1979] | o

was that different structures may exist for drfferent boundaries in metal. Later, Aust and T

-
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Chalmers [1952] showed that these stru_c;turél differences can lead to different grain boundary
properties, such as their energies. Kronberg and Wilson [1949] introduced an important concept -
coincident srte lattice (CSL). Experimental studies ha#e’ shewﬁ that “special” grain boundaries,
described in the CSL rnodel_ as being close to .low p> orientation relationships, display improved
physical, ehemical and mechanical properties relative to general or high Z grain bodndairies
{Schvindlerman and Straumai 1985,.Pa1urribo ar:1d Aust 1992]. These improved properties inelude, )
among' others, lower energy in pure-metals, lower intrinsic electrical resistiv'i.ty, and greater
resistance to imergranular fracture. Since many of these low £ grain boundaries have beneﬁeial
properties, the objective ofrthe “grain boundary design 'andheontrol;' was te irnprpve' the buik
properties of p01ycrysta11ine ‘ma.teria_ls By increasmg the number of low Z grain boundaries
threugh the control of GBCD [Watanabe‘.1984,' Aust 1993]. One of the earliest studies to in:dicate |
that the fraction of low Z grain ‘boundaries could be conrrelled was conducted by Aust and
Rutter [1959]. It was foundv that specific solute' additions could mcrease the“'frequency of T
boundaries in zone refined lead. Since then, numerous structural and processing parameters, ‘such
as twin boundanee, grain size, cryetallographlc texture, preclprtates, prestram and annealmo, have

been shown to influence the fraction of low Z boundaries in polycrystallme materials [Watanabe

- 1985; 1986, Aust 1993, Aust and Palumbo 1991, Lin and Pope 1993].

Smce the grain boundanes are the lmportant sites where fracture in polycrystals is observed,
intrinsic or extrinsic brittleness of polycrystallme matenals are mainly. due to mtercrranular
tracture There is a general ‘tendency that an increase in the strength renders a polycrystal less
ductile by invoking intergranular fracture When the stress concentrauon generated at the grain

boundary exceeds the grain boundary cohesmn, the intergranular fracture occurs. The grain

boundary cohesion depends on the type and structure of the- grain boundary and it can be

characterized by grain boundary energy. Experimental work [Kunshlta and Yoshinaga 1989] on
the effect of grain boundary type and misorientation on intergranular fracture stress has been

performed in molybdenum bicrystals with symmetric <110> tilt and <110> twist boundaries. The



I. INTRODUCTION - B

results showed that the fracture stress for htwhxpunty rnolybdcnum btcrystal\ is high at tht.
‘mtsonentatton angle smaller than 10° and that corr;pondx to 23 com«.tdence onentduon which
“is much lower than that for low purtty bicrystals at a mtsonentauon annle between 20° to 50°.
* The twist bicrystals showed a more swmﬁcant misorientation effect on the fracture \Il'LSb- but_ B

little effect on -matolnal purity was observed. It is easy to see that the fracture stress of bicrystal”

~ , strongly depends on the type and structure of the grain boundary, and that it can also"'_be affected ©

by rhaterial purity through the effect of grain boundary Segregation. Thi~'; could be one of the

sources of the extrinsic intergranular fracture often obberved Another important conclumon is that

low energy boundaries such as low anrrle and low E gram boundaneb are not 0ood sites for *

segregation and therefore they are msensuwo to material purity u'respecttve of the type of grain

boundary [Waténabe 1993A). These 'experimental data are vital to the "drain boundary control

and design.” Unfortunately, thore are very few expenmental data avallable and the.\e kinds of

bicrystal experiments are very dtfﬁcult to be done for most metals-and alloys. _
h'lterﬂranular bnttleness is the primary problem in dcvelopmg ordered intermetallic alloys.”
Ni,Al is a typtcal and extenswely studted ordered alloy [Stoloff 1989] However, the. problem |
of intergranular bnttleness persists [Watahabe 1993A]. Quite re_cently, Hirano has brought about
a breakthrough in this difficult area [Hiruno 1990, 1991, Hit-aho and Ntawari"1992 1993). He has
found that unidirectional solidification by zone-melttng can drastically i unprove the ductthty of
polycrystalline Ni;Al without boron, obtaining more than 50% elongation at room temperature.
It is surprising that so-called mherently brittle matenalg-leAl could be made ductile without the
addition of boron or another element. It has been found that the obsér_ve'd improvement in
ductility'ot: undoped Ni;Al polycrystal is due to the introductionrof a-high frequency of low angle
boundaries and low ¥ (3, 9) grain houndaries [Watanabe 1993A]. In addition, it has been found .
that material processes, such as annealing and/or strain armealing, can also improve the fracture
toughness of polycrystalline Ni;Al without boron [Lin and Pope 1993, Chiba et al. 1994]. The

distribution of grain boundary types along intergranular cracks in the Ni,Al alloy was measured
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by Lin and Pope [1993]. It was fbund that more than 89% of cracked gram boundaries along
crack paths are high 2, high angle grain boundaries compared to 58.6% in the 'genqrgl
population, and - only less ;hah 2% and 3% of cracked grain boundaries are low angfé 21 and
symmetrical 23 (twin) boundaries compared to 75%-and 28.2% in the general population,
tespectively. The results indicated that the low angle (£ 1) and symmetrical 23 (twin) boundarle; ,
are particularly strong; the low Z hlgh angle boundaries, as a group, are not so btrong, and- that
the high Z, high angle boundanes are very weak. Chiba et al. [1994] have found “that thea
percentages of CSL boundaries in cast, recrystallized and strain annealed lN13AI alloys are 26.8,
43.1 and. 58.4%, respectively, of the total number of boundaries examined. The strain annealed |
Ni,Al alloy exhibits elongation of épproximately 50%, indif:ating tjlat the fracture toﬁghness of
Ni,Al can be improved by enhancing the freqﬁeﬁcy of occurrence of CSL boundaries, éSpecially '
low angie £1 and/or X3 twin bbﬁndaries Therefore, :the-Ni3Al allby prone to intergrahulai'
. craclung could be touvhened by increasing the abundance of those "special :rram boﬁndarics "
~ The fracture processes and characteristics of polycrystalhne matenah may be studied at thxee
different level:, of length scale [Watanabe 1993A]: macroscoplc mxcroscoplc and atormst:c in
both experimental and theoretical mvesngauons At the macroscoplc level, the fracture processee.
can be easily conducted by both experimental tests and’ computer sxmulanons (for example* the
finite element method). At the microscopic level, the fracture processes are not very easily carried
out by experimental tests. Recent experimental advance, the Qrientation Image Microscopy
introduced by Adams, Wright and Kunze (1993}, ‘made it possible to determine the
crystallographic chammeﬁ;tics of a larger number of grain boundaries in a short time. It also
made it possible to study the intergranular fracture in experimental tésts. Howéver, there is stiil
no very good microscopic model to understand the mtérgranular fracture due to the lack of ‘
- characteristic data for most grain boundaries. At the atomistic level, as we discussed earlier; -
- experimental difficulties have resulted in Jvery few bicrystal experiments to study the int:argranular ,

. fracture, These formidable difficulties in the experimental study of structure-property correlations,
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simply because of the complexity of the phenomenon and the large number of paranmeters and
variables involved. Such problems are possible at every stage of an experiment, t‘romdsample

preparation where one needs to control the interfacial structure, to sample characterization, and

to the measurement of details of the fracture process. 'I‘hese experimental difficulties, in contrast,

~ also serve to emphasize the considerable 0pportumnee one has with the approach of atomistic

modelmo and ermulatrons. It is precrsely the inherent nature of atomrsnc calculations that mak»s

it possible to epeerfy the interatomic structure and forces, to determme the atomic conﬁgumuon

at any stage of the system relaxation and temporal evolution, arrd to follow uié molecular detaile
of dynamrcal processes. Therefore, the mtergranular ﬁacture of the bicrystal could bc. easily
approached by molecular dynamics (MD) simulation [er and Wolf 1989]. It is evident that grain
boundane_a. can brre]ge thepe three levels' aspects of frac_ture processes in polycrystallme materials. -
In this in\_r:estigation, the tech:rir[ues of moiecular dynamics (MD), _aiclr_rg with the enrbed\d'ed

atom method (EAM) developed by Daw and Baskes [1983 1984!, are used 1o sturiy the

fundamental mechamsme of mtergranular fracture for many specral gram boundaries i m Cu, Ni

and Ni;Al systems. The atomistic results are then apphed to our rmcroscoprc model to \tudy

crack path, crack arrest drstance and fracture toughness mﬂuence by;the Eractron of low energy

grain boundanes grain boundary fracture resrstance, orientation drstnbutron of grain boundary

planes, and grain shape factor. Specific attention is focussed on an mtegrated approach to the
intergranular fracture at both the atomistic arld microscopic levels. The goal of this work is to
develop an integrated model for intergranular fraetu:e -at both the atomistic and microscopic
levels which can be used to analyae a role of grain boundary character distribution: (GBCD),
texture, and microstructure in fracture resistance of pc';lycrystal]ine materials in order 'to improve
the fracture toughness of brittle polycrystalline materials through optimization:and control of the
grain boundary structure. : |

This thesis is organized into the following chapters. Chapter Il presents information on

background of grain boundary and intergranular fracture, and a review of the interatomic
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potentials, boundary conditions, and simulation methods, microscopic models which' have bcen

applied to study related problems. Chapter m descnbes the EAM potential, the atormstlc ﬂram

boundary model used in molecular dynam1cs srmulauon the m:croecoplc mode] used in Markov

chain mtergmnular fracture simulation, and presents an the mtc_gratcd approach of mtergranular
fracture in polycrystalline materials. Chapter IV shows the verification of embedded-atom method

and grain boundary model. Two examples are presented and compared'wi'th experimental data:

one is the liquid, glass formation and crystallization of alass for transition metal Nl thIe the \

other is the melting of a twist 25 grain boundary in AL Chapter v presentb the apphcatmns of

~ computer simulation methods to the mtergranular fracture. The results and dlscussmn of ﬂllS

v

investigation include grain boundary structure and energy, MD simulation of grain bouhdary

fracture, comparison: of pred1ctrons with bicrystal experlments crack path, crack arrest distance

and tracture touglmease of the polycry:.tallme matenals, and integrated approach to mteroranular- :

~ fracture, Chapter V[ presents conclumom and recommendatlons for future research. Fmally,

'1ppend1.\ contains a detailed denvauon of the embedded atom method (EAM)

fi

el



CHAPTER 2:
REVIEW

The goal of this project is to investigate intergxlmmlur fracture at both the atomistic and
microscopic levels. Specific attention is focussed on the role of the special s grain boundary
character distribution on the intergranular ﬁzicturel in Ni,Al alloy. The primary methods employed
in the investigation are molecular dyhamics_\simulation using tﬁe embedded atom method for the
interatomic potentials at the atomistic level, and Markov chain statistical model with Monte Carlo
simutation for the microstructure generation at the microscopic level. The purpose of thix c}mptef
is to provide bac_kground information on the problems about grain boundary and fmer'gmmﬂnr
Fract‘ureland to review the various simulation metﬁddologfgs that have been applied to similm"

probiems.

2.1. Grain Boundary and Fracture -

P

2.1.1. Internranular Fracture

On the macroscopic scale, the mai'n.kinc‘Is of fracture in polycrystalline materials are dug -
to either elastic, niié;ovoid coaléscence, envirdnmental, fatigue, or creep [Puge ' 1991_]. All these
fractures can follow gram‘lboundé_.ry paths - intergranular fracture. | .

On the microscopic scale, the fracture processes-in polycrystalliné matcrials are the result
of either transgranular 6r intergranular fractures, ;:r a combination of these processes [Watanabe
1989]. The mode of fracture can be strongly affected by materials composition, grliémstmctmt
and environment. When the fracture mode is predominantly intergra_nu}ar, a polycrystal shows
brittle fracture behavior.

On the atomistic scalé, crack growth occurs by either (i) tensile separation of atom
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("decohension’), (ii) shear movement of atoms (dislocation egress of injection), (iii) removal of ‘
atoms by dissolution or diffusién, or (iv) combinations of these processes, at crack tips [Lynch
1989]. All of these processes can occur preferentially at grain boundaries, there.by producing
intergranular fracture. The preferential occurrence of thes.e processes at grain boundaries is
associated with a variety of phenomena, such as (i) segregation of 'embrittiing' elements to gmin
boundaries, (i) more rdpid nucleation and grbwth of precipitates at gmih bouhdaries ‘thari in grain
interiolrs. and (iv) greater_ adsorption 6ff ' envifonﬁental‘ species at grain boundary/surface.
intersections than at other surface sites. These phenomena occur, of course, because atoms at
grain boundaries have a slightly lower pacicing density than atoms at grain interiors, |

“

X '., /// ‘
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Figure 2.1 Three different scales in studies of fracture in a polycrystal

.at the macroscopic, microscopic, and atomistic levels.
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- Accordingly, it may be shown that the fracture of polycrystalline materials can be studied |
at three different levels of length scale [Watanabe.- 1993A1: macroscopic; microscopio and
atomietic, as indicated schematically in Figure 2.1. llt is evident that grain ooulidzlriee can, bridge
these three aspects of the fracture process. From the-view of materials science and engineering, |
the last two a:apects are very meortant to us. Therefore. a.pemf‘xc attention is tocum.d here on the

microscopic and atommnc scales of the mtergranular fracture.

2.1.2. Grain Boundary Character and Structure

The trrain-boundaries in real polycrystaﬂine mater‘ials are -nor of the same typeor ‘\‘tmcane
Strictly speakmg, each grain boundary hab its own character and \‘trucmre However, in tln.
interest of simplicity, the grain boundaries can i be classified into several nroup\ clepenchnﬂr on the
grain boundary misorientation. Normally they_can be classified into three groupb IW:ltRllclbl. )
1989]: (i) low-angle boundaries with a misorientation angle. smaller than 15°; (i) hinh-angle :
coincidence boundanes which are defined by 2 valuea. associated with a :>pecnl mrsonenmnon

angle about 5pec1fic rotation axis, and (iii) high-angle general 5o-called random' boundanee whlch ‘

have no boundary rruaonentatlo‘l close to any low X comc1dence Srientation. Furthermore ‘the

first two groups are rega:ded as low-energy boundar}es. and the third as high-energy boundaries.

Figure 2.2 presents the coincidence site lattice (CSL'.)' geometry for a. X5 tiviet boundary
formed by a 36.87° [100] misorientation of two adjoining lattices [Aust 1993]. The CSL is
considered the smallest common sublattice of the adjoining grains {Grimmer et al. 1974]. The

volume ratio of the unit cell of the CSL to that of the crystal is described by the parameter z,

s

_thch can also be considered the recrprocal density of comc:dent sites [Kronberg and erson.

1949]. All grain boundanes can be represented by an appropriate CSL description if I is allowed
to approach infinite values [Wamngton 1979]. J ‘
With low angle boundaries (2=I), the CSL is coincident with the adjoining crystal 'lattioe;;; o

and the grain boundaries can be described through lattice or primary dislocations which-
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accommodate the deviations from ideal crystal coincidence, i.e., the single crystal [Read and

Shqckiey 1950]. . S . - e

Shared Atom
(Coincidence)
Siles

Lattice 1

~

Lattice 2
- ,

s

Coincidence - -
_— Site
Latlice

R
A 36.87°

I

Figure 2.2 Schematic Tepresentation. of the comcxdence site Iamce geometry fora ZS tw1st

boundary formed by a 36.87° [100] misorientation of two adjoxmnc Iattrces

Until recently, there was no standard expenmental techmque for the deterrrunanon of grain

boundary types and their distribution in-real polycxystallme marenal'
electron mtcrosmpy—electron channelmcr pattern (SEM-ECP) techxﬁque
characterization of a larger number of grain boundaries in’ polycrysta
laborious and time-consuming. Recently Adams et al. [1993] mtroduced‘ a new. method of

Orientation Imaging Microscopy (OIM) that makes use of rapid, direct measurements of local .

L
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lattice orientation on a grid of points to form micrographs of the polycrystalline microstructure. -

OIM also enables the meaaureme.nt and charactenzanon of grain boundary texture dnd grain
boundary distributions. ‘
Experimental studies over 'the. past 40 years have ~:hown that “special” gram bounddm,:s _‘
described in the CSL model as being cloae to low E onentanon relationships, dlsplay improved
physical, chemical and mechanical properties relatwc to general or high 2 boundancs [Aust and
Palumbo 1991]. The apphcablhty of the = cnterlon to gram boundary propemes is Iargely due
to the importance of X and AD in defining. mterfacnal dxslocatlon \‘tructureb through the :
relaxation assomated Wlth the CSL model. The boundaxy p]ane s generally found to be'
wmﬁcant when the grain boundary is already in a low CSL. orientation. Low £ gr'un
boundaries, i.e., £ <29 and AB=15°E-s, have the Followmg propemea as compared to. high L

and random boundanes [Aust and _Palumbo 1991, Aust 1993]

* lower enerrry in pure metals;

~

e less buacepnble to impurity or solute segregatlon

. 'creater mob111ty with specmﬁc typc and conccntranon of solutea

. smaller diffustvity; |

* lower iﬂtrinsic electrical resiStfvity;

*  greater resistance to grain bounda.fy sliding; and;

*  greater resistance to intergranular degfadation phenomena bjuch_as
fracture, cavitation and localized corrosion. | _
Since many of these “special” or low & grain boundaries have beneficial prope'rtie?s, thcj.:

concept of “grain boundary design and control” was introduced by Watanabe [1984). The

objective was to improve the bulk propeﬁies of ﬁolycrystailline metais by 'incr'easing the number ~

of “special” grain boundaries in the grain boundary character distribution.
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.1.3. Grain Béundary Design and Control

There are several possible ways by which grain boundaries‘can'be. designed and controlled :
to. confer desirable properties to é poiycrystalline. material. Possible lmicrostructural parametersl ,
for grain boundary engineering are as follows [Watanabe 1993B]: (i) geometrical parafnetf:rS: ‘.
grain size, grain shape, boundary  junctions, etc; (i) morphological parameters: boundary
inclination, boundary phase, and boundary width; (iif} structural parameters: bbundag tybe, |

boundary character, and bouhdary structure; (iv) compqsition parameters: boundary segregation

and boundary precipitatioﬁ; and (v) ener’getié pammeteré: bo_unda.fy energy, boundary eléctrgnic

charge, and boundary magnetic state.

Table 2.1 Grain boundary control applicable to grain boundary design [Watanabe 1993B].

Type of Bouhdary Controlling Parameter ‘ Appli;atiqn
Grain boundary density grain size, boundary mcrta_gse in strength and

| volume . dﬁ;tility, new properties _
grain boundary geometry | boundary inclination, , increase in creep ductility" and .

dihedral angle 'supel"condhctivity .
grain boundary : precipitate, size and density | increase in corrosion resistance,
morph_plogy ' . = ‘ - | duetility |
grain boundary chemistry | segregation level, PFZ suppression of embrittlement,
’ width ST .| high corrosion resistance -

grain boundary character | boundary type, 'GBCD"-: o 'fincrease in strength and
and structﬁre e | B ‘dudtﬁity. ' |

- ‘i
It is evident that there is a great variety of ways of designing and controlling the grain
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boundaries, when we take into account the importance of boundary type and structure in addition
to geometrical or topological configurations. The combination of structural effects and

geometrical effects tremendously increases the variety and flexibility of designing grain

boundaries in polycrystalline materials. Unfortunately, until recently, this was almost ignored in

materials design and development. Table 2.1 give variou;a typesbf boundary control, controlling

paxameters and apphcatxom. for the improvement or enhancement of matendlx perfomrmc; We :
can now see that grain boundary design and control could increase the wtrennth ducuhty, and

corrosion resistance of materials. However, little has been studied in the past on 1mprovmw

fracture arrest and fracture toutrhnes:, by channmg the- grain boundary chancter dl\trlblltlon In

particular, httle quantitative work has been done on the ﬁacture behavmr mﬂuenccd by the
structural chanoe of grain boundaries: at both expenmental te:.tmg and computu‘ modeling

[Wdtanabe 19938]

7]

2.1.4. Material Process for Grain Boundary Design and Control

Grain boundary can be controlled through material processeb, such as 'mnt,dlmg, rolling, -

recrybtalhzatnon and stram a.nnealmg Intergranular brittleness is the pnm'lry problcm in

developing ordered intermetallic alloys as future high performance r_natenals [Watanabe 1993A].

Ni;Al is a typical and extensively studied ordered alloy. Unfortunately, the problem of
intergranular brittleness has not, yet been solved. Indeed, the ductility improvement by the

“addition of boron appears to have been well accepted as a solution to the problem in .

polycrystalline Ni;Al. There are various studies on boron-doped Ni,Al alloy [Liu et al. 1985,
Takeyama and Liu 1988, George et al. 1989]. However, the problem of intergranular fracture in
boron-doped Ni;Al has not yét been solved and remains an important iSSuc in the developfncnt
of this material [Chuang et al. 1991]. Further, it is unclear whether the element which is
beneficial for ductility improvement at room temperature is so at high temperature. Moreover,

the boron addition for ductility improvement is beneficial only for hypostoichiometric Ni;Al alloy

s
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Quite recently, Hirano [1990, 1991} brought about a Ereakthroug’h in this area. He found that -
unidirectional solidification by zone-melting can drastically - improve the ductility of

polycrystalline NijAl without boron. It is surprising that so-called inherently brittle Ni;Al could

~ be made ductile without the -addition. of boron or another third element. The alloy grown by’

unidirectional solidification has the co‘umnar-rrramed structure of Ni, Al and shows about 60%
large tensile elongation'at room temperature along the columnar stmcture Of particular mterebt
is that it also shows tensile elongation (about 15%) in the structure’s transverse direction. Cold
rolling at room temperaturé was a‘dditionallly fc}und to be possible without the addition of dnctility
enhancing elements. It has'been found that the 'obsefved ifnprovement in the'ductil'ity of undbped
Ni Al polycrystal is due to the mtroductlon of a high frequency (>70%) of low: anvle boundaries
and low 33,9 comc1dence boundanes [Watanabe 1993A] ‘ ' |

Lin and Pope [1993] measured the‘dlstnbutlomof grain boundary typ'es' along intergranular

cracks in anncaled Ni,Al alloy with Z value, and compared 1t to the dlsmbutlon in the bulk

usmg statistically mcrmﬁcant sample sizes. It was found that low ancle El boundaries and

symmetrical Z3 twin boundaries are particularly strong, while low X, high angle boundanes, as
a group, are not so strong, and high 2, high angle boundaries are weak. This means that the
strength of a polycrystalline aggregate \Qith weak grain bouﬁdéries can be increased by increasing
the fraction of X1, symmétrical _23 twin and possiﬁie'a few other speciél boundaries.

‘Chiba et al. {1994] also examined the grain boundary character distributions in. cast,

' recrystallized and strdin annealed Ni,Al alloys. The frgciuencies in cast, recrystallized and strain

annealed Ni,Al alloys are 26.8, 43.1 and 58.4%. respectively, of the total number of boundaries
examined. 'I'he strain annealed NiAl alloy is found to exhibit elongation to fracture of more than .
45%. This significantincrease in elongation of the <:tra1n annealed Ni;Al alloys is attributed to

the presence of relative low energy 21 and E3,boundanes.
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2.2, Computer Model of Intergranular Fracture at Microscopic Levcl‘.
A simple geometric model wa§ recently-propcsed by Pa.lumbo'et al. 11991] to evaluate the

- potential effects of grain boundary desi'gn and control on intergranular degradation _phcnomcnzl.

such as intergranular cracking ‘(lGC}‘ and intergranular stress corrosion cracking (1GSCC). This
‘model can be considered to be generally applicable to all bulk polycrystzilliﬁe properties which
are dependent ﬁpbn the presence of "active” ihtcrgranular paths, e.g., int'ergranular corrosiom

creep, etc [Aust 1993]. The IGC and IGSCC-susccptibility can be ,co'ns-idei"ed ih terms of the
prolbability‘of finding a continuous path of intrinsically susceptil_)lc grain boundary segmcnts,r _.
~ which are each favofably oriented to the applied or residual tensile stress axis, extcnding toa’
_critical length, L, within the component. 'fhis critical length definc:;._ a limit beyond which crack
ptopagation would. continue to component‘failure,' gven in tiw abscnce of cithef active gmin

boundary paths or a corrosive environment. A susceptible grain‘bour}d.ary.scgmem is defined as-
a crystal interface, which as a result. of its structural and/for chc;nical chafactcristics, is prone to
preferential fracture or sliding under the local operative str_esls-- coﬁditioﬁs,uandlo‘r' to enhanced
corrosion (relative to the lattice) in the specific environmcnti Bulk IGC 'or IGSCC _z‘itﬁmunity czm. '
be achieved by increasing the fraction of non-susceptible grain boundaries in the boundary
distribution to a level at which the probability of inter-crystalline crack cxtcnsion to the critical

length apprcaches zero. The advantages of this model are its sknplicity and ability to prcdicc the

fracture arrest distance in terms of the fraccion of grain bcundarfcc in the distribution which are

intrinsically resistant to cracking and unfavorably oriented to the: effective stress (grain shabc '
factor). The disadvantage is its failure to include the realistic microstructural factors and realistic
grain boundary character distribution.

Another model was proposed by Lim and Watanabe [1989, 1990] o evaluate the effect of

different types, frequencies, and configurations of grain boundaries, known as the grain boundary -

character distribution (GBCD), on the toughness of a polycrystal made up of hexagon-shaped
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grains for 2D and tetrakaidecahedron-shaped grains for 3D rnicrostructure with the Idéding axis
lying along one of the crystal grain axes. The resuits show that the toughness of a polycrystal
increases monotonically with an increase in the overall fraction of fracture-resistant low energy
boundaries in the material. A brittle-ductile transition, corresponding to a change of fraéture mode
fronn one that is predominantly intergranular with low toughness to 6ne that is‘pi'edominantly
transgranular with high toughness, is observed when the overall fracﬁon of low energy boﬁndaries
reaches a critical value. The advantages of this model are its simplicity and abilitj to predict the
* fracture behavior in ierms of the fraction of low energy grain boundaﬁes. The disadvantage also
- is its failure to include the realistic microstructural factors and realistic wram boundary character
distribution.

A microstructural mechanics model ‘was presentecl by Srolowtz et al [1997] to understand
the effect or microstructure on the fracture of polycrybtalhne, ela.snc materials, and in pamcular
to examine the effects of grain size and grain boundary: coheston on the transition Dbetween
intergranular and transgranular failure. The mechanics employed in the simulations are based
upon the elastic properties of a network of springs. The model consists of a triangular array of |
lattice points which are connected by bonds. The polycrystallinc mi_éiostructure used iﬁ the model
is produced using Monte Carlo simulzgon procedure introduced by Srolovitz and co-wb;kérs |
[Srolovitz et al. 1983 Grest et al. 1988]. This procedure has been shdwn to produce
 microstructure with gram size and grain topolocry d:stnbunon.s in excellent accordance with the
expeniment. Chen et al. [1993] proposed a sumlar microstructural model to study the
transformation toughening in brittle composites which used a “ball-and-spring” discrete
" micromechanical model to calculate the fracture properties of grain boundaries. The advantai;es
of these models are their realistic simulations involving realistic microstructure of materials, and
their predictions of the crack paths in terms of relative grain boundary cohesion. The
disadvantage. again, is their failure to include the realistic grain boundary character distribution.

and lack of real data for special grain boundaries during the simulations.
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2.3. Fracture Stress of CSL Grain Boundary

The dependence of intergranular fraf:turg on grain boundary struf;:ture has been studied by
many engineers using bicrystals of normall.y brittle rnaterizils such as réfmctory' metals and
diamond cubic materials. Kobylanski and Goux [1971], Brosse et al. and Kurishita et al. | 1983A.
1983B] measured the fracture stress of molirbclenum bicrystals wit_li <100>, <110> tilt and <1 10>
twist boundaries, while Sato et al. {1989] studied silicon bicrystals conta"ming a.<111> twist
boundary of differeht misorientations. Table 2.2 gives the fracture stréss reported by the various
investigators for several Z coincidence boundaries and random boundﬁﬁes [Li‘m and Wamnnbe.
1990]. Several features can be seen in this table. First, the fracture stress or the crack extension
force of coincidence boundaries (includihg Z1/low zingle bpundai;ies) is always several times

greater than that of random boundaries. Second, even though the reported fracture stresses are

~ found to vary somewhat from one boundary type to the next, it is interesting to note that the ratio

of the fracture stress of coincidence boundaries to that of random ones (0y/0y) increases with
decreasing E value, irreépeptive of test conditions and materials. Third, the Iifni;ed-daté giireh
in Table 2.2 indiéated a lower ox/o, for twist thanfor tilt boundaries. This, however, could be
attributed to a much higher oy for twist boundaries, as indicated by the results of Kurishita" et
al. [1983A, 1983B]. ‘ | o .
Kurishta and Yoshinaga [1989] also have studied the effect of grain boundary type,
misorientation and material purity on intergranular fracture stress in molybdenum bicrystals. The:
results showed that the fracture stress for high purity molybdenum bicrystals is high at.d - |
misorientation angle smaller than 10° and that corresponding to Z3 coincidence oriéntaﬁon,l h
while much lower than that for low purity bicrystals at a misorientation angle between 20° and -
50°. The twist bicrystals showed a more significant misorientation effect on the fracture stress, -
but material purity was seen to have had little effect. It is easy to see that the fracture stresses

of bicrystals strongly depend on the type and structure c;f the grain boundary and it can also be
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affected by material purity through the effect of gmin boundary segregation. This could be one
of the sources of the extrinsic intergranular fracture which is often obse'rved.. Another important
conclusion is that low encrgy boundaries such as low angle and low  grain boundaries are not
good sites for segregation, and therefore, they are insensitive to material p;irity irrespective of
the type of grain boundar;,r [Watanabe 1993A]. These experimental data are very useful and

important in “grain boundary control and design.”

- Table 2.2 Frac;thre stress of coincidencc bdundaries [Lirrl; aﬁd Watanaﬁe 1‘990]._' '
| Materials Type of Test ox 'GR,_ : Jo..\:ldk
T boundary condition (MPa) . (MPa) | 7.':; ; |
Mo <100>Sym. tilt | RT. 1340 (5°Z1) | 75 [ 178
| | | usoeeEn || iss.
. Mo [ <110>Sym.tilt | * RT. | 800(109°Z3) | 88 9.1
| o - Aosoeezy | 65
Mo | <l00>Sym.tlt | RT. | 533 (9.3°51) | 106-120 | 44-50 |
Mo <110>Sym. tilt | R.T. 293 (10°21) 67 44
= | | 400 (110°Z3) 6.0
| 400 (50?2'131)
Mo. | <110>Sym.tilt | 77K 1720 (70°£3)
Mo <110> Twist 77K | 1440 (73°Z3) 3L
Si <111>Twist RT. " | 300(@5°Z7) | 140 | 21

*R.T. = room tem jerature.

v

Unfortunately there is very little experimental datai‘available, and these kinds of bicrystal
experiments are very difficult to be done for most of metals and alloys. Thus, very few bicrystal

. experiments have been carried out to study the intergranular fracture. The formidable difficulties
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of such experimental study results from the complexity of the phenomenon and the large nuhxber |
of parameters and variables involved. Difficult problems have to be solved at every stage of an
experiment, from sample preparation where one needs to. control the interfacial structure, to
sample characterization, and to the measurement of details of the fracture. process. These
experimental difficulties, in contrast, serve_ to emphasize the considerable opportunities for
atomistic modeling and simulations. It is precisely the inherent nature of 'atomistic calculations
that makes it possible to specify the interatom_ic structure and forces, to determine the atomic
conﬁworatbn at any stage of the eyttem'relaxation e.nd evolution' and to follow the moleculur :
details of dynamic processes. Therefore the 1ntergranular fracture of the bicrystal could be e‘mly‘

approached by molecular dynam1cs (MD) simulation: [Y1p and Wolf 19891 p

-~

" The recent de\jelopmerits of interatomic potentials are part of a larger project_ of .cI:;*,.\*ig,ningc
a mathematical model which can be used to perform compoter eimﬁlation. for \'rziriou.s; properﬁes
of materials which are--ﬁ_ltimately_ controlled by interatomic interactiohé. There have ‘bleen .
numerous reviews and conference proceedihgs [Allen and Tildesley 1991, Johnson 1988, Lee
1981] with rega’fd to this field. The general requirements for a model are ‘that it is both accurate
enough to permit e broad range of experiments, with a reasonable 'expecfation that th_e-qee'ulte will
be physically meaningful, and simble enough to do within our existing computer capacity. For

atomistic calculation, a mathematical model is s‘lmply an equanon for the energy of the mateml\'

as a funcuon of the positions of all atoms; given the atomic anangement the energy can be

computed In pract:ce it is normally only the difference in energy between two sets of atomic
positions, or configurations, that are of interest, Whlch leads to considerable simplifi canon in the
calculations. _ |

Carlesson [1985) ernphasized that the nature of the interatomic potential that can adequately

handle a given situation depends on the type of problem under consideration and on the local
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atomic environment, Lonﬂ-ranﬂe interactions such as the semiempirical forms and
pseudopotentials are most applicable to cases in which the overall” vomme of the materials is
unchanged and there is little change in volume on a local scale, such as lattice vnbranons, lxqmd
structure. factors, and bulk crystal structures. The short-range empirical potentialé are -applicable
(o situations involving “bond breaking” and significant volume chanée. However, a model based

solely on two-body forces has its drawbacks. For example, unless the elastic constants in a cubic

crystal satisfy the Cauchy relation C,;=C,;, which is seldom the case in real materials, an

equilibrium pair-potential tnodel,cannot‘z’iccﬁrately' reproduce them. It is customary to deal with
this problem by adding to the pair-potential in the total energy a term which depehds on the

macroscopic volume of the materials (Finnis and Sinclair 1984, Daw and Baskes. 1984], by

analogy with simple-metal perturbation théory The elastic constants can then be adjusted
arbitrarily at ethbnum because the volume-dependcnt term supphce. a f‘ ctmous extemal

. pressure to balance the so-called Cauchy pressure 1/z(Cm-Cu) While this ﬂenerahzatlon is a gross

simplification, it prowdea a stamn pomt for dlSCUSban' recent developments.

. 2. |. Central-Force (Pair) Potential §[=ong-Range, No Volume Dependence)

"From a conceptual viewpoint, one can discuss the various potenual models by expressmc

the U(ry) of the system as [Allen and Tlldealey 1991]

LD W) BT U p £ B B WEn i) @y

i or<y [T :-:_;-:A

-

where V,(t) is the one-body potential which depen'ds on the position of até_m i, Va(r,) is the
two-body potential, and sd on. Since the simblest possible representation of man_\;l-body
interactions is the sum of two-body interactions, a widely adopted approxlmauon is to take only-
thc second term in the equatlon (2.1).

Within the pair approximation, there exist empmcal expressions in the form V,(|r-; |} which

involvcs the additional assumption of centrally-symmetric forces. The well-known example is the
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Lennard-Jones (6-12) potential [Lennard-Jones 1924, Barker 1976]:

M(r) - del (o -(arn®l @2

‘with well-depth parameters € and lengths o fitted to experimental duta which can be

thermodynamic properties, defect energies, and/or elastic moduli. These potentials ure reasonable
descriptions of two-body forces to the extent that they account for repul\mn due to the overlap .

of electron cloudb at cloxe interatomic \eparations and attractive torce,x at large dnxtancc..\ due to

dispersion effects.

However, as discussed above, owing to the intrinsic hmttanom\ of centml-tom. potentials,

the properties of certain materials cannot be reproduced rewardle& of the mlmbt.l' of dl\‘po\dbh.

: patameters. This shortcoming of central-force potentials has been a major motivation in the

development of a border conceptual framework for the description of interatomic interactions, . :
particularly in metals and alloys.

242, Pseudo-Potennal Lonc—Ranue Volume-De endent

Pseudopotentials pertain to the forces seen by’ electroms in the dctermmauon of thur._
quantum-mechanical wave functions and are not dlrectly related to the interatomic potentgalb
required for lattice calculations [Wang and Lai 1980, Esterlin and Swaroop 1979, Dagens et al.
1975, Dagens 1986]. The electron energy bands of some metals are surprisingly similar to tlhe‘
predictions of a free, or nearly free, electron model.' This has led to a formulation based on a
pcnurbatioﬁfeﬁnmlsion for the electron wave function, in which the effective interaction between
the ion cbres and the conduction electrons, called a pseudopotential, is assumed to be wcék. The
overall lattice pseudopotential is then. written as a sum of pseudopotentials aﬁsing from individual
ions. The pseudopotentials are actually operators, but the approximation is commonly made that

they are simply functions of position, in which case they are called local psc_udopotentials. The

. . result of these steps is that, given the positions of the atoms, the energy of the system can be
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caleulated, Funhermore the energy can be factored into structure-independent (that is, volume-
dependent) dnd \tructure-dependent components, with the majority of the coheswe energy
accounted for by the volume~depcndcnt term. Finally, the structure-dependent terms can be

Fourier-transformed to yield an effective ion-ion potential. Thus, a model can be developed from

first principles which involves two-body  interatomic potentials and _the' overall volume .

dependence of the structure. With the absence of three- and higher-body interactions, the energy

U@ Q) can be expressed as [Harrison 1966, Lu and Szpunar 1992]:.

Ue; QY =

:olw

= iw

where rand Q are the position vectors and mean atomic volume, respectively, and the first term
represents the kincgic_ehergy of an fon in the classical lin}it_ [Leuﬁg et al. 1976}, and V(Q) and
V(z;: Q) rcprésent ;espéctchly, tﬁé one- and tv)o-body inhteract:ions" |

Figure 2.3 is a plot of the total effective pair potential for alummum calculated by the non-
local model pseudopotential (E[NMP) theory [Wang and Lai 1980]. The volume dependence of

the pair interaction is clearly apparent, and plays an.unportant role in constant pressure (N-P-T)-

.~
- o

This approach is not without its difficulties, however, since the long range of potentials
makes it awkward to use them‘ in efficient relaxation calculations, and, due to the oscillations,

the results are dependent on the cutoff distances if they are shortened. With the capacity of

computers increasing, however, this problem can be easily solved. The nature of the potential

" near the first-neighbor separation distance is dependent on very fine aspects of the theory so that

it can be completely altered by some minor variations. The theory is not readily applicable to
transition metals with a significant d-band character contribution, but to simple metals in which
there is little overlap of the ion cores, with aluminum as the prototype [Dagens et al. 1975] and

to the alkali metals. A generalized pseudopotential theory applied to transition metals has been

kT LY Vi, 0 v v ey

Ny
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published by Moriarty [1985] in which three-body forces are included. The conclusion is that a
contribution of three-body forces are significant and must be used for metals in the middle of a

transition series, such as chromium and vanadium, but have little effect on nickel and-copper.

+.8 ‘
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Figure 2.3 Total effective pair potential for aluminium calculated from the non-local m;i_del P

pscudbpotential (EINMP) theor.'y_'[Wang_"and 'Lai_‘ 1980].

2.43. EAM Potentials (Short-Range, Volurnc-Dependem
Although central-force potentials provide a good description of the short-range repulsion
between the atoms, the attraction between atoms at larger separations, required for the cohesion

. of all materials, is not conceptually well described by a central potential in the case of metallic
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bonding. The attraction between ions in a metal arises from the decrease in the energy of the-
electron gas when embedding the ion cores in the Fermi sea. This is the major development in

models in this category with a _rhore complex term which at first looks like another two-body

potential (Finnis and Sinclair 1984, Daw and Baskes 1984]:

Ur) =pr.(ph.’.) \..% Z b; () - | 7 (2.4)

‘This new term, which is used both in the embedded atom method developed by Daw and Baskes

[1984] and by Finnis. and Smclalr [1984], can be mterpreted in a variety of wayb The embedded :
atom derivation is based on the density functlonal theory, and the function F(p,,_,) is the energy
to embed that particular atom in a umform electron gas of denmty p, and depend:, only on the
element, Three basic assumptions are usually made [Daw and Baskes 1984, Fcnles et al. 1986]

(@) The electron densities are assumed to be centrally bymmemc, the denblty P (1)
contributed by some atom j at r is assumed to depend only on the distance [ | .

(b) By assuming atomic electron densities, all electron densities are assumed 1o be

independent of the environment; self-consistent reaf:angements in the electron gas are ignored.

As a result, the total electron density pl ata particular atom arising from all the other atoms can
be taken as a linear superposition of atomic densities p;(r;)

onr = X 0;(5) ) : - @.5)

R
(c) The short-range repulsion is assumed_to be of a central-force type.
~ Although not explicitlcv a volume contribution to the energy, this term is dependent on
crowding in the lattice. From a purely empirical point of view, it can be considered to be a
measure of local velume dependence. Since the model parameters are obtained by empirical

fitting, results are independent of the physical interpretation. in practice, this new form would

seem to be the natural successor to the empirical models. In addition, the scheme is adapted to
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treating surfaces, and since the embedding functions are independent of the source of the electron

-density, it is directly applicable to alloys. In a short time, quite extensive calculations have been .

carried out under the heading of the embedded atom method. Encoumninrr results have b?‘en
obtained with respect to surfaces, impurities, lattice defects, alloy \eﬂregdtton at \urtac a8,

impurity trapping at grain boundarles. liquid metals, hydrogen: embrittlement, and fracture. -

-

Whether interatomic potentials are denved wuh approxtmat:on\ from hr\t prmclple\ or are
purely empirical, their use in modelmﬂ 18 extended beyond their ongmal rewton of appltcabthty :
Computer bunulatlon may be seen to be theorettcal or empirical procesa of matchmg one ret.ton
of configuration space whxch is ‘understood or for which there are experimental datzt to a different
region which less is known. There is no unioueness: some other 'scl’tetne may. be found which
does Just as well in the knowtt region but which‘rrives dirfferent results in the rerrion' tmder study.
In principle, computer modelmv of tratenalb is seen to be very btratghtforwdrd A primary input
for all models is a two-body central potenual 2 contmuous functlon of dlstance which is
mdependent of orientation, and is summed over all poss:ble pairings in the matendls Thetse
potenttals are taken as constant in most model:;, but calculanon:. based on the pseudopotentlal
theory are often carried out at a constant volume because the two-body mteractton::. resulting from
pseudopotential theory are functions of volume. The r_;mge of two-body potentials effectively
varies from less than second-neighbor distance in the_ctystal lattice to thousands of atoms, and
the shorter the ranée of the potenti'al the faster the computer calculations. |

While models based on two-body Lennard-.lones do not require additional - energy
contributions, they do not prowde a good simulation of the metals and alloys. The mam'-body'
factor used to overcome these difficulties has most commonly been taken as a function of overall
material \;olume. Short-range empirical models with this volume dependence have provided a

crude but workable model for “bond breaking” calculations. T@ditibnal thinking has established
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that pseudopotential theory is applicable only to simple metals, and not to noble and transition

metals, and its use for metals has generally been restricted to dlummum, for which numerous ‘

-calculations have been performed However, recent extensxon:s to noble [Heine and Weaire 19‘70]

and transition [Lam and Dagens 1988] metals have been proposed. Models based on local voh_lme

~dependence have recently been developed and extensive calculations have been carried out with

the embedded atom method [Daw and Baskes 1984], which has yielded meaningfﬁ] results over
a broad spectrum of topic. They have an advantage over pseudopotential mddels and are efficient |
in the use of computer resources. Both the uses of pseudopotentials for nonsimple metals and the
development of the embedded atom method are sufﬁmently new that further mvestmatmn is
required to understand their ramifications. Computer effi c:ency favors the embedded atom
method, and there are no worrisome clouds on the horizon to indicate that its tesults milglit not

be physically meaningful.

2.5, BORDER CONDITIONS

No computer simulation can be perfofmed without the establishrﬁent of proper boundary
conditions for the computational cell. There are four prinbipal possibilities [Allen and Tilc'le.sley'
1991, Beeler 1988]: | B | o

¢ Free-surface boundary;

e Rigid boundary;

* Flexible boundary;

. Peﬁodic boundary.
Normaily, the computationall eell contains 500 to 10,000 atems; As such, it represents a‘ver)-r
small piece of materials, 600 atoms being a micfofemtomoie. '__I‘he-free-si:xrface case pertains to
a large, free molecule. Macroscopic materials are simulated through the use of either rigid,
flexible, or periodic boundary conditions. In the rigid boundary case, a mantle of fixed-position

atoms representing the materials structure is placed around the computational cell. The thickness
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of the mantle is made larger than the range of the interaction between atoms. The mantle

represents the part of the macroscopic materials that can interact with atoms in the computational -

cell. The defect under-stud§ is- contained in the,computationai cell. The flexible boundary

.approach is more realistic. than the rigid boundary approueh, in that the boundary region is

capable of small atom displacements in response to forces exened on it by atoms at the perimeter

of the computatlonal cell It has been shown that a rigid boundary can be u\ed in \tudymg pouu

- defects. However certain types of sunulatlons for complicated defects reqmre the use of flexible
~ boundary conditions. One. of these; for example, is a Peierls stress computatlon for dlslocauon'
'movement. Periodic® boundary condmons are often used to umulate large \yxtemx Roughly_

- speakm penodxc boundary condmons 31mp1y mean that atoms at the extreme nght of the °

computauonal cell interact w1th‘those at the extreme _Ieft of the cell. Similarly, atoms at the top |

of the cell interact. with those at the bottom, and atoms at the front interact with those at the

back. When petiodic boundary conditions are. used, the cell diameter must exceed twice the

interaction range between two individual atoms. Over the past several years, the capability of the

perindic Boundary. conditions approach has been vastly enlarged. As descdbed abo'vef:f m_e‘ periodic

T . . . . - 7 .
boundary condition mode restricts the simulation to a computational cell with a:fixed volume and

ehapet Tnerefore,_ certain phase transformations cannot be simulated. Recent develepments ullow
chances in both the volume and the shape of the computational cell‘l as the simulation.proceeds
when penochc boundary condmons are used [Andersen 1980, Pamnello and Rahman 1981].
However in practice the problems are not so simple.  The- border condztuou must be a
multiplied boundary condition along the main axis of the computauonal cell, for example, for
interfacial and surface problems. One is faced with the sunultdneoue requirements’ of srnall

simulation cell for economy of computations and a large cell so the interfacial and ﬁurfdce'

regions are not perturbed artificially by the action of the cell borders. In simulation studies ‘of

grain boundaries, the bicrystal model is used in which a planar interface, infinite in extent, is = "<&

Tepresented by a finite simulation cell with border conditions which are periodic in the two'
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directions along the interface (x and y border) [Henderson and Van Swol 1984, Van Swol and
Henderson 1984]. In the direction perpendicular to the interface, z borders are 'expected to
simulate the bulk media on either side of the interface.-If one imposes periodic conditions on
these borders as well (thus imposing th:ee_-di'mensional periodic bordé.r condi_tions on the system),
then there will necessarily be two interfaces in the cell; a situation considered unsatisfactory since |
the two interfaces can influence each other and, m the case of grain boundaries, even annihilate
each other at high temperature_s.fklso, becauée of the coupling through the z .border; \the'-_t‘wo
halves of the bicrystal are not free to translate relative to one another arbitrarily. In addition to .
the problem of avoiding two interfaces, it is also Vnecéss:axjy for the z borders fo be sufﬁcie_nﬂy
flexible to accommodate any  deformation or vc)lumé ‘change that fnay occur m ‘the
{inhomogeneous) interfacial region during the sifnulation. | | | 7

Lutsko et al. [1988] have recently deVeloped a reésonable border gonditidn.for an interfacial ..
system. For an isolated interface, one which is embedded in two sémi—inﬁnite bulk ideal crystals,
two-dimensionally -periodic border conditions in the two directions parallel to the interface are
clearly appropriate.’ As long as the interface is planar and Edhemnt, Le., as long as it can be‘
characterized by a periodic planar unit cell, t.wo-dimensi'onal. périodic borders are appropriate. in
the interfacial plane. This embedding is accomplished by surrounding thé interface region and
two semi-infinite bulk ideal crystals. With the same two-dimensional periodic boundary
conditions applied in directions x and y to both the interface'rggio;l and bulk ideal crystals,
the system has ﬁo free surfaces.

When thermal motions are considered in the calculation, the assumption of the two-

‘dimensional periodic boundary condition for the interface region and two semi-infinite bulk

ideal crystals is still appropriate. Under these conditions, however, the periodicity enforced
by the border conditions gives rise to a limitation on the dynamical processes that can be
studied. As is well known in Molecular Dynamics simulations, the system under investigation

cannot propagate phonon with wavelengths greater than the dimension of the simulation
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system. A method for treating the z-borders at finite temperatures in a less-constraining
manner has recently been proposed [Lutsko et al. 1988]. Unlike three-dimensional pefiedic -

boundary conditions, this approach pr0v1des a simulation cell containing a ﬁmgle interface,

‘and in contrast to the condition of a fixed z-border [Balluffi et al. 1981] it accommodates

dimensional changes normal to the interface as well as translational mouons parallel to the

.mterface plane The new method also makes use of the conﬁgurat:on with the mterhca

region and two seml-mfimte bulk ideal crystals, where in the interface region the particles -

are treated explicitly, and two semi-infinite bulk ideal crystals:consist of two semi-infinite

‘rigid bIoeks of atoms held fixed at their ideal-étystal positions. The novel feature is that ﬂxc

rigid blocks are allowed to move by translations parallel to the interface plane, such motlom
being determined by the force exerted ¢ on the blocks across the interface and ld&'!l cryaml

border. The bIocks are aiso allowed translatxons in the z-dlrectlon, these movement.s are

~ treated separately from the parallel translations and are govemed by the pressure e.\erted

on the blocks by the mterface region [Lutsko et al 1988]. Apphcatlons of this method to
b1crystals at high temperatures have gwen satlsfactoxy results [Lutsko et al. 1989]

Therefore, for practice problems, a proper border condition i in certain directions should

- be chosen.

2.6. Atomistic Computer Simulaﬁon methods '

Computer eimulations play a valuable role in providing es_sen-tx"—a__uy exact results for
problems in statistieél mechanics which would otherwise only be'sol\{abie by approximate
methods,  or which ‘might be=quite intractable [Ronchetti and Jacucci 1991, Allen and
Tildesley 1991, Yip and Wolf 1989]. In this sense, computer siiﬁulat_ion is a test of theories
and, historically, simulations have indéea discriminated between well-founded approaches

and ideas that are plausible but, in the event, less successful. The results of computer

* simulations may also be compared with those of real experiments. In the first place, this is -

-
-~
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a test of the underlying model used in a computer simulation. Eventually, if the model is

- good one, the simulator hopes to offer insights. to the experimentalist, and assist in the

interpretation of new results, The dual roles of simulation, as a bridge between models and
theoretical predictions on one hand, and between models and éxperimcntal results on the
other, are illustrated in Figure 2.4. Becausc of this connecting role, and the‘way in which
simulations are conducted and analyzed, these techniques are often termed ‘computer
experiments’. Computer simulation provides a direct route from the microscopic details of

a system (the masses of atoms, the interactions between them, molecular geometry, etc.) to

macroscopic properties of experimental interest (the equation of state, transport coefficients,

structural order parameters, and so on).'"This typé of inforr_naiion is not oﬁly of academic
interest, it is also technologicallyl useful. It may be difficult or impossible to carry out
experiments under extremes of tempeimure and pressure, while a compuier simulation of
the materials would be perfectly feasible. Subtle dc_téils of molecular motipn' and structure
are difficult to lprobe experimentaily, but can lreadily be extracted from 'a"computcr
simulation. Finally, because.of the speed of moiecular events and é.\'cperiment_al difficulty. it
presents no .hindrancc-to' the simulator. .A wide range of | physical and mechanical
phenomena, from the microscopic to the macréscopic Scale; may be stpdied using various
form of computer simulation. ‘ |

In this section, we will review the atomistic compute'r simulation methods which make
possible an approach to the investx;gation of most prolf_Iems in matenial science and
engincering, These methods are all concerned with a2 common model §ymem, in ‘which a

collection of N interacting atoms arranged in a given initial configuration has already been

" defined. The total energy of the system is prescribed and a set of border conditions has been

specified.

Of the various computational methods which can be applied to this atomistic model.

“we will consider only two techniques: lattice statics (LS) [ Yip and Wolf 1989] and molecular
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dynamics (MD) [Allen and Tildesley 1993]. While each method is well established in its own
area of application, their combined ﬁsé in the study of materials constitutes a new approach
which we believe is capable of providing invalﬁa_ble insights. In what follows we will briefly
examine the physical basis of each method, indicate their complementarity, and review the

relative advantages and limitations of each.

MOQDELS

CARRY OUT CONSTRUCT

PERFORM COMPUTER APPROXIMATE
EXPERIMENTS| | SIMULATIONS | THEORIES

COMPARE

Figure 2.4 Connections between experiment, theory, and computer simulation.
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2.6.1. Lattice Statics (LS)

This is a method which enables one to determine the zero-temperature, relaxed, non-
vibration structure of the simulation system bjr minimization of energy. It has been widely
used in problems dealing with low-temperature structure, high-temperatur'e non-vibratian
structure and energetic of defects in liquid, amorphous and crystalline state. The basié of the
method is that: if it is désired that the confﬁguratior_i of éystem "be . an equilibrium

configuration, then by definition the force on any atom i must vanish in this con'ﬁguratidn:

E - i M av(r ) @8

U

In lattice-statics calculations, energy minimization is carried out by moving each atom in the

direction of the force acting on it by a certain amount. This amount can be governed by the
volume of the force acting on the atoms or, in simpler schemes, can be chosen more or less ‘
arbitrarily. The process is repeated until all forces are reduced esse_ntizﬁly to zero, i.e., below
some numerically small value. The system is then considered ' relaxed“ The configuration
and energy thus obtamed are the structure and energy of the system at T=0, since at zero
temperature the hlgher—order terms of energy vanish and the system is in an equilibrium
configuration. '- | |

Using steepest descent, conjugate gradienlt, or other minimizaﬁqn procedures, lattice
relaxation.can be c;axjried out efficiently to systematically study structures and energy over
a wide range of geometric parameters.' However, when the system contains an interface, it
is not sufficient to relax only the atoms. The border conditions may also need 10 be adjusted
in response to the atomic relaxations at the interface according to the internal stress and the

pressure of the system. - -
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26.2. Molecular Dynamics {(MD)

Thrs method, in its most straightforward realrzatnon. is a very srmple technique, Gwcn

the mteract:on potential and an initial configuration of N particles at tuue t, the resulting

" forces acting on each atom are calculated [Allen and Tlldesely 1993]. Newton equauons of

motion are then numerically solved for a small time interval At ‘under the assumptron' of
constant force, resulting the system configuration at time t-+At. In the limit At—0 the
solutlon is exact. The procedure can be iterated ad infinitum) \and the evolutlon ol' the
system can therefore be followed. In its simplest and most often used form, MD i is based

on the equatlons of motion derwed by the classical Lagrangian:

Noodiri(e) & L
-%Em ‘_\d,( ) L e
¥ 1> ' . . . '

3

where m; and r; are mass and position of the i-th particle, and V(r) is the interaction
potential; Given the initial couﬁguration of the a'torns and-the border couditions, these .
equatrons are mtegrated numencally to grve the future positions of the atoms at discrete
time steps The basrc output of MD cou515ts of the particle trajectones which constitute the
complete solution to the model system as formulated in classrcal mechanics. Through the
knowledge of how the system evolves in time, one can determine all of the eqmllbnum and
dynamrcal properties of interest [Allen and T’ldesley 1991, Ciccotti et al. 1987},

In MD all particles are displaced from one time step to the next in accordance with
equatJon 2. 7) Each particle, therefore, has an mstantaneOus velocnty and kmctlc encrgy
For the system one can define the instantaneous temperature as proportional to the total
kinetic energy, a quantity which fluctuates in time as the particles move through regions of
different potential interaction. It is through these fluctuations that entropic effects enter into

the simulation. Because of this property, MD is valid for classical systems at any
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temperature. In practice, the validity of the MD approach is limited to temperatures near
or above the Debye temperature of the materials. To ‘the extent that the interatomic
potential is specified for all interpar:ticle Histﬁhces,- the simulation is also valid for arbit-rary
deformation of the system. It is worth noting that in a classical system not only can the
simulation . be carried out at any~ten.1pérature‘ desired, but the system responsé to a
temperature change can also be studied. |

MD can be used to calcu]ate time averages of physical quantities of interest, or as a

‘ powerful m:croscope to examine in detall local configurations and typical atomic tra]ectorles '

By addmg a dlSSlpatlve term to the equatlons of motion, the method can also be used to
find local minimum in the potentlal energy. MD can also serve as a tool for studymg non-

equilibrium phenomena. Relative to lattice statics, MD can be regarded as 2 method for

~ determining how a model system which is relaxed at T=0 behaves at finite temperature and

external stress. The effects of external stress' can be treated either through the border
condmons or modlﬁcatlon of equatlon (2.7) by introducing an appropnate Lawranc:an‘_
[Andersen 1980, Parrinello and. Rahman 1981] By "behavior” we mean here’ both the
equilibrium properties such as thermal expansion and mechanical responses such as elastlc

constants. In the last several years, much work has been devoted to genemlizing the method

‘to different statistical ensembles. Such gén'eralizaticns are obtained by writing an ad hoc :

" Lagrangian, and then showing that the equation’ of motion obtained from it generates the

trajectoncs of the desired statlstlcal ensemble. For example, the extension led to constant

:‘ _ pressure MD [Andersen 1980] For such a system the Lagrangian is as follows:

dir; (r)

f\

4 1 aoy o
Zn; E V(irg) + 5 W(?-t- - PO 2.8)

o =

N] pmt

where W is'a coupling parameter which can be thought of as the mass of a piston, and the
volume ) becomes an additional dynamical variable. Today it is possible to study systems

Sy
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at constant temperature, strain, volume or pressure.

- However, in spite of all the possible advances in computer models and methods, and

computer speed, it seems that computer simulation in its atomistic form will not be-able to
' tackle a vast class of phenomena [Ronchettl and Jacucc1 1991 Allen and T:ldeslcy 1991]

those connected with materials scnence and engineering. There are ﬁelds which, dueto their

spatlal or statistic complications, need computer modeling: the range between lu and 100,1&.
is inaccessible to atomistic simulation. The physics of this range, which cannot be described
on a microscopic basis, and cannot be represented by statistical, mechamcs 1S now Lno\vn as
Mmesoscopic phys:cs Its complications are intrinsic, and-the contmuum repreaentatlon bl‘(:'lk\
down. The phenomena are similar to catalysis, corrosion and the-formatlon and’ mxgmuon h
of dislocations, grain bou'ndaries., n.licrofracture_s_ in that reouire modeling and testing, "
Computer simulation, in a new form, is exactly what can help to solve the pr:oblems. We
have learned in factrb_y now that simulaﬁon, in its double t'unet'iooof testing tli.eories and.
testing models, can give an invaluable support to the advance in"underetanding the ‘Wox'”ld'.
We expeet, therefore, that in the near future new 'teeh'niques will. be de'\}el'oped to bridge the
gap between the microscopic and macroscopic, and will promote a computer simulation of
materials at the mesoscopic level, as opposed to macroscopic and microscopic levels.

. Such techniques will be different from both macroscopic and microscopic appmaelleé.

-Comparing the ‘methodology of humerical- modeling of continuous bodies (as a field in

applied mathematics and engmeenng) and that of atomistic modeling of condensed matter

(asafieldi in solid state physics and statistical mechamcs) dlfferences in empirical mput and

~ founding equations are apparent. -

In finite element treatments of deformatlons of continuous bodxes the constitutive

properties of materials (e.g., stress vs. strain plots) are inputted into continuity and
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-conservation cquations. Mechanical properties (elastic and plastic behavior, fluid flow),

thermal properties (heat flow) and their coupling can thus i.;'_e computed.'CompIicationsean

N

N . .
be introduced into the models by geometrical and surface efects as well as by the presence

of regions characterized by different constitutive properties. .

In the atomistic modeling of materials, a]tematively, atomic interactions derived either
from the ﬁttihg of experimental behavior or from ab._initio celculationeare‘\ used in the
classical equations of the motion of particle assemblies. The resulting ecjuaﬁon of state yields

mechanical and thermodynamic properties of the ~material under'st__udy. Transport

~ cocfficients can also be computed by this method. Some complications such as ihterfﬁces and.

AR

board ¢an be mtroduced at the atomnstlc level.

© Atomic modelmg of matenals at the micron scale is ot practlcal however, whrle the

homogeneous continuum model is often inapplicable in real materials fmuch below the

millimeterscale. Furthermore, microstructure is often too complex to be described with the
introduction in the Finite Elements model of multiple different epatial regions. As a result,

materials science and engmeenng lack well-estabhshed computer modelmg and srmu!auon

-

methods pr eclsely at the length scale where mterestmg chemical physrm phenomena often

- oceur, lL.e., at the mesoscopxc level Surface oxldanon powder compactlon and smtenng, and o

plasma spraymg deposition | of coatings are further examples of unportaut processes related
to matenals where ‘mesoscopic phenomeua_appear. The properties of the_se materials are

irreducible to equivalent homogeneous models using statistical properties and _distribution

functions. This is related to the 'nonlocal; features of the network of pores; cracks and -

~

channels that are essenual to any useful description. - ST

Computer snmulanon at the mesoscopic level mvolves drops and grains as actors: Thelr .

mechanical and thermal properties (e.g., splattlng,'§olld1ﬁcatlon, heat transfer) become an

empirical input. The successive happening of stochastic events influenced by steric effects

and complemented by qualitative rules of behavior (which to decide the outcorneof -

i

ty
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mdwrdual events) are the constrtuents of a procedure rcplacmo continuum cqu'mons dnd

partrcle equatrons of motron in mesoscoprc srmulauon

2.8. Summar}’ . a _ S R o

From the foregorng revrew 1t should be apparent T.h'lt the two atomxst:c simulation

methods at both the atomrstlc and mlCI‘OSCOplC levels have an mttmate mterrelatron that can

be explorted in an mtegrated approach to modehng complex systems such as mterf'rce. Wlnlc '

_such an approach entaxls consrderable eﬂ‘ort m nnplenentatron, the benefit is. .uso :

temperature to melttng, mcludmg the effects of e.\'terml stresses apphed to the system at

both the’ atomrstrc and mxcroscoplc Ievels.

o

The goal of this work is to develop an mtegrated model for mtergranular fr'tcture at

- of polycrystalhne matena]s in order to 1mprove fracture toughness of brittle polycryst'tllme: |

- ) \_ —\ - ~ '

~

matenals through optlmrzatlon and. controI of the GBCD R ' e

,4“‘ .

.\\\\ : I ‘ N
N [ -

-
s

L
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)

e
.
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substantral m that it enables one to take advantage of the umque capablhtles of each ot tlu. s

‘ two methods in' a systematrc mvestrganon of structure property correlauons from zero -

.._both the atomrstrc and mtcroscopxc levels which can be used to analyze a. role of gmm C

_ boundary character distribution” (GBCD) texture, and mlcrostructure in, tracture resistance. &

A1



CHAPTER 3: |
COMPUTER MODELS AND SIMULATION METHODOLOGY

As described previously, an integrated computer simulation of intergranular fracture Tequires

a set of computer models and simulation methods to calculate the 'mteraction between atoms, to
describe the motion of atoms and bi-crystal system, to relate this motion to macroecOptc
quantities that are to be computed and to describe the mtcrostructure of polycxystallme matenale,- '
among other funcuonb The purpose of thxe chapter is to describe the principal phyetcal modelb
lcmd computational techmquee usecl to’ stmulate the behavior of mterﬁranular fracture Whlch
include the EAM functtons gram boundaly model tnitial geometry of oram boundary‘ grain
boundary structure and energy, consta.nt etram molecular dynamxcs, mlcroetructure (Monte Carlo

: \lmulatton) and. the Markov cham fracture model

3.1. Embedded Atom Method (EAM) o ‘ _ L -
In the embedded-dtom method (EAM) [Daw dnd Baskes 1984 Fodes et al. 1986], the total -

| energy of a system of atoms is given by/ equatton (7 4). py;is the background electron denetty
at atom i due to the Test of the atoms in the system thoughth of as the host and E(Pm) is the -
_ embeddtng energy of placing an atom mto that electron density. (b (r) is a short-range mtemctton
'repreaentmg the core-core repulbton and 1y is the distance between atoms i and J. The. electron‘

. density p,;is approxtmated by the superposmon of atomlc denSIty Wthh was gwen in equanon
B .5). py(n) is s the atornic electron- densuy due to atom j-at the dxstance T from the nucleub. o

- The par interaction term d) (r) is purely repulswe Analys1s has shown that the pau' _'

. mteract:on between two d:fferent qpecxes can be approxtmated throuch the ueometnc mean of

the patr mtemctton for the mdmdual spec1ee [Runmer and Cottrell 195‘7 Abrahambon 1964,

38
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1969]. This observation, along with the Coulombic origin of the pair interaction term, suggests

expressing the pair interaction between atoms of types A and B in terms of effective charges as:

bu(r) - LI D e

r

.
N

The eﬁ'ectrve charge Z(r) ls constramed to be posrtwe and to decrease monotomc.tlly with

E mcreasmrr sepamtron and can be assumed asa stmple parametnzed formas follow\ [Foﬂes etal.
| 1986] |

__;a‘:r)'=z;t1+*ﬁr“)e*ﬂf D

The value of Z‘J will be assumed to be gtven by the: number of outer. electrons of the atom dnd _

cc B v are three parameters to be determmed Emprncally, 1t was found that the’ chorce V= =]
Ieads t0 a good representatton of the elasttc constants for Ni a.nd Al whtle v-'? worked better

for Cu. _ | -
The atomic electron densrty is aSsumed to be well presented by the sphencally avenged
free-atom densnty calculated from the Hartree—Fork theory by Clement1 and Roe:*r [1974] :md‘

McLean and McLean [1981] Thus the atomrc electron denstty p(r) m EAM is computed from

- [-Iartree—Fork wave functtons by

p(r) = N;p,(r) fM,p,,t;—r)pr,,‘trJ SN -(3'.3)'

where N‘, N, and: Nd are the number of outer s, p: cmd d electrons and p,, pl,, and P., are the

densmes associated with the s, p and d wave functrons The total number of S p. and d electrons

s ﬁxed to be the number of outer electrons of the atom Le.: : ‘f O

M.t;\;,t%;%u L (3.4)

There are wave functions available for different atomic configurations, i.¢; different.occupations
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of the s, p and d orbital. The configurations used in the current calculations are indicated in Table
-3

Table 3.1 Fitting parameters defining the effective charges for pair interactions and
atomic electron density. Here, Z, is the number of outer electrons of the atom;
&, B, and v are three parameters; N, N, and N, are the numbers of outer s,

p and d electrons (N,+N,+N,=Z,);. R, is the potential cut-off.

Z, a B v N, R, .Ato_mic Configuration
Cu | 11.0 [ 17042 |0.1806 |2.0 | 1.000,[4.95 3%
Ni | 100 | 1.8813 [0.8607 | 1:0 | 1.516 |[4.80 . 3d4s
Al | 3.0 | 13680 | 04550 | 1.0 | 1.645 {550 | +  3s%3p' -

The sphencally averaged s, p and d electron densmes are computed by [C!ementl and Roem

J\: f . .
Pal 1) |z GR(O) P (m=s, p, d), - - (33
:‘\n\ o .
and -
BN | ST
R = L8IT  peever o g

1
[((2n;)1] 7
where i, nl. g and C; for Cu, Ni and Al are hstcd in 'I‘able 32

To derive a pair and three- or more-body interaction exprcbsmn from the EAM funcnom,

we need only look at the embeddmg energy, since the core-core repulmon term is already in the
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desired form. With a small distortion of the lattice, each atom will experience a slightly different *
electron density. The embedding energy can be expanded in the small difference and can then

be written as the sum of effective pair interaction” Y (r). Where the effective pair potential §(r)

is given by [Foiles 1985]:

W) =

1]

[S(r) +2F Cpg) p(r) + F " (pe) [P()]) e

where p, is the average host electron density. - S .

Table 3.2 Parameters i, n; £ and C; used to calculate the atomic electron denéit_y_ '

- for Cu, Ni and Al [Clementi and Roetti -1974].

| Cu NP B RN
Pn | E A e EAY | G i ofm | & (A G
4s _ ‘ o 3s : R
1| 1 |56.70862 |-0.00333 |54.87048 |-0.00389 1 | 'l [26.88495 |-0.004512
2| 13975909 |-0.02322 | 3847143 |-0.02991 |2 [ 1 [:20.26940 -| 0.08395
3| 2 (2733830 |{-0.03356 |27.41786 |-0.03189 |3 | 2 | 9.45544 |-0.11622
4| 2 |21.63680 | 0.13085 |20.87506 | 0.15289 |4 | 2 | 6.86205. |-0.18811
5| 3 1170368 | -0.15333 | 10.95340 | -020048 |5 | 3 | 3.35230 | 0.54265
6 3| 771895 |-0.04224 | 731714 |-0.05423 |6 | 3 | 2093175 0.55020
7| 4| 379376 | 041432 | 3.92519 | 049292 3p |
8| 4| 195931 | 0.69833 | 2.15217 | 061875 || | 2 | 13.62079 | -0.04475
3d 2 | 2| 690531 |-0.14977 |
1| 3(12.84005 | 0.44720 | 12.67158 | 042120 |3 | 3.| 3.17994 |0.26788 | . ;.
2| 3| 522561 | 0.69683 | 543072 | 0.70658 |4 | 3 | 1.72685 |0.80384 .
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Finally, for the sake of compntational efﬁcieney, the atomic densities and pair interactions
are cut off at a distance R.. That is, both the effective charge, Z(r), and the atomic elec&on
density p(r) are set to zero beyond RL., and within R, a -constant is added -so that the functions
g0 to zero continuously at the cutoff distance. "I‘he cuts off R, for the different metals that are
listed in Table 3.1 {Foiles 1992). ) ‘

In the above assumptions, there are three adjustable parameters: o, B and N, needed to

* determine the pair potential, atomic electron densuty, and embedding funcnon for each matenal

: These have been determmed for the elements Cu, Ni and Al so as to yleld the elastic. constantb

and vacancy-formatxon energy for each matenal ‘Note that due to the definition of the

embedding function in-terms.of the equanon of the state of the pure materials, the ethbnum

lattice' constant, sublimation .energy, bulk modulus ‘are guaranteed to be correct for the pure
materials. The detailed fitting processes for EAM are described in the Appendix. “ |

The parameters denved from the ﬁttmo to deﬁne the palr mteracnone and electron are .given

ln ‘Table.3.1. The prOpemeb used in the fittmg proces> are listed m Table 3 3 The resultmtr
) embeddmg mncnons F(p) and embedding energiés E as a functlon of background electron
~ density p for Cu, Ni and Al are shown in Flgures 3.1 and 3.2 The effectwe pair interaction as

a function of distance r for Cu, Ni and Al at room temperature calculated form above equations

are presented in quree 3 3 and- 3 4.

The calculated valueb for elastic constants and vacancy-formanon energy of pure metal are

-"compared with the expempental values to which they, were fitted in Table 3.3. In general, ‘the

agreement between the fitted and experimental data is quite good. The poorest agreement is for

shear modulus Cy of Al Note, however, that this work is primarily'concemed with Ni;Al and,

- as 'will be sllown below, the elastic constants of that alloy are reprodnced quite well. The

vacancy-fon'nanon energies accord well with the expenmental estimates. The typical difference
is approxunately 0.1 eV and is in no case larger than 0.2 eV.

The elastic propemea of the alloy are important to the mechanical behavior of the materials.
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EAM
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. . Figure 33 : Effective pair potential fo_f Cu and Ni caléulated-using EAM furicﬁoxis.
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" . Figure 3.4 Effective pair potential for Al calculated using EAM functions.
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Therefore, comparison of the elastic constants computed from EAM with the cxpcrimcmzﬂ values
is a crucial test of the EAM functions used here and a good indicator of their predictive value.

We have thus calculated the elastic constants of Ni,Al which are also listed in Table 3.3. The +

~

agreement between the calculated ela\nc con\tdnt\ and expenmemdl values is quite good and

again gives confidence in the rehabxhty of the EAM funcnon\. We have also calculated the

equilibrium lattice constants, sublimation and vacancy-fomlanon energy. of NiyAl which also

agree quite well with the expenmental data.

Table 3.3~ Calculation of values and experimental properties 3 for Cu.. Ni, Al and Ni,A‘l used

to determine the EAM functions: \.quxhbnum lattice constant:- A bubhmcmon enerw Emh, bulk

modulub B elastic constants Cn, Cp, Cio and vacancy-formanon em,rgy ExL

Ni;Al =

Cu N ""Al‘ _,

Exp. | Cal. | Exp. | Cal. | Exp. | Cal. | Exp. | Cal
2y (A) 3615 | 3.615 | 3.524" [3.524 | 4.05* | 405 357" | 3552
Egs (€V) 3.54" |354 445" |445 |358" [358 |457 | 4488
B (10" ergsfem®) | 1.383° | 1.383 | 1.804° | 1:804 | 0.813% [0.813 | 1752 | 1.786
C,, (10" ergsfem?®) | 1.70° 1.674 | 2.465° |-2.403 | L.12* 1.046 |2.302 | 2421
Cix (10" ergsfem®) | 1.225° | 1.238 | 1.473% | 1.505 [ 0.66% | 0.697.| 1493 | 1.469
C,s (10" ergsfem®) |-0.758° | 0.761 | 1.247° | 1.268° 0.28% " | 0.474 | 1.316 | 1.302 )
E/ (V) 13¢ (127 |16 |[158 |07* " [066. | 1.6 | [.58(Ni)

" s |

% Experimental data are obtained from the following references: [* Ashcroft et al. 1976, " Smith

1976, © Simmons et li.ﬂ. 1971, ¢ Balluffi 1978, ° Wycisk et al.. 1978, ' Fuchs 1936, *',j_Englcn:. etral.. A

1970, " Hansen 1958, ' Hultgren et al. 1973, Kayser et al. 1981, Foiles et al. 1987, k Warig et
gr , \

al. 1984]. .
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3.2. Border Conditions

Computer simulations at the atomistic level are usually performed on a small number of
atoms. The size of a system is limited by the avm‘lrible stordge on the host computer, and, more -
crucially, by the speed of execution of the program. The time taken for a double loop used to
evaluate the forces or potential energy is proportional to the square of the total _ﬁumber of atoms.
Because the forcelenergy loop almost inevitably dictates the O\rerall speed, smaller systems will
always be less expensive [Allen and T:lde:.ley 19911 A -

By its very nature, a. grain boundary system is compobed of two coupled reﬂlon:s‘ the grain
boundary core and the surrounding bulk regions. Itisan mherent difficulty in atorrb:strc modehncr

to formulate proper border condmom so that (i) the size of, the simulation celI can be kept to a

minimum without allowing the grain boundary core to be perturbed artificially by the action of o

the cell borders, and (u) the response of the bulk-surroundmns to nram boundary'behavror 1s

treated reahetrcally In simulation studies ot‘ grain boundaries, blcrybtal modela, are ueed in wluch .

. a plandr mtert‘ace, infinite in extent in two drmemrom is represented by a finite blmulanon cell

with border conditions whrch are penodrc in the two drrecrrom» annﬂr the ‘inferface (the X~ and

y-borders). “This is the’ proper repreaentanon of a eoheren_t brcrybtallme 'mterface in whxch the

atomic configuration is strictljr periodic afong the direction parallel to the plb.ne of the interface,

[Lut\ko et al: 1988 1989]..

_For an 1solated interface, ane: ~wh|ch is embedded in rwo serm-mﬁmte bulk 1deal crystals,

- two-dimensionally penodle border conditions i in the two directions parallel to the mterface are

clearly appropriate [Lutsko et al 1988). This ernbeddmg is accomphshed by\ surrourldmﬂr the grain '\
boundary core, denoted as Simulation --BOX in Figure 3.5, with two serm-mﬁmte bulk ideal
crystdl\ denoted as Crystalx T and I Wrth the: same two—dlmensmnally renodrc border

condmon\ applied in the directions X and y‘to both Srmulauon BOX and Crvstals I, O, the

system lm.s no free surfaces. When thermal motions are f.omrdered in the’ w.ctlculatlon, the
. : \\\'
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-

Simulation BOX and Crystals I, 11 treatment together with two-dimen_sioﬁl.tly periodic border

conditions is still appropriate. -

E Crystal I. s
I ,
‘ l o Y KA
|Strzulation | ) o Y
oo besoxo X
S NGRS R TR -
AT T T = o
R S B AR =
< 4 | g N e

| // Crystal |

‘Figure 3.5 “Schematic diagram of the grain boundary simulation method. -~

In order to handle penodxc border cond:t:om when a pamclc crosses. onc of‘ lht. bord:.rx '

( _one usually switches attennon to’ the lmage partxcl\. entenno the border by x:mply dddmg the box »

Ien«th to, or subtractmc box: length from the appropnate coordmatc Oné mmplc way to do tlu. :

computer code [Allen and 'l"IdesIey 199l | for two-d:men.slonally border condmom in: FORTRAN B i

is to use arithmetic funcuom to calculate the correct number of box lengths to b<, addcd 0r.“‘ '

subtracted:
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RX(l) - BOXLX * ANINT ( RX(I)./ BOXLX)
RY(I) - BOXLY * ANINT ( RY()/ BOXLY)

RX(M)
RY()

(3.8)

n

where the RX(I) and RY(1) are the x and y coordinates of | atom, the BOXLX and BOXLY are
the box length in x and y dtmenstons The function AN INT(X) returns the nearest integer to X |
conver‘ttnrr the result back to type REAL. The mmtmum 1ma=re convention can be coded in the
same way as the periodic border adjustment\ )

One of the major ltmttattons on the use of periodic border condttrons is that the pertodtc i

~ vectors cannot be updated 1mp1:crtly as a byproduct of the atomic motton Due to the penodtcttyu '
o at the borders, there can be no net force exerted w‘ntch would tend to modtfy the overall stze or ~ .

. shape oi‘ the cell. Every t‘orce felt at. the border is countered by an equal and opposrte force from .

the I‘lt‘,lgthI‘m“ ceIl The end result 1\ that the borders expertence no acceleratton and are. -

therefore tmmobde. Because the . borders are locked oy opposmcr forces there emsts the

“'posstbtllty that unwanted tt not urtreasonable stresa thl be developed Wlthm the computattonal '
Seell. To allevrate thls problem Daw et al. [1985] have employed a scheme by whtch the borders

-are made. dynamtc and are adjusted spectﬁcally as to equate the stress state of the cell wrth a

gtven state The borders are made to move in accordance wtth a ‘force” proporttonal to the

o dtt‘ference between the actual stress observed in the cell and the stress being apphed' there. To '
“apply- thts dtsplaccment both the border vectons and the atom posmons are modtﬁed by a stram
2 tensor on every step. The stratn is proportronal 10 the stress tensor components and the time step '

-\tze as fOllOW\

e (A Sy
. 8}-}. o= _lf__—___:_ . r - X.

i

ey

where r: is the uth component of the boundary stratn, oy s the iith-component of the stress:

R tcnmr Ati is the time \‘tep lencth and mi;is a "border mass”. (Typically, m', is about 10 particle
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masses) [Lutsko et al. 1988].
Unlike pericdic border conditions, and in contrast to the condition of a fixed z-border, the

method for treating the z-borders at finite temperatures in a less-constraining manner

accommodates dimensional changes normal to the interface as well as tt'tn\‘lationul motions

parallel to the interface plane. This method also makes use of the Stmulanon BOX and Cty\tttl

I I conﬁnuranon shown in’ qure 3.5, where in the Stmulauon BO)\ the .nom\ are treal:.d

_explicitly, and Crystal I, I consists of two semt-tnﬂmte ngld blocks of atoms held fixed at their
ideal-crystal positions which are changed only when the lattice conétant is chanﬂed for example. :
when the temperature 1\ changed. The novel feature is that the ngtd block\ dl‘t. allowed to move

" . by translations parallel to the interface plane, such mottoms bemw detemuned by the torc exerted -

on the blocks across the Simulation BOX and Crystala 1 i border\. and by the pressure t..\t.ﬂt.d
on the blocks by the mmulatton Box, as well as by the apphed stress. on the blockx. Thu\, the

2 movement is treated in the usual manner meg the Pamnello—Rahman method while e.tch blocI\

translates in the x—y plane as a single pamcie W1th effectwe mass. This bOfdt.l' is also made _

dynarmc and is adjuated bpec1ﬂcally as to equate the stress state in- wlnch the stress tt.ns‘or is

calculated with Simulation Box and Crystal [, O, plus the applied extema_tl stress along tht.' zf

direction. Thus, the strain in z-direction is given by [Daw and Foils 1985, Lutsko 1988]:-

. o (on e, (an®
= 2m*,

(3.10)

.‘ ‘1

where o, is the applied external stress along the z-direction.. If there is no appliedextemzil" stres.s

along the z-direction, an equilibrium state of interface can be approached, otherwise the fracture .

Lehavior of interface can be simulated.

Applications of the border conditions to grain boundaries at-low and high temper_atures have

given satisfactory results,

.
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3.3. Initial Geometry of Grain Boundary‘

In symmetrical grain boundaries, by definition, the grain boundary plane normal represents

the same set of crystallographically equivalent lattice planes in the two halves 'of the bicryQtal

This condition reduces the number of the macroscopm degree of freedom from five to only three '

Let us now conalder what type of symmetrical gram boundary can: be ﬂenerated by \ystemancally
varying the three degrees of freedom in the rotanon axis n and mmonentanon B In cubxc cryatalb
the rotation axis n may be ﬂlven in terms of the Miller indices, <hk1> accordmﬂr to [Wolf 199"] _
n.=(b2+k2+!3) '5 k S - G.11)
' / : , -

~ .and all relevant geometrical parametors may be expresséd in terms of the h k and 1 associated o

with a given plane. With <hkl> thus ﬁxed the only degree of freedom left is the rotation .

onentatlon 8. Rotation by an arb:trary value of 8 nenerally produceb a grain boundary with a

much larger unit cell area. For the special angles of 8 = 180°/n + ke360/n k=1, 2, ..} the. '

stacking sequence on one blde of the grain boundary plane is mverted with respect to the othe.r

and the symmetrical grain boundary on the <hkl> p]ane is ‘obtained. For- sunphcxty,fa” ,

three-dimensional CSL is generated by a _rotanon vector k, = <xyz> about <hk1> plane with the

misorientation 8 given by [Wolf 1992]: < o2t : N oA

1o} -
o

g;p_taﬂ-l("j";u’zﬁkz?f) ) - P G612

24

and the parameter Z-given by:

//
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. D= xte(a? '-,kz "12'))’2-. o S -_(3;13)11

lt the equauon 3. 1‘3 yrelds an even number it muat be drvrded by two,: nnd repc.at\ untnl an odd

I IR -

number reault\ :

Table 3.4 provrdeb a h\‘t of conﬁnurauon of xymmetnc t\\'lxt ﬂrnn boundnry tor <001>

- <011> and <11 1> rotdt:on axee. k, is the rotatron vector :md B is the mtxonentanon of gmin -
bo.tndary NOte that symmetnc twist gram boundarrm wrth that \d‘ue I of about one rotauon‘ S
_ _a.xrs have the same configuration, even if their mreorrentatron\ are dttt::'cnt. As we mdrcuted

earher a bymmetnc grain boundary can be deacrlbed usin g only rotatton axis and nu\oncnmtnon .

) (ot rotatron vector) HOWCVC(, in Table 3 4 a full de.\cnptton wluch is u\ed in our snuul'mon AN

given. 'I‘he total number of atoms in the Simulation BO‘t is preeented by NRb, and the atoms in -
both the Crystalx [ and I boxes are presented by N,, Therefore the total number of '|torns in our

_,-.-\

s System is (NR,,+Nb) A detatled arranﬂement in the x, Y, and zZ dtrecuons is gwen by n,, n,, and

»
n, which mpment the number of Iayem in ‘each direction. Thue N n ny L and e..ch layc.r
along the z direction have nn, atoms. For Cryatal [& II n,; presents the number of layer\ along

“the z direction, and thus we ‘obtain NB n, n,,"‘nrB Thn, table bhOW\ that the total number of
atoms in our system is about '7400 4700 y : )

. The compound Ni;Al has a LI, crystal structure a denvattve ot' the Face-centered CUblC (lcc)
crystal structure. thure 3.6 illustrates the crystal structure showmg the ordered arrangement.s of ‘ )
atoms for Ni;Al compound, Al atoms going to the cubrc corners and Nt atoma gomg to the t'ace s
centers [Hansen 1958]. Therefore, symmetric' grain boundanes in Nr,,Al have drfferent gram"' |
boundary compositions which depend on the rotation axis. 'I‘he grain ‘boundary compomt:on can
be descnbed by the Ni percentage of the first layer on- each side of the grain’ boundary /c/yr'/’“\\\‘\
namely 50/100 or 75/75 grain boundanes “The 50/100 grain boundary indicates one layer, ‘NiAl
and one layer Ni on each side of grain boundary core, and the 75/75 grain bomdag,mdtcate.\ |

both layers on each side of the grain boundary core are Ni;Al. There are other possible

o~
A=y
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~ 8°is the misorientation; N, are the atoms in the Simulation Box and: ?NB are the atoms @
“in the Crybtals 1&1 boxe\s, (N +2Np) are the total number of atotns in system. n,, ny,"

~ n,are the layers in the x, y, z directions (n,*n,*n -Ng,,), 2n,y, are the layers for static atoms
“in the z dlrecnon (n*n,’ *nn=Ng); C (N13A1) represents the structure of grain boundary

core in Ni,AL. The 50/100 grain boundary is one layer NiAl-and onc layer Ni, and the

5/15 gram boundary is arranged by the same kind of layer NL;AI

Axis | E't kr e "N;br | 2Ng |'n, ['ny'| n, | 205 | C(NGAD |
<001> | 5 .| <130>.] 36.87 | 2340 | 900 |30 | 3 |26 | -10° | 507100 |-
o cof<os [s33 ) cf  f e
<001> | 13a | <IS0> | 22.62 | 2704 | 1040 |52 2.[26].10 | 50/100
.. [<230> [ 6738 | S SR
<001> | 17a | <140> | 2807 |
Joo [ <3350> |- 61.93 R [ EE
<011> |- 3 | <120> | 7053 | 2496 | 960 |24 | 4 |26 | 10 | 50/100
| o r<ites w47 | |
<011> | 9 | <140> | 38.94 | 2808 | .780 |26 | 3 {26 | 10 | 507100
- Cof<ros (1406} T e
<OL1> | ‘11 .| <I130> | 5048 | 3432 | 1320 {33 | 4 |26 | 10 | 50/100
- o es2es (12983t - o L o o
{<0Ut> | 176 | <230> | 86.63 | 1768 | 680 |34 | 2 |26 | 10| 50/i00 |
-l I<340> [ 9337 | S R B 1
<011> | 19a | <160> | 26.53 | 1976 | 760" | 38
‘* |<310- 15347 -1 R :
<Il> | 3 | <I130> | 600 | 2496 | 960 | 12| 8-|26| 10 | 7515
[<roo> | 1800 B S SR
<lit> || 7 | <150> | 3821 | 2912 | 1120 | 56
s [<n20> 18179 |- < |- - ]} ,
<310> [ 15821 | -
<l11> | 13b | <170> | 27.80 | 2704 | 1640 |52 |
| ' <350>.[ 9220 | =

tJ
e B
&% 1

1768 | 680 | 34 |

il

[{®]
D
el

(R
b
o

()
B
(=2

i}

| - f<210> f14780 (. | O P P I B
<111> | 19b | <I40> | 46.83 | 1976-| 760 |76 | 1.|26] 10 | 75775
P <370>%] 7317 | | 1 Lo

|~ <510> | 166.83 -

110 | 7575 |

10 |- 7575 |7

0 | soog |- . -

)
"xl.i

10| 5000 |
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compoutlon\ for N11A1 however in the prcgect we conxxder only SO/ 100 and 7‘5/7% &,mm

borndaner\ ST oL ERPINI

@x

. S ~ Figure 3.6 Ordéred crystal stru:btnre?of NGAL
B L Table 3. 5 grves a Ilst of conﬁguranons of symmemc nlr gram boundary tor <001> 'md {:’: B
| <011> rotanon axes. Note Lhat for symmetrrc tilt vraln boundaneb w1t11 the same }.. value of
about one rotation axis the conﬁguratlom are dlfferent when therr mlsonentanons are drfferent

u/"""_'
From Table 3 4 and 3.5 wecan now see that the total number of low L;gmm boundanee.

'y I

Whlch are mvestrgated in this project 28 o S -
_ _ : .;r
) T o ':\_\ . : \ _
z3 Twin Boundary . = -’,.,r‘;_“.;\ R . : ‘ =
AN .

I3 twm boundary is a partlcularly spec1al grain boundary in polycrystallme m1tendl~.
| becau:.e the mterfacnal region in a 23 twm boundary has a etructure ldentrcal to that oﬁ the ld!:dl

lattice. The grain boundane> preferennal]y ahan themselves wrth a common [ 1 l ) plane of both

crystalz. to form what is called a coher‘ i twin boundary whlch coherently mverta the reguldr
. X, -
. stacking sequence of cIose—packed { 1\1 1} Idyer:. at the twin boundary plane. Sirice the nearest and’
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Table 3.5 Configurations of symmetric tilt grain boundary. Here k, is the rotation vector.and 8° .
is the misorientation; N, are the atoms in the Simulation Box and‘zNB are the atoms in. -
the Crystals [ & 11 boxes; (N,,*2Ny) are the total number of atoms in system. n,, n,, n,
are the layers in the x, y, z directions (n,*n,*n,=N_); 2n, are the layers for static atoms
in"the 2 direction- n,*n *n,_B-NB), C (N|3Al) represents the structure of grain boundary
_ core in Ni;Al. The 50[ 100 grain boundary is one layer NiAl and one layer Ni, and the )
7575 grain bounddry is .manged by the same kind of layer N13A1 - S

o

Axis | = | k,. 80 | Ny 2Ng |n | iy |0, | 20y | C (NAD
<001> | 5 .| <130>f 36.87 | 2448 | 960 | 6 {8 | 51 | 20 | 50/100
<001> | 5 | <I20> | 53.13. | 2616 | 960 | .6 [ 4 109 40 | 501100, |
<00t> | 13a | <150> | 22.62 | 2616 | 960 | 6 | 4 | 109.| 40 | 50/100
<001> | 13a | <230> | 67.38 | 2616 | 960 | 6 | 4 | 109 | 40 |- 507100 |
" <001> | 17a | <140>| 2807 | 2616 | 960_'.' 6 |4 (1091 40 |° 501100, |-
L <00t> | 17a | <350> | 61.93 | 2616-| 960 | 6. |4 | 109} 40 | 50/100
Q <01t> | 3 | <120> | 7053 7 2592 | 960 [*6"|.16.| 27| 10 - 75/75:‘:;* T
| <0l> | 3 | <110> | 10947 | 2616 | 960 | 6 | 4 [-109 [.40 | '50/100-
| <0l1> | 9 | <140> | 3894 {2616 | 960 | 6 | 4 | 109 | 40 | 'S0/100 | :
<0l1> | 9 |-<210> | 141,06 | 2616 | 960 | .6 | 4 |109 | 40 | 50/100.
<o |1 '- <130> | 50.48 | 2640 | 960 Tels 55 20 |2 775775 X
_f"f- [<ou> | 11 [<320> [ 12952 2682 | 900 [ 6 | 3 149 50 | sor100
| <o11> | 176 | <230>| 86.63 | 2616 | 960 | 6 |4 1109 | 40 | 507100
: | <011> ] 17b | <340> | 9337 | 2604 | 960. | 6 | Z 1217 | 80 | -50/100
<011> | 192 [ <160> | 26.53 | 2604. [ 960 | 6 | 2 |217| 80 | 507100
" B <011>"| 19a [.<310> [153.47 | 2832 | 960" 68159 20 | 507100
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next-nearest- newhbor coordmatlon is unchanﬂed the enerwy of a coherent twin br'undt.ry is very

~

small. Asa consequence coherent twm boundarte‘x are vmudlly \tr'unht and I't‘.]dtl\'t.l\' unmobtle

—

- 23 grain boundartea. that are not parallel to a {lll} plane in. both 'tdjacent cry\tdl\ ttre temted _

- tncoherent 23 twm boundanee, whlch occur for example where a twm Iamclia end\ w:thm a N

~grain, or at. steps in a coherent twin boundary A ~.pecxal case is where, the boundary pl.me
' comcnde.s w:th a comrnon {211} plane of both crystal:., whlcn ]ay\ norrnally to the pla.ne ot tht,'

- coherent twm boundary, which is referred to as the symmetnc mcoherent twm boundary

LI <Ly sl
B4 v m o
3 . . . C. =60 ( (T Ty ) (
A e B
g B B A
c AL c |
ideal  unstable (111 =0
~erystal —  twin 0 . twin
L=l ¥=3" = L=3.
N CY B € '('C)

Figure 3 7 Generatlon of the (111) twin boundary in fcc as a 60“ twist bounddry __
_(2) Three-plane ldeal-r.:tystal stat:kmtr of (111) planes; (b) a 60“ twmt rotation ot' the :
lower half of the ideal- crystal leads to an inversion of the qtackmg sequence;
(c) translation parallel to the grain boundary plane (such that C B and hence B-A
and A ~ C) avoids the energetically unfavorable configuration in (b) by the fatmhar

. | stacking in which C is a mirror plane [Wolf 1992].
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Fi gnre 3 7 shows the’ generatlon of the (11 l) twin boundar'*-r in fcc as a 60° tw1st boundary
l"or (111) planes, the perfect crystal in Figure 3.7(a) is inverted into the symmetric tilt. grain-
boundary in Figure 3. 7(b) by a.60° twist rotation of the lower half of the ideal crys?a_ whmh is
an unstable twin grain boundary. A translanon parallel to the gram boundary plane}‘such that C-B

(and, therefore, B~A ‘and A-C) yield the famﬂlar coherent ‘twin conﬁguranon in Fig. 3.7(c).

34. Detu'mmat:on of Pressure and Stress Tensor - | _
The pressure of a system can be obtamed from the ‘general. expressnon [Hansen and

McDonald: 1976]:-

L ‘ : ) - T
™.
N

tn this expressnon nis Lhe total atomlc number densny, kg is the Boltzmann constant T is the

.”“\

| absolute temperature, Eis the internal energy of the system, Vis the volurne and the denvatwe
reters to the change in energy due to a uniform expansmn of the system The angular brackets e
refer to an average computed ata constant. number of partlcles and temperature For EAM thls

' expression ylelds the follov'.nntr results for pressure [Foﬂes 1985] R

P~ nkg T- "3_<,E=, [F(p,) pJ_(r,J) 3¢ (;_;)]r,;) 619

where N is the total number of atoms, r; is the separation of atoms i and j. This choice for the

pressure of a system does not make the actual ca]culauons \wth this method swmficantly more

computer intensive than the use of paxr-potennal models.

The internal stress tensor can be calculated by the expression [Ray and Rahman 1984]:"

-
S
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Py = I_V E .Ea_r_’:q. z;’ Xop i A - S 66
where p, is the momentum componente, m, is the mass of a parttcle Kap, is the vector lcmtmma
and b of length r, and V is the volume contammﬂ the N pamclea xab is a \calar quanmy
dependmg on the distance L deﬁned..aa [Ray\ and. Rahman- 1984].. o
Loawn

Fa Oy °

R

where llJ(r) is the effectwe pair potenttaI (Eq. 3 7) The first term in Eq 16 ytelds the lmtettc 3 :

- component of the btl‘ESb tensor and the aecond term repre:;entb the force contrtbut:on 10} the \trem'*

tensor. Thlb expresston gives stress as the strain denvatwe of toral energy

I

35 Grain Boundary Structure and Energy

The central question in- the study of gram boundary phenome la concern:, the cotrelatlon |

between structure (neometncal and chemical) and the related propemeb of mterface matenalzs

.,

[Yip and Wolf 1989] The unraveling of thlS correlatton for dtt’t‘erent propert:eb and the

understandmc of the underlymg causes prebent not only a challenge but also an opportumty for =
atomistic simulations, parttcularly in view of the enormous expenmental dtff’ cultxee in mea:sunng |

local propertle:. near gratn boundaries. In recent years, lattice-statics relaxatlo't method.s have -

e

been used rather buccessfully 1o unravel the correlanon between the ﬂeometry and energy of gram :

boundary enerwy at zero temperature.

The comprehensron of the relatlonshlp between the structure and energy of gram boundaries E

has been a subject of considerable interest for the past two decade.\ [Yip.and Wolf 19891. Until

recently, an important problem with the simulations of grain boundaries in metals had to do with

the fact that the volume Vexp'an'sibn at the grain boundary, arising from the destruction of perfect

AU -

S
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stacking at the gralh boundary, eannot l)e_ satisfactorily taken into account by using pzur
potentials, This volume'expansion gives an anisotrooy and local-volume dependence in the
strength of the interaction between atoms in or near-the grain boun.clar'y regiou 10 mal}y-body
effects near the grain bou_lyugl‘ar}"-l With the recent availaollity of volume depen_denr tj:p_e mauy-body_

potentials, such as‘emlilzddel:l—atom~method (EAM), it is now possible to incorporate these local-

. volume effects in'a more satisfactory manner at least in a semi-empirical way, and thus better

take into account the ihhomogeneity of grain boundary systems. The grain boundary free volume\\_
at the grain boumlary can then be predicted with some degree of rel_iability. e

3.5.1. Grain Boundary Free Volume

Grain boundary free volume (or excesa volume or the gram boundary expanston) is mmplyr  -
defined as the difference between the volume ofa brcrybtal and that of a’single crystal contammw
the same number of atoms [Mehta and Smlth 1993] Thermoclynamrcally, the free volume ofa.
gmm bounda:y can be deﬁned as a parameter expressmg the change in volume of a

polycrybtallme matenal with grain boundary area (A) at constant temperature pressure, number

. of atoms, n, and compomtlon x. It is convenient to express gram boundary free volume as the

extra volume per unit area of the grain boundary plane, associated with a unit cell spanning the
boundary. Hence, grain l)ouniiary ﬁ'ee volume has the linear dih‘leusioné [l‘vIehta and Smith 1993):

EY-1% \ S .
AR , ' S - (3.18):

-~

To facilitate comparisons between different materials, the free volume may be expressed in units -

BRAR S . AU
z a . . :
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7 planee as:
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where da is the rigid body tran.slauon mea\ured panlh.l to the grain boundary plane normal. and
- : Cor N

N -

Another measure of the mam boundary expansion is the relauve dt\pldcemem of thc. two-
atomic planes cloae to the trram bounddry Therefore fora symmetnc ttl. boundary wrth mdmt,:\

(hkl), the excesa volume can be detmed in tenns of the utterplanar \‘pacmo\ of the gnun bouncl.try

where d.is the rnterplanar epacrng meaeured between the, planee at the grain. boundary, and dmd i
is the spacing between o parallel (hkl) planes in the gram mtenor Accordmg to rx.eent

_ computer calculatrone, however .the crrarn boundary expaneton need not. be conhned to the

boundary plane. Inetead 1t may be dtstrtbuted on etther srde of. the grain boundary phne. and

: decay in an oxcrllatory fashron wrthtn each’ frram ln euch a case, the amplrtude ol oemllattou is |

at a maximum at the oram boundary plane, and decaye exponenually wrth its drbtance from the

\\f‘

grain boundary

Frost et al. [198'7] in thetr hard ‘sphere model for eymmetncal gram boundanee in l‘cc

crystals, defined grain boundary free volume by consrdennw the. number of rrusemg atom per |

atom in the gram boundary pIane. The grain boundary free vqume V, can subeequently be

_ expmed as:

_ vV _ V-NO
g e

Here V" is the extra volume of a unit cell associated ‘with one repeat unit at the grain boundary, -

normalized to the atomic volume in the grain interior. Hence,
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and A" is the normalized area per lattice point in the grain boundary plane.

LA :; Q3

In the above expreemons, Visthe volume of a unit cell formed across the cn'znn boundary plane.\

" and contains N atomb, A 15 the area of the repeat umt at the boundary, and Qis the atomtc' :

volume. It is snmghtforward to obtam the atomlc vqume Q and the area per lattlce pomt m the |
grain boundary plane m terms of latuce parameter lf the btructure is knovm It is apparent that _ |
the free volume as-defined in equanon 3 17 is a, dxmensmnlesb parameter '[‘lus expresmon hab
‘ . been used through out our calculanom for oram boundar}' fme volume. Sumlar expresmons can j

be deduced for. other structures. . .

3.5.2 ."Gram Boundaw Energy ~

The gram bounda:y energy, EGB can be defined’ as [Wolf 1988]

. N . ‘ ,‘ . . . -“‘— «. 'l
X U-NG o LN
EGB =_.\ e —_ . I . "

A

Ay

. where U; is the energy of atom i in a unit cell formed across the grain boundary plane which "
contains N atoms, U, is the energy of an atom in the perfect crystal, and ‘A is the-area of the

repeat unit at boundary.
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Stanc Energx Mlmmlzat:o 2 | ' . : ' \

- - - - EVRNCIREN .ot . L \_ ‘\

qure K: prebent\ the \tructure ot the provram code m temv. ot the. mtorm.mon d.n.u t'low

o mvolved in pex'l'ormmtT a \tatlc energy mmmnzanon wuh a con\tant \tre» nt the bordcr\ The -

-~

energy muumxzatnon -proce is dCCOmpll\htd neratwely wnh two \epamte opennom t.\wtmgf
* within the mam ueratwe loop The Fmt proces‘a is an nemuve mempt to reducc lol.ll excess -
stress on the bordere by ao:i_]u:ltmfr the penod vector\ along the x and y dm.cnon\ .md lhe cell

length in the : z dlrecnon Once convergence is obtamed wltlun thzs loop, the \econcl procx.\\ s

ueed to mmlnuze the energy of the sybtem by movmg “atoms mdmdually, \llblt.Ct lo tlu. s

""'-\ ~ .
“interatomic force on them wnth ﬁxed border condmonb. Conmw is obtamcd onc; both loop\‘_

are satlsﬁed \1mulmneouer ‘ R L T

3. S Gtam Boundarv Structure Relaxatlon

By applymcr the :ateepest descent relaxatlon method wnh 2-Gonstant. s‘tree: l't‘ the .bol:de'r\“

energy mmmuzanon was performed on. the grain . boundat}n alructure model u\mg- dymmxc
borders. In this relaxation method, the rmd Crystal [ and [I blOCkb are allowed to \lnde parallel
to the grain boundary plane at; the same time as penodtc bordere X and y are: allowed to move :
according the internal stress tensor along thc>e du‘ecuons. The mmnmzanon was, haltcd once lhe |
largest change in any atoms posmon had been reduced to below 105 L.U. (reduced umt) on any—
two successive “steps. The constant - stress calculanon whxch controle border: couclmoas w'us
Jterminated once each of the 9 componentb of the excess stress tensor had been reduced to less VI"
_than | MPa. |

By applying this- relaxauon method the grmn boundary s‘tructure as well as lL\ opnmum

blcrywtal volume and muumum energy, can be determmed usmﬂ cquanon 3.21 “and 3 "4
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Figure 3.8' Data flow of stecpest descent energy minimization with constant stress
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3.6. Moiecular Dynamics Simulatioh‘ S T Lo~
Having revnewed the general concept of the molecular dynamtc.\ .\mtulcttton tn tht. prewou\ '
chapter, now we undertake to describe the procedure in more detail, and the nianner m whtch the

concepts are implemented into a functional computer simulation, -

3.6.1. Basic Procedure

The goal of the molecu}ar dynamtcs etmulatron is to deacnbe the pO\ltlon\ of .ttom\ w:tlnn

a recton of solid or hqutd matenals. The method may be used to tmck the time dependentmotton

~of each of the atoms throuohout the course: of a phybrcal process such d&s plme tmnsfomntlon B

or crack propagatlon. Once the' positions are known the method may be emptoyt.d to compute

energy levels, forces, and streseee throunhout the regton of mtere:.t.

The core of the MD method i is the determmatton of atonuc poxmone from the poterttml -

energy equatlon 2 4 Thlb relatton is used to compute the torce placed on eaclt atom,’ i, as LU R

N aU(r)lar‘, the 0rad1ent in potenttal energy Wlth respect to the posmon of the atom, ry. The force.s

i

may then be ueed to determme the equthbnum structure ab the collectton of r; that yteld 2er0 net s

: force on each. atom or to track: the ttme evolutton of the po:,mons of each’ atom by mtegratmg-

-

the accelerauons a FJm forward in time.. e o R .
Once the atomic positions have been determmed the other. vartables of mtereet mdy be

computed. Potennal energy for each atom is determmed from Eq. 24, and the kmettc energy ot'-

each particle is computed as Y2 m; v;?, where m; is the mass and vi,ts the velocrtyk of atorn i. The

other quantities of interest, such as the local stress tensor, pressure and structure factor, may also. -

be computed.

3.6.2. Implementation - - S R

In molecular dynamic simulations, one seeks to investigate the time dependent evolution of -
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atomistic conﬁgumthions and to study Limé Varying phenomena. To do this, the posiﬁqn of each
atem is integrated forward in time subjeci to Néwtoni_an force lawsf and the pfg':f\aliiing interatomic h
pbtemials (Eq. 2.7 or 2.8). The integraiion is cari‘ied out numer{cally, with _ezaxch' particle being
moved a small distance within cai:h of a series of short time steps. Several techniques sulch as
Central-difference, Euler-Cauchy and siniple Predictor-Corrector 'rnethods‘arc available.to-perfonn
the mtegranon One of the more popular techniques i is the. Nordsml\ mtenrauon, which is the
method selected by de Baskes and Foiles at Sandia [1985]. ' )

Opcratlonally, the method may be described as follow> Start w1th X{t} asan atom S pomuon

and express the first five time denvatwes (muluphed by the tune step, At) ast

L dX e
- L - ‘5 7 Ar o T . . f e
: L dPX s S
o Grggpae 0 el
Grmgge, 0 o N
- des . S R ' S
The predicted values for X and the U's at the end of the time step (t+At) are:
XEAD =X® + UM + GO+ GO+ UO * U0 - N
: ' : : - NN - : A e
Uitvan) = Ui(@1) + 2Uy(0 + 33Uy + 4U,@ +5Us | S ,f'/"
s . sl . L - ] = oo . -' . /
Us(t+At) = Ux(t) + 3Us(1) + 6U, @) + 10U o o / R
- Uy(t+Ar) = U:‘(’t) + 44U, & l_dUs(t) . f{? L L : . ‘(3,26) . l/
U+an = U, + SU@ o ‘ | !
‘® U+AD =U) . - . T
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The predicted value of X is then ubed to evaluate the force at time (t+At) dnd a dl\phcemuu

funcnon ¥, is used to correct the pred:cuom of X ancl the U’s,
5 = ) "“':‘(Ar)z'—a(m-m | o 377)
-XH"?:——T;I AN ), | o (-7

where F is the force on the atom and m is its mass. The corrected values for X and derivatives

are then expressed as:

' X‘(t+At) - X(t+At) + CoX »" - (Co"=53116)

| °(t+At)—U(t+!‘t) £ Cx, . @ —'751/360)
| U-.‘(t+At)—U2(t+At) +C2x ? C=1) SR
. UsrAD=UsAD + G, -G8 (28)
® L UserAn = Q4(t+At). +._c4x,7:}__- ,(_Q=.-1/6)__< o o
- UgG+At) = Ust+Ar) '+

A R )

L3

| 3.6.3. Structurc of Molecuiar Dvnamws Code :

Molecular dynamics leulauons are performed byi mtegratmg the’ equatlon of mglon for thc
atoms and borders over a presclected number of . ﬁxed length time step:, Fxgure 3 9 preacntb the
data flow of a molecular dynamxcs umulatlon Wlthm each step, the particle poq:txona are, used

to determine forces and the ‘overall stress tensor Extemal fOI’CCb may be appllcd once the dtom-

=N

atom couples have been computed The posmons and velocmes are then updated and the borucrs

’.‘

moved in prcparat:on for the next ttme step.

364 Treatment of Temperature . BT - L E

It is. necessary to be able to momtor and control the effectwc tcmpcraturc of the -

computational system. 'I‘he temperature of the system is  measured in terms of the dveragc kinetic

r

n
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.

(BEGIN)

T : ’
[ Initial Conditions| =

Set Time =0

"i‘ime"'-_—— Time + At | |

_t

Compute Interatomic

Forces

1 -

Load External Forces S R
if not Zero |

A

| Compute Temperature

I

. ~ |Compute Stress Coiﬁponents]

|~ Update Velocities, Positions, -
Temperature,. Boundary Locations i

-to Output File

Write Current Configuration

1

=

Figure 3.9 Data flow of molecular dynamics simulation.

]

2 - | Output Statistical Results ! o

L "\" . - _/ :' "‘



At

T "cnergy of all_,thef‘a_toms:

' on an energy deficit/excess expressed in terms of the orfférence between the target and the actual

. where T, is desrred temperature and Ta, is calculated temperature Tlus energy may be added to

Cor removed from the system by applyrng a ﬁcttttous force, AF—AE/dx-A E/rv over

3. COMPUTER MODELS AND SIMULATION METHODOLOGY .~ - 7

e

= x5 B 7 5 \ Sm VR, 3.2
_7?,3#35_"” ,BkB,yZ-z”?K' | | (3.29) o

b

where T is absolutettemperature E,. is total kmetrc energy, kg is the Boltzman constant, and'N

is the total number of partrcles Thts refation is sufﬁcrent for use in mcdsurtn" tempemture but
in order to control it,a mechamsm is required by which energy can be added to or removed from
the system in such a way as to mﬂuence the kmettc enerwy of the ensemble : |
. Two methods have been suggested ‘to bnng about this energy transfer The hl‘\t and
potentrally more correct isto add or subtract energy only through the borders by magmfymg or
dampmtr the kmetrc eneroy of the border atornis m accordance with a heat transfer law properly

evaluated for the extstmg temperature dtfference The larger the temperature clttlerence. tllt.

greater the flux of heat. into or out of the system will be as is expected for: the actual systcm

The second method is perhaps slrghtly less correct conceptually, but.is srmpler to lrmlement o

k an:l—probably equal in accuracy over the range of srmulattons performecl m most applrcauons ln .

‘ thrs method kinetic energy is added ot subtracted from atoms umformly across the system wrth

no regard to their spattal arranoement. In- thlS case, heat transfer is treated as though rt occurred
t]trouch some radiative process in whtch the carner waves were of such lugh frequency as fo pass

unattenuated through large lengths of the matenals The temperature equrllbratron model operates

¥ -

temperature [Daw et al. 1985].

= N I P
AE=F - By = SkgTy - WZ Smv: B30 S

'-»

adtstance o
L. \\ : C
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dx. Here dx is computed as the velocity, v, multiplied by an adjustable time constant, T. The time
constant is used to control the speed at which the energy tieﬁcit/entcess i; conimunicated into or
out of the system. The actual expresmon for AF n wntten so that the calculated temperature is
computed from the average particle velocity and the amount of‘t'orce apphed to dny trwen atom
is propomnnal 1o its own veloclty.‘ This scheme tends to preserve the shape of the-xmt_lql velocu_ty .

distribution. The force applied to atom 1 is given as ‘[Dav;_r_ et al. 19..9‘3]:

~ In the case of a single particle; it can easily be seen that this treatment leads to an exponential :

decay of energy excess or deficit in time. The time constant of the .decay is related to the

adjustable parameter <.

The initial velocity dlstrlbutton of'the syetem is vwen as random dretnbutlon and then ecaled AN

5

to desired temperature. . AR S ‘ CR

3,6.5. Treatment of Time | St i RN o

The molecular dynamics simulation is~intended ‘to. solve' Newton equations of motion
numerically for given system configuration, velocities, and ‘other dynamic information at time t
under the ds:.umptron of constant force, and then to obtam the system conﬁwurauon velocmes

etc. at a later time t+At, to a sufﬁctent degree of z accuracy, for; a small time mterval At The
e

===

equations are solved on a step-by-btep basis. The choice of the time interval At will depend to 77
\ome degree on the method of solution, however Af will be swmficantly smaller than the typlcal
time taken for a particle to travel its own length In the limit At-O the ‘solution 1< exact. - -

Therefore, time unit is a very 1mportant vanable for the molecular dynarmcs sunulauon. When

- the tlme interval At is too large, the numerical solutton is far from the exact one expressed in

- the equations. When At is too small, however, it will cost much more: computing ttrpe.

M O
pud i
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Conmdermc the vxbrauon of atome, a reasonable time srep is apprommately 10 . 10° 1 \econd\

[Allen and Tlldesley 1991} In our sxmulatxon the nme \tep is. Lept at 5. UJ\IO 8 :.econd:., wh:ch |

is very cood for most metals

-
N
~

3.6.6. Treatment of External Stfe&e

In order to conduct molecular dynamics-simuldtions of fracture and other'etrei@"driven

‘processeb itis necessary to be able to apply an extemal load to the computanonal \y\tem n our

model, the borders and the atoms Wlthlﬂ Cryetal\ 1 and 1 are eubjected to an extemal mﬂuence

expressed in terms of a constant load, which means that an extemal force may be set to a -

constant value or v.med asa functlon of” tlme The bcheme for conducung 5treb\ eaperlments is

- 1o better approxlmate the true behavxor of the atoms by trackmo thelr motion in re\\pon\e to

[t

stress. In principal, ‘this method mlcht exactly duphcate the coudmonb of a 1aboratory expenment
but in actual practice, the etressee must be increased qulte qmckly in nme to take 2 s‘ample from
equ1hbnum to fracture m a rea::onable expendlture of ‘computer_ tu\e. Molecular clyn'mqu

sunulauons generally ext_r.j.nd to tens, of picoseconds, yleldlng results_for a very fast stress-strain -

experiment. x

Molecular dynamics simulations under stress were performed in order to demonv.t'ratc::he

behawor of a laboratory stress stram expenrnent conducted under a comtant extenmon rate. The

mmulatxons were performed by a551gmng extemal forcee to. atoms at the borders and the static

atoms w1thu1 Crystals [ & I in accordance with the desued external load. In these Cdbc.\
penodxcxty was limited to two dlmensmns in order to create two free \ldeS that could be used as’

grips. In this 1nvestwat10n only pure tenede loads were used apphed aiong the non-penodlc

}l.

directions. Force, rather than extensnon is used as the control vanable because it ns elmpler to dea.'h-

~ with and 1mposes fewer art1ﬁ<:1al constramts on parucle movemenv The elmulatlons were mmated

at 300K and ﬂwen 4000 steps without stress to allow temperature equxhbratlon. Aﬁer 4000 steps

_\the external forces aré engaged and ramped hnearly in time fTom zero until the sample- fraclures‘

-~ . N LR
T A ; . o
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or the time limit is reached.

The actual propagatioxr of cracks acroSs indiyidual lattice planes is expected to occur very
quickly, and as a result the molecular dynamics method is very well sui_técl'to a simulation of the
mechanisms and processes of fracture. In this in_vestigation. the -molecular tlynanﬁcs methdd. was
selected in order to focus attention on the atomistic of the fracture processes-and to study the
direct influence of ‘grain boundaries upon these processes. A key point in makmg molecular™
dynamics simulations under external stress is to select 4 forc_e'ramp r'ate' low enough to_ mirtiniize '
any shock wave effects that. may result when the exterrral'load is-increased-faster- tltan- 'therate
at which the forces can be communicated to the interior of the matenal:; If the xOTCC is rampmu_
too qunckly, stress gradrentb will -result, yreldmg a non-umform btrese state and pos:.rbly- :

eIToneous mformauon on. propertree such as fracture strength and elastic moduh. When the ramp

rate is reduced elabtrc waveb have tlme to clretrrbute the force throuﬂhout the matenal rebultmv

“a uniform stress state that better matchee the condttrons in an actual experrment. ln the prebent

investigation, the ramp rate was taken as l 9:&10‘5eWA3 per time etep [Daw et, al. 1985] The rate
was determined by comparmg the stress rate wrth the speed of elastic wavee wrtlun the crybtal :
and was found through expenmeutatron to be an upper limit on ‘the value for which the results
of sunul'tttonb are uteem,rtwe to the exact ramp rate employed As such, the rate is opttmal for

use in productron e_rmulatrons.msensrtwe to this value, as most samples can be streseed to fracture

B PR
. C e

within about 16,000 time steps._

3.7. Surface Energy - - .- ' e

_Tlre‘ fracture propertie.;:' of polycrystalline ,materials are also knovurt to be sensitive 1o
microqtructuré and the properties of the surfaces of the exposecl grain boundary The surface
energy is  an important quanttratwe property of the free surface wluch can. mﬂuence fracture
tou ghnese The surface of the expo~ed grain boundary with lugh enercry is tutfavorable to fracture

The surface energy is known to depend on mrcro_etructure of the free eurface, i.e., the surface
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* The surface energy, Yo then becomes [Wolf 1990] A
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—~ —
normal, however, it does not dépcndon crystallographic 'oﬁct{tatipﬁ as ‘much as o_ti thc,gfu’in
boundary energy. o

Free surfaces, charactenzed by only two degrees of freedom {(namely those associated wnh
the surface normal) repreﬁent the simplest of all Jplanar defects. Tlm ~::mpltc:ty \'hould bc ol wrcut
aid in unravelmg structure-property corrclatlon\. The goal of this \ectlon isto calculal:, the m.ro--
temperature surface energy dssomated wnh relaxed free \urtace:. the ueomury of wluch is
derived from the perfect-crystal po~.mon~. of the. atom\ . . L

The unrelaxed btructurea of the free \urﬁlce.s conxldered here werc obt’um.d by cumng Q

perfect cry:.tal a.lontr a certam plane normal and \ubbequently removmﬂ oi' the atoms on one side, -

Ina dehbctate attempt to dlbcourave burface reconstruction, the atom\ were kept at thcu: pcrt‘cct-

crystal sites prior to relaxing the structure at zero temperamre by meam ot an ltc,nnve c,m.rgy e

mlmmmmon method Three free surfaceb (100) (1 10) and {111) werc conmdcrcd l-or the nmny—
body potential of embedde::atom method the perfect-crybtal co‘le.\wc energy per: atom '_

I:“.‘,,,h U/N, is. readlly obtamed from eq. 4 Hcre U is the total n.nergy of a syxtcm of N .uoms

o

vos g (”Ew * ZR'P:-)..- ZZ & ru) ) R )
‘ . N ) . L S sy :7 . - . . -

o~

CTA ) ’ S R

~—

where i and j are now summed over a free surface containing n atoms in the unit cell of area*A.

4

3.8. Monte Carlo Simulation ‘,;\

The fracture properties of many polycrystallme matenals are known to havc a clcm:
dependence on microstructure and the propcmeb of the grain. boundanea. that composc th:.,.
‘microstructure. chroqtructure can. al:.o have deleterious effects on fracture toughness. For
example, weak grain boundanes ina matenal provide an easy path for crafk propagation. In

classical fracture mechanics, changes in microstructure are usually -accounted for by simply
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modifying the values of a fracture toughness parameter. In many cases, however, this need has
been addressed by performing careful analyses of the intetaction- between individual cracks and
individual grain boundary.. While this approach has proven to be qnlte useful and successful, it
ignores the fact that microstructure consists not of 2 single grain boundary but of largc'cnsenlljles :
or networks of grain boundaries. ‘ | _ | ‘

In order to simulate fracture in n‘polycrystalllne matcrial; ra_l_'calisti‘c polycry‘stalline‘_ '
n:icrostmcture- must first be mappcd onto the nﬁcrostrnctuxﬁl ln_odel. 'Such; a polycrystalline -
microstructure may be produced by éxpel‘iment or by using the Monte Carlo simulation procedune
introduced by Anderson et al. [1984) and Srolovitz et al. ['1984} The Monte carl‘o simulation -
proccdurc has been shown' to produce mxcrostructures with grain size ancl grain topolo y
d:xtnbunons in excellent accordarce w1th expenment ' |

In the Monte Carlo mmulatlon a contmuum microstructure is descnbed by a two-
dlmenmonal mangular lamce matnx contalnmg 10 000 sites. Each site repreaented a small area,'
of the nucroatructure and was asugned a number Sl, _whlch corresponds to the orientation of the
gram in which 1t is embedded. The number of dlstmct Uram onentatlonb is Q The lamce blte

which is- adjacent to neighboring sites wnh dxfferent gram onentanons is regarded as bemc

-adjacent to a grain boundary, wlule a site. surrounded by sites Wlth the same grain onentatlon is

- -~

in the bulk or gtaln mtenor. The gram bounclary is speCLﬁed by asmc1atmg a positive enertry with -

~ grain boundary bonds and _zero.energy for bonds in the gram_._‘mtenor, .accordmg\ tor . .

: Comn o . - ‘
B= Y (55-1) - - e
where ' i _is' the Kronecker delta, the sum is taken over nearest neighbor (nn) sites of site-i, and
J is a positive constal; that sets the energy scale of the simulation. The kinetics of boundary

motion is simulated via a Monte Carlo technique in which a lattice site is selected at random and
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its orientation is randomly changed to one of the other grain orientations. The change in energy

. associated with the change in orientation is evaluated. If the change in energy is lass than or -
equal to zero, the reorientation is accepted. However, if the energy is raised, the reorientation is

~

i‘ejected. .

Y

| Figure 3.10 An exampié of the two-dimensional rrﬁgros__&ucture with 1141 graiﬁ‘%\_an:d 326_5\"7

b

£, ' ) . . ‘\ . -
grain bof":.laries obtained from Monte Carlo simulation afte;r 10,000 MC steps:'{\.‘f 2

For the simulations of polycrystalline microstructure, the orientations are initialized by - -
randomly assigning an index between 1 and Q to each lattice site and then running the Monte.”
Carlo simulation procedure until the desired grain size is produced [Szpunar and Hinz, 1993]. In

. ~ our simulation, the maximum value €15 1500. In the results obtained from the Monte Carlo .
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@
simulation, we defined the grain boundary as the direct link botween the. nearest triple poiknté'_
within 4 grain. The grain boundary character, energy, and fracture resistance are then assigned
to cach grain boundary according to the grain ~bouﬁda§y dis::fibotiOn. o

The resultant two-dimensional polycrystalline microa:tmctures are. similar to those often B
found from taking cro-\s-sectlonb through three-dunensmnal polycrybtallme matenals Fxgure 3. 10 .
shows an examplc of the two—dzmenuonal microstructure with: 1141 grains and 3"65 grain
boundaries obtamed from the Monte Ca:]o‘sxmulatlon after 10, 000 MC steps. A related grain size’

\ distribution as deterrrured from this cross-section is shown in anure 311 The shape of the grain

 size dl\tnbutlon function obtamed ﬁ'om this mnulanon is mmlar to typlcal expenmental shapes
Not only does the Monte Carlo blmulatlon produce an accurate representatlon of observed

'__-mtcroqrucmreb, it albo ‘has the advantage of producmﬂ mlcrostructw es on the same map as that’
‘ employed for the microstructural mechamc:. mmulauon& _

15.0 o

ty -
Tk

,_.
o' .
T -

Frequency (%)
o
o
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Figure 3.11 Grain size distribution as determined from cross-sections of the microstructure

s

. . -with 1141 grains and 3265 grain boundaries. Here d,’is the average grain size.
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. 39. Fracture Models' at. the Microscopic Lt!vel ' .

-~
Py

Havmg presented the computer models and’ \unulauou methods at 'ttonu\' ic level in the

previous sections, we now descnbe in thl\ section a mICI'O\COptC computer modelx b.tsed on Iht.‘ '

ricrostructure calcutated from the Monte Carlo\str_nulatton.

™

- -

3.9.1. Intergranular Fracture Toughness N : B . ST ' |
To investigate the’ fracture procee.\ in polycrystalltne matenals, }ve mu\t deal wrth the:- .
energetics.of mtercranular fracture and focus on: energy change between the "ram boundary tmd' i
the surface of fractured btcryetal SP;"cunen Accorchng to the enernencs when tht. 'nterwranular -
tracmre occurs and the plaettc deformatton is tnvolved the clrwmt'r oF the cracl«. propanatlon

energy Y 1\ given by

where™y, is *he surface energy of ‘the exposed gratn boundary, YGB‘ is the energy of the': o
preexisting rrram boundary, and Yy the plasttc energy assocrated with the propananon of the
rrucrocrack It is clear that the energy Y is smaller m the ab\ence of plastrc det'ormatlon than in
.the presence of plast1c deformatron Moreover 1t should be noted that as the contnbutton of Y; -
to Y decreases a stronger dependence of fracture energy y on the gratn boundary encrgy ym is }
expected Tlus is an indication that the mtergranular fracture becomex more 1mportant [Watanabe o
1989]. 'l'herefore the fracture mode m brtttle matertals 1:-. predomtnantly mtergranular A -
The gram boundary energy Yon. is lcnown to depend on the type and the structure of the';.: |
E ﬁtam boundary, i.e., the: boundary rrusonentatton and tnclmatron described by the crystallographtc |

. and geometrical parameters We can expect that the fracture eneroy depends on the: type andi" '

structure of the grain boundary. The YG,', is a measure of this dependence, and the surface energy

-
—
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~

Y, does not change with. crystallographic orientation as much as yq, does. This opens the

 possibility of theorétical analysis of structure-dependent intergranular fracture. From Eq.(3.34),

~e

“. it is evident that. the low-encrgy grainiboundaries are expected to require more energy to break

- thdn the htgh-energy gram boundancs In other words, the low-energy gram boundanes are mote

..reslstant to fmcture [Watanabe 1989} " T

* From Eq. (3 34) when mtergranular fracture occurs m the absence of plasuc deformatxon the

- fracture toughness of bnttle matenal can be deﬁned by the followmc expressmn

= B : . = . R o

= .\

) and Wlth a reference fracture touchness ‘é’mr | ‘.9’ I for RERA Hem'N is the total nurnber..-

' 'ot‘ fractured gram bcundanes in the crack. paths. .

'%92 Markov Cham Fracture Model . o o N

1

The 1dea of the Markov chain fracture model is based hasimple g ueomemc model wluch_ :

"1was recently proposed to evaluate the potenttal effects of grain boundary desngn and control on

mtergtanular fracture and mtergranular stress corrosion [Palumbo et al 1991 Aust 1993] [n this . ‘; )

-

BEY

sunple geornemc model the suscepttbtltty of a bqu matenal to farlure by stress corrosron o

craclung is deﬁned in terms ot‘ the probabthty of propagatmtr a crack, by the combmed action -

of stress and corrosron through a ﬁmte dlstance. Tlus Iength defines a limit, beyond which crack | "
. propaganon would contmue to the point of component failure, even.in the absence of active gr’nn i
' boundary paths ora corroswe envxronment- its magrutude is pnmanly dependent on t.he spectﬁc .

'stress state Intergranular stress corrcsrcn crackmg Susceptlblhty can thus be consldered in terms

/

of the probabrhty of ﬁndmg a contmuou.s path- through crra.m boundanes to the critical crack
o lencth The t.rack path consists entirely of mtmmmlly susccpuble grain boundary seaments and

e each \cgment is favorably ‘oriented to the direction of the applied or residual tensile stress. A

suscepnble grain boundary segment can be defined as a crystal interface (planar), whxch asa

v
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result of its structural andfor chemical characteristics, is otone to enhanccd corrosioxz\(relzltivc_lo_
the lattice) in the specific environment, andfor preferential sliding or fracture under the “local
operative stress condition. _ o S
'In the Markov chain fracture model, a realistic geometric microstructure 'and'a.\tcali:‘:tic grain
boundary charactcr distribution were considered. The geometric .n-licrostructnre could be obtained
from the experiment or ftom the Montc Carlo simulation. 'I‘h-e‘;- grain bountlarj cluu‘nctét_
distribution could also be obtaine_d‘ from the experimcnt. In addmon, the probability of
intergranular fracture at a given triple junction ‘is.calculated according to th-c' t‘racture reststanccs -

of grain boundaries at this ‘triple' junction. On the basis of geometric considei-ations, intergranular’

crack arrest (i.e., crack blunting or transition.to ttansgtanulat crack propagation) can be - -

considered to occur at a triple juncnon when the probabthty of crack contmuanon along elthl.l‘ -

of the two available intergranular paths bccomec ncghgtble. As repmented in thure 3.12, tth

local probabthty can be considered to be a functton of both the oncntatton of the. mtcrfacc_ -

relative to the stress axis (n), and the intrinsic character (btructure ‘and. chemlstry) of thc gram T

boundary - r‘-"-c\ : o ‘

In the Markov chain fracture model when both the orientation of the’ gram boundax}cplane:

relative to the stress axm and the mtrmmc character ot' grain boundary are conmdercd thc‘"

- probability of ¢rack front extcnsmn fora rrram boundary ata gwen tnplc Junctlon can be shown “ -

to be gtven by

£

L, | . o(8) =055

P = o(8)

(3:36)
exp ( ——=— -
GB

- 173 . #(9) <ﬂ003

where (6) is the applied tensile stress on the grain boundary, 8 is the angle-between the gra'tn
boundary plane and the stress axis, ogB is the fr‘acturc. resistance of the grain boundary. The

probability of crack extension along a given grain boundary is one when the fracture resistance
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of this grain boundary is less than the applied tensile stress on it (i.e., the grain boundary puth
wiil allow forward- advance of the crack propagation). When the fracture resi\‘lance of the grain
boundary is greater than the apphed tensile stress on, the grain boundary, tht.re is \nll a clmnm,

\\

of advance of the crack. propdtmt.on according 1o the calcul'mon from eq. 3. 34 '

-

,Crack Fronl. '

Triple Junction

Crack blunting: P,, =0 o N _._r

Fm.re 3. 1'7 Schematic representatlon of conditions. leatlmtY to mtergranular cmcknm '
N
termination (crack blunting or transition to tranegranula\ ata mple _]uncnon

P,. P, are the probablhty of crack front extenmon [Palumbo et al, 1991] ®

For a given grain“boundary'character distribution, the‘propag'ar:ion of a-crack through a
polycrystalline microstrocture started at the triple junction in the surfece of the sample. This was
necessary since prior to the development of the crack, the sample was elastically homogeneoub
The crack begins by propagating along the low cohesion rrram boundary network until it reached

a point where both grain boundary paths at the triple points do not allow forward ‘advance of the

crack propagation, thereby arresting the crack’s advance. The vertical distance from this triple

point to the start potnt in the su‘l"face is called the crack arrested distance. If the crack path
propagates through the whole sample, the crack arrest distance is equal to the sample’s width and

this sample is a definite failure. All possible crack paths must be calculated with the possible
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initial crack at triple points‘ in the surface of the sample. In addition, for a given grain boundary
character distribution, there exist many possible cour" gurat'iorts for each grain boundary in the
microstructural sample Therefore, in order to get very goodstattstrc simulation results as many
configurations as possible must be calculated. In this mvebnuatton we have calculated 80
configurations by using 80 different initial random seeds. In our experience, every calculated
resuit converges to a value when 60 conﬁgumtions are used. In the calculations we assurrle that
(i) no tran-;granular fracture, and (ii) the rhaximum value of'the applied tensile stress on the 'utain~

boundary is half of the fracture resrstance of a smgle crystal The final normahzed crack arrest

distance required to arrest 99% of all propauatmc cracks is calculated by

where d, is the average grain size. The first sum is taken over all possible initial cracks at triple

. points in the surface area and the beconcl sum is s taken over 80 d1ﬁ‘erent conﬁwurattonb of grain

boundary in the sample. Figure 3. 13 presente the data flow of the Markov chain- fracture

stleatlon | '
Using this microscopic model, "the crack path, crack arrest distance and fracmfe of

polycrystalline materials were investigated b;}r changing the grain boundary character dis_tributlon, .

i.e., the fraction of low-energy grain boundaries, the grain boundary fracture resistances, and the

orientation distribution of grain boundary plane and grain shape factor.

'I‘h_e grain shape factor fe is calculated by:

1

M=
1773
—
=
-
<

where N is the total number of grain boundaries in the sample and 0 is the angle between the

grain boundary plane and applied stress axis.
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Figure 3.13 Data flow of Markov chain fracture simulation.
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In order to study lhe effectc of orientation diqtribution of the grain boundary planes on the

-

mtugranuldr fracture, tm,e regions are deﬁncd based on the orientation of grain boundary planes

relative to the apglied tenxlle btres.s as shown in Flgure 3. 14 .

fa

“

- - hl . . .
Figure 3.14 Three orientation regions of grain boundary,planes. 0 is the angle
N :“J =
N between the grain boundary plane and applied stress. ¢ axis.:

\

3.10. Integrated Approach to Intergraniilar Fracture

As we have discussed in Chapter 2, the computer simulations have.an intimate inter-relation '

that can be exploited in an integrated approach to modeling complex systems such as interface

and intergranular fracture. While such an approach entails considerable effort in implementation,

it has the substantial advantage ot-endbling one to take advantage of the unique capabilities of

each of the computer simulations at both the atomistic and microscopic level in:a systematic
investigation of structure property correlations from zero temperature to melting, including the
ctfect\ of external stresses applied to the system. The idea is illustrated in F1gure 3.15.

'I‘he integrated computer codes, enabling a systematic mvesnwanon of structure property
corr/elauons for mterface materials, mvolveas three dlft‘erent levels. At the first level the initial

neometry is con:,xdered The mput required consists of the macroscopic decreca of freedom
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, 13

needed for the geometrical characterization'of a given pfdblem and 1;rocéss. At the second level, )
it includes the lattice statics and molecular dynamicls..and‘ af_ the third level: it includes tl\e"
Markov chain fracture model and Monte Carlo. \nmulauon ‘

The mtegrated approach debcnbed here takes full ddvantage of the complc,memamy ol the
different simulation methods We believe that the mteracuvc axpect of this approach hold\ the
greatest promise-in our noal to unravel the correlatlon between the atructure dlld prop;.mc.\ of

,-.,_,-

materials. It is. the mmnht; gained from such an approach quch in our view, will lead to thc ‘

-

ability to deswn materials with the deured propemes

“ 1 ligui S . .
1 gi:llmll?:'tglryslal | : i = = . :
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'CHAPTER 4:
VERIFICATION OF COMPUTER SIMULATION MODELS

The aim of this\project is .to model the behavior of ﬂfaiﬁ -"l",\oundeir‘y <y~;.tem~: that are not well -
understood and known [n order to-obtain rehable results, it is necessary’, first to apply the
c.ompuler mmulduon modelb to bample systems for wluch data are expenmcntally available and .
can be used to verify the models predlctwe ability. To this end the apphcauons of- embcdded—

. atom method to liquid, glass formanon and crystalhzatlon of hquldand ﬂlass for transmon metal
\2: . .

\
-

Ni, and the apphcatlonb of bI-Cl'}'Stal model to the gram boundarj,r meItmu of Al are presented

in this chapter.

4.1. Liquid, Glass Forril\.‘x‘tion and Crystallization of Glass for Ni | L
- A Verification of If,mbedded-Atom Method o 3

oo

X = X jomment)

411 fntroduction

As we already know the equ:hbnum lattice constants, sublunanon energy, bulk modulua,
elastic constants and vacancy-formatxon energy calculated using the embedded-atom method acree
quite well with the experimental values. This- gwes us con_ﬁc\i__ence in the reliability of the EAM
functions. We also know, however, that although the EAM functions and their calculations are
based on the perfect fec erystal with very simple defects at low temperature, we are not certain
these EAM functions are good for the bulk materials with complex defects ;at higher
temperatures. In order to determine the true resuit, \Qe have:cdnducted simulations of the liquid
metal Ni at high tempera%urc, glass foﬁnation of the liquid, and crystallization of the glass,
which can be compared with available experimental results. |

Liquid metal and glass are very complex system. Glass formation and crystallization

33
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processes of liquids by quenchtng :\tmple metals such as sodium [Watan'tbe and 'I\umumyd 1987,

Qi et al. 1992}, rubidium [Hsu and Rahman 1979 Mountain 'md Bd\u 1983 Brown dl‘l(l
Mountain 1984, Lu and Szpunar 1992] and Lennard-.lone\ (LJ) system [Swope and Anderxt.n

- 1990, ‘Mandel! et al. 1977] have been mvestroated by Moleeular—dynanuc.\ (MD). Untortt.'tately

: there is no suitable: enerﬂetrc rnodelmtr of tranbmon metal\ for the \tudy ot complex detect\ or ..

glass systemb As-an altematwe to be used in these casee however, pmr potentials require large
volume-depend terms representmg the energy of electron gas and the structure-mdependent _

portton of the electron-ton interactions [.loltnson 1972). lt 18 not clear, how these contrrbuuon\ ‘

‘bhOUId be treated near extended- defectb and surfacee Recently, Daw -and Babke\ (Daw and

Baskes 1983 Daw and Baskes 1984] and Finnis and Smclau' [Finnis and Sinclair 1984} h.wc
developed the embedded atom method (EAM) for calculating the energetics of transition metal\ -
The major development in the EAM is the replacement of the volume dependency wrth d more
complex term whrc.h can be interpreteqd i ina variety of ways and mcorporate an approxrmatlon
of the many-atom interactions necrlected by the pair potenttal |

MD simulation is potentrally capable of provrdmo very detarled Il'uCI'OSCOplC featutes of

‘materials. However most of these MD srmulatton studies on glass formatton and crybtalhzatton

held the volume of the system constant throughout the simulation. In recent work onLJ eyatems ‘
{Nosé and Yonezawa 1986], the constant pressure MD -approach was adopted However the total'
pressure of the state did not include the effects of the density dependence (due to the electronic
screening effect) of the effective ion-ion:potential. Only the two'-bod} interactionsj were
considered. This cannot adequately explain such expenmental resulte as the volume, energy, and
other thermal properties, as well as their vanatron wrth the temperature of tmmrtton metals and
alloys. With the-EAM the contribution of the pressure of a system can be easrly calculated by
using of the so-called “pressure equation of state”. ‘ '_ '

The computer simulation used here is based on constant pressure molec!'ular dynamics (N-P-

T-MD), by which the volume of a system can adjust itself so that it is consistent with given
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pressure and temperature. It isa powerful technique used for inveetigating of the glass formation
and crystallization. This technique allows us to calculate atomic trajectories and thus simulate the
Mmicroscopic behavior of both equilibrium and nonéequilibrium‘systems at constant preséure by
changing the tempetature | | | | o

In the present Qtudy, the EAM is applted 1] investigate the °lass formation and ‘
t.rysrdllrzauon of supercooled metallic ltqutd Ni based on the two drfferent coohncr ratee the_‘ |

crystallization process of metallic glass Ni with eIevatmo temperature usmg the N- P—T—MD‘ ‘

‘ techmque The patr dtstnbutton functton is calculated for each final : state, and the atormc volume

and the mtcrObtructure factors are also given as a function of temperature

4.1 ". Stmulatton Procedure oo

The liquid, metallic glass and crystal structure of Ni are srmulated usmer the constant
prebaure molecular dynarmcs (N-P-T-MD) techmque which adjusts the atormc volume to keep

the: pres»ure equal to atmosphenc pressure and constant throu ghout all smulatton runs. The N-P- |

 T-MD simulation is camed out in a cubic box subject to penodtc boundary condmons for a

system with 6912 atoms. The effecttve pair. potent1a1 is cut off at 21.0 a.u. The time unit is
3.73x‘l‘0"3 s and the time step is 5.0x10" s, We use the damped*force method-[Hoover et al.
1982, Evans 1983, Brown and Clarke 1'984];to change the temperature. In order to get an
equilibrium ;liquid ‘at the 'begirmirtg of the Sintulation, the” system starts at 1773 K, this

temperature being higher than the melting temperatur_e' of Ni-by 46 K, and the system is f(ept

~ constant at this temperature for 20,000 time steps. Then two different quenching processes were

carried out. oﬁe is a fast cooling process in \uhich the system is cooled from the liquid state at
1773 K 10 the metallic glass state at 300 K, with a cooling rate of 2.48x10" K ™. The other.is .-
a slow tooling "pr.ocess from the liquid state at 1773 K to the crystal state at 300 K with cooling

rate of 5.95x10" K 5. The'metallic glass then is heated from 300 K to 1000 K at a heating rate

of 2.80x10% K 5™ to study the-crystallization of metallic glass Ni. The atomic volumes Q and
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the structural configurations are recorded durmg ~.m1ul'mo'1x The \tructural .maly\ls ot liquids,
metall:c glassee and crystals is performed by using the pair analysis techmque\ avd the index -of

-

Honeycutt and Andersen [1987]. The pau‘ distribution funcnons (PDF‘\) g(r) are gwe'l by:

g = }v z SCry-ny . _‘ @

.
: an'd‘wc‘re calculated every 40_00 ti;fne steps aud then averaged at each final tetnpeiature. -
4.1, 3 Rev.ults and D:v.cussmn ‘ ,
The calculated paxr dlstnbutlon funcnon (PDF) at l773 K for N1 is shown in l-1gure 4. l('l).

\

This curve is very close to the expenmental data (repre\ented by Cll'ClEb in the ﬁgure) obtamed
“from Founer transform of the expenmental structure: factor [Waaeda 1980]. The result mdncate\
. ~ that in this blrnulatlon, at 1773 K the metal i is in the liquid btate 'T'he atomic- volume predlcted
| for pure Ni at 1773 K is:86.78 a.u., which is very close to the expenmental value 85.19 a.u.
 [Waseda 1980). o o )

Rapid 'solidif' caﬁoﬁ has geherat'cd new classes of materials rangin'g from metallic gla:ees to
rmcrocrystallme unconventional materials. A metalhc liquid can form etther a non-equilibrium
phase (a metallic glass or a quasicrystal), wluch is obtamed by quenchmg 1t quickly so.that the
nucleations of equilibrium phases are suppressed, or an equilibrium phase, if the quenchmg
process is slow. Hence different materials with differen't microstructure can be formed by
changing the quenching -process. Some of these matenals have demonstrated’ excepnonal

‘mechamcal properties, as well as other umque physwal properties. Theee properties are largely

‘mﬂuenced by-the relaxatlon and crystallization after heating. e :

Figure 4.1(b) shows the pair distribution function at 300 K, simqlated with the fast quc’r_ii:hin g
rate. In the figure, the second peak of the PDF appears to be split and has a neighboring peak

. at a higher value of r. This phenomenon is a well-known feature in the PDF's of metallic glass
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Figure 4.1 Calculated pair distribution functions for pure Ni in
'(a) liquid state at 1773 K (46 K above T,) (The circles represent the data obtained

from Fourier transform of the experimental structure factor [Waseda 1980]);
(b) glass state at 300 K:obtained after 2.48x10" K s" quenching from liquid;
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Figure 4.1 Calculated pair distribution funcnom for pure Ni in
(c) crystalline state at 300 K obtained after 5. 95x102K s ! quenching from hqmd

(d) crystalline state at 1000 K obtained after 2.80x10* K s™ heating’ “from metallic glass. -

The vertical l_in“es represent the positions of g(r) maxima for'a perfect fcc lattice.
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states. The result indicates that the non-equilibrium phase obtained in a supercooled liquid
through a fast quenching process is metallic glass which cannot be obtained expetimentally in
the laboratory for pure Ni. .

The pair distribution function in Figure 4.1(c) shows the structuml\qordering at 300 K obtained .

using a siow quench rate. There are several peaks in the curve which are comypared with the

vertical lines that mark the g(r_) maxima for a perfect fci_: latti_ce.lwith thé t_axp‘e'rimeritalh ‘atomic
volume 73.89 a.u. This means that the crystal.resulting from a supercooled 1iquic‘1: ﬂuough a
prope'r cciblir;g process isa fc;:-type, which is consistjent with the results obtained -;j-.xpérirhentally.
| The cooling rate controlé the structure by inﬂuencirig the nucIeation phcnofhené. Hiwh
cooling rates do not allow for nucleation of the equlhbnum phases and also make it pomble to

achieve a high degree of supercoolm prlor to nucleation. Non-equilibrium phases can thus be -

formed having u free energy related to the level of supercooling. In fact, undef these conditions,

equilibrium phases which exist only at low temperatures can also have a chance to nucleate and

grow. Such phases grow at a slow rate by solid state transformation under equilibrium conditions.
~ From the above simulation results, only the final structures can be predicted, whereas the
structural transformations with temperamre during the fapid‘ solidification are still unknown. As

is well known thc atormc volume and structural ordenntr of a system are closely related jie the

‘\tructure In our N-P-T-MD sunulatlon the volume changes as the pressure is kept constant. We

could therefore say that these continuous processes are reflecting the real experiments. We haver
examined the structural changes during quen.chin‘g by modifyin;g the atomic volume. Figﬁre 4.2(a)
shows the atomic volume as a fu/ncti.on. of temperature for both quenching processes. The open -
circles are used to show the glass formation during solidification. In this process, the atomic
volumes decrease almost Iin_eaﬂy with temperature to‘ T,, below which the atomic volume's
decrease is still linear but sldivcr. The profiles observed are characte_rishtic of thevariation of the

atomic volume during the glass formation process. The glass transition temperature T, is marked

in Fig. 4.2 In this simulation, the T, for pure Ni is about 995 K with a cooling rate of 2.48x10"



4. VERIFICATION OF COMPUTER SIMULATION MODELS 90

K%z&{tbggtqitﬁé\\gplumc at 300 K of the metallic glass Ni is about 76.94 2. which ix highet
than the expcrirnen'tall valﬁe 73.89 a.. for a ﬁerfect fec Ni crysful. The results indicate that the
. metallic glass of Ni metal is a metastable phase and will erystallize when the time factor and the
temperature are changed. | |
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Figure 4.2(a) Atomic vc;luma_aﬂ'as a fiinction of . temp::rature. The circles‘
represent the glass formation. The triangles represent the‘c-:rystalllimtion of
supercooled liquid; the squares represent the crys:tzillimtion of the metallic gllas.ﬁ _
The triangles in Figure 4.2(2) are used to describe the atomic volurqe changes with
temperature during the solidification process using the slow quench rate. In this process, the
atomic volumes also decrease linearly with tefnperature to about T, (l?..lO K), although the slop;’
is higher than that observed during the glass formation. At T, tho; atomic volumes change
dramatically. This indicates that there is a phase transition at T, for pure Ni cooled with the rate

of 5.95x10" K s, After this pliase transition occurs, the atomic velumes again decrease linearly
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with temperature.
It uppears from the present results that there is a sharp change in the microstructure of thew_
system as the temperature approaches T, and that the thermal vibration of atoms has a great

~
influence on the structure of the solid metal at T,,. This conclusion siiould alsd apply to the solid

metal obtained from the usual liquid-crystal uﬁnsition, which is k;lown as a first-order pha‘ée
transition in the Ehrenfest scheme in the literature. Accordingly, thr; change in the structufe_ of
a metallic system during the crystal transformation-from a supercooled liquid state is Sir_r_lilar to
that which occurs in the crystal transformation from the normal Iicfuid state at fnelt_ temperature,
and hence, the phase transition would be a first-order Iike\\tranéition. o "
The atomic volume of the crystalline Ni at 300 K is about 74.01 a.u,, the value being slightly
‘ higli‘érlthan experimental values (73.89 a.u.) for a-perfect crystal. The difference may result from
the rapid qucﬁching process. By changing time, the value obtained from the simulation will
. 'uppro.lch the experimental values charactérizing. the ethbnum phab& o | |
The microscopic local structure can be described using the Honeycutt-Andemen pair analy;;,m
technique. The fivefold symmetry bonds and other kinds of bonds can easily be 1dent1ﬁed
Figures 4 '7(b) and (c) show the percentaue of 1551 and 1471 pairs as a function of temperature» ;
for both sohdlﬁcatlon processes. The 1551 bonds represent the configuration of two ne1ghbonng
aioms with five common neighbors that form a pentagon of near—ri;eigﬁbor 'E:ontat_:t.- The .
percentage of 1551 bonds is a direct measure of the degree of icosahedral ordering. The 1421
bonds represent the configuration of two neighboring atoms with four common neighbors that
form a rectangle with two parallel near-neighbor contacts. These are found mainly in fec and hep
matetials. Duﬁng fast quenching, the percentage of 1551 pairs increases with decreasing
temperature, and 1421 pairs also increase, but no sharp change occurs. That means that the glass
structure formation is characterized by an increasing number of 1551 pairs. For slow quenching,

the numbers of the 1421 pairs sharply increase whereas the numbers of the 1551 pairs sharply
.. decrease at the crystallization temperature T,,. Figure 4.2 (a), (b) and (c) all illustrate that the
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Fi?:ufe 4.2 (b) Percentage of 1551 pairs, (c) percentage of 1421 pairs
™ as a function of temperature. '
The circles represent the glass formation.
The triangles represent the crystallization of supercooled liquid.
The squares represent the crystallization of metallic glass. '
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phase transition temperature for the slow quenching process is at 1210 K (T,,). The above results
indicate that rapid solidification can be clearly described by the atomic volume, the total internal
energy and the pair analysis technique. | . '

Metallic glasses produced by rapid so!idification from the melt are not comblgtely stable in
the quenched condition, so that the microscbpic structure and certain properti'es.such as specific
heat and internal friction show significant changes during annealiﬁg’ below and above the
crystallization temperatures. The. crystallization of simple (one-component} .metallic glasses is
associated only with structural rearrangements in a medium, th_é'cdmposition of which alréady
satisfies the stoichiometric conditions. During crystalhzatlon, glass regions may form with the -
composition of future cxystals. In other woﬁ'ds, crystaIlizatioxi is.precedéd by 'aril'i'ndependent
priniary pre-crystéll‘ization phase. This pre-crystallization accurs due to the formation of gléss

nuclei of a critical size which are capable of further growth. Detailedvmicrostructural changes

‘such as these are very dlfﬁcult to investigate using the conventlonal expenmental methods.

‘Since metallic glm is thermodynamically unstable a spontaneous tranbformatlon toa stable
phase should occur above the crystallization temperature. As the metallic glass is h_eated, it

generally transforms progressively to its final stable phase through a sequence of metastable |

phases. This transformation sequence can be followed by measuring the structural arrangements

and temperature dependence of some related properties such as differential specific héat and
elccmcal resistivity. In order to examine the fine structure of the final states after heating from
300 K to. 1000 K with a 2.80x10" K s' heating rate, .we have obtamed the pair distribution
function shown in Figufe 4.1(d). There are several sharp peaks m the curve i.which match the g(r)
maxima of a pe}Fect fcc lattice (vertical lines). Thxs means that the crystal structure resulting
from the crystallization of metallic 'giass Ni is a fec-type structure, which is also consistent with
the stable solid structure of Ni. ‘ |

The squares in the Figure 4.2(a) are used to represent the atomic volume change during the

temperature increase, This curve indicates that the crystallization of the metallic glass Ni occurs
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at about 545 K (T.2) with a heating rate of 2.80x10% K s, Duriﬁg heating, the atomic volumes
increase linearly with temperature to about 545 K. At this temperature, the atomic volumes
decrease dramatically. After crystallizgltiﬁn occurs, the atomic volumes again increase linearly
with temperature. ' . | o

The mlcrozscoplc local structure durmrr the cry\tallzutlon of mctalhc glass caﬁ also be
descnbed using the Honeycutt—Anclemen pair analysis technique. The \quarcs in Figures 4. "(b)_
and (c) represent the percentage of 1551 and 1421 bonds as a function of -temperatprc during the
cryStailizatidn of metallic glass Ni. When heating bggins, the pércentage of 1421 bonds increases
slightly with témperature ‘while the percentage of 1551 bondq slowly decrea\‘és At a'bou't' Te the

number:. of the 1421 paxrs increase dramancally, while the numbers of the 1551 pmr\ aharply

decrease. Above Ta, the 14"1 and 1551 pam, channe hnearly Tt appeam from thcse results that

there are sharp changes in the mlcrostruc:ture of the system at T Accordmgly, the chzmgc in
structure of a2 metallic system during crystal transformation from a metallic glass state is similar
to that which occurs in the crystal transformation from a normal liquid state at melt temperature,

Thus, the phase transition would be also a first-order like transition.

4.1.4. Conclusions _ |
We.have applied the embedded-atom method (EAM) to study the glass formation and
crystailization of supercooled metallic liquid Ni and crystallizgti(m of metallic glass Ni, using the |
constant pressure mblecular-dynanﬁcs simulation. The agreemenis between calculations and
experiments for thefgair distribution functioh and atomic volume for liquid Ni are quite good.
'fhe micfostructures 'are greatly affected by the quenching rates. The non-equilibrium phase
6bta:med in a supercool'ed liquid using a fast quenching proces§ is a meféllic glass and the
equilibrium phase resulting. from a slow cooling rate is a fec-type crystal phase. The metallic
glass is not stable in the quenching condition, and with a rise in temperature, crystallization of

the metallic glass occurs. The crystal structure resulting from the crystallization is a fcc-type
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structure. The calculated relationships between the atomic volume, pair structural indexes and
the temperature give us a good illustration of the structural transformations and give results which

are consistent with- the results obtained experimentally.

4.2. Melting of a Twist 5=5 Grilit{__Boundéry
- A Verification of Grain Boundary Model

4.2, 1. Introduction

~ The grain boundary meltulg dlscussed in thlb work has been studied expenmentally by Chan
et ‘al. [1985], who observed visible gram boundary dislocation (GBD) in 25<100> twist
bounddnea and in 25< 100> bymmetncal tift boundaries with (3 10) parallcl to the‘boundary ,
plane. The ob§ervations were made for Al during heatiﬁo to 0.89 T, and 0.92 T,,, réépectively

Upon further heating pamal meltmtr of the specimen -occurred. Hsieh and Balluffi [1989]'
observed localized GBDs up to 0.96 '1‘ for some: other spec:lal nrram boundary, and complete |
grain boundary melting was detected below Q. 999 Thebe resultb. are clearly in dlsagreementl
WIth previous atomistic modelmg calculations [Deymier et al. 1987, Nguy;n, et_aL 1986] which
predict a rapid onset of extensive disorder (which appears to be complete melting) ara
lemperaturé as lowr'as 0.7-0.8 T, T"heoretical results were aﬁalyzed by‘ Pontikis [1988]) who
discussed possible reasoné for different results pbtafgned in different simulations.of gmh-bouﬁdary

melting. | |

The purpose of the present work was to test for the existence of a possible gram boundary

disordering transition of the melting type below "I‘m in an aluminium bicrystal with a £=5(001)

twist boundary by a molecular dynarmcs simulation duﬁng heating from 300 K to near T,,. An

important aspect of this calculation is that the z borders of the simulation cell are allowed to

expand or contract in the z direction according to the pressure within the cell. We consider the

simulation cell to be periodic in the x and y directions. In the present simulation, the effective

ion-ton interaction [Hasagawa and Watabe 1992, Wang and Lai, 1980] is introduced by
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~

calculating the total intemal‘ energy of the metal up to the second order of the eclectron-ion
pseudopotential. The contribution of the pressure of a system is calculated using the so-called
“pressure equation of state;' [Hasagawa and Watabe 1992}. This “pressure equation” .is modified
to include the density-dependence of the effective ion-io:_i potential by means " of the
pseudopotential formalism for electron-ion interaction. We focus on the _stability of the grain
boundary' structure {vith regard to thermal excifations, but also consider _other physical properties
such as the internal energy, the structure factor along the direction perpendicular to the interface. -

and the radial distribution function. We also retain snapshots of the atomic configurations al

~ various stages of the simulation.

4.2.2. Simulation Procedure

We consnder a byetem composed of N pamclex In the abbence of the three- and hlgher-body

mteracnons, the [-Iannltoman can be expressed as [Hasanawa and Watabe 199"]

CH= ’z_l: " E;} I‘(.C,J-";Q) +H ) ’ L ({?,2)

where p; is the momentum of the i-th paﬁicle, m is the'wmass of t.he particle, r; is the vector from
i-th particle to j—th,particle, Qs the mean atomic volume,‘ ano V(Q) and V(:_'ij;Q)- represent,
respectively','the one- and two-body interactions V(I:Q) is the'interatomic pair potential at
certain atorruc volume Q, based on the non-local pseudopotential (EINMP) theory [Wang and
Lai 1980, Li et al., 1986] whlch was dlscqued in Chapter 2. The pair potentlal is cut off at21.0
a.u. _ |
The MD simulation is carried out in a cell subject to peo;odic border oonditioos in the x and

y directions, while the z border condition is dynamic and non-periodic. The time unit is -

4.2796x10™ seconds and the time step is 5.0x10™"* seconds. The planar area (x-y plane) of each-. - g

cell was allowed to change with temperature and the cell length in the z direction was allowed
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to fluctuate according the internal pressure of the cell. We‘ choose t6 simulate the 2=5 (001)
twist boundary. This is a boundary on the (001) plane obtained by rétating two peffe_ct semi- -
crystals with (120) faces by an angle of 36.87° about the <001> direction. A representation of
the cell is shown in Fig_ure 4.3(a), viewed from the <001> direction. The: simulation cell consists_
of 36 (001) planes parallel to the x-y plane. Each: plane contains 40 atorﬁs, for a 'total_of 1440
atoms. There are 5 fixed layers on both sides of the bicrystal which extend beyond thé,dutoff
length of the pair potential so that a mobile atom near the ﬁxed Iafei‘ interacts with a pérfecf bulk
solid. | - |

Before the MD-simulat@ori -can .be carried out, the ideal atom positions given by the CSL
model must be modified so that each étom feels no fbrc;:; in other wofds, thp static 0-K Stmcturc
for the bicxystz{l must be found. ThIS static structure was found using a stéepest-deséent enérgy .
minimization [§Stilli1_1ger et al. 1982, ‘1986] techniciue: which allows tAhe‘ bicrystal to éxpand or.
contract in thé z direction and also permits each atom to move relétively to its ﬁgighbbrs until
each atom feels no forcé. - y . h

The MD simulations were pe_rform.ed using a constant-pressure technique (N-P-T-MD) by
which thel volume of the sysfem can adjust itself so that it is consistent with the system pressure
and temperature. A description of the computational method for determining the total internal
energy and the total pressure of a system was presented in the refe;ence [I.ﬁ and Szpunar 1992).
At time t=0, each atom was given a velocity consistent with a total. system energy chosen so that
the system would equilibrate by the time a desired temperature was reached. In order to get an‘
equilibrium structure, the system was first run for 16000 time steps at a given temperature. The
atom positions were then recorded at 200 time step intervals, and the pair distribution functions
were calculated after 4000 time steps. These values were then averagéd.

It proved useful to monitor the atomic érdeﬁﬁg by calculating the structure factor S(k.z),

which is Fourier transform of the atom density. This is given by:
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Figure 4.3 Atomic level images for the £=5 (001) twist grain boundary.
(a) initial configuration viewed from <001> direction; -
(b) configuration at 300 K viewed from <001> direction; -
(c) configuration at 300 K viewed from <010> direction; -
(d) configuration at 900 K viewed from <010> direction. i
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N _

Sk, 2) ={ | exp (ikr) ) 4.3)
| YAy - N .

where k is the reciprocal-lattice vector (47t/2,)(1,0,0), N, is the number of atoms in 2 thin (x-y) .

planar siab of the model at a given depth z, r; is the position_o'f atem j, and < > denotes a time

average. The value S(k) ranges from 1.0 for a perfectly ordered solid to 0.0 for a perfectly

disordered or melted one.

4.2.3. Results and Discussion

The chorce of atomic potenual thl affect the results of any MD simulation, and did indeed
affect our etmulatton of the melttng procese Therefore, a verification of our potenttal and
calculation was camed out as the first etage. Fig. 4.4(a) shows the average atomic volume Q of
the sy;tem as.a ﬁinctiort of temperature during heating for both bulk and bi-crystal Al. The
calculation for the butk was carried out ina cubic box subject T periodic boundary conditions

for a system with 2048 atoms. Td obtain an ecjutlibrium state, the system was run for 10000 time

 step using the constant pressure MD simulation. ‘The result inr;lieates that the calculated melting -

temperature T, of the bulk is around 960 K. Fig 4‘ 4(b) shoxcts the calculated pair distribution

- functton for Al with Q= 135 73 au. at" 1000 K (1. 042T¢m) We see from this ﬁcrure that the-

calculated curve is very close to the expenmental data (represented by cxrcles in the figure).
obtained from Fourier transform of the structure factor with Q=127.57 a.u. at 943 K (1.011T,)
[Waseda 1980). This result indicates that the potential we chosen produces good results at
temperatures close to the melting temperature of Al | _

~ The structure equtltbranon and thermal expansion were investigated by running MD

simulations for several eells at various temperatures using the constant pressure method. The

- results of these 'simulatiens were also used to verify that the cell heating was causing thermal

~ expansion. The computed mean atomic volume Q, thermal expansion coefficient « and grain
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Figure 4.4(b) Calculated pair distribution function for. Al with Q=135.73 a.u. at 1000 K

(1.042T_,). The circles are obtained from Fourier transform of the experimental structure factor e

with Q=127.57 au. at 943 K (1.011T,)) {Waseda 1980].
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boundary energy E, for the Z=5 twist grain boundary at different temperatures are listed in

b
Table 4.1. The atomic volume at 300K for the Z=5 twist grain boundary of Al is approxima_tely |
112.09 a.u. This value is slightly higher than the experimentai value (1_ I 1.90 a.u.) [Waseda 14980] '
and the value of oux; previous MD simulation ﬁf cpolir_ig from liquiﬁ (112.05 a.u.) [Lu and -
Szpunar 1993]. Since all the MD simulations are méde_ at constant pressufe, t}ﬁs.difference could
be the result of the existence of the grain boundary. Table 4.1 demonstrates that the thermal
expansion coefficients & are in rsasonable agreement with the experime_nfa] valués (?:.31x10‘5K_")
for Al ) | B
One of the most fundamenﬁil propetties of a grain boundary is its structlirc on an atomic
" level. The grain boundary- structure _providés insigﬁt into other physical prdperties such -as the .
diffusion or the segregaition of impurities at grain boundaries. Cofnparisoﬂ of‘ the simulated grain
boundary structures with expériméntai results is useful, not only because it can help ﬁs tc; analyze
the experimental observations but because it provides a crucial test of the“bi-crystal model and
the interatomic intcr%ctions used. The grain boundary structures predicted by molécuiar dynami?:s
simulations using pseudopotential are very -consisten.t. Figure 4.3(b) shows the structure at 300K
~ using a projection along the [001} direction after a total of 20000 time steps. Comparéd with
initial configuration (Figure 4.3fa)), it is evident that the basic crystal structure and a =5 CSL
twist grain :bounclary still exist. It is difficult, however, to image the grain boundéry structure: in
three dimensions from this viewing direction. Figure. 4;3(c) illustrates the same grain boundary
structure along the [010). From this image, it is easy to see that the equiIibﬁum grafn boundary
structure predicted by the MD simﬁlation retains the coincident site lattice periodicity, a.nd that
the lowest energy structure corresponds to the coincident site mngemegt of the two ideal _
crystals. It is also apparent that the grain boundary was formed by a migration of atoms from
their initial posiiions to the upper, lower and central areas of the b.i-crystal.. This ﬁﬁgration results
in larger average interplanar spacing at the grain boundary than in the surrounding bulk regions.

This migration changes the average profile of the grain boundary. Specifically, the disorder near



4. VERIFICATION OF COMPUTER SIMULATION MODELS

(a)

-2.059|. L5
" Twist GR
Al (001)

e QOOK
" 700K

E (a.u_'.)

k»‘l'j - | 1.00.

0.75
t2 0.50
n ’ .
. 5
. Twist GB’ 900K,
0.25)- Al (001) )
| (o) |
0.00 L1 ! | ! } ! ! ! |
-23 -15 -5 5 15 25

Figure 4.5 (a) Total intemnal energy E, and, (b) structure factor S(k) calculated
across the z direction of the bicrystal model at various temperatures.
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the grain boundary has now spread over a wider spatial region.
The energy profile for different temperatures is shown in Figure 4.5(a). Atoms at the grain

boundary, as well as several layers of atoms affected by the boundary, ail lie in higher energy

positions. All the other layers behave exactly like laye}s of the berféct crystal atoms: the total |

internal energy curve for these layers is flat, and the values of the total internal energy of these
atoms remains the same. This proves that the grain boundary is embedded in a perfect crystal

environment.

Table 4.1 Average atomic volume Q, thermal expansip'n coefficient o
 and grain boundary energy E,, calculated using pséudopotential |

for a simulation cell with a £=5 twist grain boundary.

TK) | Q@u) | (0K | Egferscm?)
{300 | 1200 |0 — 653.17
500 113.74 2.44 88020
700 | 11539 240 - | 114434
{800 | 1162¢ | 245 1325.88
’ 850 | 11667 | 246 1367.37
860 116.76 12,57 1381.89
870 . 116.85 250 . 1396.24
880 | 11694 .| 248 . © 1410.21
890 117.03: ;| 246 © 1469.61
900 | 11708 | 242 155535

As the temperature increases, the total intemal'energy of the atoms of both the perfect crystal

and grain boundary increase, as do the number of the layers affected by the grain boundary.

r
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Figure 4.3(d) shows the predicted structures at 900K (0.9375T,,,) in a projectian along the [010}
The image shows that the equilibrium grain boundury structure at 0.9?"1’5’1}m predicted by the MD
simulation contains two atomic layers which have lost their coincident site luttice periodicity.
This indicates an increased migration of atoms at the grain bpundary at high tcmpcn;tun:s‘ From
the total intermal energy curve, howéver, it is clear that the grain boundary core structure still
exists and perfect crystal structure exists outéide the grain boundury. Figure ;1-;6(:1) shows the pair
distribution functions fot the whole system at various temperatures, |

“These résults confirm that the structure of the crystal is still fec and the ‘grain boundary |
structure core of whole system still. exists up to 0.9375T,. ‘

As the temperature increases, the peaks of the PbF brdaden and shift aﬁmy from ench other
because of thermal expansion and the disorder caused by thermal effects. The most common torm
of atomic-level structural disorder in the cﬁryx'tal ansezs from the thenhnl‘motibn' of its constituent
atoms, which is ubually associated with therrnal expanszon. As is well known, thl\ homog,eneom :
type of disorder results in a volume expansxon originating trom the anhnmmmcny of the
interactions among the atoms. Conversely, interface materials are stmctum[ly disordered at the
atomic level evéh at low temperamres, due to the irérj-presence of’ the interfaces, At or near the
interfaces, this type of d:sorder mhomogeneonb. The effect of the interfacial dtsordcr on the :
volume of the material i is nevertheless similar to that of thermal disorder, and usually [cad:, to -
a volume expansion at the interfaceé. Ho_wever,’ at very high temperafurg:s near rmclting |
temperature, conditions cﬁangé dfaniaﬁcally, resulting.in a type of ciisotdc_r' which is dissimilar
to homogeneous thermal disorder. .

Figure 4.6(b) represemts the pair distribution functions of different regions along the z
direction at 900K. The curves (@), (i), (iv) and (v), which are calculated for the upper and lower
blocks with 240 atoms, indicate that the structure in these regions at 900K is fec. The curve (i),
calculated for the grain boundary core with 80 atoms (two atomic layers), indicates that the

structure of this region at 900K represents a licjuid-like disorder, the state of so-called partial
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Figure 4.6(a) Pair distribution functions calculated for the whole system at various temperatures;
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Figure 4.6(b) Pair distribution functions at 900 K calculated across the z direction for
different regions with different numbers of atoms: (i) from 6th to 12th plane (240 atomb)
(ii) from 13th to 18th plane (240 atoms), (iii) from 19th to 20th plane (80 atoms);

(iv) from 21st to 26th plane (240 atoms); (v) ﬁ'om 27th 1o 323d plane (240 atoms). -
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Figure 4.6(c) Pair distribution functions of the grain boundary core at 300, 700, 850, 830,
890 and 900 K with 80 atoms (from 19th and 20th plane).
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“melting. Figure 4.6(c) shows the pair distribution: functions for the gruin boundary core with 80
atoms at various temperatures. This figure shows with a rise in ternperature, the structure of the
grain boundary core is increasincly disordered and at 890 K is still a fece-type structure. In
conclusion, the parttal meltmg of the twist £5 (001)grain boundary began at around 0.9375T,,,.

From Fig. 4.4(a) one can see that the average atomic volume of the bi-crystal systenr is sltghtly

larger than that of the bulk system, but one cannot see the partial melting of the grain boundury

corz at 900K because the average atomlc volume is calculated for the whole bl-cryxt'tl system
and partial meltmo oceurs in the grain boundary core with 80 atoms (two atomic hyer\) Our

results are clearly in agreement with alt prev:ouu expenmental results of Al [Chan et al. 1985,

Hsieh et al. 1989], and disa'crree with some other atomistic calculations \‘[Dey-imer et al. 1987,

Nguyen et al 1986] which predtcted a complete melting at temperatures as low as 0.7- 0 T

Among the factors that can lead to erroneous conclublonq [Pontikis 1988], the boundury

conditions imposed on the computational cell, the interatornic potential and t]}te size of the cell

are worthy of mention. " | | |
Another indicator of gram boundary melting is tbe structure factor S(k) czilcullated along the

z direction for different temperatures (as shown in Fig. 4.5(b}). At 300K the grain boundary is

less ordered than the bulk, although the grain boundary core is quite well defined, and S(k) still

has a value indicating a certain amount of structural order. 'I'he total mtemal energy in this reglon
is higher than it is in the bulk region. With an increase in temperature S(k) in the m:ddle of the”

grain boundary region decreased toa smaller value. Correspondmgly, the energy in the grain B

boundary region increases. It is seen that for all temperatures below T,,, crystal regions which

are far from the grain boundary behave like a perfect crystai.

4.2.4. Conclusions

A constant pressure molecular dynamics simulation has demonstrated the effect of

temperature on the structure of a Z=5 (001) twist grain boundary. The equilibrium grain
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boundary structure at 300K, predicted by the molecular dynamics simulation using

pseudopotential, retains the coincident site lattice periodicity, while the lowest energy structure

'corresponds lo the coincident site boundary between two ideal crystals. This indicates that the

grain boundary was formed by atoms migrating from their initial positions to the center of the

bi<crystal, and by some other atoms migrating to the upper or lower regions. As a result, the

average interplanar spacing in grain boundary are signiﬁcantlyilarger than they are for: the
surrounding bulk regions. Also, higher energy Ievels of atoms in the grain boundary are apparent.. ‘
thh an increase in temperature, the total mtemal energy of atoms for both the perfect crystal
and the grain boundary increase, and the number of layers affected by the gram boundary also
increases. The grain boundary core structure and the perfect crystal structure existing outside the
grain boundary still exist at 0.9375T,,,. However, the equilibrium grztin boundary structure core
at 0.9375T,,, has two atomic layers which ha\te lost. the coincident site lattice periodicity. The
structure of these two layers is representative of a liquid-like disorder. Therefore, pamal melting

of the £5 grain boundary has occurred ata temperature of about 0.9375T,,.

4.3. Summary of the Verification -
The verification of computer simulation models indicates that the agreement bettveenlthe
model’s predictions and experimental results is quite good, which again gives confidence in the

reliability of the Embedded-Atom method and the grain boundary model.

N



CHAPTER 5: | :
RESULTS AND DISCUSSION OF INTERGRANULAR FRACTURE

The purpose of this chapter is to present the results and discussion of the rinlter.grdnular
fracture inv_estigation that has been conducted using the methods described in Chapter‘IlI'l.' “The
following sections detail the investigations of grain bouhdarj Strucfure and energ ,. grain
boundary fracture of bi-crystals at atomlbtlc level, intergranular fracture of bulk: at mlcrmcoptc
level, and an mtegrated approach of mtergranular fracture of polycrybtallme matemls

51. Grain Boundary, Surface Structure and Energy
5.1.1. Grain Boundary Structure and Energy . | -

The structure, energenc:. and free volumes associated thh dlfferent types of bounddnea and
theu‘ statistical distribution w1thm 2 polycrystal are expected to exert a dominant. mﬂuence on
macroscoplc material prope.rtles such as intergranular fracture, grain boundary sliding, boundary
trugranon and grain boundary diffusion. Graln boundaries in pure metals reprcsent ideal model
systems for the mvestxgatlon of the strictly geometncal aspects of structure-property correlat:ons

for the following three reasons [Wolf and Merkle 1992]. FlI'St, one;avo:ds the complc:_uty due to
the myriad of pdssible choices of materials combinations foﬁning the interface, thus enabling the .
researcher to focus on the different roleé of the three distinct geometrical aspects of the stmpture. |
Second, because grain boundaries are bulk interfaces, dimensional interface parameters (Suéh as
the modulation wavelength in strained-layer superlattices, or the thickness of epitaxial layers) do
not enter into the problem. Finally, grain boundary energy'i_s thought to-pla-y a central role in
various grain boundary properties, such as impurity segregation,l grain boundary mobility and

fracture among others. A better understanding of the correlation between the structure and energy

110
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of grain boundaries therefore promises to offer insight into more complex structure-property
correlations as well. Also, it represents a base line against which the effects of interfacial
chemistry can be probed.

Despite a variety of controlled bielystal experiments performed to date, a systematic

‘experimental exploration of the special £ grain boundary with the five macroscopic and three -

microscopic degree of freedoms has not been perforrhed well. Because of the relative ease with
which the macroscopic degree of freedoms can be manipulated in the computer, an épproach
utilizing the complementary capablhtles of atomic-level computer simulation and expenment
seems to be pamcularly promising. However whﬂe a companson between experiments and
modelmg results in crucial test cases is absolutely essentlal the main strength of such elmulatlona | _
lies in their ablhty to provnde atomic-level insights into stmcture—property correlauons

It should also be noted that, since real blcrystal is produced at finite temperatureb entrop:c :
and kmetxc effects may also play a role i in deternumng the propemes of blcrystalb. At elevated
temperatures, the kinetics of all of these thermally activated processes becomes sufficiently rapid

that thetr contributions to the overall behawor of the material are substantial. The commonq :

feature associated with all of these phenomena is thermally ac_:twated motion in a reduced

coordination environment. Free volume ‘provildes a good measure of airerage grain bo'unda:y
coordination. It 'is therefore logic_al‘ to correlate the kinetics of ‘these thermally activated
macroscopic material properties with the boundal_'y free volume. Free volume is useful because |
(a) free volume is :; potentially: more readily measurable quantity than grain boundary energy,‘
and (b) in some cases it provides a direct link between structure and properties, such as grain
boundary energy, grain boundary slidingt nﬁgratioo and fracture, etc.

Energy ‘minimization was performed on the grain boundary structure model, using dynainic
borders, by applying the steepest descent relaxation method with a constant stress at the borders.
Using the embedded-atom method potentials for Cu, Ni an‘d Al, the correlations between energy,

structure, and volume expansion for grain boundariés in Cu, Ni, and Ni;Al have been.
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investigated. An exarnple of Z5 (001) twist grain boundary strucnure for NiAl is' shown in
- Figure 5.1 viewed from the <001> and <Ol__0$ directions. This grnin boundary structure is similar
- to the grain‘boundary structure for Al in Figure 4.3, which was calculntod using the pseudo-
potential. The_: results of gram boundary eneréy and grain boundai'y. free Volume of 28 ¥ grain
boundaries in Cu, Ni, and Ni,;Al me‘liéted in Tables 5.1 and 5.2 for symmetric twist and tilt gr'.iixl |
boundanes respectively. | L
In these studies, it was found that both the grain boundary cnergy and free volume dcpend
- to 2 high degree on the grain boundary-plane. The onergy-of (001) boundaries is more than twice
as large as that of the (111) boundaries. The grain bou_ndgry ene'rgy and free volume are highly
interrelated. A genor;ﬂ trend of increasing grain bonndary energy with increasing grain ooundaxy
expansion was observed. The 23, (1 11) twist and (1 10) 70-.53° tilt coherent nvin bounclarics have
zero expansion and zéro-grain boundary energy be'causo those grain bounclaxy oonﬁgumt'ions m:
identical to the‘perfect crystal The results from Table 5.1 and to 5.2 suggest that an ihpdrfant
role is played by the gram boundary plane. The mterprctanon of the large dlfferenceb in the gram
boundary energy and free volume for dlﬁerent planes is e&cnt:ally based on Paqu, pnncnple
:[Yip and Wolf‘ 1989]. Although- the densuy in the gram boundary reglon has decreased‘due to
_ the volume expansion at the grain boundary,' and thus the average distance between atoms nas '
| increé.sed some atoms in a high defecteo environment are at éeoarations closer than the
crystallme nearest-neighbor distance. It appears that in any grain bounda:y unit cell there are
realons of very poor match across the mterface whlch cannot be sufft cnently relaxed even when
the volume increases.
It 'should be noted that for most of the 501mdaries the experimentally oBtnined volumc
expanmons are about twice as large as the calculated ones, however, the vqume expansion for .

the 23 (111) twin boundary in copper [Wood et al. 1986) found by HREM was only about

0.001:0.004nm (32/a=0.0028:0.011) which agrees very well with the theoretically predicted .~ - -

value.
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Figurc 5.1  The Structure of Z5 (001) twist grain boundary for Ni,Al

. viewed from (a) <001> direction, and (b} <010> direction.
Ni - small balls; Al - large balls.



5. RESULTS AND DISCUSSION OF INTERGRANULA& FRACTURE

114
Table 5.1 Results of symmetric twist grain boundary for Cu, Ni, Ni;Al. = .
Ecu is the grain boundé.fy energy; ' | | -
 Bafa, is the grain boundary free volume;
-0,;,'“ is the maxxmums of-tensile stress,
Axis | = Egp (erg/cm’) - dafa, | Gy (GP2)
Cu | .Nii | Ni;Al | Cu | Ni |[NjAlL| Cu | Ni-|NjAllS
100 | 5 [66332 92258 | 971.17 | 0.077 | 0.072 | 0.078 | 1231 [ 17.25 | 16.86
100 | 13a | 619.10 | 874,54 | 902.96 | 0.073 | 0.075 | 0.074 | 12.65 | 17.87:| 17.49
100 | 17a |703.52 | 99598 [1012.55 [ 0.084 | 0.086 | 0.083 | 11.77. | 1673 | 1661
10 | 3 |937.93 |1307.33{1350.92 | 0.063 | 0.061 | 0.061 | 1175 | 14.67 | 14.22
110 | 9 |993.10 |1396.73 | 1421.03 | 0.081 | 0.082 | 0.079 | 1128 | 13.97 | 1348
110 | 11 [ 96552 | 134354 |1404.98 | 0.072 | 0.069 | 0.073 | 11.72 | 14.26 | 14.07
110 | 17b |1062.01|1482.41 [1526.09 | 0.093 | 0.091 | 0.092 | 1094 | 13.62 | 13.19
110 | 19a | 89655 | 1252.98 | 1307.84 | 0.076 | 0.074 | 0.078 | 12.41 | 1534 | 14.87 |
1 | 3 0.0 00 | 00 | 00 | 0O | 00 | 17.84 | 2646 | 26.15
111 } 7 |28543 | 40273 | 419.46 | 0.030 | 0.033 | 0.032 | 15.61 | 2331 | 22.26
111 | 13b | 29749 | 411.95 | 437.97 | 0.032 [-0.031 | 0.034 | 1424 | 2243 | 21.14
111 | 19b | 26533 | 377.94 | 381.27 | 0.025 | 0.028 | 0.024 | 16.09 | 2427 | 23.88
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Table 5.2 Results of symmetric tilt grain boundary for Cu, Ni, Ni,AlL
Eqp is the grain boundary energy; -
Baya, is the grain boundary free volume;

Oy 1§ the maximums of tensile stress.

Axis| 5. | ©° Eqp (erg/em?) ' dafa, ; O ax (GP2)

Cu | Ni | NLAL [<Cu | Ni [NiAl| Cu | Ni |NiAl
100 | 5 | 36.87 |846.44 [1199.48 {-1241.07 { 0.091 | 0.092 | 0,093 | 9.75 [ 11.63 | 11.22
400 | 5 | 53.13 |878.38 [ 1225.79 | 1295.45 | 0.085 | 0.083 | 0.087 | 9.53 |11.36 | 10.74
100 | 13a | 22.62 | 818.18 | 1151.04 | 7798.04 | 0.064 | 0.066 | 0.066 | 10.27 | 1241 | 11.75
| 100 | 13a | 67.38 [678.13 | 960.86 | 969.68 |0.060 | 0.063 | 0.058 | 11.34 | 14.01 | 13.89
L 100 { 17a | 28.07 [853.81 | 1193.32 | 1215.78 | 0.082 | 0.079 { 0.080 | 9.74 | 11.68 | 11.47
100 | 17a | 61.93 |834.15 | 1178.84 | 1205.23 [ 0.080 [ 0.081 | 0.079 |-9.83 | 11.84.| 11.59 |
(10| 3| 7053 00 | 00 | 00 |00 | 00 | 00 |17.72|26.58 | 2636
110 | 3 |109.47 [502.38 | 715.90 | 750.48 {0.059 | 0.060 | 0.063 | 14.46 | 18.82 | 17.86"
110 { 9 | 38.94 |769.05 [ 1078.91 {1180.70 [0.071 | 0.073 | 0.070 | 11.19 | 13.64 | 12.75
110 | 9 [141.06|540.48 | 751.65 | 795.80 [0.061 | 0.058 | 0.064 | 13.52 | 17.25 | 16.69
110 | 11 | 50.48 64226 | 907.64 | 924.01 |0.064 [ 0.065 | 0.062 | 12.42 | 15.32 | 14.97
110 | 11 [129.52|280.95 [ 401.05 | 420.95 [0.043 | 0.045 | 0.044 | 16.03 | 22.35 | 21.56
110 | 17b | 86.63 |497.62 | 69222 | 713.57 |0.038 | 0.036 | 0.037 [ 15.18 | 19.92 | 18.78
110 | 17b | 93.37 |538.10 | 74821 | 780.34 [0.048 | 0.047 | 0.047 | 14.34 | 18.30 | 17.37
110 | 19a | 26.53 | 766.65 | 1081.84 { 1102.21 | 0.072 | 0.074 | 0.071 | 11.13 | 13.64 | 13.19
110 | 19a {153.47 | 633.34 | 89522 | 913.64 |0.069 | 0.071 | 0.067 | 12.43 | 15.52 | 15.15
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it should also be noted that for ail boundane:. in Cu, our calculated grain boundary enernxe\
and volume expansions are very cloae to the values predicted by Yip and Wolf 11989] Our
calculated grain boundary energy for several boundaries in Ni and Ni,Al agreee well with the
values obtained by Chen et al. [1986] and Baskes et al [1989]. |

A linear relationship between grain b_oundary energy and volume expansion was observed
for Cu, Ni and Ni;Al as shown in Figures 5.2(a), (b) and (©). It should be noted that many
material properties correlate du‘ectly or inversely wnh the grain boundary energy A linear
relanonshnp between the ‘boundary energy and volume expansion sugge.\tb that many grain .
boundary related material propemes can be easxly correlated with the average volume expanxnon\ _
of the boundaries constituting a polycrystal. A trend of increasing grain bouaglary energy 2 and free

volume with an increase in the interplanar period was observed. The grain bouh'dary energy and

-volume expansion as a function of misorientation showed sharp minima (or cusps) at those values .

of misorientation angles whieh left the boundary in pu_rely symmeh‘ic conﬁgarations. These

results agree with the calculaeions made by Yip and Wolf '[1989] | T
These results indicate that the agreement between our calculations and othere is quite good: ‘

Aand again gives us confidence in the reliability of our grain boundary model to make further |

modeling and predzcatxon for OUr purposes.

Because the prOpen51ty of NL;Al to mtergranular fracture could be attributed to a low ]

cohesive energy of the grain boundaries, it is of interest to investigate the energetlcs of the gram
boundary for this alloy. The cohesive energy represents the e'nergy‘ required to cleave the
boundary. It is therefore the sum of the surface energy of the two free surfaces that are created. -
minus the energy of the grain boundary which is cleaved when the intergranular fracture occurs
in the absence of plastic deformation (Equation 3.34). Forl the symmetric twist grain beundary,
the surfaces created have the same orientation as the grain boundary plane. However, for the ”
symmetric tilt grain boundary; the surfaces created have a different orientation from the grain

boundary plane. For Ni,Al alloy the surface energy depends on whether the exposed surface
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plane is the pure Ni plane, or pure Al plane, or the mixed composition plane which is listed in

* Tables 3.4 and 3.5.
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Figure 5.2(c)_" Relationship between gram boundary energy B,:,-Band volume expansion 8 V/a, -
for Ni,AL | |

5.1.2. Surface Enersy e

In this investigation, surface energies were calculated for only three principal fec surfaces
(100, tl 10) and (llls using the embedded-atom method in Cu, Ni and Ni;AL Metal surfaces
have providedrz'x convenient proving ground for_ the cﬁbedded atom method. Enough accurate

measurements are available for some fundamental properfies‘ (for example, surface relaxations)

. that close comparison to experiment is possible. The EAM is seen to be capable of describing

metal surfaces adequately because the effective interatomic interactions are influenced by the
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cnvironment. The key here is the role of the many-body interactions incorporated in the model.

The surface energy and structure of the loxn;-index qurfa'ce (100}, (110) and (1 1 1) of Cu, Ni '

and Ni;Al were obtained. The calculations were performed by minimizing the total energy of
thick slabs wnh (100), (110) and (111} surfaces.

The reeuIL\ for the surface energies are presented in Table 5.3. In general, the surface

energies are systematically lower than the experimental results [Tyson and Miller 1977), theﬁuh '

the ordering with respect to face is correct The error in the absolute surface energy can be traced

buack to a neglect of the slope of the background density experienced by the surface atoms [Daw

1989]. N , B
From Table 5.2, for pure Cu and Ni, (11D) sﬁrfa_ce has the lowest surface energy and (110)

has the highest surface energy. For Ni;Al alloy, m1xed (100} _sﬁrface has the lowest surface

energy, (111) has the second lowest, and pure Ni (110) has the hi'ghest surface energy. Aecordin'tT
to Wolf's [1990] calculation the burface energies of other surface planes are between the IOWCbE

and highest: Thee,e :.urface energleb can be estimated from qu"e 5.3.

3.1.3. Summary

The results of grain boundary energy and surface energy indicate that the cohesive energy:

of grain boundaries in Ni,Al alloy is not significantly different from pure Ni, which implies that
the tendency to intergranular fracture is nof simply - due to ﬁoor cohesion of the individual
boundaries. Similar results have been obtained from calculations performed by Chen et al. t1986]
and [Baskes et al. 1989]. Therefore, further modeling;a}ld ;alcﬁlations are necessary to seek the

main reasons of the brittleness of Ni;Al and to improve its fraeture resistance and toughness. -

N
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Table 5.3 Experimental average surface energy [Tyson and

Miller 1977] and calculated surface energies of three principal

fee surfaces for Cu, Ni and Ni;Al (EAM),

Y (ergs/fem®)
Materials . (100) ”(110)_ (111) Experimental
| _ R (average facé)
Cu | 128817 | 1307.81 | 110342 | . 1790
Ni | 179597 | 1820.72 1573.2_6 - 2380 .
Pure Ni | 189544 |.1936.52 o
Ni,Al | Pure Al | 182176 | 186530 | 167631 | ° n
Mixed | 1641.87 | 1743.04 |
e = 5
2000 — 2

-

o 1750/

g

<

al : s — NijAl (pure Ni)
g 1900 .—cu O — NigAl (pure Al)
~ . Ni s

o~

12500 T~ T

S <110> (EAM)

4 — NijAl (mixed)

1000} !
)

Figure 5.3 Surtace enérgy for surfaces with normals perpendicular to <110>.

¢ is the rotation angle about the pole axis.
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52. Intergranular Fracture at Atomistic Level

5.2.1. System Equilibrium

The system equilibration was investigated by running molecular dynamics simulation at
room temperature in the absent;e of an applied load. The simulation extended to 4,000 time steps
in.order to bring the system‘?d the equilibrium lattice constant at the specified target temperature.
Because the atom velocities were initialized at random according to the desired temperature, the
extra thermal energy of sbme atoms 'i'slconve_rted into stress, whiéh is communicated to the

borders and causes them to expand or contract. As a result, the atom velocities (temperature) and

border positions begin to oscillate out of phase with each other in'time until all atoms and

borders reach equilibrium. i’igure 5.4 illustrates the typical épproach to the equilibrium cell lerigth

in z direction at room temperature without external stress applied during the_cQuilibrium process.

The cell length in z direction versus time step curve takes the form of an exponential décay as
expected from the formulation of the modei, and it was determined that 4,000 eﬁuilibration time
steps would be adequafe for all grain bomi_daries which were investigated in this project.

Stress-strain simulations were conducted for each of the grain® boundaries at _foom

temperature using the molecular dynamics techmque The runs were conducted on two-

dimensional periodic cells w:th external loads placed along the non—penodlc direction (z-axis).
The load was applied by assigning external forces to the z-borders and the atoms in Crysta_ls l
and Il (Figure 3.5) and slowly increasing the force linearly with time. ,
The principal results of these dynamics sirnulatioﬁs are manifested in a stress-strain-to-
fracture curve for each run An example of this output 1s also given in Figure‘ 54 in which the
time dependent total length of the computation éell in z direction is plotted as a function of the
time step number. Since the applied stress is ramping linearly with time, the plot contains all the
information of a conventional engineering stress-strain curve and is easy to convert into a true-

stress versus true-strain curve. The statistical fluctuation seen-in the curves results from the fact

¥
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that the system is still not large enough. However, as we can see from this curve, the statistical
noise does not make it difficult for us to deterrnine the properties of bicrystal under thé applied

load. The elabnc properties and fracture resistance can eauly be e.x,.nmated from the st&:x&-atrmn-

to-fracture curve.

.0
=

MD Simulations
#300K

SN ™
o N

—
m.

, - No E!\Lc-rnal th ess
16 N ) i l

0 1000 2000. 3000 4000 5000 6000
| Tlme Stcp

~Cell Length (a.u.)

Figure 5.4- Typical cell length changes in z direction with or without extemal

stress loaded during Molecular dynamics simulations at 300 K.

As expected following an initial period of 4,000 steps uééd for system equilibration in the
absence of extemal stress, the cell length curve proceeds in tu'ne to the point of fracture. Because
at the beammng of the sunulanons, the cell length changes lmearly with the tlme x*tep, plotb of -
this. type were used to determine an average Young's modulus for each run, and to venfy that the -

basic operation of the simulation was proceeding as expected.
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5.2.2 Verification of Young's Modulus

Important aspects of the verification of the éimu]ﬁtion’s ‘basic operation are the re_latiw)e.
insensitivity of the overall results to-variations in the selected time step and force step
mcrementb Slmulauona were made. for the copper sample at 300 K, the force rate being halved
at constant step length, and the step length was halved at constant force rate. In each case the
resultmg value of the Young's modulus for the cell was used for comparison and found to be

insensitive to the values selected for either pammeter As shown in Table 5.4, values of the .

modulus changed by only 5 GPa (<4%) when the step length and force rate were modified. ThlS

value is well within the error caused by the statistical fluctuations in the stress and strain curves.
. Table 5.4 Computation of Young's Modulus with variation of

Force Rate and Time Step in Cu.

Time=Step | Force Ramp Rate Medulus
| (10%V/AY) (GPa)
12000 25 | 13416
2000 20 ° | 13365
3000 20 13079
3000 L5 127.94
Experimental value” = | = 12945

* Obtained from Smith [1976]:

5.2.3. Evolution of Atomistic Image and Stress-Strain Curve

For the purpose of investigating intergranular embrittlement in pure metal and simple alloy, :
the most important aspect of computer simulation is to guarantee a consistent occurrence of

failure on the grain boundary. The cases which failed far away from the boundary are harder to
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intorpret because the gmm boundary is the only defect for bicrystal in oure metal and simple
alloy and there is no segregoted impurity (such as B that could enhance gra'mrlboundary) existing
in the systexﬁ."'l‘his is also a way to verify tilc Voperation of simulation, [n our inve.s‘figation.ull

cases of -fracture in bicrystal occur on the grain boundary. Figure 5.5 shows the stress-strain curve
-- for £5 (120) symmetrical boundary in Ni@Ai ‘alloy Figures 5.6(a) ‘(ﬁ illustrate structure of the
grain boundary images of deformation and fracture behavior tor \ymmetnc tilt £5(210) Ni;Al
boundary. In the fioures the small balls represent Ni and the laroe balls. repre:.ent Al Flgures

5.6(a)-(f) correspond to the a-f status in Fig.5.5.

-~

15

N13Al 5(1>0)
.
=
o
" .
i
b . /.‘
=
a&b x — fracture 1
0 | | |
0 10 20 .30

& (%)

)

Figure 5.5 Stress-strain curve for 25-'(120) syfrmietric boundary in Ni;;A'l alloy.

(a-f) corresponds with the image structure in Figure 5.6(a)-(f}.
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Figure 5.6(d) The structure image for £5 (120) symmetrical tilt grain boundary in Ni,AlL
(d) corresponds to the status in the Figure 5.5.
. Ni - small balls; Al - large balls.
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5.

Figure 5.6(e) The structure image with plastic deformation for Z5 (120) symmetrical

tilt grain boundary in NiAL

(e) corresponds to the status in the Figure 5.5.

”

Ni - small balls; Al - large balls.
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)

Figure 5.6(f) The structure image after fracture for X5 (120) symmetrical
' tilt grain boundary in Ni,Al

(f) corresponds to the status in the Figure 5.5.
Ni - small balls; Al - large balls.



5. RESULTS AND DISCUSSION OF INTERGRANULAR FRACTURE 131

As we can see from Figure 5.5, at the beginning of the slress-strain curve the stress
increases linearly with the strain, which means that at this stage only elastic deformation occurs ‘
in the sample. When the applied stress becomes much greater and is beyond the yield poinf of |
materials, the strain increases dramatically with only a small inéi‘ease in applied stress until the
fracture happens. | | . . |

Figure 5.6(a) shows the relaxed structure for £5 (120) symmetric bbundary in Ni;Al alloy.

It is easy to see that the basic crystal structure EXlStb in the bulk and that 2 £=5 CSL tilt

.‘ symmcmc boundary structure repeats along the grain boundary plane Thus, the grain boundary

structures predicted by the steepest-descent energy ‘minimization technique using the embedded-
atom method potential are very consistent with our previous calculations and others’ predictions.-

Figure 5.6(b) shows the dynmhics structure image of 25 (120} symumetrical boundary in Ni;Al

~alloy at 300K without external stress after a total of 4 000 time steps. Compared with the relaxed

structure in Figure 5 6(a) It clearly indicates that the basic fcc crystal structure and 25CSL dlt

symmetric boundary still ‘exist. Thlb means that the crr.mn boundary structures predicted by our
molccular dynamics tcchmques usmg the same embedded-atom method potennal are also very

consistent, The next gmp_h. (Figure 5.6(c)) sh0ws the structure image with large elastic

~ deformation for =5 (liO) symmetric bo?undary in Ni;Al alloy at 300K, which corresponds to

stage (c) in Figure 5.5. There is no significant difference between this structure image and the
previous one. One notes only that the distancé between atoms élong the. direction perpendicular
to the grain boundary plane increases, and the basic fcc crystal structurevand 25 CSL .tilt
symmetric boundary stili exists. Figure 5.6(d) shows the sérucnue image at the beginning of
elastic plastic deformation for Z5 (120) symumetric boﬁndai'y in Ni;Al alloy at 300K, Which
corresponds to stage (d) in Figure S5 . Itis évident that the fracture océurs at the core of the
gmin boundary, and that the basic fec crystal strucmre\‘arid CSL b0undary structure disappear at
the grain boundary. The atomic structures looks aisordered and a high level of deformation

appears in the sample. Far away from the grain boundary plane one still can find the basic fec
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crystal structurt;;'Thc next graph (Figure 5.6(e)) shows the structure image with a much higher
plastic deformation for 5 (120) symmét;'ic boundary in Ni Al allo‘y at 300K which corresponds
to stage (e) in Figure 5:5. One caﬁ see that the separation of the gmin boundury grows larger and
the atomic structure becomes more disordered. The t’inal r'raph {Figure 5.6(f)) shows the \truclurc\
image whcn the fracture oceurs for 5 (120) \ymmetnc boundary in Ni,Al alloy at 300K, wluch
corre:;pondb to stage (f) in Figure 5.5. When the fracture occurs the i mtencuon between two bi-
crystals is zero. We 1denufy the end of the fracture when the i mteractlon between two bl-Cly\l.ll\ -
is zero. At this time, however, the strain increases very quickly thh only a small increase in

: applied_stfess. Beéausz: of this behavior of stress-strain lt is not eitsy to determiine ihe ::xuctisn.'ain_

-

at the fracture point, but the fracture stress can be estimated with sufficient accuracy. The

maxima of tensile stress for various CSL grain boundaries in Cu, Ni and Ni;Al are listed.in = ..

- Tables 5.1 and 5.2.

©5.2.4. Stress-strain Relationships for CSL Bdundaries_ in_Cu, Ni and Ni;Al"
In these CabCS where fracture occurs consistently at the grain boundary, thé fractures for
- different CSL grain boundaries genetally behave similarly until the point where fracture happcn.s.
In all cases observed, the: strcss-stram curves of the gram boundaries are nearly identical. The
evolution of the atomistic configuration is also similar throughout the fracture process. Under ;hc
influence of external stress, the bi-crystal samples elongate uniformly in the matrix fegion with
a slightly different strain rate at the grain boundary plane. As a strain across the gram boundary
is increased, the restoring force is reduced and the grain boundary core separates rapidly.
Depending upon the atomistic configuration of the first few bpundary planes, the separanon may
occur in either a clean brittle fashion or one in which bands of material are drawn into the cemér
from either side. Figures 5.7(2), (b) and (¢} show the calculated stress-strain curve.in Cu for
various CSL symmetric twist, <100> tilt and <1 10> tilt grain boundaries, respectively. One can

easily find, that the fracture stress varies for different CSL grain boundaries. For the symmetric
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Figure 5.7(a) Stress-strain curves for various symmetric twist grain boundaries in Cu.
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Figure 5.7(b) Stress-strain curves for various <100> symmetric tilt grain boundaries in Cu.
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twist boundaries in. Cu. the fracture stress of boundaries at <111> planc is much higher than

those at <100> and <111> p]ane: Amonﬂ the.\c high tracture stress bounddne\\ the ﬁacturc strca\

- of 23 twin boundary at <111> plane is the highest, while the fracture stress of 23 boundnry at

' <l'lO> plane is much lower. Z17b boundary at <} 10> plane has the lowest fmcture stress of all

‘calculated bymmctnc twist boundancb in Cu. The fracture \tre.\b (Flgurc 5 7(b)) ot the <IOO>

symmetric t11t boundane:. in Cu are Iow comparcd to thc symmemc twrst boundane.\ T—lowwcr

for the <110> syrmnetnc tilt boundancs in Cu. there are several grain’ boundane\s wlth much

iugher fracture th'CSSCb These gram boundane:, arc 23(70.53°), 2 1 I(179 52°), L l7b(86 6".")'

' etc. The. tesul S albo mdlcate that for tzlt glam boundancs with' the ~:amc 3. valucz. .md dlffcrem
' mlsoncntatlon the fracmrc strcsscs are totally drfferent 'I‘hereforc, thc ﬁram boundary lmcmrn.f_ o
stress dependb on the typc and structurc of nmm boundary, Le., thc boundarv phmc sl“d.:':' -

misorientation deacnbed at least, by the crystallographrc and geomemcal pammctcrs

" Cu \1[0, - .
:,ymmctnc‘ tll!. boundnry

- Y=70:53

19 93 arl .
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" Figure 5.7(c) Stress-strain-curves for varicus <1 10> symmetric iils grain boundarics;in Cu y
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We have conducted the same kind of modeling test for the same gram boundaﬁes in pure
Ni metal and Ni,Al alloy and obtained similar results: The stress-straih curves for symmetric
twist boundaries, <100>, and <110> symmetric tilt boandaries_ in Ni-'and Ni,Al are shown in
Figures 5.8(a)-(c) and 5.9(a)-(c), respectively. The fracture stresses for various CSL grain
boundaries in Ni and: Ni,Al are also listed in Tables 5.1 and 5.2. One may: note the fluctuation
~ in all stress-strain curves. Some noises are small while some are qdite large. These fluctuations
seen in the curves result from two facta (i) the eystem size and shape, especially the. Wldth of
specimen; (ii) the thermal vibration of particles. In our modehng the fluctuation has been
._ minimized throt:gh the use of relative large systems and the calc_ullatlon of true tempexature at
each s‘tep‘ Etrenlrwith these efforts the hoise is still he observed be'cause the thermal tribtation of
- particles cannot vamah in the molecular dynamncs modelmtr The noise w111 be much «reater_.
when the temperature is h:gh Another reason is that the syatem may snlI not be laroe enough-
to chmmate the size effects [Pontikis- 1988] However, compared w1th the same kind of fracture,
dynamics modeling by Smith and Was [19891 our nmse is 10-"0 ttmes lower The curves in
By Simth’s and Wan calculations must be plotted separately rather than i in the form of a true-stres:,
versus true-anam curve, because the statlsncal fluctuanon of each quanttty in ‘time makes the
compo:,ne O-E curve extremely dnf’ﬁcult to read. Smlth and Was also thought that the statlstlcal 7
" noise seen in theu' curves resulted from the low ‘number of atoms in the system('JSG atoms)

The results of stress-stram relatlonshxp and fracture stress’ indicate that the fracture behaVIor
of various CSL grain boundanes in N13AI alloy is.not mgmﬁcantly d1ﬂ'erent from those in pure
‘Ni metal. That lmphes that the tendency to mtercranular fracture in Nx,AI alloy is not due merely
to poor fracture resistance of the grain boundaneb | |

As expected, a linear re_latlonshlp between the fracture stress at_td 'grain boundafy. energy was
“found in Cu, Ni and Ni;Al as shown in Figures 5;10(_a), (b) and (c), respectively. Because many |
material properties correlate directly or inversely withl grain houndaxy energy, a linear relationship

between the fracture stress and boundary energy suggests that this relationship can be extended
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Figure 5.10(a) Re]aﬁonship between frécturc"st_ress ‘and grain b;:)ﬁndary énérgy in Cu.”’

5.2.4. Anisotropic Fracture Behavior for Perfect Crystals

"In order to see anisotropic fracture be}lavior the teriéile‘test-has been simulated'for perfect

crystals (Z‘. 1) at three principal axes in Cu Ni and N13A1 Table 5.5 shows the maxunuma of

tensile stress and .strain at three pnnc:pal axes in Cu, Ni and N13A1. The r&sults mdlcate that the

h'acture behavior in these materials is

amsotroplc the '<110> axis has the hwh&et fracture

reamance and the <lIi1> axis has th& lowwt fracture. str&es._These results are supported by

“surface energy calculat:om

3.2.5. Summary

,

The intergranular fracture behavior has been investigated at the at/o/mi:;:ic—‘{mtgl_ for various

2
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twist and tilt CSL grain boundaries in Cu, Ni and Ni;Al, using the molecular dynamics method.
The fracture resistance varies for different gram boundary structures. For the symmetric twist
boundaries the fracture stress of bound.mea at <11 l> plane is much higher thdn those at <100>

and <110> plunes. Among these high fracture stress boundaries the fracture ~:tre&\ of £3 twin

| . .bounddry at <11 l> pl.me is-the highest, while the fracture stress of 3 boundary at <110> plane .

is much lower. 217b boundary at <110> plane has the Ioweet fracture stress of all catculated

symmetric twist boundaries. A linear relationship between the fracture stress and grain bouhda_ry

energy hus been found. The results of stress-strain relationship and fracture stress indicate that

the fracture behavior of various CSL grain boundaries in Ni;Al alloy is ot significantly different

Erom that in pure Ni metal. This implies that the tendency to mtergranular fracture in Nx,AI alloy

is not due merely to poot fracmre tesistance of the gram boundaries.

: ’l‘able 5.5 Maxlmume of tensﬂe stress and :stram for perfect crystale at three prmcxpal axes
for Cu, Ni and NiAL | ; |

<100>  <l10> 1 <>
| Fan GPR) | €y (B) | Oy, (GPR) | &, (B) | O (GP2) | €y (%) |
Cu 1830 - | 42.10 1847 | 4253 | 1815 | 4279 |
Ni | 2678 |3093 | 2683 |[4011- | 2652 | 4053
NiAl| 2674 | 3816 | 2695 | 3832 | 2648 | 3878

5.3. Comparison of Predictions with Bicrl'ystal Ekpe’riments

' The dependence of grain boundary structure on intergranular ﬁacture has been studled by
many researchers u:mg bicrystals of normally brittle materials such as refractory metals and
diamond cubic matenah [Lim and Watanabe 1990). Much careful experimental work on the

effect of boundary type and misorientation on intergranular fracture stress has been performed
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in the last decade, using bicrystal specimens with well-characterized grain boundaries 1Watunaﬁe
1993]. For examples, Kurishita et al. [1989] measured the fracture stress of molybdeaum’
bicrystals with <100>, <110> tilt and <110> twist boundaries, while Sato et al. [1989] studied
- silicon bicrystals containing a <111> twist boundaty of different misorientations. For.semi-briltle
and normally ductile materials such a‘s. h.p. and fc.c: metals, the dependeltce Q't‘ boundary
misorientation on fracture strese has also been ‘studied using licjuid metal embrittlement

techniques Notable studies in this respect include work on: <10"1 0> tilt and twist bicryétalw-\of

-zine embrittled by hqmd gallium [Watanabe et al. 1984], <110> ttlt almmmum bncny\ml\.

‘ embnttled by hqutd Sn-Zn [Otsukt and Mtzuno 1986], and the work on the crack extenuon torce !

for mtervranular fracture of <110> nlt alummtum blcrystalx embnttled by hqmd Hg—G.t [l\'trgol
and Albnght 19'7'7]

From these studies, Lim and 'Watanébe (1990] have' made -;evertl conclusions. Fit\‘t the
fracture stress or crack extensxon force of comctdence boundane.\ (including’ Ll/lowmgle :

" boundaries} is about " - 18 times l'ugher than that of hlgh energy random boundary on btcrystule :

Y

of metals’ and alons in different environments. Second even though the reported fracture Stress . -

is found to vary somewhat from one boundary type to another, it is mterestmg to note that the -
ratm of the fracture stress of coincidence boundaneb to that. of random ones (o:,/ UR) increases - - -
with decreasing X values, ll'l’BSPectwe of test condmons and matenals. Lower P comcndence. | .
'boundaneb have ‘higher fracture stress Thll'd the limited expenmental data have- mchcatcd a

lower ov[oR for twist than for ttIt boundanm. ThlS however, could be attributed to a much-“_i

‘higher o for twu:t boundan&c, as mdtczted by the result:. of Kunaluta et al [1983] These

' results also mdlcated that the fracture stress for high purity molybdenum btcryqtals S hxgh at a

- misorientation angle smaller than 10° and that corresponding to 33 comcxdence orientation, but - -

much lower than that for low purity blcrystals ata tmsonentatton angle between 20° 1o 50° The

. twist blCl'}’Stalb showed more s1gmt‘ cant misorientation effect on thc fracture s'trcss but matcnal

punty was observed 1o have little effect. The difference in nusonentauon.effect, particularly
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concerning the effect of material purity may suggest that the effect of segregation of impurities
on fracture stress may be significant only for the tilt boundaries, probably because they can
accommodate impurities more effectively than tw.istl boundaries, as already reported by Watanabe
et al. [1980]. It is important to note that the intergranular fracture stress depends.to u_high dégree.
on the type and misorientation of grain boundary, and that it can also bcl affected by material
purity through the effect of grain. boundary segregation. This may be. one. of the soufces of
extrinsic intergranular bri_ttlcncss oftcn-obscwed.‘ It should be noted that low energy boundaries
such as low angle and low 2 coincidence boundaries are not good sites for scwretration Thesc
boundanes, therefore, are mscnsxtwc to matcnal punty, irrespective of their type, ie., nlt or twmt
Polycrystal may contain dxffercnt types of gram boundaries with dlfferent frequenc1cs and

geometrical configurations. Stmcmre-dcpcndent mtergtanular ﬁ'acture in polycrystallme matcnal;

has been observed and well documented High energy random boundanes are prefcrennal sues'_ o

tor cmck nucleation and propaganon but low energy boundanes such as 23 would not brcak ' '-j . -

even under maximum tensile stress condluon.

thure 5.11 shows the cxpenmental results of crack extension force for symmetnc <l lO>

tilt boundancs in pure aluminum embnttled by I-[g—3 at pct Ga [Kargol and Albnght 1977] lt is
notcd that near the angles at which crack extensmn force peaks are found there are high stablhty o

o boundancs of 0° and 180° (low anglc o1 boundancs) and 70° and 130" (correspondmﬂ to'_ s

lllI} 2.3 and {113} 211 twin boundancs, rcspectwcly) At thesc nusoncntatlons the vram -

‘ boundary energy is also lngh fHasson et al. 197'7] This mdicates that grain boundary energ

- playsa role in determining thc crackuw suscepublhty of grain boundanos Thls figure venﬁes ':' 3

\,._.\

that” mtergranular fracturc has a strong dependence on grain boundary type and misorientation. ~

Figure 5 12(a) and ®) show our, calculanons of ﬁacture stress in Cu as a funcnon ot __ |

: ~
mlsonentatlon for symmemc twist <100> <110> and <111‘ boundane:s, and symmetnc tile

<100> and <110> boundaries, resPectwely For symmcmc <Ill> twist boundanes a high

fracturc resistance predxcted theoretically was found_ at an angle near 60°whx‘ch ;corresponds, to

ey
S
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-~

{111} Z3 twin boundary. The grain boundary energy for this particular Eoundary-i\‘ also much
lower, shown in Table 5.1. However, there are no other boundaries with hlEh frncture stress
found among <100> and <110> twist boundanes, w:th the e.\cepnon of low annle 31 bounddnes

These results are also supported by g:am boundary energy calculanon, shown in Table 5 1.

. Symmetric <110> tilt boundaries |
3.0 . o Experimental = .- |7

2.5

0.5 . PR vE

Crack Extcns'ion Force (kN/m)
' i
o

e D
— N v . - . - R T
v , M B . N P . . e . T .

F'wure 5.11 Crack extension force oF symmcmc <1 10> tllt boundanea. for pure B

alummum embnttled by Hg-3 at. pct Ga. [Kargol and Albnght 1977]

L~ T 00300 80 090 1200 1503 1800 s AR

RS

Compared to Flgure 5. 11 for symmemc <1 10> ult boundanes the hlgh crack propagal:on

| resrstance predicted theoretlcally was also found to per:slst expenmentally overa wuder range of _: _

nlt angles near these two (70° and 130° ﬁ]; ancrles) hwh r&srstance boundanes At these .

130°, it may be that crram Boundaries with onentanons near these t’lt angles adjust therrl .

structures from an ldeally planar structure so that their grain boundary energies are lower The

- mlsonentatlons the grain ‘boundaries correspond to [lll} 23 and {113} 211 twm boundane:s

. rmpectwely. Because of the parncularly hlgh stabrhty of boundanee thh tilt angles of ‘?0° ‘and L
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Figure '5.12(a) . anc_:ture stress as a function of ‘misorientation for synimetﬁc

twist <100>, <110>'and <111> boundaries in Cu.
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Figure 5.12(b) Fracture stress as a function of misorientation for symmetric

 tilt <100> and <110> boundaries in Cu.
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~suggestion of high bounddry stablhty perustence 1\ supported by our calculated variation in grain “

boundary energy with tilt mlsonentauon angle, ahown in Table 5 2. Qur calculdted results also

indicate that the curve shape of our calculated variation in fracture stress for tilt <110>

boundaries with a tilt angle is very similar to the experimental results, shown in-Figure 5.11, even

though different materials are used. There are also no other boundaries with high fracture stress
found among tilt <100> bonndaries- except tfo’rllow angle =1 boundaries which are also
supported by grain boundary energy calculatidn, shown in Table 57 ‘ ‘

It was concluded fonn our calculations that the embrittlement \uxceptlbtltty vananons ofthe - °
grain boundaries were controlled by grain boundaty fracture stress variations. The cracl\
propagation re:natance of a grain boundary was shown to be related quahtatwely (lmearly) to its
grain boundary energy _ _ '

Similar results were obtained for Ni metal and N13Al alloy, as shown i in thure 5. 13 and
S. 14 Figures 5.13(a) and (b) show the calculated fracture. :.tress in Nl as a functton of
misorientation for symmetnc twist <lOO> <110> and <l1l> boundaries, and symmetnc tilt

<100> and <110> boundanes, respectively. Figures 5. 14(a) and (b) show calculated fracture stress

" in Ni;Al as a function of mtsonentanon for symmemc twist <100>, <110> and <111>7

boundaries, and symmetnc tilt <100> and <1 lO> boundaries, respectwely A gram boundary with

high fracture resistance was- found at a-twist angle near 60° for symmetric twist <111>

boundaries which corresponds to {111} =3 twin boundary and two other grain boundanes wtth

high fracture stress were also found near 70° and 130° tilt angles whxch correspond to {111}

)

Z3 and {113} 211 twin boundaries, respecuvely.- These results indicate that the fracture stress
of grain boundaries in Ni,Al alloy is not significantly different from that for pure Ni. gimilar
results and conclusions have been obtamed from calculations performed by other researchers
[Baskes et al. 1989, Chen et al. 1986] The reasons may be that because NizAl alloy has the same
cubic structure (elther intrinsically or through alloying) and a sufﬁc:ent number of slip systems

for generalized deformations as Cu and Ni metals. However. transgranular fracture in Ni;Al
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~

polyctyetalline materiah is obqer'ved at' very low strains. These resulm's‘uggeqt‘tl'iat th'e teudcncy
to intergranular fracture is not. clue merely to the poor ﬁacturc resistance of the “l"llll bound.mt.t\
One must conxtder the ovetall grain boundary character dt\tnbutton tn polycry\tal\ bectm\e
different ﬂram boundartee rnay promote dtff'erent tran\mtsstons of \hp across ﬂr'un boundane.\r
by inducing the formatton of a local region wuh dtfferent CGmPO\ltlondl chsorder :
meg polycryetallme epemmena w1th charactenzed grain bound'tne.\ the effect\ of boundury
L on mtergranular fracture i in metalhc or ceramtc matenalb and in NhAl mtermetalhc compounds
_have been mveetwated by several reeearchers {Watauabe 1983, Hanada et al 1986 Lm andiope _
1993] It has. been shown that low-angle boundanes and low-}.. comctdence boundanee :m,
" resnstant to tnterrrranular fracture whﬂe—hrgh—angle random boundanes eamly f‘lll trret\pecuve of
matenals. test condtttoms and envrronment. Further work.\ [Lim and R'l_] 1984 Don tmd Ma]umd'u
1986] have: bhown that  the’ propenmty of fracture decreasee w1tlt decrea.\mg L V'tlue tor o

' comctdence bcundartet\ A e

The above reeulte conﬁrm that similar structure eft‘ectb on mtergranular tracture as observed on . -
btcrystals are aleo found m polycrystals whtch stronnly mdtcates that the’ structuml eff'ect oIt
'tntergranular fracture 1s great enough not to.be masked by the different stross condmonb
expenenced by the VaHOUb grain boundanes in the polycrystale Even though there hab been no -
theorettcal prediction for the upper Himit of. b3 below wluch a comcxdence boundary may not
s . exhibit spectal mecharucal beha\rtor Judgmg from the expenmental work reported -in the
“literature, it is likely that the upper limit ot‘ 2 may také 2 value of approximately 29, although
the actual value may depend on the matertal compoettton, microstructure, test condmons and
envu'onment. | ' |

As regards microstructural processes of fracture in polycrystalline materials, it has been

. shown that the occurrence of a fracture in a typically intergranular manner or a combined

T
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mu.rgranular and tmnsgranular manner depends, to a large degree, on the type of cram boundary ‘

in fronl of the propagating crack. When the main crack continues to propanate on weak random

-boundaries, a typical intergranular fracture occurs resulting in the Iosa of ductrhty and bnttleness

of the polycrystal The effect of grain boundary character dlbtnbutlon on 1ntorrrram.lar fracture -

N
of brittle polycryatallme materials will be drscussed next in the mlcroscoprc mode! -me“’ the

information’ of fracture stress: and gram boundary energy for vanous low E cornctdence

boundarics which have been-shown in Tables 5.1 and 5.2. -

54. lntcrg,ranular Fracture at the Mrcroscoprc Level I / :

: lnrcrgranular fracture control in polycrybtallme metals ha> mvolved the control of grain uze C .

in the p.m range, grarn :,hape and - the formatron of Iow-enerﬂy boundant.‘s, for example by_- a

obt'unmg a strong preferred grain orrentatron‘*[n t_hm bectron crack path, crack arrest drbtance and

fracture tou ghne:,:s in polycrystallme matenals will be investigated for drfferent fractions of low- '

energy gram boundanes, grain. boundary fracture resrstance._orrentatron of gram boundary plane _

“and grain shape. As a result of studies of structure on mtergranular tracture correlatron,-rt has

become posarble to toucrhen brrttle matenals by grain boundary deugn and control. -

54 Effect of Percentaae of Low-eneroy Grarn Boundaries on [ntergranular Fracture

Example.\ ot' the propagatron of a crack through a polycrybtallme microstructure wrth

'_ - different fractions of low-energy grain. boundanes in a random orientation distribution of oram

boundary plane.s are shown in Frgure 5.15. In tlus case a small pre-crack was nucleated at the
triple pomt in the bottom of the sample mrcrostructure prior to strammv the sample. 'I’hr:; was
necessary’ amcc prior to the development of the cra_ck,.the sample was elastlcmlly homogeneouc.
The crack begins by propagating along the. low cohesion grain boundary network until it reaches
a point where the grain boundary becomes too strong to be broken by the apphed stress. At this

point, the driving force for crack propagatton along the grain boundary network is crreatly
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reduced, and the crack is arrested. Since grain boundaries are weak compared with the interior

of the grain, the stress field of the crack nucl'eates a new crack at the site alon‘n' the grain
boundary. This figure demonstrate.s onIy one crack propawatton unttl it is a.rrested
The result also shows thit “the crack arrest dtxtcmce decreaees dramaucally thh an increase
in the low-energy nrm.. L\<::rundzu‘1es Since the values of the crack arrest distance. dnd other
fructure parameters are hnghly dependent on the details of the mtcrostructure m the v1cuuty of
the pre-crack, they are calculated by uung 80 different mmal random seeds for the random
orientation dtxtnbutton of nram boundary-planes. F:gure 5. 16 shows the normahzed cmck arrest _
distance required to blunt 99% of all propanatmg crack, as 2 functlon of the Iow-enerwy grain |
bound.try fr'lctlon As shown in this ﬁgure, by mcmunw the fracnon of" Iow-ener,y nrr'.aun
boundarics by only 10% the crack length can be reduced constderably The \‘pemmen has a\ .
random orientation dt\mbutton of gratn boundary planea. The effect: of the fracture reeletance ot |
: . a low-cnergy gram boundary can also be seen in Finure 5. 16 Increasing the tracture reetbtance
. of this type of grain: boundary can also reduce the crack amt dﬁtance. The }ugher the fracture
resistance of.) low-enetgy grain boundary, the IeSb low-energy gram bourtdaries are requtred_to
arrest the crack urdpagating within ét certai:n distance. For‘a.lo,w. fractutje resistance boundét_ry;.the
crack propagation cannot be arrested within the critical chtdnce even if there is athigh percentage
of these gram boundaries. This critical length.deﬁne's a limit beyond which crack would cdntinue -
to ntopagate to the point of component ifailure even in the absence of either active grain
boundary paths ora corrosive environment [AI]bt 1993 Palumbo et al. 19911 In our case, if we
define a distance of five wram diameters as the critical lencth and assume that more than 25%
" of grain boundanes are of low.-energy with the- highest fracture resistance, the cracks formed
| initially. cannot propagate further that two grain diameters because of too few random boundz{ries ,
‘and a high ductility of polycrystalline matetial. This tesult is in agreement with experimental and
theoretical data presented by Watanabe [1993]. -'

. The influence of the low-energy grain boundary fraction, and the fracture resistance of a
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Figure -5.16 'Normalized crack arrest distance (L/dg) asa function of the fraction of low-g.nér_gy

grain boundaries f, for different grain boundary fracture resistances 0g/0y: The specimen

" has a random orientation distribution of grain boundary planes. The random grain boundary |

fracture resistance is 0,=0.010. Here o is the fracture resistance of a perfect bulk crystal.
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Figure 5.17 Fracture todghn&w -“'/‘Qnr of the specxmen as a function of the fraction of Iow- .

energy grain boundana. f for dlfferent grain boundary energies g (—0~5YgtJYS) The

specimen has a random orientation distribution of grain boundary planes The random grain

boundary energy is Y,=0.99*2y_. Here v, is the average surface energy of an exposed grain

boundary plane.
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low-energy gram boundary on the fmcture toughne:e of the \pecrmut wlueh lhl\ a r'mdom -

onentatton dtstnbutton of gmm bounddry planes is \hown in thure 3.17. lncreasmg tht, low- '
energy grain boundctnes can increase the Fracture tounhne\s of* bnttle mttteml\ 'lhetbrntle _

materidls can also be touﬂhened by enhancma the t’racture rc.st\t:utcz. ot low-t.ncrf'y grain

boundanes T R g e L . . S ‘_

T’hese results suggest the tmportance of grain boundary deswn and control through m.tterntl o

processing, whereby a consrderable decrease in ntergranular crack propdgatton dl\ldm..t. may be |

~

achieved through moderate mcreases of the fractton of low-energy gratn boundartes w:th htgh- :

fracture resrstance m the grain boundary chamcter dtstnbutron of bnttle polycryst'tllme mateml\

o~

5.4.2, Effect of‘ Onentatlon Drstnbutton of Gram Boundar_y Pl'mes on. Intermnuhr Ft“lcllltt. SR

" The onentatton dtstnbutron of gram boundary planes 'tlso has dn tmportnnt roh. in’
controllmu mtergranular ﬁacture oF polycrystallme matenals Suppose there are 70% ol low—_l -
enercy grain boundanes and the gram boundary fracture reststance of the sample is om[ 0,,=0. 40.

t

If these Iow—energy grain boundanes well ahgned along the extcmdl stress dtrectron, the crack.

'path can eastly propagate through the sample wrthout bemg arrested as shown in thure 5 18(.1) ) i

If they ahgn perpendrcularly to the extemal stress drrectton however the crack propagatton w:ll'
be arrested’ at a very early stage, as shown in Figure 5. lS(d) _ i

- Figures 5.19 and- 5.20 show the- mﬂuence of the orrentatron drstnbutron of gram boundary" -
planes on crack arrest distance-and fracture toughne_ss._ The resul_ts indicate that better destgn and. 7

control in the orientation distribution of grain boundary planes can reduce crack propagation .

- distance and enhance the toughness of brittle polycrystall_ine»rmtteria_ls according'to,dte stress field

in work environment.. - ) o e -

However, the orientation drstnbuuon of aram boundary planes is very drﬁ' cult to desan dnd - -

-~ control durmc processing. There are no effective techmques, and Lherefore people usually try to L

increase the fraction of the low-energy grain boundary wrth high fracture resrstance in order o -
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Figuge 5.18 Examples of crack paths and‘ crack arrest in materials for virious fractions of

- low-energy grain boundaries f,g. The specimen has an orientation distribution of

vglain bqundary planes. Assume f,=0.7, 0.5/0,=0.4, and 0,=0.010y.



5. 'RESULTS AND DISCUSSION OF INTERGRANULAR FRACTURE. -~ 160

O=0z=0.7 ~=1=03] "
o o=—I=0.6 - «—{=0.2

A= [=0.5  A=0=0.1,
B . ol U L

"'0 I R P WY TR B :
~, 0.0 02 . 0.4- 0.6: 0.8
Lo | .

Figure 5.19 -Non:nalized crack arrest distance (L/dy) as'a‘fi;nciio;i of the fraction ofjlc;'w}epergy

. grain boundaries .f,_m for various fractions of low-energy grain bound_aries‘f,‘. "I'he_;'specimcn_
“has an orientation distribution of grain béu;idary planes. The grain boundary fracture

resistance is 0 qp/05=0.40 and the random gram boundary fraéturc rfesi.:;tance is 0,=0.010,

Here og is the fracture resistance of a perfect bulk crystal.
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Figure 5.20 Fracture toughness /%, of the specimen as a function of the fraction ctilow-

energy grain boundaries f;, for various fractions of low-energy grain boundaries f;. The =

specimen has an orientation distribution of grain boundary planes. The grain bouridary .f'-/ |
energy is f 5 (=0.5Y,/Y.)=0.40 and the random 3 ain boundary energy is ¥,=0.99*2y,.

Here v, is the average surface energy of an exposed grain boundary plane.
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propagate throucrh the sample.

improve fracture toughness of brittle materials. The above results aiso show that theré is no great

difference between reducing the crack propagation dis-tance and improving the toughness of brittle
materials if the low-energy grain boundary fracnon is more than 40% 'I‘h:\. means that 40% of
the average Iow-energy ﬂram boundaries would be enouﬂh to obtam maximum mprow.muu of

intergranular fracture performance.

A discussion of the design and control of the orientation distribution of .nrain boundary

planes may give-us mdlcauom of how to use various new techmquee of mdteml proce\\mg to

enhance the mtervranular fracture perfon'nance of bnttle polycrystallme m'uenal-\

" Grain ehape 1s an :mpor‘ant factor affectmn the mtergmnular ﬁ“\cture bcnavror of brittle
[

matenals. Umdrrecuonal sohdlﬁcauon by . zone-meltmrr can be used to mochty the gmm \hdpc ‘

and drasucally improve the ductility of poncrystalhne NizAl without addition of boron or g any

" other thrrd element [Hu'ano 1990] "The observed 1mprovement in ductlh[y ot Nu,Al polycryet'tl :

.i '

is due to an increase of tracuon of low—energy grain boundanee and the crram bhdpe ch'mgee
Flgure S 1 shows examples of crack paﬂlb and crack arrest in matemls w:th various gram

shape. The more grain boundaries are ahgned along the extemal :.tres*s du'ectlon the longer the

: crack propagauon distance and tougher the sample. If more’ gram boundanes z.:e dhgned

perpendlcularly to the extemal stress, the sample becomes brittle and the crack path can ea.\lly

o

Figures 5.22 and 5. '73 show the normahzed crack arrest distance dnd fracture. toughnesq of

Ha-
S
the specimen as 2 funcuon of the grain shape factor. The results mdncate that an mcrea.\e oF the

grain shape factor increases the crack arrest dlstance and decreases the fracture toughnesa. For
grain boundanes with low fracture resistance; the desxgn and contro! of g ‘grain shape seems to_be
an effective way to decrease the crack propagation distance and to enhance the fracture toughness

{as shown in Figure 5.23).
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. distribution of grain boundary planes. -
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Assume f;=0.4, ccm/c,3=0.4,'and 0,=0.010,.
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Figure 5.22 Normahzed crack arrest distance ([:fun‘) as a function: of the gram bhape factor f,‘,
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for dlfferent grain boundary fracture resistances G ¢,/ 0. The specnmcn has a mndom

‘orientation dzstnbuuon of grain boundary planes. The fraction of low-energy gram

boundaneb is fi=0.40 and the mndom grain boundary fracture realstancc is 0,=0.01 Oy. -

~ Here oy is the fracture resistance of a perfect bulk crystal

\.S\

4

I r/
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. Figure 5.23 Fracture toughness 9/¢ of the specimen as a-*ﬁ..,:r{ctiOn of the grain'shape factor

~ f, for different grain boundary energies r 5 (=0.5y4/v)- 'I'h“e spéqimen has a ré_mdom
orientation distribution of grain boundary planes. The fraction of low-energy grain
boundaries is f; =0.40 and the random grain boundary energy is Yo=0.99%2y
: Lo

‘Here v, is the average surface energy of an exposed grain boundary plane.

f/



' behavlor at both the atotmettc and I‘mGI‘ObCOPIC levels in this \CCUOII we are now 1ntegm*mg, the -

it
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5.5. Integrated Approach to Intergranular Fracture
As we have already seen, all simulated 1nterﬂmnular lracturee are. in r'eneml controll-.,d by

the grain boundary character distribution wluch mclude:- gtam bound*tr_y structure and enerw

.

orientation distribution of grain boundarlea microstructure of polycry\tallme nﬂtenals md wr'un :

shape and size. This prolect concentratee on one \unple ca\e. mterﬂranular h'acture tt~low

- temperatures caused by the intrinsic weakne.\\ ol’ grain* boundaries. We thereby- avord

complexlttes of segregation of forcmg atome at the c-ram boundanes and make u pos.nble to

reveal the purely etructural relatron;. Since we have already mmulated the mtergrmulur fmctun.

\

- information at bot}‘ aevels to study the mtergranular crack propagatton in- bnttle‘N:;,Al materials.
BN

For companson with the experrmental rt‘..blﬂt\ threea matenal processeS' . annealmg, etrun

annealmg, and umdu‘ecttonal bolrdrﬁcatlon are mveettrrated s0 that the tnterﬂmnuhr tracture in

the brittle polycrystallme matenal:. may be controlled by deetnn thevrrram boundary ch.mcter
. N

distribution.

Fines

A
s
A
¥
o
P

5._5._1. [ntergranular fracture in annealed NhAl - o |

: ' \
The drstnbutron of gram boundary types along mtergranular cracks in annealed Nl-;A.I was

analyzed using & value and ceneral grain boundary concepts, and compared 10 the gram

" boundary character distribution in the bulk, usmg statistically etgmt" icant sample \lZLb [Lin and

Pope 1993] Melt-spun N13AI ribbons (75 0 at. % Ni, 24.8 at. % al and 0.2 at % Ta, about lSmm

X 3mm X "Oum) were used as specimens:. 'l'hese ribbons were ﬂrst annealed at l"OO"C for 1h

\.

in a 10° torr vacuum to allow mdmdual grains to grow through the tlnclme» of the nbbon "
EZH
annealed ribbons. were then mechamcally poltehed to, remove "the alummalepmel scale ustng

standard metallographic polishing procedures. A aecond -ann_eal was taken at the same condmous

/

\‘?.
_ thereby making the surface structure characteristic of that of sthe bulk. Both surfaces of the

' .;/
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with a graphite oxygen-getter, which re'.veal_s grain boundaries through t!)ermal Etcl_lihg.rBen‘ding' .‘
tests were performed to examine the types of cracks boundaries. Calculz;tions were made by our -
microsrruétural model using the grain boundary -ﬁ'acture "resiQtance from the atorhic-rnodel

mlcroxtructure from the Monte Carlo mmulauon grain bounclary dlstnbutmn from expenmental |

data, with mndom onentanon dxatnbunon of grain bounclary pIanes and a:;summg equlaxla.l vram .

100 — _ — ‘
' [] General GR(Experimental S
) Genernl G (Bxperimental)  pff
80— Cracked GB(Experimental) . 2% 2,
—_—~ ] .Cracked GB {Calculation) . 2%
- B T Z B
SR 7R
g | §
5 40 1758
S 7
= | %%
o ]
R 20 - f‘§
SEE D
B
0
0 il
£>49

-~
Py

Figure 5.24 The dlStI‘lbL!thI‘l of grain boundary types by valueb for cracked g oram

boundaries observed by expenment and calculated usmg our }nudels compared Wlth the

general populanon of grain boundane.s in NiAL ‘- o

| : . C - - . - = .
s

F:nure 5.24 shows the dlstnbutmn of grain. boundary typeb by 2 vaiues for cracked grain

boundaries observed by experiment and calculated-umno our models compared wuh the general

population of grain boundaries in N:;Al. This ,_,raph mdlcatea that our calculanon of intergranular



‘5. RESULTS AND DISCUSSION OF INTERGRANULAR FRACTURE . 168

crack propagation agrees very well wuh c:\perunental results.

Both calculatton and e\penmental ret\ults found that low anule P boundttne:\ and
symmetrrcal Z3 twm boundane\ are pamcularly \tronn low X, high angle bomtd.-me\s‘ are not..
SO strong; hrgh =, htwh anole boundanet\ (random boundartet\) are weak. This means tlmt tlte
strength of a polycryqtallme aggreﬂate‘ thh weak rrram boundartes can be mcreused by mcrea\‘mn

the fractton of T1 and symmetrical 23 twm bomtdarrets and poss 1bly cther \pecm! bound.mc.x |

. such as symmetncal 211 twin boundarteb, whtch are not \ufﬁctently numeroux to bt. 1dent1hed

Cin the expenmental etudy. I O

~

L

5.5.2. Interwranular ﬁactute in strain annealed quA__l

~“The grain boundary character dtstnbutlons in cast, recryetalltzed and xtram annealed Nt./\l
alloys Wlth a compomtton ot Nl- 3Al were e:tammed to clanfy the rt.latton betwecn ducttltty and
the grain boundary character dlbmbutlonb in le‘\l [Chlbd et al 1994] A button ingot of Nt-23Al

~

alloy was prepared by arc .teltmg to attam chemtcal homogenetty on a water-cooled coppcr '

, hcarth in an argon gas atmosphere at a preswre of approxtmately 93kPa. The epecrmenb were

il

”then cold-forged encapbulated in a vacuum of 10°Pa with a sponge- Zr getter and annealed at
1323 K for 17”8ks for homogemzatton and tecrystalltzatton Strain annealmg was repeatedly

cgnducted three times in a vacuum of 10‘3Pa at 1323K for 864ks to change the occurrence of

CSL boundaries in Ni,Al spec_unens._Tensrle tests were performed using'an Intstron-type_ machine .
at an initial strain rate of 5.2x10%s" Calcutations were conducted by.our microstructural'tnodel
using the grain boundary fracture resrstance from atomtc-model nucrov.tructure from the Monte
Carlo simulation, grain boundary dtstnbutton from expenrnental data with random oncntatton
distribution of grain boundary planee and equiaxial grain shape.

Table 5.6 shows the dlStI‘lbllthIl of occurrence of CSL. boundanea, and both expenmenta]

and calculated fracture parameters. Three types of specimen are examined; cast, recrystallized and

strain annealed. The results also indicate that our calculation of fracture behavior agree with the
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experimental data for cast, recrystallized and strain annealed Ni,Al alloy.

Table 5.6 Occurrence of CSL boundaries and fracture behavior in cast,

recrystallized and strain annealed Ni3Al alloys.

System investigated | Cast Recrystallized -

Strain annealed

Percentage of frequency of occurrence for ..

Z1 ' 0. 221

7.69

23 ' o . 446  8.63 25 L
=5 | 446 - 42 . 256 -

127 o ‘ | 0.89 354 ©3.21
29 o -~ 0.8 ..~ 288 3.85.
il | . 08y . 265 N Vet
213 . o © 446 332 U064
215 T L9 '3.76 S 256
27 ) o S W 0447 . 385
19 . 089 . LT7 256
B2 IR SRS O i* B BT o192

- j 223 ‘ - | 0 268 0 265 .. 2.56
225 . R LT .33 192
227 0. 7 133 0.64
209 0 : T R ~ 0.88 2.56
21+83 . re T 446 108 292
Random . S U732 0 569 417 -

| Fracture behavior (tensile tests) - experimental -~ o
‘Maximum tensile stress 0,,,, (MPa) . 16865 = 42487 - 51568
Maximum tensile strain €,,, (%) 889 T13.03: 47.87
Fracture behavior (tensile tests) — calculation
Crack arrest distance -L/d, - 1237 486 - 2.54-

-0.06

Fracture toughness 9/ | . 058 -0.22

The experimentalresults show that the sum of the percentage of £1 and £3 boundaries in

strain annealed Ni;Al alloys is significantly higher than that in cast and recrystallized Ni;Al
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alloys. The frequency of the occurrence of. CSL boundaries can be enhuanced by changing the

microstructure formed during solidification. Strain annealing is Very effective in'enhimcinﬂ the
frequency of the occurrence of CSL boundary. especially for Ll and 33 boundd.nc.:. The

experimental reeultb al\o show that the maximum tensile Stress of the strain .umealed Nl;Al alloy

W

is three times greater than that. of the cast alloy, the strain: dnncaled alloy exhibits clongation of

approximately 50% and the cast alloy L‘Ahlbltb less than 9%. The_calculanon results aho_yv llnu _ "

the crack arrest distance of the-strain annealed alloy is almost five times less than that of the cast

alon, and the fracture toughness of the strain annealed alloy is almo-q 10 tmn,.\ lnghc.r than tlmt

of the cast alloy Therefore, both calculation and expenmental re:»ult\ mchcate that the tmcturc _

touOhneSb of NizAl can be 1mproved byi increasing occurrence of the GSL bound*me:» t.bpt‘,Cld“y

for Z1 andlor 3 boundanee through stram annealmg

5.5.3. Intergran ular fracture in Ni,Al obr" fned bx unidirectional solidification -

Quite recentlyl Hirano [Hirano et al, 1990, 1991,,199.. 1993] found that umdrrecnonal

solidification by zone-melting can drastically improve the ducnhty‘of polycryt,tallrne N13Al

- without boron. It is surﬁrising that So-célle'd inherently brittle Ni;’Al could be made 'ductile. '

without the addition of boron or other tlurd element The -alloy grown. by umdrrecnonal
solidification has the columnar—gramed structure of Nl»Al and shows about 60% Iarge tenule
elongation at room temperature alontr the columnar structure. Of partxcular interest is.that it also

shows tensile elonganon (about 15%) in the transverse dxrectxon. Cold roll.gng at room
_ : f ‘ NS

tempcratur"":‘was additionally found -to be ?possible without the addition of ductilit\y\-enhancing'

 elements.

The polycrystaﬂine.Ni3Al was'grown unidirectionally from stoichiometric NizAl rod in a

ﬂowino argon atmosphere using a floating zone method [Hirano 1990]. The optimum growth ralr'.--"

was exammed in the range of 2-24 mm/h Tensile tests were carried out at room temperature

palallel and perpendxcular to the grov «dlrect:on with an initial strain rate of 4.2x10°". The.

[
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alloys \how a columnar grain structure with weak <100>+<111> or <110>+<] 11> texture. More :
recemly, Watanabe et al {Watanabe 1993] measured the frequency of coincidence boundanes
(Figure 5.25). It has been found that the observed unprovement in dtlctxhty of undoped Nl_,ﬁ}l l‘
polycrystal is due to the introduction of a higﬁ frequency of low angle Beundaries' and low Z (3,
| 9) coincidence boundaries. \Calculations were conducted by our tﬁicrectrectufal mOdel using. the
grain boundary fracture reustance from the atormc-model rmcrostructure from the Monte Carlo

simulation," grain boundary dmtnbutlon ﬁ'om experimental data, w1th ra.ndom onentatlon N

distribution of grain boundary planes and columnar structure gr grains. -

.

1D 5= ' '
. | 1 5ss Nigal: |
- |  As Solidified
‘ ' o . ' T L00> <1l > or
<1 10\+\111\Te\Lur‘e

‘—
o

Frequency (%)
. ol

I T B B
9 111315171921 23252729
B ,

—

A

Figure 5.25 ’I‘he frequency of coincidence. grain boundanes as a funcuon of E for

a:-v.ohdxﬁed Ni,Al polycrystal The nght column is- for random specunen E " B .;

T~ .

- i - : T . ‘. . | <. A - 7 ; v /!
.‘ Figure 5.25 shows’the frequency of coincidence boundaries as a function of Z. 0¥ an

e

&,
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unidirectionaly solidified NiQA‘l alloy. Table 5. 7 shows lhe experimental and?calculuted resulie- ) '

of fracture behavior for this. alloy It can be eaxlly seen that the calculated tesults of tmcturc )

behavior accord well vmh expenmental data,

. Table 5.7 Fracture behavnor (both e.\penmental and calculalmn) in NuAl alloy

"obtained by Lmdlrectmnal \olldlﬁcanon

IGD |- 1Gb -

Fracture behavior (tensile tests) - experimental . |
Maximum tensile stréss 0, (MPa) © © 440 . 446 | 7
-Maximum tensile strain g, (%) 102 - 250
Fracture behavior (tensile tests) — caleulation - R | _
.| Crack arrest distance Lid, . 031 . 287 {00
Fracture toughness - /9., ©.0.03 . -0.08. - '
: . | Fracture- behavior (tensile tests) — calculation’(random- di§ﬁbutioa) 1
‘Crack arrest distance. Lfd, = - _ L ‘18.12'.‘ - - ﬁS;l?_. v
Fracture toughness /%, . 053 - 067 |

GD:  Growth direction.

W
~

The ﬁ'equency of low eneroy boundanes of an as-sohchﬁed sample is-more than 70% wnth - , o

‘a high frequency of %1, 3,9 and 19. From our calculatlons and expenmental data there is no-

~ doubt that ths gram boundary character dlstnbunon is the key factor controllmg the duet'hty and |

',1s very’ powerful in unprovmg the fracture toughnes:. of N13Al 'I‘he result. alxo \uggesm that:." :

convent:onal thermo-mechamcal treatment “of N13Al will not nccessanly bring about anyv g

toughness 1mprovement of an Nx,AI al]oy produced by umdlrect:onal sohdxficatlon "' B

-



CHAPTER 6: -
CONCLUSIONS

» An integrated computer- simulation employing the Embedded-atom method (EAMY),
Molecular dynamics (MD) and Markov Chain Fracture models has been constructed and\appl'ied
to study the rnteromnular fracture of brittle polycrystallme materrals at both the atomistic- and

nncmscoplc levels.

At the atorrustxc Ievel the computer model is capable of treanng blcry\tals under the
o .‘ mﬂuence of external load and tt.mperature with dynarmc penodrc boundary condrtrons alon«‘r the
R gram boundary plane and dynamic’ boundary condrtrons perpendlcular to the oram boundaty '
.\ plane. ' ' '
- . .The vent“ canon or computer stmulatron models‘mdrcates that the agreement between
the model's predrcnons and expenmental results is qmte good for both the ordered and drsordered

systems at both the low and hrgh remperatures ’

. The EAM functrons have been calculated for Cu Ni, Al and N13AJ and have beén found

to accurately reproduce several expenmental resu‘ts in Cu Nl Al and N13A1 systems .

‘« The EAM functlons where theu- calculanons are based on the perfect fee crystal with
< very simple defects at low temperature, can predtct the propemes of a very complex system, such

as hqu:d and metallrc 0Ias.\ and their transformatlom wluch are also found to- agree wrth )

-

)

- experimental quantities in Ni.

¢
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*  The structure and energy of variou\‘ Y grain boundaries have been studied at the

atomxxttc level for Cu, Ni, and Ni,Al. A linear relatlon\hlp between the grain bound.tr} cucrw\' :
and volume expansion was observed, which is in agreement with other ree.edrchet\ predtcuon\ o

This linear relationship suggests that many grain boundary related propertu.t\ can. ctuslly be

cortelated with the average volume e)tpams"tonb:of grain boundaries constituting a polycryaml.

o The simulation has shown that both grain boundary energy and free volume depend |

btrongly on the grain boundary structure. The energy of <001> boundane\\ is more than twtce .1:~ .

great as that of <111> boundaneb. 23 <111> th\t and <1lO> 70 53° - ttlt coherent twitl

bouncla.nes have the lowest grain boundary energy and free volume, whnch 1s. also in .wreement -

~

mth the eatpenmental I‘t‘.bultb‘

. The fracture behavior ot many X grain boundaneb has been investi g’ltt,d at the atomistic

level for Cu Ni, and Nl;Al and the Fracture resistance of grain boundary was ptedtcated lt ha.\ '

been found that bytmnemcalﬁé twm boundaneb and low annle T1 boundanes are pamcul'my
\

resistant to intergranular fracture t‘lat some other low 3 boundane:. are also \trong, but’ that

grain boundaries with htﬂh energies are-not ﬁ'acture mxstant Calculated correlatton betwcen“'. '

fracture resistance and trusonentatton of gratn boundarleb agrees with the expenmental data. -

N ~

. Calculated fracture resistances of the. grain boundaries for Ni,Al alloy 'are!‘not- :

significantly different from for pure: Ni. This Stxggeets that the tendency to intergranular ﬁacture

is not due merely to the poor fracture resistance of the grain-b’oundaﬁe;.' One must coneitier the -

overall grain boundary character distribution.
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N -

e At the microscopic level, the computer model is capable of unalyzinn the s:unplcs under
the mﬂuencv of an external load for any microstructure described by the grain occurrence
dlbtnbutxon and by the grain boundary character distribution.

_ The crack path, cracI\ arrest dretance and ﬁ'acture toughness of mtt.rr'mnul.lr fracture

have been investigated at the mrcroacoplc leveI wuh varyma fraction of the low-energy grain- -

boundanes, grain boundary fracture resistance, onentauon distribution of grain bound'lry plane.\

and grain ehape factor to d'scover and analyze the role of grain boundary character d:\trlbuucm

on the mtergranular fracture in polycrystatline materials. . N

. #\

. The mmulanonb have predrcted that with an mcreazse in the fr'lcnon of Iow energy gmm
boundanes, the fracture toughness increases whrle the crack arrest chstance decrcaaee. By

increasing the number of low energy grain boundaries alwned panllel to the stress 'ucu\ one

o observee an increase of the fracture toughness and a decrease\\of. the crack urre;:_t ﬂlatanc_e_. By

increasing the grain shape factor, the fracture toughness decreases while thE crack arrest distance

= ~

increases. ‘ _ ‘ . Sy o

‘e The intergranular crack formed initially cannot propagate. further because of the presence

of fewer random boundaries and because the polycrystallme matenals ‘will show hrgh ductlllty

if we define five grain diameters as the critical length and if more than 25% of grain boundaries

are of low-energy with the highest fracture resistance, such as 23 _twm grain boundanes, etc. -

]

e The unprovement in fracture toughness of N13A1 bnttle po]ycrvstal is”due to the
mtroducnon of a high frequency of lo;v energy grain boundanee (up to 70% by experiment).
Grain boundary design and control by manipulating the gram boundary character distribution

(GBCD) are important to Fracture toughness unprovement of brittle polycrys*tallme materials.

"
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" The Original Contributions to New Knowledge
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o~

A new, integrated atomistic and microscopic level model of the intergranular fracture

process in brittle polycrystalline materials has been-proposed, constructed and tested.

e At the atomistic level, the computer model is capable to analyze btcrystalb under external )

~ load and different temperature:, using EAM, dynamtc periodic boundary COIldlthI'lS alonﬂ the‘

. -

" grain boundary pume and dynamrc boundary condtttons in the dtrectron perpendtcular to the trratn

| boundary plane B ' A ‘:\ o : .

= At the microscopic level the new computer model is capable to analyze the sarnple with

: m:cro~~tructure defined by the gram boundary character dmtnbutton havmg vanous grain shapeb

For eucl‘ sample whtch is deformed by an extemal load, the model predtcts “the path of -

‘ mrergranular crack propagatton and proposes methods to 1mprove fracture resistance.

¢ The new mterrrated model demonstrates that the. mternranular crack cannot propagate
further when the polycrystallme matenals have sufficient number of fracture resistant’ grain
boundanes andlor the gram boundary planes are oriented favorable with respect to the existing

stress.

£

-~

« The computatronal predictions proposed using thts method are compared to experimental
results obtained from Ni,Al brittle poncrybtal It was demonstrated that by design and control
of the grain boundary character distributions the fracture properttes of N13A1 materials can be

predicted.

i}

{4
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o

= i :
o Investigation of the effect of impurities on the fracture behavior of Tow c,m.rgy gnm

boundaneb should be carried out to conﬁrm expenmental results indicating that low uu,rgy o
boundanes are not goocl sites for segregation, and. “thcrefore thcll‘ fmcture rm\mncu. are

insensitive to material pumy 1rrebpectxve the types of grain boundanes In order to do tlus one

- must have a very good atomic potentlal for the meuntleb and their mteractlom wuh metal\

“

* A 3-dimensional microscopic model is expected to understand the intergranular fracture

in practical world with 3-dimensional features about the grain boundary character distributions.

e A 3‘-dimensional macroscopié: mé)del using f“mité element zinaly\*is‘ combined witll"téxtllrc
and plastic deformation of matenal.s can be mtcﬂrated mto our model i in engmeenng stagee. Zhou'
et al. [1991, 1992, 1994] have done research discussing the maCI'ObCOplC lcve] of zplastic
deformation in tExturgd materials. There-is a possxblhty-tg add limited ;plastic deformation into
our models. The possibility of fracture COﬁnol by pgntroliing texture is pfactica}ly important but
has not yet been se}iously taken ir;to éccoﬁnt from th§ view pqint of graix{ boundaries. Desi gning
and controlling texture appears to be very promising for the contrfol of intergranular fracture qnd
toughening of polycrystalline materials. “ :~-I

. Direcf experimental measurements of the fracture resistance "‘for Iow-eltxergy érain
boundaneb in certain pure metals and alloys are strong recommended although they are difficult
in practice. In pamcular, the relationships between fracture resistance and misorientation of gram
boundaries need to be better understood and Stlldlf:d so that the mtegrated computer modehng of

intergranular fracture can be further improved.



L APPENDIX :

CAL(,ULATION OF EAM FUNCTIONS

.
\

As descrtbcd in Chapter 3, the techmqu’es employe'q m the atormsttc study requtred
mteratorruc potentlalx which are obtatned usmtr the embedded atom method (EAM) [Daw and

‘Baskes 1984] The purpOse of this appenchx is to present a descnptton of the EAM functtons

&N

obtained wuth the method. -

i),

The ground-state properttes of the sohd can be calculated ina sttatghtforward manner from _

~

Eq.. (2.4). Although it ts p0581ble to pursue the evaluatton of these properttes from a first
principals appmach a tact more v1able in the EAM is to express each term as a parametrtc
function and to fit the parameters to expenmental quanttttes Durmg the calculation of the EAM
| tunctlons, both the atomic electron densny, p(r), and the effecave charoes, Z(r), are cut. off at
| a dt\*t\ance R, so that the mteracttons are of ﬁmte range. In' both cases, the functions are zero for
- R, and for r'<Rc a constant shift is added so that the functtons & to zero at R, ie., Z(r) is
' replaced by Z(r)-Z(Rc) ancl similarly for p;(0): [Fctles 199"]

[nformatton about the embedded functton F(p) for densmes well away from equtltbnum Pey

is obtained through the equatmn of the state of the expanded or compressed metals for which the '

electron densny at each lattice site is substanttally different from:p,, [Foﬂes et al. 1986] Rose .

et al. [1984] have shown that the <ablimation energy of most metals as a; ﬁmctton of Iatttce-

constant can be scaled to a simple universal function:* T

E(a) = -Ey(1+a)e™ (AD

In Utis-eapression E,, is the absolute value of the sublimation enrergy at zero temperature and

/
pre:\ure The denstty a'isa measure of thé deviation from the equilibrium lattice constant:
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(A2

-

e
R

wht,re B is the bulk modulus: of the mdtenal a lb a length scale of the xystem ttmt we will mkc.
'\.

to be the fce lattice constant, a4 is the equ:hbnum fattice comtant and Q is-the volume pc.r atom

at equilibrium. The embedding function is detemuned by requmng tlmt the zero- Iﬂmpt..ﬁ.lllll't.

equation of state, E(a), is satisfied for all Iamce comtant a. However, if this i m taken htenlly‘ as

the lattice i is expanded to the point where the nearest nelghbor dlstance Ry i equal to culon

R., the denmty' and pair interaction will be zero but the total cnergy W111 not [F011c~. 199"1 Thl\ ,

means that the embeddmo function at zero den31ty is non-zero- and the aﬁmcuonx will-not

reasonably manage *he case of an atom movm° away from the bOlld To managelcontrol thls, the

" equation of state was mochﬂed $0 rhat E(am,) =0 where acu. is the lattlce comtant auch tlmt the

nearest neighbor distance equals Rc, Le., A= 2% R for a fec: lamce {Foﬂeb 1992] The moduu,d

equation of state is defined by the following eq_uanom.: -

. Ew-E,AP =2 : @)
i .‘ ;" 1 - e o - - . ) . -
T . . A
where 2 ; R ST
f(a.) - (I. 4 a-) é-a°. ) - l. . (A4) -
< (AS)

[
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The quantities ¢ and A are defined by:

G o R
o 95@ ' Sl / _,1__,'/ “ ‘ R
- and i g f .
=~ J_‘lo ) K |
P - (A8)
- . (1 - 6)2 ;

The net result of all these mampulatxons is that E(a) is not chanoed near a=a, (through second _

order in (a- ao)) but that E(a) 'noes 10 2ero near a—acm Note that for the cutoffe\used here, e is

rather small. : \ - | |
ln the calculation, the onIy input data needed are the equilibrium lattice constant, elastlc

constants, vacancy-formatlon energy, buik modulus, and subhmanon eneroy of a perfect

homonuclear crystal [Daw and Baskes 1984], which are generally readily avmlable. Because all

atoms are equivalent, F=F, ¢=d;, and P=p;. We can define p; to be the density at equilibrium, .

SO lhat Pe=Pu; for every iand p =%, p(a“‘) where the a™ are the dxstances between neighbors

and the sum is over neighbors. Also, we def'med cb Em d@a™).

The lattice constant is given by the equilibrium condmou: .

. -
- ey

where

A&'+F’(pw)v}f=0’ - - (A9) -

~
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N and where am is the ith’ component of the position vector to the m nemhbor d) ,,,—[dcb(r)ldr],.,m,
and Pumldp@/drl o B
The elastic constants at equilibrium are giveﬁ by )
" Cy = p[ i F"(pa{) o F”(p )V ] P N
S . . o ) . -’
) " where Q, is the undeforiied ajf&ﬁic volume, and L
! (?":5’”_-‘__3_)3 Y da T Al
Bﬂm - Egj: (a‘m)z - " ? c R
| ( v ___P_r{{)amamamam‘ = .\‘“ R
| SO Ry e N N )
Wy = ; : G i 2 U
where &, =[H@/dr],..% and o=@ p ] |

For cubic crystals, the three independent elastic constants are, in Vmgt noratlon as followe

b
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Gy = 18y F’(_\peq) Wi+ F’I(pm)(wl)zllg°’ | :
Gy = [Ba t Flpy) Wy + FI ) (Vi1 Qe (AL5)
CM I_Blz * F,(p‘,q) uflz ]I-QO‘ -

The vacancy-formation energy is given by:

E! - % Z [F, (p,,q Pu) = F(p‘,q)l_? B > . (a19)

where E,,,, takes account of the lattice 'relaxatioﬁ aroun&l the Vacaney
From Egs. (A9) and (A15), we can see the mterplay between the pau' potential and the
. embedding energy. If the pair potennal is removed, then Eq. (A9) estabhshes F(p)=0, and Eq
| (AlS) then gives C,,= C12 and C,“—O which i is obvxously v1olated in real sohds If the embeddmv
energy is neglected and we rely entirely .on the pan' potentlal then the ethbnum eondmon
. gives A, -0 so that C,Z—C,M (the Cauchy telation), which i is not, m ﬂeneral also valid for the real
* solids. It is seen from Egs. (Al5) that the Cauchy discrepancy (CP-C_u) is determmed by the
curvature of F(p) at equilibrium. J ‘_ L
- In the pair potential, it was noted that wiqu_i;t _ther‘volume-dependent tertq,‘there'was-.no
Cauch;\,r discrepéney in conflict with experirhent; _If v;vas then suggested that a volume;dependent
energy be added to account for the compressibility of the electron gas [Fuchs 1936). The pair
';-Jotential provides the attraction between atoms while ‘the volume-dependent term serves to
. expand the solid slightly and gﬁre the .correct elastic constants. Conversely, in \i{hat‘ follows, the
embeddiné ener;gy. which depends on the electron density, is dor;ﬁnant and provides cohesion _
while the short-range repulsive pair interaction 'keeps the soﬁd at a slightly larger lattice constant.
In this way, t'hle traditional volume-dependent energy is teplaced by a density-dependent one, the

advantage being that electron density is always definable.
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