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AB8TRACT

An integmted computer simulation employing the Embedded-atom method (EAMl,

Molecular dynamics (MDl, and Markov Chain Fmcture modelshas been construcred and applied

10 study the intergranular fracture of brittle polycrystalline materials at bath 'the atomistic and
, ." '. . ..

microscopic Jevels. At the atomistic level, the cOlnputelmodel is d~able of treatingbicrystals
/ '

, under the influence of externalload and t~~perature with,dynamic peribdic boundarYconditions

, '. al~ng the grain boundary plane and' a dynaI11icbound~ conditionperpendic~lar to, tÎlegrain

bOllndary ~lane. At the micros~o~ic level, the co~pùter ~odelis ~apable of treatin; the sarnple
" "

Wilh microstructure detined bythe gmin boundary character:distribution under theinf!uence of
,i' :: ...: ,!"i' ,:' . -. ',' i j , ' ~ '.

ian extemal load to predict theintergranular fracture propagarionunder stress.
:!' i . ';':f ,,'-' 1 i ".

;.1,. i 1

l, , ' i~ i

i ' The fracture behavior or''lnany ~ grain b;undaries'has b,een investigated,at the atomistic
, .' 1 . .:' _ . ';' ':' .,' , " '~

.level ror Cu, Ni, and Ni3AI, aild the fracture'resistance of the grain boundary,was predicted. [t
i i ,,'-..... -, 1; • , , ::

has been foundthat grain boJnèlary ~;iergy arid fracture resikance greatly depend on the grain
!. l ' , _, , ! _ .

i boundàry i structure. Symme~ical ~3 twin' boundaries an~ I~w angle 1:: 1 boundaries are
" ~ l '
l ' " l' " :' '

, particularly strong in resisting intergranular fracture, while sorne otherlow 1:: boundarles are also
, . . " '

strong, but grain boundaries with high energies are not ~t' all frdcture resistant. The calculated
, " ~,:

, cqrrelation between fracture resistance and misàrient~tion of
l
grain boùndariJs is in accordance

::"1 ' 1., .

, with the experimenta( data. Thè' calculated fracture resistanc~ of the gÎain boundapes for Ni3Al
, , , l"

al10y are not significantly different from those for pure Ni; 'This suggests that the tendency to

intergranulàr fracture is not due rnerely to the poor fracture resistance of grain boundaries. One
,', ,'/':; "

rilU~t also consider the overall'grii:in boundary character distribution.
l '



ln order to find the.role of grain boundary chamcter di~tribution on the·intergranular fractu·rc .

• in brillie polycrystalline material~, the cmck path, cmck arre~t di~tance. and fmcture toughnc.~~

have been investigated at the micro~copic level with the different fraction of low-energy grain

boundarie~, grain boundary fracture r~i~tance, orientation di~tribution ofgrain boundary plane~,

and grain ~hape factor. The simulation~ have1ndicat~d thiltwith an increase in the fraction of low

energy gr.ün bounda~es, the fracture toughne~ increases, w\1i1e the craèk arrest di~tan(;e
-,

decreases. With an increase in the number of low energy:,grain boundarie~ which are aligne"

parallel to the stre..~ axis, one observe~ an incr~e in the fracture toughne..~ and il decrea~e in

the crack arrest distance. By inèreasing the grain shape tàctor, the fracture toughn= .deèrea~e~

while 'the crack arrest distance increases:

If five grain diameter is defined as the critical .length, and more than 25% of- gl1lÏn

•

•

"

boundaries are of low-energy with ,'the highest fracture resistance, ~uch '?' ~3 (Win gmin

boundarieS, the intergranular crack forrned ir3tially cannot propagate further ;due to the presence

of fewer iàndom boundaries, ~ndthe poly~rysta11ine material~ will ~how high duc;i1ity. The

improvement in fracture toughne~ of Ni3AI brittle polycrystal is'due'tothe introdùction oFa high

frequency of low energy grain boundaries· (up 'to 70% by experimelllaitreatments). Gmili

boundary design and control aclùeved by manipulating the gmin b?ùndary character di~tribUlion .

(GBCD) are important to fracture toughn= improvement of the brittle polycrystalmaterials.
'-

:
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•
RÉsUMÉ

c IJnemodéli~tion par ordinateur utilisant la méthode des atomes en!ourés(Èmbedded-atom

method EAM), et les modèles de dynamiques des molécules ~D) et de rupture dès chaines de
, ,

Markova été élaborée. Ce modèle a été appliqué à l'étude de la rupturè intergranulaire des

matériaux fragiles polyr'Ïstallins tant au niveau atomique que microscopique. Au niveau

.'

atomique, le modèle permet, d'étudier les bicristaux soumis à une charge externe et à la

température avec des limites dynamiques périodiques le long du plan du joint de ;rains, et une

. limite dynamique perpendiculairement au plan du joint de grains. Au niveau microscopique, le

, modèle peut traiter le Cl!S d'un échantillon, dont la microstru(,;lure est défmie par la distribution
,. . '.

de structure des joints de grains, soumis à un chargement externe. Ceci permet de prévoir la

. propagation de la rupture intergranulaire sous co~trainte.

Le comportement à la rupture' de nombreux joints de grains :E a été étudié au' niveau

atomique pour le Cu, Ni, et NiJAl. La ~istance à la rupture des joints de grains a alors été

•

" .

prédite. n:a été montré que l'énergie des joint de grains ainsi "que la résistance à la rupture

dépendent fortement de la structure des joints de grains. Les joints de maclage symétriques :E 3

et les joints de faibles désOrie.~tations :E 1 résistent particulièrement bien à laruptûre. Certains

autres joints,:E de fiiibles désorientations sont aussi solides. Mais les joints de grains de haute

, énergie ne sont pas du tout résistants. Les corrélations calculées entre la résisarnce à la rupture

" el la ,désorientation des joints de grains sont en accord avec les résultats expérimentaux. Les

résistances à là'J:Uplure calculées pour l'alliage NiJAI ne sont pas significatIvement différentes de

celles du Ni pur. Cela suggère que la tendance à la rupture intergranulaire n'est pas due

iii



principalememà'la mauvaise résistance à la. rupture des joints de grains. Il faut aussi prendre, en .

• compte la listribution globale de la structure des joints de grains.

Afm d'en dt:tenniner I~' rôle sur la rupture intergranulaire des matériaux polycristallins. le
. ~ ~

.chemin de fissure. sa distance d'arrêt. et laténacite oll! été étudiés au niveau microscopique en

fonction de différentes fractions de joints de. gmins de'faible énergie. de la résistance à la rupture
~ . .

des joints de gmins. de la distribution des orientationsdu plan des joints de gmins. etdu fllcteur

, de fonne des grains. La modélisation indique qu'une augmentation de la fm,ction de joints de

grains de faible éne~gie entraine une augmentation de la ténacité alors que la distance d'arrêt de

ia fissure dimin'ue. D'autre part, une augmentation du nombre de joints de grains de faible énergie

alignés parallèlement à l'axe des contraintes entmine aussi une augn1entation de la ténacité et une

diminution de la distance d'arrêt de,la fissure. En revanche,1'augmentation du facteur de tonne

•

•

. / ".
du gra.in entmine une;diminution de la ténacité et une augmentation de la distance d'arrêt de la..
fissure.

Si 5 fois le diamètre 'du grain est défini comme longueur critique; et ~i plus de 25 % des

joints de grains sont de t:ùble' énergie avec la plus haute résistance à la rupture, tels que des
. -

joints de mac1ages :E3. les fissures intergmnulaires.fonnéesinitialementnè peuvent se propager

du fait de la présence de quelques joints de gmins distribués aléatoirement.. Le polycristal a alors

une ductilité plus élevée. L'améliomtion de la ténacité du polycristal fragile Ni,AI est due à

l'introduction d'une fraction élevée de joints de· gmins de faible énergie' Gusqu'à 70% par

traitements expérimentaux). L'architecture,des joints de grains ainsi que son controle obtelllÎ elî

modifiant la db..tribution de la structure dès joints de gmin sont importants pour améÙorer la

ténacité des matériaux polycristallins fragiles,
• ;C'
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CHAPTER 1:

INTRODUCTION

Modem materials science and engineering' 'based on structure-property-performance

relationship has developed a number of high perfonnance materials. However. there has been a

·Iong-standing problem that as maierial becomes stronger it becomes more brittle due to the

~ccurrence of intergranular fracture [Watanabe .1989. Puge 1991]. This has been the main

weakness of many advanced, high'perfonnance structural materials, such as engineering ceramics

and intennetallic compounds, as weil as structural metals and alloys embrittled by impurities and

by the presence of a corrosive environment [Seah, 1980, Koch et al. 1984, Briant 1985, Stoloff
.

et al. 1986]. It is weil known that material fracture can greatly affecl-the function of human

society in a beneficial or detrimental way, depending onwhether the fractureoccursjn controlled. - ~ .

or uncontrolled circumstances. When fracture occurs in uncontrolled circumstances often

unexpectedly, it brings about serious damage, even catastrophe, io human society. Here for

examples in aircraftacciclents caused by metal fatigue and ~uclearpower:;'1ation accidents càus~d

by stress corrosion cracking. Therefore, the control of frac:ture is clearly the ultimate goal of

fracture research. Based on that premise and other important factors, Watanabe [1984] introduced

the concept of "grain boundary design and control" about ten years ago. This is the main

potential for the control ~fSlrUcture-dependent intergranùlar fracture and related brittleness of the

polycrystalline materials on the basis of the grain boundary design, through the control of grain

boundary character distribution (GBCD) [Watanabe 1988].

Grain boundaries are known to be important microstructural cornponents which strongly

affect the properties of polycrystalline materials. An' early theory of Hargrea~esandHills [1929]

was that different structures may exÏSl for different boundaries in metal. Later, Aust and
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Chalmers 11952J showed that these structural differences can lead to different grain boundary

propenies. such as their energies. Kronberg and Wilson [1949] introduced an impànant concept 

coincident site lattice (CSL). Experimental studies have shown that "special" grain boundaries,

described in the CSL model as being close to low :E orientation relationships, display irnproved

physical, chemical and mechanical propenies relative to general or high :E. grain boundaries

[Schvindlerman and Straumal 1985, Palumbo and Aust 1992]. These irnproved properties include, .

among others, lower energy in pure metals. lower intrinsic electrical resistivity, and greater

resistance to intergranular fracture. Since many of these low :E grain boundaries hàve beneficial

properties, the objective of,the "grain boundary design and control" was to irnprovethe bulk

properties of polycrystalline materials by inc(easing the number of low :E grain boundaries

through the control of GSCD [Watanabe 1984, Aust 1993]. One of the earliest studies to indicate

th~t the fraction of low :E grain boundaries could be contrOlled was conducted by Aust and. -
Rutter [1959]. It was fOll."Id that specific solute additions could ~crease the..frequency of :E ,

boundaries in zone refmed lead. Since then, numerous structural andprocessing parameters,such

as twin boundaries, grain size, crystallographic texture, precipitate..", prestrain and annealing, have

been shown to influence the fraction oflow :E boundaries in pOlyc~stalline materials [Watanabe

1985; 1986,_ Àust 1993, Aust and Palumbo 1991, Lin and Pope 1993].
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results showed that the fracture stress for high,purity molybdenum 'bicrystals is" high at'the
~ .

'misorientation angle smaller than 10° and that èorres~onds.t..9-,-~3 ~oinddence orientation, {yllÎch

. is much lower than that for low purity bicrystals at a misorientationangle between 20°. to 50· .

. The twist bicrystals showed a more significant misorientation effect on the. fracture sire..~, but

little effect on material purity was observed. It is easy to see that the fracture stress of bic~stal .

. .\ strongly depends on the type and structure of the grain boundary, and that it can also be affected" .

by material purity throughthe effect of grain bm{ndary segregation. This could be one of the

sources of the extririsic intergranular fracture often observed. Another important conclusiOll is that

low energy boundaries such as low angle and 10w :E grainboundaries are .not good sites for

segregation and therefore they are insensitive to material purity irrespective of the type of grain

boundary [Watanabe 1993A]. Theseexperimental data are vital to the "grain boundary control

and design." Unfortunately, there are very few experimental data available, and these kinds of

bicrystal experiments are very diffic-,ult to be done for most metals and alloys. .
.. ~ "

lntergranular brittleness is the prirriary problem in developing ordered interrnetallic alloys;'

Ni3AI is a typical and extensively stiJdied ordered alloy [Stoloff 19~91. However, the problem

of intergranular brittleness persists [Watanabe 1993A]. Quite recently, Hirano has brought about

a breakthroughin this difficult area [H~rano 1990, i991, Hirano and Mawari'l992, 1993]. He has

found that unidirectional solidification by zone-rnelting can drastically improve the ductility of

polycrystalline Ni3AI without boron, obtaining more than 50% elongation at room temperature.

Il is surprising thatso-called in.ljerently brittle material~'Ni3AI could be made ductile without the

addition of boron or another element. It has been found that the observed improvement in

ductility of undoped Ni3AI polycrystal is due to the introduction of a high frequency of low angle

boundaries and low :E (3, 9) grain boundaries [Watanabe 1993A]. ln addition, it has been found '

that material processes, such as annealing and/or strain annealing, can also improve the fracture

toughness of polycrystalline Ni3AI without boron [Lin and Pope 1993, Chiba et al. 19941. The

distribution of grain boundary types along intergranular cracks in the Ni3AI alloy was measured
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by Lin and Pope [19931. Il was found that more than 89% of cracked grain boundaries along

cmck paths are high ~, high angle grain boundaries compared to 58.6% in thegeneral

population, and only less than 2% and 3% of cmcked grain boundaries arelow angle :E 1 and

symmetrical :E3 (twin) boundaries compared to 7.5%; and 28.2% in the general population,

respectively. The results indicaled thatthe low angle (:E 1) and symrnetrical :E3 (twin) boundaries

are particularly strong; the low ~, high angle boundaries, as a group, are not so strong; and that
;/"

the high :E,high .angle boundarieS are very weak. Chiba et al. [1994] have found1hat tlÎe c

percentages of CSL boundaries in C&'t, recrystaIlized and strain annealed Ni3AI alloys are 26.8,

43.1 and 58.~%, respectively, orthe total nurnber of boundaries exarnined. The strain annealed

Ni3AI alloy exhibits elongation of approximately 50%, indieating that the fracture toughness of

Ni3AI cau be improved by enhancing the frequency of occurrence ôf CSL boundaries, 6;pecially

low angle ~ 1 and/or :E 3 twin boundaries, Therefore, the Ni3AI alloy prone to intergranular
~

cmcking could be toughened by inc!,=ing the abundanee. of those "special grain boundaries.":

The fracture processes and characteristics ofpolycrystalline materials may be studied.at three
. .

different.levels of length scale [Watanabe i 993A]: macroscopic, microscopic and atomistic in

both experimental and theoretical investigations. At the macroscopic level, the fracture processes

cau be easily conducted by both experimental t~'ts and' computer sim~lations (for example? the

finite element înethod). At the microscopic level, the fracture processes are not very easiIy carried

out by experimental tests. Recent experimental advance, the Orientation Image Microscopy .

introduced by Adams,. Wright and Kunze [1993], made it possible to determine the

crystallogmphic charaeteristics of a larger nurnber of grain boundaries in a shon time. It also. . .

m~de it possible to study the intergranular fracture in experimental tests. Howi..er, there is still

no very good microscopic model to understand the intergranular fracture due to the' lack of

characteri~'tic data for mos! grain boundaries. At the atomistic level, as we discussed earlier,

. experimental difficulties have r~'Ulted in very few bicrystal experiments to study the intergranular

• fracture. The.--e formidable difficulties in the experimental study ofstructure-propeny correlations,
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simply because of the complexity of the phenomenon and the large .number of parameters and

variables involved. Such problems are possible at every stage of an experiment, from ..sample

preparation where one needs to control the interfacial structure, to Slunple chamcteri7.l1tion, and

to the measurement of details of the fracture process. These experimental.difficulties, in contrast,'

also serve to emphasize the considerable opponunities one has withthe approach of atomistic

modeling and simulations. It is precisely the inherent nature of atomisticcalculations that makes
è

it possible to specify the intemtomic structure and forces,. to determine the atomic configuration

at any stage of the system relaxation and temporal evolution, and to follow the moleclliar details

of dynamical· processes. Therefore, the intergranular fractur~ of the bicrystal could be easily

approached by molecular dynanùc~ (MD) simulation [Yip and Wolf 1989J. It is evident that graill

bOllndaries can bridge these three levels' aspects of fracture processes inpolycrystalline mate.rials..- ::- -. . ..... . .

In this inv"estigation, the techniques of molecular dynamics (MD),.alol]g with the embedded
. ~

atom method (EAM) developed by Daw and Baskes [1983, (984), ar~ used ·to stlldy the

fundamental mech~lùsmS' of intergranular ,fracture Jormany special grain bOllndaries in Cu, Ni

and Ni3AI systems. The atomistic resuIts are then applied to our microscopic model' to stlldy

crack path, crack arrest distance and fracture .toughness influence by, the fraction of low energy. . .

grain boundaries, grain boundary fracture resistance, orientation distribution. of grain boundary

planes, and grain shape factor. Specific attention is focussed on an integrated approach to the

intergranular fracture at both the atonùstic and nùcroscopic levels. The goal of this work is to
.

develop an integrated model for intergranular fracture at both the atomistic and nùcroscopic

levers which can he used to analyze a role of grain boundary character distribution (GBCD),

= texture, and nùcrostructure in fracture resistance of pOÏycrystalline materials in order to improve

the fracture toughness of brittle polycrystalline materials through optimization;ànd control of the

grain boundary structure.

This thesis is organized into the following chapters. Chapter II present., information on a
• background of grain boundary and intergranular fracture, and a review of the interatomic

' ..
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one is the Iiquid, glass formation and crystallization of glass for transition metal Ni, while the . ~~.

other is the me1ting of a- twist .E 5 grain boundary in Al.' Chapter V presents the applications of .~

computer simulation methods to the intergranular fracture. The resu1ts and. discussion of this
, .'

investigation include grain boundary structure and energy, MD simulation of grain boundary
. -

fracture, comparison of predictions with bicrystal experiments, crack path, crack arrest disrance

and fracture toughn~o;s ,of the polycrystalline materials, ind integrated approach to intergranulàr

fracture. Chapter VI presents conclusions and recommendations for future research.Finally, an
. , ~. . .

appendix contains a detailed derivation of the embedded atom method (EAM).

:



•
CHAPTER2:

REVIEW

The goal of this project· il' to investigate intergmnular fmcture :Il l'loth the :Itomistie ,lIId

microscopic levels. Specific attention is focussed on the role of the special ~. gmin bolllldmy

character distribution on the intergmnular fr.icture in Ni)AI al1oy. The primary metho(b: emploYCtI
-

in the investigation are molecular dynarnics::simulation using the embt.-dded atom method for the

interatomic potentials at the atomistic level, and Markov chain statistical model with Monte Clrlo

simulation for the microstructure generation at the microscopic leve!. The purpose of this clUipter

is to provide background information on the problems about gmin boundary ,md intergmlllilar

fracture and to review the various simulation methodologies that have bt.-en upplied to similur

•. problems.

•

2.1. Grain Boundarj and Fracture

2.\.\. Intergranular Fracture

On the macroscopic scale, the main. kinds of fracture in polYCl')ll>1alline malerials ure due

to either elUl>1ic, microvoid coalescence, environmental, fatigue, or creep [Puge ·1991). Al1lhese

fractures can follow gmiu boundary paths - intergmnular fracture.

On the microscopi7 scale, the fracture processes· in polYCI')Il>1alline materia!." ure the reo.-ult

of either transgmnular or intergmnular fractures. or a combination of these processes [Watanabe

19891. The mode of fracture can be strongly affected by rnaterials composition. tnicto!;tructure

and environment. When the fracture mode il' predominantly intergranular, a polycrystal shows

brittle fracture behavior.

On the atomistic scale. crack growth occurs by either (i) tensile separation of atom

7
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('dccolu:nsion'), (ii) shear movement of atoms (dislocation egress of injection), (iii) removal of

atoms by dissolution or diffusion, or (iv) combinations of these processes, at crack tips [Lynch

19891. Ali of these processes can occur preferentially at grain boundaries, thereby producing

intergt""dnular fracture. The preferential occurrence' of these processes at gmin boundaries is

associated with a variety of phenomena, such as (i) segregation of 'embrittling' elements to grain

boundaries. (ii) more rapid nuc1eation and growth of precipitates at grain boundaries ,than in grain

interiors. and (iv) greater adsorption of' environmental' species at grain boundary/surface

intersections than at other surface sites. These phenomena occur. of course, bec:ause atoms at

gmin bOllndaries have a slightly lower packing density than atoms at grain interiors.

~lACROSCOrlC

MlCROSCOPIC '

ATOMISTIC

..

Figure 2.1 Three different scales in studies of fracture in a polycrystal

.at the macroscopic, miêroscopic. and atomistic levels.



• 2. REVIEW-,., 9

. Accordingly, it may be shown that the fracture of polycrystalline materials can be studied

at three different levels of length scale [Watanabe, 1993A1: macroscopic, microscopic and

" atomistic, as indicated schematically in Figure 2. I. It is evident that gmin boundaries can, bridge

these three aspects of the fracture proce..~. From the·view of materials scienceand engineering,

the 1~1 two aspects are very imponant to us. Therefore, spec~fic attention 'is focuSsed here on the
,

microscopic and atomistic scales of the intergranular fracture.

•

•

2.1.2. Gmin Boundarv Chamcter and Structure

The grain boundaries in rea1 polycrystalliti.e,materials are not of the same type or stmcture.

Strictly speaking, each grain boundary has its own chamcter and stmcture. However, in the

interest of simplicity, the grain boundaries can-'be c1assified into severnl groups depending on the

grain boundary misorientation. Normally They can be c1assified into three groups [Watanabe

19891: (i) low-angle boundaries with a misorientation angle smaller than 15°; (ii) high-angle :

coincidence boundaries wlùch are defined by ~ values associated witl!" a special misorientation

angle about specific rotati2n axis, and (iii) Iùgh-angle general so-ealled random .boundaries, which .

have no boundary misorientation,c1ose to any low ~ coincidènce' êirientation. Funhèrmore;the

fLrst two groups are regarded as low-energy boundar!es, and the third as high-energy b~lmdarie..~.

Figure 2.2 presents the coincidence site lattice (CSL) geometry for a ~5 twist boundary
.; ,

formed by a 36.87° [100] misorientation of two adjoining lanices [Aust 1993]. The CSL is

considered the smallest common sublattice of the adjoining grains [Grimmer et al. 19741. The

volume ratio of the UlÙt ceU of the CSL to that of the crystal is described by the parameter ~,, .
wlùch can also be considered the reciprocal deru;ity of coincident sites [Kronberg and Wilson

1949]. Ali grain boundaries can be represented by an appropriate CS~ description if ~ is allowed

to approach infmitevalues [Warrington 1979].

With low angle boundaries (~=1), the CSL is coincident with the adjoining crystallattices;

and the grain boundaries can be described through lanice or primary dislocations which
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accommodate the deviations l'rom ideal, crystal coincidence, i.e., the single crystal [Read and

Shockley 1950).

2

/'
/\36.87°

/Lallice 1
,~ ~

Sh" ..",<1 ALom
(Coincidence)
Sites

Coincidence
___ Sil,-

1>.y,4-~b"''+~~-I'<".Lj""*-b'~--- La tUce

•
Figure 2.2 Schematic representation.ofthe coincidence site lattice geometry for a ~5 twist

....... , ''1

boundary forrned by a 36.87° [100] rnisorientation of IWO adjoinï.ng lattices.

Until recent1y, there was no standard experimental tecluùque forthe,determination of grain
,",. ;

boundary types and their d~'tribution in ·real polycrysta1line maŒrili1~'·/rhe modernscanning

electron microscopy-electrcin channeling pattern CSEM-Eèp) techrii4~~:h~:enabled ,us to do the

charncterization of a larger n~mber of grain boundaries in polycr;~~lr'~hiCh in 'the p~'t \vas

laborious and tirne-eo~'IIming. Recent1y Adams et' al. [1993] ihiodticÙ a ~ew rile~odof
>

• Orientation Imaging Microscopy COIM) that makes use of rapid. direct measurements of local .
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lattiœ orientation on a grid of points to form microgl"dphs of the polycrystalline microstmcture. "

OIM also enables the measurement and characterization of gmin boundary texture and grain

boundary distributions.

Experimental studies over the past 40 years have shown that "special" gr.linboundarie.~.

described in the CSL model as beingclose to 10w":Eprientation relationslùps. display improved

physical, chenùcal and mecharùcal" propenies relative to genem\ or high :E boundaries [Aust and

Palumbo 1991]. The applicability of the :E criterion to gl"din boundary propenies is largely due.
to the importance of :E and 6. 6 in defirùng intelfacial dislocation stmctures through the

relaxation associated with the CSL mode\. Theboundary plm"te is genemlly found to "be

significant when the gmin boundary is already" in a low CSL orientation. Low":E gmin

boundarics, i.e., :E ;!;29 and 6.6=15°!::s/6, have the following propenies as compared tohigh:E

and random boundaries [Austand.Palumbo 1991, Aust 1993]:- ~.'
~ --

• lower energy in pure metals;
,

• less susceptible to impurity or solute segregation;
:

• greater mobility with specific type and concentl"dtion of solutes;
0

• smaller diffusivity;

• lower intrinsic electtical resistivity;

• greater resistance to grain boundary sliding;. and,

• greater resistance to intergmnular degmdation phènomena such as
" .

fracture, cavitation and localized corrosion.

Since many of these "special" or low :E grain boundaries have beneficial properties, the
. ,",

concept of "gmill boundary design and control" wasintroduced by Watanabe [1984). The .

objective wasto improve the bulk properties of polycrystalline metals by increasing the number "~

of "special" gmin boundaries in the gmin boundary character distribution.
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2.1.3. Grain Boundary Design and Control

There are several possible ways by which grain boundaries can be designed and controlled

10 confer desirab1e properties to a polycrystalline material. Possible microstructural parameters .

for grain boundary engineering are as follows [Watanabe 1993B]: (i) geometrical parameters:

grain size, grain shape, boundary' junctions, .etc; (ii) morphological parameters: boundary

inclination, boundary phase, and boundary width; (iii) structural. parameters: boundary type,

boundary character, and boundary structure; (iv) composition parameters: boundary segregation

and boundary precipitation; and (v) energetic paramete~: boundary energy, boundary electronic

charge, and boundaiy magnetic state.

Table 2.\ Grain boundary control. applicable to grain boundary design [Watanabe 1993B].

Type of Boundary Controlling Parameter Application

Grain boundary density grain size, boundary increase in strength and

volume " ductility, new properties

grain boundary geometry boundary inclination, increase in creep ductility and.

"
dihedral angle superconductivity

grain boundary precipitate, size and density increase in corrosion resistance,

morph()logy - ductility

grain boundary chemistry segregation level, PFZ suppression of embrittlement,

width : high corrosion resistance. , ..

grain boundary character boundary type, GBCD 'increase in siëength aI)d-.
" .. "and structure ductility.

1

It is evident that there is a great variety of ways of designing and controlling the grain
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boundaries, when we take into account the imponance of boundary type and structure in addition

to geometrical or topological configurations. The combination of structural effects and

geometrical effects tremendously increases the variety and flexibility of designing grain

boundaries in polycrystalline materials. Unfonunately, until recently, this wus almost ignored in

materials design and development. Table 2.1 give various types of boundary control, controlling

pardrneters, and applications for the improvement or enhancement of materials perfom1ance. We

can now see that grain boundary design and control could increase the strength, ductility, and

corrosion resistance of materials. However, little has been studied in the past onimproving

fracture arrest and fracture toughness by changing the- grain boundary character distribution. ln'

panicular, little quantitative work has been done on the fracture behavior int1uenced by the

structural change of grain boundaries at both experimental testing and computer modeling

[Watanabe 19938].

2.1.4. Material ?rocess for Grain Boundarv Design and Control

Grain boundary can be controIled through material processes, such asannealîng, rolling, 0

recrystalliza,tion, and strain arm,ealing. lntergranularbrittleness is the prinmry problem in

developing ordered interrnetallic aIloys as future high performance materials lWatanabe 1993Al.

Ni3Al is a typical and extensively studied ordered aIloy. Unt"onunately, the -problem of_

intergranular brittleness has not yet been solved. lndèed, the ductility improvement by' the -

-addition of boron appears to have been weIl accepted as a solution to _the problem in_

polycrystalline Ni3Al. There are various studies on boron-doped Ni3AI alloy [Liu et al. 1985,

Takeyan1a and Liu 1988, George et al. 1989]. However, the problem of intergranular frdcture in

boron-doped Ni3Al has: not yet been solved and remains an imponant issue in the development

of this material [Chuanget al. 1991]. Funher, it is unclear whether the e1ement which is

beneficial for ductility improvement at room temperature is so at high temperdture. Moreover,

• the boron addition for ductility irnprovement is beneficial only for hypostoichiometric Ni3AI alloy
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[Walanabe 1993AI.

Quile recenlly, Hirano [1990, 19911 brought about a breakthrough in this area: He found that

unidireclional solidification by zone-melting can drastically. improve the ductility of

polycryslalline Ni,AI without boron. It is surprising that so-called inherently brittle Ni,~1 could

be made ductile without the addition of boron or another thir? element. The alloy grown by'

unidirectional solidification has the co!umnar-grained structure of Ni,AI and shows about 60%
,,~

large tensile elongation· at room temperature along the columnar structure. Of particular interest

is that il also shows tensile elongation (about 15%) in the structure's trànsverse direction. Cold

rolling al room temperature was additionally found to be possible without the addition of ductility

enhancing elements. [t has been found that tlie observed hnprovement in the ductility of undoped
. . ~ ".

Ni,AI po[ycrystal is due to the introduction of a high frequency (>70%) of lowangle boundaries

and low ~ (3, 9) coincidence boundaries [Watanabe 1993A].

• Lin and Pope [1993] measured the distribution,of grain boundary types along intergranular

cmcks in anneàled Ni,AI alloy with ~ value, and compared it to the distribution in the bulk,

using statistically significant sample sizes. [t was found that low angle ~ l boundaries and

symmetrical ~3 twin boundaries are particularly.strong, while low ~, high angle boundaries, as

a group, are not so strong, and high~, high angle boundaries are weak. This means that the

strength of a polycrystalline aggregate with weak grain boundaries can be increased by increasing

the fraction of ~ [, symmetrical~3 twin and possiblea few other special boundaries.

Chiba et al. [[994] also exarnined the grain bOundary character distributions in cast,

recl"'jstallized and stmin annealed Ni,AI alloys. The frequencies in cast, recrystallized and strain

annealed Ni,AI alloys are 26.8, 43.1 and 58.4%, r~1lectively, of the total number ofboundaries

e.xamined. The strain annealed Ni,AI ·a1loy is found to exhibit e1ongation to fracture of more than .

45%. This significant~ncrease in elongation of the strain annealed Ni,A[ alloys is attributed to

the presence of relative low energy ~ 1 and ~3. boundaries.

•



• 2. REVIEW 15

2.2. Computer Model of lntergranular Fracture at Microscopie Level

A simple geometric model was recently· proposed by Palumboet al. [19911 to evaluàte the

potentia1 effects of grain boundary design and control on intergranllhlr degf:ldation .phenomena.

such as intergranular cracking (IGC) and intergranular stress corrosion crdcking (IGSCC). This

model can be considered to be genera11y applicâble to ail bulk polycrystallin.e properties which

are dependent upon the presence of "active" intergranular paths. e.g.• illlergranular corrosion,

creep. etc [Aust 1993]. The IGC and IGSCC susceptibility can be considered in terrns of the

probability of findin~ a continuous path of intrinsically susceptible grain boundary segments,

. which are each favorably oriented to the applied or residual tensile stress a:'tis. extending to a

criticallength, Lerit• within the component. This criticallength defines a limit beyond which crack

propagation would continue to component failuTe, even in the absence of either active grain

• boundary paths or a corrosive environment. A susceptible grain.boundary segment is defined as'

a crystal interface, which as a result. of its structural and/or chemical characteristics, is prone to

prefeiential fracture or sliding under the local ope~tive stress coriditions,and/~r tei enhanced

corrosion (relative to the lattice) in the specific environment. Bulk IGC or IGSCCimmunity c<m

be achieved by increasing the fraction of non-susceptible grain boundaries in the boundary

distribution to a lever at which the probability of inter-erystalline crack extension to the critical

length approaches zero. The advantages of this model are its simplicity and ability to predict the
, , ,'.

fracture arrest distance in terrns of the fraction of grain boundaries in the distribution which are

intrinsically resistant to cracking and unfavorably oriented to the effective stress (grain shape

factor). The disadvantage is its failure to inciude the real~"tic microstructural factors andrealistic

grain boundary character distribution.

Another model was proposed by Um and Watanabe [1989. 1990lîo evalllate the effeet of

different types. frequencies, and configurations of gmin boundaries, known as the gmin bollndary

• character distribution (GBCD), on the toughness of a polycrystal made up of hexagon-shaped
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gmins for 2D and tetmkaidecahedron-shaped grains for 3D microstructure with the loading axis

Iying along one of the crystal gnlin axes. The resu1ts show that the toughness of a polycrystal

increases monotonically with an increa.~e in the overall fraction of fracture-resist;l~tlow energy

boundaries in the material. A brittle-ductile transition, corresponding to a change of fracture mode

from one that is predominantly intergranular with low toughness to one that is predominant1y

tmnsgmnular with high toughness, is observed when the overa11 fraction of low energy boundaries

reaches a critical value. The adV'dIltages of this model are its simplicity and ability to predict the

fmcture behavior in terms of the fraction oflow energy grain boundaries. The disadvantage also

. is its failure to include t1le realistic microstructural factors and realistic grain boundary character

distribution.

A microstructurnr mechanics modelwaspresented by Srolovitz et al. [19921 to understand

the effcct of microstructure on the fracture of polycrystalline, elastic materials, and in panicular

• to examine the effects of grain size and gmin boundary cohesion on the transition .between

intergmnular and transgranular failure. The mechanics employed in the simulations are b~-ed

upon the el~1:ic properties of a network of springs. The model" consists of a triangular array of
,.

lattice points which are connected by b?~ds.The polycrystalline microstructure used in the model
'-" "

is produced using Monte Carlo simulation procedure introduced by Srolovitz and co-workers

[Srolovitz et al. 1983, Grest et al. 1988]. TIùs procedure has been shciwn to produce

microstructure with grain size and grain topology distributions in excellent accordance with the

experiment. Chen et al. [1993] proposed a similar microstructura1 model to study the

transformation toughening in brittle composites whi~h used a "ball-and-spring" discrete

micromechanical model to calculate the fracture propenies of grain boundaries. The advantages

of these models are their real~1:ic simulations involving rea1istic microstructure of materials, and

their predictions of the crack paths in terrns of relative grain boundary coh~;on. The

disadvantage, again, is their failure 10 include the realistic grain boundary charaeter distribution,

• and lack of real data for special gmin boundaries during the simulations.
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2.3. Fracture Stress of CSL Gr<lÎn Boundary

The dependence of intergnmular frdcture on grain boundary structure hasbcen studicd by

many engineers using bicrystals of normally brillie materials such as refrdctory metals and

diamond cubic materials. Kobylanski and Goux [19711, Brosse et al. and Kurishita et al. [1983A.

1983BI measured the fracture stress of molybdenum bicrystals with <100>. <110> tilt and <\\0>

twist boundaries, while Sato et al. [1989] studied silicon bicrystals containing a<\I\> twist

boundary of different misorientations. Table 2.2 gives the fracture stress reponed by the various

inveStigators for several :E coincidence boundariesand tandom boundaries [Lim and Walllnabc

19901. Several features can be seen in this table. First, the fracture stre.~ or the crack extension

force of coincidence boundaries (including :E I/Iow angle boundaries) is always' several times

greater than that of nmdom boundaries. Second, even though thereponed fracture ;;tre.~s are

• found to vary somewhat from one boundary type to the next, it is interesting to. note thatthc mtio

of the fracture stress of coincidence boundaries to that of tandom one." (fIl:/fIR) increasès with

decreasing :E value, ÎITCl>-pective of test conditions and materials. Third, the limited .data. given

in Table 2.2 indicated a lower fIl:/fIR for twil.t than:1or tilt boundarie.". This, however, could be

attributed to a much higher fIR for twist boundaries. as indicated by the fCl>'Ults of Kunshlta et

al. [1983A, 1983B].

Kurishta and Yoshinaga [1989] also have studied the effect of grain boundary type,

misorientation and rnaterial purity on intergranular fracture stress in molybdenum bicrystals; The

results showed that the fracture stress for high purity molybdenum bicI)'lo'tals is high al. li

misorientation angle smaller than 10· and that corrClo-ponding to :E3 coincidence orièntation,

while much lower than that for low purity bicrystals at a misorientation angle between 20· and

50·. The twist bicrystals showed a more significant misorientation effect on the fracture stress,

but material purity was seen to have had linle effect. lt is eal>]' to see that the fracture strClo..'"'CS

• of bicI)'lo'tals strongly depend on the type and structure of the grain boundary and it can aise be
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affected by material purity through the effect of grdin boundary .segregation. This could be one

of the sources of the extrinsic intergranular frdcture which is often observed. Another important

conclusion is that low energy boundaries such as low angle and low :Egrain boundariesare not

good sites for segregation, and therefore, they are insensitive to material purity irrespective of

the type of gmin boundary [Watanabe 1993AI. These experimental data are very useful and

important in H gmin boundary control and design."

Table 2.2 Fracture stre..<is of coincidence boundaries [Lim and Watanabe 1990].

Materials Type of T~-r o~ aR a::./aR
;~ •

boundary condition (MPa) (MPa) .,

Mo <100>Sym. tilt R.T.' . 1340 (5°:E 1) 75 ......
"

17.S.
1150 (S°:E 1)

..
15.3,

Mo <llO>Sym. tilt R.T. SOO (109°:E3) SS 9.1
,

570 (50° :El 1) . 6.5
è

Mo <: 100>Sym. tilt R.T. 533 (9.3°:E 1) 106-120 4.4-5.0

Mo <llO>Sym. tilt R.T. 293 (10° :El) 67 4.4

-' 400 (110° :E3) 6.0
" .

"6.0400 (50°:E 1,1) "c?
Mo <II0>Sym. tilt 77K 1720 (70· :E3) 2S0,.::' 1>6.1, .. ,..,... -

Mo <110> Twist 77K I~O (73°:E3) 623.~<· 1 23

Si <lll>Twist R.T. 300 (250 :E7) 140' 1..1

'R.T. = room teri,~er;;ture. .

Unfortunately there is very !inle experimental datàavailable.and these kinds of bicrystal

experiments are very difficult to be done for most of mel"dls and a1loys. Thus. very few bicrystal

• experiments have been carried out to study the intergranular fracture. The formidable difficulties
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of such experimental study results l'rom the campIexity of the phenomenon and thè large number

of parameters and variables involved. Difficult problems have ta be solvedat èvery stage of an

experiment, From sample preparation where one tieeds ta control the interfaCial structure. ta

sample characterization, and ta the measurement of details of the fracture proce..,,~. The..~e

experimental difficulties, in contrast, serve, ta emphasize the considerable opportilllities for

atomistic modeling and. simulations. lt is precisely the inherent nature of atomistic calculàtions

that makes it possible ta specify the interatomic structure and forces, ta determine the atomic

contïguration at any stage of the system relaxation and evolution; and ta followthe molecular .

details of dynamic processes. Thereforethe intergratiular fracture Of the bicrystal could be easily

approached by molecular dynamics (MD) simulation'[Yip and Wolf 19891.

2.4. Interatomic Potentials for Atomistic Model .

• . The recent de~elopments of.interatomic potentials are part of a larger project. of designing~

a mathemaùcal model which can be used ta perform computer simulation for Various properties

of materials which are· ultimately controlled by interatomic intemctions. There have been

numerous reviews and conference proceedings [Allen and Tildesley 1991, Johnson 1988, Lee

1981]with regard ta this field. The general requirements for a model arethat it is bath accurate

enough ta permit a broad range of experiments, with a reasonableexpectation that the results will

be physically meaningful, and simple enough ta do within our existing computer capacity. For

atornistic caleulation, a mathematical model' is simply an equation for the energy of the materials

as a function of the positions of al! atoms; given the atomie arrangement, the energy can be,

eomputed. In praetice, il is normally only the differenee in energy between two sets of alomic

positions, or configurations, that are ofinter~"t, which leads ta considerable simplification in the

caleulations.

Carlesson [1985] emphasized that the nature of the interatomie potential that can adequately

• handle a given situation depends on the type of problem under com.;deration and on the local
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atomic environmenl. Long-mnge intemctions such as the semiempirical forms and
"

pseudopotentials are most applicable to cases in which the ovemll '\'01ume of the materials is

unchanged and there is iittle change in volume on a local scale, such as lanice vibmtions, liquid

structure factors, and bulk crystal structures. The shon-range empirical potentials are applicable

to situations involving "bond breaking" and significant volume change. However, a model based

solely on two-body forces has its dmwbacks. For example, unless the elal>"tic constants in a cubic

crystal satisfy the Cauchy relation Cil~C...., which is seldom the case in real materials, an

equilibrium pair-potentiàl mode! cannot accùmtely reproduce 0em. It is customary to deal with

this problem by adding to the pair-potential in the total energy a term which depends on the

macroscopic volume of the niaterials [Finnisand Sinclair 1984, Daw and Baskes.19841, by

analogy with simple-metal penurbation theory. The elastic constants can then be adjusted

arbitrarily at equilibrium becàuse the volume-dependent term supplies a fictitiousextemal

. pressure to balance the so-called Cauchy pressure V2(C1,-C....). While this generalization is a gross

simplification, it provides a Slaning point for discussing recent developments.

2.4.1. Central-Force (Pair) Potential (Long-Range. No Volume Dependencel

. From a conceptual viewpoint, one can discuss the various potential modelsby expressing

the U<!:N) of the system as [Allen and Tildesley 1991]:

where VI Cri) is the one-body potential which depends on the position of atom i, V,Cri,rj) is the

two-body potential, and so on. Sùlce the simplest possible representatïon of many-body

interactions is the sum of two-body interactions, a widely adopted approximation is to take only

the second term in the equation (2.1).

Within the pair approximation, there exist empirical expressions in the form V,( Ir;-!:j 1) which

• involves the additional assumption of centrally-symmetric forces. The well-known example is the
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Lellnard-Jone..~ (6-12) potential lLennard-Jone..~ 1924. Barker 19761:

21

~( r) (2.2)

with well-depth parameters E and lengths cr fitted to e.xperimental data which can he

thennodynamic propenie..~, defect energies. and/or e1astic moduli. These potentials are rem;onable

descriptions of two-body forces to the extent that they account for repulsion due tu the overlap

of e1ectron clouds at close interatomic separations and attractive forces at large distance..~ due tu

dispersion effects.·

However, as discussed above,· owing to the intrinsic limitations of central-force potenti:tls,

the propenies· of cenain materials cannot be reproduced regardle..~ of the number of db'posable

parameters. This shoncoming of central-force potentials has been a major motiV'.ltion in the

development of a border conceptual framework for the d~'Cription of interatomic interactioll..~ ...

• particularly in metals and alloys.

2.4.2. Pseudo-Potential (Long-Range, Volume-Dependent)

Pseudopotentials penain to the forces seen by· e1ectrons i1l the determination of their.

quanturn-mechanical wave functions and are not directly related to the intemtomie potentials

required for lattice calculations [Wang and Lai 1980, &'terlin and Swaroop 1979, Dagen..., et al.
1975. Dagens 1986]. The electron energy bands of sorne metals are surprisingly similar to the

predictions of a free, or nearly free, electron mode!. This has led to a formulation ba..'>ed on a
C

penurbat[o::'-ei<pansion for the electron wave funetion. in which the effective interaction between

the ion cores and the conduction electrons. called a pseudopotential, is a..~ed to he weak. The .1

ovemlliattice pseudopotential is then,written as a sum of pseudopotentials arising from individual

ions. The pseudopotentials are actually operators, but the approximation is commonly made that

they are sirnply funetions of position, in whieh case they are called local pseudopotentials. The

• resu1t of these steps is that, given the positions of the atoms, the energy of the sy~'tem can he
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calclllatcd. FlIrthcrmorc, the energy can be factored imo ~1ructure-independent (that is, volume

dcpcndcnt) and structure-dependent components, with the majority of the cohesive energy

accollntcd for by the volume-dependent term. Finally, the structure-dependent terms can be

Fouricr-tmnsformed to yield an effective ion-ion potentiaI. Thus, a model'can be developed From

tirst principles which involves two-body' intemtomic potentials and the overall volume

dcpcndcnce of the structure. With the absence of three- and higher-body intemctions, the energy
, .'

U(r;Q) can be expresscd as [Harrison 1966, Lu and Szpunar 1992]:

+ V( fl) (2.3)

•
whcre rand Q are the position vectors and,mean atomic volume, respectively, and the first term

represcnts the kine~,~c energy of an ion in the c1assicallilllit [Leung et al. 1976], and V(Q) and
,. .' :

V<Lj;Q) represent,-respectively, the one- and two-body interactions:

Figure 2.3 is a plot of the total effective pair potential for aluminum calculated by the non

local modelpséudopotential (EINMPl theory [Wang and Lai 1980). The volume dependence of

the pair interaction is ~Iearly apparent, and plays an,important role inconstant pressure (N-P-T)

MD simulation for a metal or an allèy system.

This approach is not without its difficulties, however, since the long range.of potentials

makes it awl:ward to use them in efficient relaxation calculations, and, due to the oscillations,

the results ,,~ dependent on the cutoff dist;U;ces if they are shortened. With the capacity of

computers increasing, however, this problem can be easily solved. The nature of the potemial

near the fi~1-neighbor separation distance is dependenton very fine aspects of the theory so that

it can be completely altered by sorne minor variations. The theory is not readily applicable to

transition metals with a significant d-band character contribution, but to simple metals in which

there is litt1e overlap of the ion cores, with aluminum as the prototype [Dagens et al. 1975] and

• to the, alkali metals. A generalized pseudopotential theory applied to transition metals has been
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published by Moriarty [1985] in which titree-body forces are included. The conclusion is that a

contribution of three-body forces are significantand must be used for metals in tlle middle of a

tmnsition series. such as chromium and vanadium. but have little effect on nickel and copper.
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FigllTe 2.3 Total effective pai~,potential for aluminiu~ caléulated from the non-local model ,

pseudopotential (ElNMP) theory [Wang"and Lai. 1980].

2.4.3. EAM Potentials (Shon-Range. Volume-Dependent)

Although cemml-force potentials provide a good description of the shon-range repulsion

between the atorns. the attmction between atorns at larger sepamtions. required for the eohesion

• of all materials. is not conceptually well described by a central potential in the case of metallic
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bonding. TIle attrdction between ions in a metal arises from the decreasein the energy of the·

electron gas when embedding the ion cores in the Fermi sea. This is the major development in

models in this category with a ~ore complex term which at fust looks like another two-body

potential [Finnis and Sinclair 1984. Daw and Baskes 1984]:

(2.4) .

•

TItis new term. which is used both in the embedded atom method developed by Daw and Baskes

[1984] and by Finnis and Sinclair [1984]. can be interpreted in a variety of ways. The embedded
,. .'.

atom derivation is based on the density functional theory, and the function Fi(p,) is the energy

to embed that particular atom in a uniform electron gas of density Pi and depends only on the
. ".

element. TItree basic assumptions are usually made [Daw and Baskes 1984, Foiles et al. 1986]:

(a) The electron densities are assumed to be centrally symmetric;the density. PjC!:)

contributed by sorne atom j at r is assumed to depend only on the distance 1ri. .
(h) By assuming atomic electron densities, ail electron densities are assumedto· be

independent of thé environment; self-consistent reairangements in the electron gas are ignored.

As a result, the total electron density Pi at a particular atom arising from ail the other atorns can

be taken as a linear suPerposition of atomic densities P/rjj)

(2.5)

(c) The short-range repulsion is assumed to be of a central-force type.

Although not explicitly a volume contribution to the energy, tlùs term is dependent on
~

crowding in the lanice. From a purely empirical point of view, it can be coru,;dered to' be a

measure of local volume dèpendence. Since the model pararneters are obtained by empirical

tining. results are independent of the physical futerpretation" in practice. this new form would

• seem to be the natural successor to the empirical models. ln addition, the scheme is adapted to
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•

•

treating surfaces, and since the embedding functions are independent of the source of the electron

density, it is directly applicable toalloys. ln a short time, quite extensive calculations have been

carried out under the heading of the embedded atom method~ Encouraging resu1ts have ~en

obtained with respect to surfaces, impurities, lattice defects, alloy segregation ai surtàces,

impurity trapping at grain boundaries, liquid metals, hydrogen embrittlement, and fmcture.

2.4.4. Surnmary of lnteratomic Potentials

Whether interatomic potentials are derived with approximations from tirst principles or are

purely empirical, theiruse in modeling is extended beyond their original region 'Of applicability.

Computer simulation mày be seen to be theoretical orempirical proce."S of matching one region

of contiguration space which is understood or for which there are experimental data to a different

region which less is known. There is no uniqueness: sorne other scheme may b7 found which

does just as well in the known region but whlchgives different results in the region under study.

[n principle, computer modeling of materials is seen to be very straightforward. A primary input

for all models is a IWo-body central potential,a continuous function of distance which is

independent of orientation, and is surnmed over aU possible pairings in the materials. These

potentials are taken as constant in most models, but calculations based on the pseudopotential

theory are often carried out at a constant volume because the two-body interactions resulting from

pseudopotential theory are functions of volume. The f!lIlge of two-body potentials effectively

varies from less than second-neighbor distance in the. crystal lattice to thousands of atoms, and

the shorter the range of the potential, the faster the computer calculations.

While models based on two-body Lennard-Jones do not require additional· energy

contributions, they do not provide agood simulation of the metals and alloys. The many-body

factor used to overcome these difficulties has most commonly been taken as a function of over,ill

material volume. Short-range empirical models with this volume dependence have provided a

cTUde but workable model for "bond breaking" calculations. Traditional thinking has established
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that pseudopotential theory is applicable only to simple metals, and not to noble and transition

metals, and its use for metals has generally been restricted to aluminum, for which numerous

calculations have been performed. However, recent extensions to noble [Heine and Weaire 1970]

and lr<msition [Lam and Dagens 19881 metals have been proposed. Models based on local volume

dependence have recently been developed and extensive calculations have been carried out with

the embedded atom method [Daw and Baskes 1984], which has yielded meaningful results over

a broad spectrum of topic. They have an advantage over pseudopotential models and are efficient

in the use of computer resources. Boththe uses of pseudopotentials .for nonsimple metals and the

development of the embedded atom method are sufficiently new that further investigation is

required to understand their ramifications. Computer efficiency fdvOrs the embedded atom

method, and there are no worrisome clouds on. the horizon to indicafe that its results might not

be physically meaningful.

2.5. BORDER CONDITIONS

No computer simulation can be performed without the establishment of proper boundary

conditions for the computational cell. There are four principal possibilities [Allen and Tildesley

1991,Heeler 1988]:

• Free-surface boundary;

• Rigid boundary;

• Flexible boundary;

• Periodic boundary.

Normally, the computational cell cèntains 500 to 10,000 atoms. As such, it represents a very

small piece of materials, 600 atoms being a microfemtomole. Jhe free-surface case pertains to

a large. free molecule. Macroscopic materials are simulated through the use of either rigid.

flexible, or periodic boundary conditions. In the rigid boundary case, a mantle of fixed-position

• atoms representing the materials structure is placed around the computational cell. The thickness

..
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of the mantle is made larger than the range of the interaction between atoms. The mantle. .

represents the part of the macr?scopic materials that can interact with atoms in the computational .

cell. The defect under' stU?y is contained in the. computational cell. The flexible bOllndary

approach is more realistic than the rigid boundary apprmièh, in tllat the boundary reglon is

capable ofsmall atom displacements in response to forces exened on it by atoms al the perimeter

of the computational cell. Il has been shown that a rigid boundary can be used in studying point

defects. However, cenain types of simulations for complieated defects require the use of flexible

boundary conditions. One of these;' for example, is.a Peierls stress' computation for dislocation'

movement.. Periodic"boundary 'conditions are often used to simulate large systems. Roughly

.. speaking, pericidic boundary conditions simply mean that atoms at the extreme right of. the

computational cellinteract with those at the extreme left of the tell. Similarly, atoms al the top

of the cell interact with thèse al the bottom, and atoms at the front interact' with those at the

.' back. When periodic boundary conditions are. used, the cell diameter must exceed twice the

interaction range between two individual atorns. Over the past several,years, the capability of the
. .. .. . ~ '.- "

periodic boundary conditions approach has been VlIl>'tly enlarged. As described above'!the periodic

boundary c~ndition mode restricts the simulation to a computational cellwith a;;nsfe~ volùme and. ,

shape. Therefore, cenain phase transformations cannot be simulated. Recent developments allow

changes in both the volume and the shape of the computational cell as the simulationproceeds

when periodic boundary conditions are used [Andersen 1980, Parrinello and Rl\hman 1981].

However, in practice the problerns are not so simple.' The border condition must be a

multiplied boundary condition along the main aXis of the computatio~al cell, for example, for

•

,
interfacial and surface problerns. One is faced with the sUnultarieous requirements of a small

..~ ,

simulation cell for economy of computations aild a large cell so' the interfacial and surface

regions are not penurbed artificially by the action of the cell borders. ln simulation studies of

grain boundaries, the bicrystal mode! is used in whicha planaI' interface, infinite in extent, is

represemed by a finite simulation cell with border conditions which are periodic in the two'
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directions along the interface (x and y border) [Henderson and Van Swol 1984, Van Swol and

Henderson 1984]. In the direction perpendicular to the interface, z borders' are expected to

simulate the bulk media on either side of the interface.' If one imposes periodic conditions on

these borders as well (thus imposing three-dimensional periodic border conditions on the system),

then there will necessarily be two interfaces in the cell, a situation considered unsatisfactory since

the two interfaces can influence each other and, in the case of grain boundaries, even annilùlate

each other at high tempemtures.· AIso, because of the coupling through the z border; the ·(Wo

halves of the bicrystal are not free to translate relativè to one anotherarbitrarily. In addition to

the problem of avoiding two interfaces, itis also necessary for the z borders to be sufficiently

flexible to accommodate any' deforrnation or volume change that may occur in the

(inhomogeneous) interfacial region during the simulation.

Lutsko et al. [1988] have recently developed a reasonable border condition for anjnterfacial

• system. For an isol~ted interface, one which is embedded in two semi-infinite bulk ideal crystals,

two-dimensionallyperiodic border conditions in the two directions parallel to the interface are

c1early appropriate. As long as the interface is planar and coherent, i.e., as long as it can be

characterized by a periodic planar unit cèll, two-dimensional periodic borders are appropriate in

the interfacial plane. This embedding is accomplished by surrounding the interface region and

two semi-infmite bulk ideal crysta\s. With the same two-dimens~onal periodic boundary

conditions applied in directions x and y to both the interface region and bulk ideal crystals,

the system has no free surfaces.

When thermal motions are considered in the calculation, the assumption of the two

dimensional periodic boundary condition for the interface region and two semi-infinite bulk

ideal crystals is still appropriate. Vnder these conditions, however, the periodicity enforced

by the border conditions gives lise to a limitation on the dynamical processes that can be

studied. As is well known in Molecular DyiIamics simulations, the system under investigation

cannot propagate phonon with wavelengths greater than the dimension of the simulation
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system. A method for treating the z-borders at finite temperatures in a less-eonstrainin~
. -

manner has recently been proposed [Lutsko etaI. 1988]. Unlike three-dimensional pe~iodic

boundary conditions, this approach provides a simulation cell containing a single interface.

and in contrast to the condition of a fixed z-border [Balluffi et al. 1981], it acconllllodates

dimensional changes normal to the interface as weil as translational motions parallel to the

. interface plane. Thenew method also makes use of the configuration with the interface

region and two semi-infinite bulk idealcrystals, where in the interface region the particlcs

are treated explicitly, and two semi-infinite bulk idéalcrystal:,!"consist of two semi-infinite

rigid blocks of atoms held fixed at their ideal-crystal positions. The novel featurc. is that thc

rigid blocksare allowed to moveby translations parallel to the interface plane, such motions

being determined by the force exerted 011 thé blocks across the interface and ideal crystal

border..The blocks are also allowed translatioris in the z-direction; these move~lents arc

• treated separately from the parallel translations and are govemed by the pressure e.'l:crted

on .the blocks by the interface region [Lutsko et al. 19881. Applications of this method to
• • ~ • +

bicrystals at high temperatures havegiven satisfactory resùlts [Lutsko et al. 19891.

'Th'erefore, fur practice problems, a proper border condition in c~rtairi directions should

be chosen.

•

2.6. Atomistic Computer Simulation methods

Computer simulations play a valuable role in providing essentially exact results for

problems in statistical mechanics which would otherwise only be solvable by approximate

methods, or which might bê=quite intractable [Ronchetti and Jacuèci .1991, Allen and

Tildesley 1991, Yip and Wolf 1989). In this sense, computer simulation is a test of theories

and, historically, simulations have ind~ed discriminated between well-founded approaches

and ideas that are plausible but, in the event, less successful. The results of computer

simulations may also be compared with (Jose of real experiments. In the first place, this is .
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•

•

il lest of Ihe underlying model used in a computer simulation. Eventually, if the model is

good one, the simulator hopes to offer insighls to the experimentalist, and assist in- the

inlerpretation of new resulls. The dual roles of simulation. as a bridge between models and

lheoretical predictions on one hand, and between models and experimental resulls on the

olher, are illustrated in Figure 2.4. Because of this connecting role, and the way in which

simulations are conducted and analyzed, these techniques are often termed 'computer

, experimenls'. Computer simulation provides a direct route from the microscopie details of

il system (the masses of atoms, the. interactions between them, molecular geometry, etc.) to

macroscopic properties ofexperimental interest (the equation ofstate, transport coefficien15,

structural order l'arameters, and so on); This type of information is not only of academic

interest, it is also technologically usefu!. [t may be difficult or impossible to carry out

experiments under c:I."tremes of temperature and pressure, while' a computer simulation of

the materials would be perfectly feasible. Subtle details of molecular motion and structure

are difficult to probe c:l.l>erimentally, but can readily be extracted from a computer

simulation. Finally, becauseof the speed of molecular events and e.xperimental difficulty. it

presents no hindrance· to the simulator. A wide range of physical and. mechanical

phenomena, from the microscopie to the macroscopic scale; may be st~died using various

form of computer simulation.

[n this section, we will review the atomistic computer simulation methods which make

possible an approach to' the investigation of most pro(lems in material science and

engineering. 11lese methods are all concemed with .~ common model system, in which a

collection of N interacting atoms arranged in a given initial configuration has already been

delined. 11le total energy ofthe system is prescribed and a set of border conditions has been

spccified.

Of the various computationaI methods which can be applied to this atomistic mode!.

wc will considcr only two techniques: lattice statics (LS) [Vip and Wolf 1989J and molecular
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dynamics (MD) [Allen and Tildesley 1993]. While each method is well established in ilS OWI1

area of application, their combined use in the study of materials constitutes a new approach

which we believe is capable of providing invaluable insights. ln what follo\vs we will brietly

examine the physical basis of each method, indicate their complementarity, and review the

relative advantages and limitations of each.

CONSTRUCT
APPROXIMATE

THEORIES

THEORETICAL
PREDICTI0t'lS

CARRY OUT
. COMPUTER
SIMULATIONS

EXACT
RESULTS FOR

MODEL

MAKE
>---+1 MODELS !-o+<

PERFORM
EXPERIMENTS

EXPERIMENTAL
RESULTS

•

Figure 2.4 Connections between experiment, theol)'. and computer simulation.

•
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2.6.1. Latticc Statics (LS)

This is a method which enables one to determine the zero-temperature, relaxed, non

vibration structure of the simulation system by minimization of energy. It has been widely

used in problems dealing with low-temperature structure, high-temperature non-vibration

structure and energetic of defects in Iiquid, amorphous and cl)'StaIline state. The basis of the

method is that: if it is d~ired that the configuration of system· be an· equilibrium

configuration, then by definition the force on any atom i must vanish in this configuration:

E=
1

av
=- aL., -2:

j#
(2.6)

• ln lattice-statics calculations, energy minimization is carried out by moving each atom in the

direction of the force acting on it by a certain amount. This amount can be governed by the

volume of the force acting on the atoms or, in simpler schemes, can be chosen more or less

arbitrarily. The process is repeated until'all forces are reduced essentially to zero, Le., below

sorne numerically small value. The system is then considered "~elaxed". The configuration

and energy thus obtained are the structure and en~rgy of the system at T=O, sirice at zero

temperature the higher-order terms of energy vanish and the system is in an equilibrium

configuration..

Using steepest descent, conjugate gradient, or other minimization procedures, lattice

rela.~tion ·can be carried out efficiently to systematically study structures and energy over

a wide range of geometric parameters. However, when the system contains an interface. it

is not sufficient to rela.x only the atoms. Thé border conditions may also need to be adjusted

in response to the atomic relaxations at the interface according to the internai stress and lhe

• pressure of the system.
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2.6.2. Molecular Dvnamics (MO)

This method, in its most straightforward realization, is a very simple technique. Given

the interaction potential and an initial configùration of N particles at time 1. the resulting

forces acting on each atom are calculated [Allen and Tildesely 19931. Newtonequations of

motion are then numerically solved for a small time interval 8t under the assunlption of

constant force, resulting the system configuration at time t+8t. In the limit8t-O the

solution is e>."act. The procedure can be iterated ad infinitumi~and the evolution of the

system can therefore be followed. In its simplest and most often used foml, MD is based

on the equations of motionderived by the classical Lagrangian:

(2.7)

"

where mi and ri are inass and position of the i-th particle, and Ver) is the interaction

potential. Given the initial configuration "of the atoms and. the border conditi~ns, these

equations are integrated numerically to give the future positions of the atoms at discretc

rime steps. The basic c;>utput of MD cons,ists of the particle tràjectories which constitute the

complete solution to the model system as formulated in classical mechanics. 'f!1rough the

knowledge of how the syst~m evolves in time, one can determine all of the eqllilibrium and

dynamical properties of interest [Allen and Tildesley 1991, Ciccotti et al. 1987J.:
" . "

In MD all partic\es are displaced from one time step to the next in accordance with

equation (2.7). Each partic\e, therefore, has an instantaneous velocity and kinetic energy.·

For the system, one 'can define the instantaneous temperature as proportional to the total

kinetic energy, a quantity which fluctuates in time as the particles move through regions of

different pote,ntial interaction. It is through these fluctuations that entropic effeets enter into

the simulation. Because of this property, MD is valid for classical systems at any
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temperature. Inpractice, the validity of the MD approach is limited to temperatures near

or above the Debye temperature of the materials. Tothe ell.1ent that the interatomic

potential is specified for all interparticle distances, the simulation is also valid for arbitrary

deformation of the system. It is worth noting that in a cIassical system not only can the

simulation be carried out at any, temperature desired, but the system response to a

temperature change can also be studied.

MD can be used to calculate time averages of physical quantities of interest, or as a

powerfuI microscope to ell.'amine in detaillocal configurations and typical atomic trajectories..

8y adding a dissipative term to the equations of motion, the method. cao also be used to

find local minimum in the potential energy. MD can also serve as a tool for studying non

equilibrium phenomena. Relative to lattice statics, MD can be regarded as a method for

detemlining how a model system which is relaxed at T=O behaves at finite temperature and

• e;l.1.emal stress. nIe effects of e.'\1emal stress cati be treated either through the border

conditions or modification of equation (2.7) by introducing an appropriate Lagrangian

[Andersen 1980, Pariinello and. Rahman 1981]. 8y "behavior" we meaiJ here both the

equilibrium properties such as thermal expansion and mechanical responses suchas elastic

constants. ln the last severai years, much work has been devoted to generalizing the method

to different statistical ensembles. Such generalizaticns are obtained by writing an ad hoc

Lagrangian, .and thenshowing that the equation' of motion obtained from it generates the

trajectories of the desired statistical ensemble. For'example, the extension led to constant

pressure MD [AnderSen 19801. For such a system the Lagrangian is as follows:

- N 1 dû'- L V(r;-) + - W (-)- - PD.
i>j y 2 dt (2.8)

where W is a coupling parameter which can be thought of as the mass of a piston. and the--e volume û becomes an additionaI dynamical variable. Today it is possible to study systems
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at constant temperature. strain. volume or pressure.

2.7. Problems in the Atomistic Model

- However, in spite of aIl the possible advances in computer models and methods.' and

computer speed. it seems that computer simulation in its atomistic fonn will not be,able to

taclde a vast class of phenomena [Ronchetti and Jacucci 1991, Allen and Tildeslcy 19911:
.:." ....

those connected with materials science and engineering. There are fields which; due lo their

spatial or statistic complications, need computer modeling: the range between IlL and 100/i

is inaccessible to atomistic simulation. The physics of ihis range, which cannot be described

on a microscopie basis, and cannot be -represented by statisticai. ri~echanics is no\" known as

mesoscopic physics. Its complications are intrinsic, and-the continuum representation break-s

down. The phenomena are similar to catalysis, corrosion and the-fomtation and -migration

• of dislocations, grain boundaries, microfractures _in that require modeling _and testing..

Computer simulation, in a new fonn, is e.xactly what can help to solve the pi'ablems. We

have leamed in fuct by now that simulation, in its double function of testing theories and

testing models, can give an invaluable suppo~ to the advance inunderstanding the world.

We expect, therefore, that in the near future new techniques will be developed to bridge the

gap between the microscopie and macroscopic, and will promote a computer simulation of

materials at the mesoscopic level, as opposed to macroscopic and microscopie levels.

Such techniques will be different from both macroscopic and microscopie approaches.

,Comparing the 'methodology of numerical modeling of continuous bodies (as a field in

applied mathematics and engineering) and that of atomistic modeling of condensed matter

(as a field in solid state physics and statistical mechanics), differences in 'empirical input and

founding equations are apparent.

In finite element treatments of defonnations of continuous bodies, the constitutive

properties of materials (e.g., stress vs. strain plots) are inputted into continuity and
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'consclVation cquations. Mcchanical properties (elastic and plastic behavior, fluid flow),

thermal properties (heat flow) and their coupling can thus he computed. Complications can
Il

hc introduced into the models by geometrical and surface e3'ects as weil as by the presence

of regions characterized by different constitutive properties.. '

ln the atomistic modeling of materials, altematively, atomic interactions derived either

from the fitting of experimental beliavior or from ab:~initio calculations. areo
~sed in the

classical equations ofthe motion of particle assemblies. The resulting equation ofstate yieIds

mechanical and thermodynamic properties of the. material unde~' study.. Transport
. .

coefficients can also bé computed by this method. Sorne complications such as ilite.races and
. . '. . ""'i., .

board, C;ln be introduced at the atomistic leveI.

Atomic modeling of materials at the micron scale is 'not practical,. however, while tlte- .", . .
homogeneous continuum model is often inapplicable in real materials much below the

• millimeter.scale. Furthermore, microstructure is often too complex to be described with the

introduction in the Finite Elements model of multiple 'different spatial regions. As aresult,

materials science and engineering lack well-established computer modeling and simulation- .'

methods precis~ly at the lengthscale where interesting chemicalphysics phenomena oftén .

. occur; i.e., at the mesoscopic leveI. Surface oxidation, powder compaction and sintering, and. .- . ., .

plasma spraYing depositionofcoatings âre further examples of i~portantprocesses related

to materials where .mesoscopic phenomenaappear. The properties of these materials are

irreducible to equivalent homogeneous models using~statistical properties and.distribution

functions. TItis is related to th~ nonlocal: features of the network of pores; cracks and .

channels that are essential to any useful description.

•
Computer simulation at·the mesoscopic level 'involves drops and grains as actors:' Their.

mechanical and thermal properties (e.g., splatting,' solidification, heat transfer) beè-o-me an

,elllpiricalinpuL TIte successive happening of stochastic events influenced by steric effects

and complelllented by qualitative rules of behavior (which to decide the outcollle of
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individual events) are the constituents .of a procedure replacing continuum equations and

particle equàtions of motion in mesoscopic simulation.

2.8. Summary

From the, foregoing' ~eview; it should be apparentthat the ~vo atomistic siliiulation
,

methods at boththe atomistic and microscopie levels have an intimate interrelationthat can

be exploited in an integratedapproacb to modeling complêxsystems such as interface. While

such an approach entails' considerable effort in impler.tcntatiOll, the bènefit is also. . ' . ~

substantial,in.that it en'ables <:i~e to tâke advantageofthe '~nique capabilities of cach of the

. iwo' ineth~d~ in il systematic i~vestigation 'of .structure· property éorrelations from zero

temperature to melting,'Î1icl~dingthe' effects of e.'\-tertlal,stresses applied to the syst~m :tt

both the atomistic aniI microscopie levels.

• The go~l of thiswork is to ~evel~p an integrated model fOfintèrgranularfractureat

both the atomist!e,and microscopie levels whieh can be used to analyze a l'ole ofgrain

. boundary eharaeter distribution (GBCD), te:l:ture, and m.icrostruetu"re infraeture resistance.
- .' ~. .

of polyerystalline materials in order to improve fracture toughness. of brittlc. polyerystalline
• ~~' '. ' • ,}~" ,.',' 1 -, , • ( ~ ~""\

materials through optimization and control o(.the GBCD.' :, 'C-
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CHAPTER 3:

COMPUTER MODELS AND SIMULATION METHODOLOGY

As described previously, an integrated computer simulation of intergranular fraéture requires

a set of computer models and simulation methods to calculate the interaction between atoms, to

describe the motion of atoms and bi-crysta1 system, to relate this motion to macroscopii::
, -

quantities that are to be computed, and to describe the microstructure of polycrystalline materials,

ilmong other funclions. The purpose of this chapter is to describe the principal physical models
" '

and computational teclmiques used to' simulate the behavior ,of intergranular fracturè, which

inc1ude the EAM functions, grain boundary model, initiaIgeom~try of gmin bOUndary" grain

boundary structure and energy, constantstrain ,molecular dynaini~ microstructùre (Monte Carlo

simulation), and the Markov chain fracture mode!.

3.1. Embedded Atom Method (EAM)

ln the embedded-atom method (EAM) [Daw and Baskes 1984, Foiles et aI. 19861, the total

energy ofa system of atoms is given by, equation (2.4). pt.:jis the backgroùnd electron density

atatom rdue to therest of the atoms in the system thought: ofaS the host, aniEFjCph,i) isthe

embedding energy ofplacing an atom into that electron density. <Pij(r) is a,short-range interaction

representing the core-core repulsion, 'and rij is the distance between.atoms i ~d j. The electron,

density Ph,i is ~pproximated :by the superposition of atomicderu-ity which was given in equation

(2.5). Pj(r) is the alomic eleclron -density dùe to alom j-at the distance ,rjj from, the nucleus.

nIe par interaction term <pijCr) is purely repulsive. Analysis has shown that the, pair

interaction between two differ~ntspecies can be app~;ximated tlu'o~ghlhe geometric mean of
, ..'. \ - .

the pair interaction for the individual species [Rimmer and Coureil 1957,' Abrahamson 1964,

38
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1969]. This observation, along with the Coulombic origin of the pair interaction term" suggests

expreSsing the pair interaction between atoms of types A and B in ,terms of effective charges :lS:

cf>AB( r)
r

(3.1)

The 'effective charge Z(r5 is constrained to be positive and to decrease monotonic:llly \Vith
.' - .

increasing separation and can beassuined as asimp\e'parametrized formas follows [Foiles et :I\.

[986]:

The value of Zo will be assumed to begiven by the,number of. oùter.electrons of the <ltom and

lX, ~, v are three pararneters to be determiried. Émpirically; it was found tha.tthe'choi~e.v=1 ,

leads to a good representation of the elill.-ric constants fèr Ni and AI, whilev=2 worked b~tt~r• for Cu.

'.

.2{r) =2Q(l+{3r V )e-ar

, .;

'(3.2)

The atomic electron d~nsity is assumed to be well p~ented by the spherically averaged

free-atom density calculated from theHartree-F~rk theoryby Clementi andRo~ti [[974].:lnd
- '.' ,." ~

. ' ' .

McLean and McLean [1981]. Thus theatomic electron densityp(r) in EAMis computed from
, , ' . '.

Hartree-Fork wave functions by:

(3.3)

where N" Np andN: are the numberof outer S, pand d ele~trons and p" p,,,.and p",arè the

dénsitiesassociated with the s, p and d \Vave furictions.' The total number of s, pand d ~Iectrons

is flXed to be the number of outer electrons of the atom, Le.:

•
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•

of the s, p and d orbital. The configurations used in the CUITent calculations are indicated in Table

3.1.

Table 3.1 Fitting paràmeters defining the effective charges for pair interactions and .

atomic electron density. Here, Zu is the number of outer electrons of the atom;

IX, p, and v are three pararneters; N" Np and Nd are the numbers of outer s,

p and d electrons (N.+Np+Nd=Zu); R" is the potential cut-off.

Zu IX P v N. R" Atomic Configuration

Cu 11.0 1.7042 0.1806 2.0 1.000, 4.95 3d'04s1

Ni 10.0 1.8813 0.8607 EO 1.516 4.80 3d"4S>

AI 3.0 1.3680 0.4550 1.0 1.645 5.50 3s23pl

The sphericaUy averaged s, p and d electron dènsities are computed by.[Clementi and Roetti

19741:

Pme r)
1 . 2

= -IL CjR;(r) 1
4'1T ;.

( m=s, p. d) (3.5)

R; ( ~)

1
(2E;;)~ni'2)

=
1

[(2n;)! "2

...

:

(3.6)

•
where i, ni. 1;;, and Ci for Cu. Ni and AI are I~sted in Table 3.2.

To derive a pair and three- or mofecbody interaction expression from..the ·EAM functions,
~- .

we need only look at the embedding energy. since the core-core repulsion term is already in the



,
desired form. With a small distonion of the lattice, each atom will experience a slightly different '

electron density. Theembedding energy can be expanded in the small difference and Clin then

be written as the sum of effective pair interaction tjJ(r). Where the effective pair potential tjJ(r)

is given by [Foiles 1985]:
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{3~7}

•

•

where Po is th.7average host electron density..

, .

Table 3.2 Parameters!, n; ~;a~d C; used to calculate the atomic electron density

for Cu, Ni and Al [Clementi and RoettU974].

Cu Ni AI

1 n; ~; (kl
) C; ~; (k l

) C; i n; ~; (kl
) C;

4s - 3s.
. :

1 1 56.70862 -0.00333 54.87048 -0.00389 1 1 26.88495 -0.004512

2 1 39.75909 -0.02322 38.47143 -0.02991 2 1 20.269~0 . 0.08395

3 2 27.33830 -0.03356 27.41786 . -0.03189 . 3 2 9.45544 -o. Il622

4 2 21.63680 0.13085 20.87506 0.15289 4 2 6.86205. -0.18811

5 3 11.70368 -0.15333 10.95340 -020048 5 3 3.35230 0.54265

6 3 7.71895 -0.04224 7.31714 -0.05423 6 3 2.093175: 0.55020

7 4 3.79376 0.41432 3.92519 0.49292 3p

8 4 1.95931 0.69833 2.15217 0.61875 1 2 13.62079 -0.04475

3d 2 2 6.90531 -0.14977

1 3 12.84005 0.44729 12.67158 0.42120 3 3 .3.17994 0.26788
.'.c

2 3 5.22561 0.69683 5.43072 0.70658 4 3 1.72685 0.80384-

,
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Finally, for the sake of computational efficiency, the atomic densities and pair interactions

are cut off at a distance Re' nlat is, both the effective charge, Z(r), and the atomic electron

density perl are set to zero beyond R" and within Re a constant is added so that the functions

go to zero continuously at the cutoff distance. The cuts off Re for the different metals that are

listed in Table '3.1 [Foiles 1992].

ln the above assumptions, there are three adjustable parameters: lX, p.and NO' needed to

d~termine the pair potential, atomic electron density, and embedding function for each material.

These have been determined for theelements Cu, Ni and AI so as to yield the elastic. corn.1ants

andvacancy-formation energy for each material. Note that due to the definition of the

embedding function in· terms. of the equation of the state of the pure materials, the equilibrium
.,

lattice constant, sublimation energy, bulk modulusare guarantee({ to be correct for the pure

materials. The detailed fitting processes for EAM are described in the Appendix...

. • The pararneters derived from the fitting to defme the pair interactions and electron are .given

in Table .3.1. The properties used in the fitting process are listed in Table 3.3. The resulting

e~bedding functions Fep) and embedding energies E as ~. function of background electron

density p for Cu; Ni and Al are shown in Figures 3.1 and 3.2. The effective pair interaction as

a function of distance r for Cu, Ni and Al atroom temperature calculated form above equations

are presented in Figures 3.3 and 3.4.

The calculated V"dlues for elastiè constants and vacancy-formation energy of pure metal !U"e

.compared with the experimental values to which they. were fitted in Table 3.3. ln general, 'the- . .

.-

•

agreement between the fitted and experimental data is quite good. The 'poOnll>'t agreement is for
:. '. ,

shear m~dulus C.... of AI. Note, however, 'that this work is primarilyconcemed with Ni3AI and,

as.will be shown below, the elal>'tic constants of that alloy are reprodùced quite weIl. The

vacancy-formlltion energies accord weil with the experimental estimates. The typical difference

is approxirnately 0.1 eV and is in no case larger than 0.2 eV.

The elal>1ic properties of the alloy are important to the mechanicaI behavior of the materials.
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Figure 3.1 Embedding functions F(p) as a functiono(background dectron density p.
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Figure 3.2 Embedding energies E of Cu, Ni and AI as a function of background electron

density p .
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Figure 3.3 Effective pairpotential for Cuand Ni calcuIatedusing EAM functions.
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•

,
Therefore, comparison of the elastic constants computed From EAM with the e;'(perimentll1 values

.
is a crucial test of the EAM functions used here and a good indicator of their predictive value.

We have thus calculated the elastic constants of Ni:,Al which are also listed in Table 3.3. The
,

agreement between the calculated elastic constallls lUld exp.7rimental values is quite good and

again gives confidence in the reliability of 'the EAM functions. We have also ca1culated the

equilibrium lattice com.1ants. sublimation and vacancy-fomlation energy of Ni~AI which a1so

agree quite well with the experimental data.

Table 3.3 Calculationof values and experimental properties * for Cu. Ni, AI, and Ni~AI used

to determine the EAM functions: equilibrium lattice constants a". sublimation enèrgy E,..". bulk

modu1us B. elastic constants Cil' Cl~' C..... and vacancy-formation energy E....

Cu Ni 'AI
.

NilAI

Exp. Cal. E.xp. ' Càl. Exp., CaL Exp. Cal.

lit, (À) ,3.615' , 3.615 3.524' 3.524 4.05' 4:05 3.57" 3.552

E,u" (eV) 3.54" 3.54 4.45" 4.45 3.58r 3.58 4.57; 4.488

B (101~ ergS/cm3) 1.383· 1.383 1.804· 1.804 0.813" 0.813 . 1.752; 1.786

Cil (l01~ ergS/cm3) 1.7OC 1.674 2.465· ,2.403 1.12" 1.046 .2.302; 2.42\

Cl~ (l01~ ergs/cm3
) 1.225· 1.238 1.473· 1.505 0.66" 0.697, 1.49Y 1.469 '

C.... (l01~ ergs/cm3) 0.75SC 0.761 1247" 1.268' 0.28" ' 0.474 1.3119 . 1.302

Ev" (eV) 1.3d 1.27 1.6' ' 1.58' 0.7d . 0:66' 1.6k 1.58(Ni).
1.74(AI)

.

*Experimental data are obtained From the following references: [' Ashcroft et al. 1976. h Smith

1976•• Simmons et al. 1971. dBalluffi 1978.' Wycisk et al. 1978.' Fuchs 1936, ~Englert et'al.

1970, " Hansen 1958. ; Hultgren et al. 1973. j Kayser et al. 1981. Folles et al. 1987. k Wang 'et

al. 1984).
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3.2. Border Conditions
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Computer simulations at the atomistic level are usually performed on a small number of

atoms. The size of a system il' limited by the av-dÎlable storage on the host computer, and, more

crucially, by the speed of execution of the progmm. The time taken for a double loop used to

ev-dluate the forces or potential energy is proponionalto the square of the total number of atoms.

Because the foree/energy loop almost inevitably dictates the ovemll speed, smaller systems will. .

alwdYs be lessexpensive [Allen and Tildesley 1991].

By its very nature, a·grain boundary s~"'lem is composed of two coupled regions, the grain

boundary core and the surrounding bulk regions. lt is an mherent difficulty in atomistic modeling

to formulate proper border conditionsso that (i) the sizeof,the simulationcellcan be k,;:ptto a

minimum without allowing the grain boundary coreto be penurbed anificially by the action of

• the cell borders, and (H) the re~;pénse of the bulksurroundingsto grain boundarybehavior is

treatcd realistically. In simulation studies of grain boundaries, bicrystal models are used in which .

~< a planar interface, infinitein extent in two dimensions, is represented by afinite simulation cell

with border conditions which are periodic in the twodirection." along the inierfâce (the x- and

y-borders). This is the proper representation of a coherent bicrystalline interface in which the
" ,

atomic configuration is ::."'lrictly periodic a1~ng the direction parallelto the plane of the interface,
~ " - "

[Lutsko et aL 1988, 1989]..

•

For an isôlated interface, (1ne:.which is embedded in twO semi-infuùte bulk ideal crystals,

two-dimensionally periodic border conditions in the two directions parailei to the interface are
. . .- ,,,:::-:.;- ,

ciearly appropriate [LulSko et al 1988].This embedding is accomplished by surrounding the grain

boundary core, denoted as Simulation BOX in Figure 35, with two, semi-infinite bulk ideal

crysrals, denoted as Crystals 1 and IL With the sarne two-dimen.qonally periodic border
. . ,

"
conditions applied in the directions x and y. to bom Simulatt~n BOX1IIld CrySlals 1, II, the

, 1_ 1·
1/ .\

sYl>'tem has no, free surfaces. When thermal motions are (;onsidered in the 'Cc.1!lculation, the
'~



,,-

Simulation BOX and Crystals 1. Il treatment togeiher with two-dimensioti:.lly perio~ic horder

conditions is still appropriate.

•
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•

'Figure 35 "Schematic diagram of the grain boundary simulation method.

,
ln orclei to Iuindle periodic,border conditions':'fhen a particle crosses,Olle of the borders.'

'r~ '," ..-.:....;.....:..~ _ .. "" .
.:"" one m..ually switches attention tothe, image particlè entèriÎ1g the border. by simply adding the box
~ .

length to. or subtracting' boxlength From the appropriate coordinate. One simplèway to do" the

'" co~pUlercodeIAlIen and TIldesley 19911 f6nw~-dimensionally boTderconditi~nsinFORTRAN
- . , ., .' ,,' .~

is to use arithmetic functions to calculate the correct number ofbox lehgths'~tl~ b~ added or "

subtracted:
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RX(I) = RX(I)

RY(I) = RY(I)

BOXLX * ANlNT ( RX(l) 1BOXLX)

BOXLy * ANlNT ( RY(l) 1 BOXLY)
(3.8)

where the RX(I) and RY(I) are the x and y coordinatesof 1atom, the BOXLX and BOXLY are
'.

the box length in x and y dimensions. The function ANlNT(X) retums the nearest integerto X,

converting the result baèk to type REAL. The minimum image convention can be codèd in the

same way as the periodic border adjustments.

One of the major limitations on the use of periodic border conditions is that the periodiè
. '.

vectors cannot be updated impIicitly a.~ a byproduct of the atomic motion. Due to the periodicity

at the borders, there can be no net force exerted which wouldtend to modify the overall size or ,
- '. • - ...' 1 ' " ,

shape ofthecelLEvery forcé l'elt attheborder is cou~tered byan equal and opposite force from.

the neighboringcell. The end resuli is thatt~e borders experience no acceleration. and are.
~ , .

therefore immobile. Because the borders are locked by opposing forces; there exists the

.' possibility that unwanted, if not unre3l>"()nabl~ stress~will be developed within thécomputational

. cell.To ~lIeviate tbis problem, Daw et al. [1985) have employed a scheme by which the borders

.are madedynarlÙc and are adjusted specificallyas to equatethe stress state of the cell with a

given statoi The borders are made to mo~e in'accordance~itha' 'force' proportio~al to the

ditTerence between the actual stress observed in the cell and the stress being 'applied' there. To
'. '. '..

. applythis displacement, both the border vectors and the atom positions are modified byastrain

. tensor on every step. The~train is proportional to the stress tensor components ànd the time step .

.size as follows:

: ','
, . ,"

. E.Jï .-'

'. ., ,

u .. (.6.t)·" .

2 nib
(r=x.y)

•
(3.9) .

....•::• L, ,

. ".

.. \vhen;; Cn is theiith ê~mponèntof theboundary strain,Crij i~ the iithcomponentof the stress:

tensor• .6. t isthe time 1>1ep length and m;. is a "border mass:', (Typically, m;. is about 10 l'article
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masses) [Lutsko et al. 1988].

Unlike periodic border conditions, and in contraS! to the condition of a fixed z-border. the

method for treating the z-borders at finite ,temperaturesin a 1e..",~-constTllining manner

accommodates dimensional changes normal to the interface as weil as tTanslmional motions

pamllel to the interface plane. This method aiso makes use of the Simulation BOX aud Crystal

l, II configuration shown in Figure 3.5,' where in the Simulation, BOX the moms are treated

explicitly, and Crystal r, II consists of two semi-infinite rigid blacks of atoms held tixedaltheir

ideal-erystal positions which are changed only when the lattice constant is changed, for e..xtllnple,

when the temperatllre is changed. The nove! feature is that the rigid blocks are allowed ta move
'C

, , by translations paralle!to the interface plane, such motions b~ing detemline.d by the forcee.xerted

on the blocks across the Simulation BOX and CrYstals l, 'II borders, and by the pre..~lIre e.xerted
, "",' ' . ,

on the blacks by the ~imulationBox, ils weil as by the appliedstress on the blacks:, Thu,;. the

• z movement is treated in the usual manner using the Parrinello-Rahman method, while each black

translates in the x-y plane as a single partietê' with effective rna..~. This -bOrder is ab-o made ,

dynamic and is adjusted specifically as to equate the stress State inwhich the ~1ress tensor is

calculated with Simulation Box and Crystal, r; II, plus the applied external ~1ress along the z

direction. Thus, the strain in z-direction is given by [Oaw and Foils 1985, Lutsko 19881:,

(3.10)

1 ", •

where cr. is the applied extemal stress along the z-direction. If there is no appliedexternal stresS-_

along the z-d~ction, an equilibriurn st~te of interface can be approached, otherwise the frdclUie

Lehavior of interface can be sirnulated.

Applications of the border conditions to grain boundaries atlow and high temperatures have

given satisfactory results.

•
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3.3. Initial Geometry of Grdin Boundary

ln symmetrical gmin boundaries, by definition, the gmin bouildary plane no~aï represents

the same set of crystallographica11y equivalent lattice planes in the two halves of the bicrystal.

TIlÎs conditionreduces the number of the macros80pic degree of freedomfrom five to onlythree.·

Let us now consider what type of symmetrical grain boundary can be generated by systematically

varying the tliree degreès of freedom in the rotationaxis n and rnisorientation e. In cubic cryst'dls

the rotation axis n may be given in terms of the Mil1er indices, <hkl>, according to [Wolf 1992].

(3. Il)

much larger unit cell area. for the special angles of e = 1800 ln + k·360/n '(k= l, 2, ...): the,

• .and a11 relevant geometrical parameters may be expressed .in terms of the h, k and 1associated

with a given plane. With <hkl> thus fixed, the only degree of freedom left is the rotation,

orientation e. Rotation by an arbitrary value of e generally produces a grain.boundary with a

o
"

"
stacking sequence on one side of the grain boundary plane is inverted with respect to the other, /i

::,. './/'"
and the symmetrical grain boundary on the <hkl> plane is obtained. For simplicity,""a"

three-dimensional CSL is generated by a rotation vector k, = <xyz> about <hkl> plane with the

misorientation egiven by [Wolf 199~J:

6 = 2 tan -1 (
'f )x ., .. ., .,..,

y (Jr + 'k- ! J -) - , (3.12)

•
and the parameter ~ given by:

,
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(3.13)
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If the equation 3.13 yields an even ~umbe~. 'it must be,divided by two.and repe:its unti~ an odd

number results. :

. ,

Table 3.4 provides a list of config~,ltion of symmetnc twist grain boundary. tor <001>.
, . ' -'

<Oll>ànd <Ill> rotationax6:k, is the rotationvector and 6 i~ the misorientation 'of graiJ\

boundary. Note that synu:iletric twist iraù'tboundàri~ ~ith that same ~ of about one,rotation

axis have ~le same configuration, even if their nùso~entations ~. dit!;:~nt. As vie indiC:lted·.

earlier, a symmetric grain bo~ndary can b,e desé:ribed using only.rotutionuxis undmisorientatioli

'(or rotation vectàr). Ho~evèr:i~Table 3.4 a full dcscription~hièh is used inour s;l11~latio;lis
: . '. - .

given: The total number of atoms \n the Simulation Box is presented by N.b' and t11e utàms in

~ '_~ both the Cl}'l>1als 1and JI boxes a~presented by Nb' ~refor~ the total mlmber of atonis 'in our

., '.~. SJstemis (N.b+NJ. À? detailed ~ngement in the x, y:and 'Z directions,is given by n" tly.and

n, which represent the number of layers ineach direction~ Thus, N,,;~. n,*11y*n" andeach layer

iùong the z direction have n.*1\.' atoms. For.Crys~Ù&Ir n'li presents the numberof layers along

the z direction, and thus we obtain NB= n.*11y*nzB' This table shows that the total number of

atoms in our system is about 2400 - 4700.

The compound Ni,Al has a LI, crystal structure. a derivative of,the face-eentered cubic (l'cc)

crystal structure. Figure 3.6il1ustrates the crystal structure, showing the orderedarrang~menL~of

atoms for Ni;Al compound. AI atoms going to the cuI?1c corners and N~ atoms going to the face :
. .... - - . -.

centers [Hansen 1958]. Therefore,synunetric grain boundaries in Ni,AI.I1a~e_di.ffereljt grain

boundary compositions which deperid on the rotàtion axis. The grainboundary composition can
, -

he described by the Ni percentage of the first layer on C;;ch side of the grain boundarY//~~

namely: 50/I00 or 75/75 grain boundaries.The SO/IOO grain boundary indicates one layei?NiAI ';

and one layer Ni on each side of grain boundary core, and the 7S{75 grainboundary;:d~licates '
~/

• both layers on each side of the grain boundary core are Ni,AI. There arc other possible
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Table 3.4 Configumtions of symrnetric twist gmin boundary. Bere k, is the rotation vector-and
6° is the misorientation; N." àrelhe atoms in the Simulation Box and 2Nu are the atoms .
;ntheCrystals[ & Il boxes; (N.b+2Nu) are the total number of atoms in system. n" lly,
n, are the layers in the x, y, z directions (n,*ny*n,=N.b); 2nlll -are the layers for static-atoms
in the z 'direction (n,*lly*n,n=Nu);C (Ni3AI) represents 'the structure of gmin boundary
core in Ni3AI. The 50/100 grain boundary is one layer NiAFand one layer Ni, and the
75/75 grain boundary is armriged by the sarne kind of layer Ni3AI. ..

.. ' .

Axis N-.b

5<00[> <130>. 36.87 2340 900 30 3 26 .-10' 50/100 ".
.

1-:::-::-:'-ir-:-=--+_<..,.12"'0::->-+-.5"'3-..1::;:3-+-==-:--I--,,..,,..,,,.....,r-::+·..,,....'.'.+-=~'-..,.-::--l--==-=".----j -
<001> 13a <150> 22.62 2704 1040 52 2 26 _10. 50/100

<230> 67.38 -' '. • .'

4.26

<140> 28.07 .1768 . 680. 34 2· ;26
...-... ,

<350> 61.93" _.

•
<00[>

<011>

<011>

17a

3

9

'..

."

26 3
.'

10

10

26 110

50/100 - •
.'

50/100 '.

50/100 •

50/10026 , 104333432 _ 1320
"1 .

li<Oll> <130> 50.48.

. <320> 129.53
1-:~:-:-r-=-t-=:-+-:~:::::-+-=o:::-t-=:-i~:-+-:::--t-::-;7-t-:-::-+--;;~=--.-l.<011> 17b _<230> 86.63 1768 680342 26 10 . 50/100 •.".,

<340> 93.37

<Oll> 19a <160> 26.53 1976 760

<310> 153.47

38 2 26 10 50/100

<Ill> 3 <130>60.0 2496 960,
<ldO> 180.0

12 8 26 10

.

75/75

1

<Ill> 7 <150> 38.21 2912 1120

<120> .81.79

<310> 158.21

56 2 26 10
. .'

75{75

,.
26 "10. - 75{75<III> 13b <170> 27.80 2704 11040

<350> _ 92.20

<2:0> 147.80

52 2

1 '..

; <lU> 19b <140> 46.83 1976 - 760

<370>:,.; 73.17

<510> 166.83

76 t 26 10 75{75

.'
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••
:;-:

compositions for Ni)AI, however, in the project, we consider only 50/1 00 a,nd 75/75 gr.ün '

bo,mdaries.

-~--.
, .' 1

-·-1
\

•
• Ni

.AI

, .:-. - '

, Figure 3.6 Ordèred cry~l strù'ctureofNi)AI: ,.'
".:'.

:-

jable 3.5 givesa listof configurationsofsymmernc tilt gra.mbo~~dary lor <001> mid

';;.

<0il> rotation âxes.Notethat forsymmetric tilt gram boundaries witlt the same .1:, valhe of ." -
-'. ,.. -. , . . .

about one rotation axis the configurations are different. when theirmisorientations~re dirfereni:'
. ,,:: -," " , ---~- ::: ._-~."" "', - '. ;'- . ,,"'- ',:' ';'.-:

:::: From Table 3.4 and 3.5 we:can now see' thatthe totalnumber of low :E,;gmin'boundanes

whiclt are mvestigated m titis project is 28.

~
',\ ,

:E 3 Twin Boundary ..i:;::>" '
,.- '0'

:E3 twm boundary' isa particularly special gram boundary in polY:rYstalline materials
- :::

because the mterfacial region in a :E3'twinboundary hasa'stru~ture'ièlentical to that of:theideal ,,'
. ..' . - _ ~ , . _ . ~ __ ~. ,:#'.' '_ . ,1,. -. '.

lattice. The grain boundaries prefereritially align therilselv~~ with li common (Illl~plane of both

cry~als to forro what is called a coher;-Q twinb6undar/ which coherently inve~s lh~regul~r""- " '

, • stacking sequence of c1ose-packed (1':11) layers at the twin boundary plane; Sirice the neurest aricl·
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Table 3.5 Configurdtions of symmetric tilt grdinhoùndary. Here k, is the rotationvectorand 6°
is the misorientation; N,b are the atoms in 'the Simulation Box and 2Nu are the atorns in
the Crystals 1 &11 boxes; (N,,,+2Nu) are the total number of atoms in system. n" ny, n.
are the la:'ers in the x, y, z directions(n.*ny*n.=N,b); 2nxll are the layers- for static atorns'
in'the z direction-(n,*ny*nxll=No);C (Ni3AI) represents the structure of grain boundary
core in Ni)AL T11b 50/100 grain boundary is one layer NiAI and one layer Ni: and the

, 75/75 grain boundary is arranged by the sarne kind of layer' Ni,AI.
" -

--
Axis ~ k, , 6° N.b 2No

"

2nxll ' C (Ni,AI)n. Uy n.

<001> 5 <130> 36.87 2448 960 6 8 51 20 50/100

<001> 5 <.120> 53.13 2616 960 6 4 109 40 50/100
, ,

<001> 13a <150> 22.62 2616 960 6 4, 109 40 50{lOO,

<001> 13a <230> -67.38 2616 960 6 4 109 40 50{lOa
,

<001> 17a ' <140> 28.07 2616" 960 ' 6 4 109 40 50{l00 '

<001> 17a <350=- 61.93 2616 1 960 6 '4- 109 40 50/100

<011> 3 <120> 70.53 ' 2592 960 ~6 16, 27 10 75/7.5 ~.

<011> 3 <110> 109.47 2616, 960 6, 4 -109 ,40 50/100"l,

<011> 9, <140> 38.94 2616 960 6 4 109 40 50{l00
-

, 960 ,'~ 50/100<011> 9 <210> , 141.06 2616 6 . 4, 109 40
-

<011> 11 <130> 50-48 2640 960 6 8 55 20 ,,75{75
, ;' "

<OU> 11 <320> 129.52' 2682 900 6 3 149 50 50/100

<011> 17b <230> ' 86.63 ' 2616 ' 960 6 4 109 40 50/100

<011> , 17b <340~ 93.37 2604 960 . 6 2 217 80 50{l00..

<011> 19a . <160> 26.53 2604 960 6 2 217 80 50/100- -
<OIl> . 19a ,<310> 153.47 2832 ' 960 6 8 59 20

- 50/100 ". ' -
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next-nearest-neighbor coordination is unchanged, the energy of a coherent twin b0undary is very .
. ,

'small. As a consequence, coherent iwin boundaries are virtually straight and re1âtivelvimmobile.
". ',', "'"

I:3 grain boundaries thatare not parallel to a {III} plane in botl; adjacent,crystals,~retemled

incoherent I:3 twin bound;mes: whicn occur, for exainple, where atwÎll1anleÙaends within a
. . " -' .' . , .. ; :-," :

gmin, or at steps in a coherent twin boundary. A special case is where ,the boundai)oplane

coir.cides witha couùuon\2I Il plane ofboth crystals,which lays normall:yiotheplane'~f the

coherent twin boundary, which is referred to as thesymmetric incoherent twin bound~.
. '.' . . "'. ,'. " ...:.,' '~'.

~.

:=

:(1ll>

-'-
A

B

C

B

A

C

(l1l)
. twill
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~: --
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•

figure 3.7 Genemtionof,the (lIl) \Win boundary in fcc as à: 60· twb"! boundary.
. .

, (a) Three-plane ideal-crystaI stacking of (II I) planes; (h) a 60· twist rotation of the

lower half of the ideal·crystal leads to an inversion of the ~"!ackingsequence;,

•
(cltmnslation parallel to the grain boundary plane (such that C - B and hence B - A

and A - C) avoids the energetically unfavorable configumtion in (h) by the familiar

stacking in which C is a mirror plane [Wolf 19921.
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•

Figure 3.7 shows ùle 'generation of the (1 Il) twin boundary:-in fcc as a 600 twist boundary.

For (Ill) planes, the perfect crystal in Figure 3.7(a) is inverted into the symmetric tilt grain,

boundary in Figure 3.7(b) by a 600 twist rotation of the lower half of the idealcr;:~iàJ, which is

an unstable twin grain boundary. A t~dIIs1ation paraUe! to the grain boundary pià!l~such'~atC-B
(and, therefore, B-Aand A-C) yield the famiÙar coheren!twin configuration in Fig. 3:7(c).

... :: ' . .

3.4. Determination of Pressure and Stress'Tensor'

The pressure of' a system can be obtained from ùle general expression [Hansen and

McDonald 1976J:

(3;14)
1.

\:"

ln this ,expression, n isthe total atomicnurnber density, ka is the Boltzrrimm constant,T is the
. ':::::-:'~'"'. ,.; "

absolute temperature, E is the internai energy of the system, Vis the vollime, and the derivative. -
refers to the change in energy due to a uniforrn ex~imsion of tlie sy~tern. The angular brackets

refer to an average computed at a constant. number of particles and, ternperature. For EAM this. ,

expression yields the foUowing results for pressUre [Foiles 1985J:

(3.15)

•

where N is .the toral nurnber of atorns, r;j is the separation ofato~ i and j. This choice for the

pressure of a system does not make t~e actual calculations wiùl this method significantly more

computer intensive th~ the use of pair-potential models.

TIle internai stress tensor can be calculated by the expression [Ray and Rahman 1984]: '
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(3.16)
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where p, is the momentum comporients, m. isthe mass of a partic1e.x,,,is the' vector joining.a

and b of length r'b' and V is the volume ,containing the N partic1e~, X,b isascalar qU:lIltity
.' . .~', .

depending on the distance r." defined.as [Ray..and- Rahman 1984j:, .

X;tb = 1
,~, "

(\17) .

3.5.•

•

where ljI(r) is the effective pairpotential (Eq. 3.7); The tirs! term in Eq: 3,16 yields the kinetic

.component of the stress tensor and the second term represents the force contribution te the stre,t1i- '/ .

tensor. This expressiori gives stress as the strain deriVativ.e of total energy..

Grain Boundary Structure and Energy
- ". 0",- "\ ,"~ •

The central question in thë study of grain boundary phenomf'üa concems the correlation

between structure (geom~trica1 and chemica1) and the related propertiesof interfacematerials
. ~. ".-

[Yip and Wolf 1989]: The unraveling of this correlation for different properties and the
- .

understanding of the Underlying causes present not onlya challenge but also an opportunity for

atomistic simulations, particularly in view of the enormousexperimental difficulties in measuring

local properties near grain boundaries. ln recent years. lattice-statics relaxation methods have' : ' .
- ~ '. .

been used rather successfully to unravel the correlation between.the geometryand energy of gmin
, ..

boundary enerl!.y at zero tempemture.

The comprehension of the relationship belWeen the structure and energy of grain boundarics
.. .~.' .

has been a subject of considemble interest for the p~'t two decades IYip and Wolf 19891. Until

recently. an important problem with the simulations of gmin boundaries in metalshad to do with

the fact that the volume expansion at the grain bcmndary. arising from the- d~'truetion of perfect
- -'
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stacking at the gr,lin boundary, cannot be Satisfdctorily taken into account by using pair

potentials. This volume expansion gives an anisotropy and local-volume dependence in the

strength of the intemction between atoms in or near the grain boundary region to many-body
-:= : - . ' -

t:fti~cts nt:ar the gmin boundal")'. With the recent availability of volume dependent type many-body
-'-~'--. . .
" '~~

potentials, such as emb~ddeèi-atom'method(EAM), it is now possible to incorporate these local-

volume effects in a more satisfdctOry manner at least Ùl a semi-empirical way, and thusbetter'

take into account the ffihomogeneityof grdÙl boundarysystems. The gmin boundary free volume'·

at the grain boundary cau then be predicted with sorne ,degree of reliability.

3.5.1: Grain Boundarv Free Volume

Grain boundary free volume (or excesS volume or the grain bou?daryexpansion) issimply

detined as the difference between the volumè of a bicrystaland that of a'single crystal ccintaining

• the same number of atoms [Mehtaand Smith 19931. ThennodytiamicaUy, the free volume of a ,

grain boundary can be defined, as a parameter expressÙlg the change'Ùlvolume of a

polycrystaUÙle material with grain bo~dary area (A) at constant temperature, pressure, riumi:ier

of atoms, ri, and composition, x. Il is convenient toexpress grdÙl boundary free volume as ,the

extra volume per unit area of the graÙl boundary plane, associated with a unit ceU spannÙlg the

boundary. Hence, grdÙl bounèlary free volume has the IÙlear dimensions [Mehta and Smith 1993]:

aVIv,= -'
. aA T,P,n.x

, (3.18)

To facilitate comparisons between different materials, the free volume may be expressed ùl unilS

, of lanice parameter. Thus,

•
83v,=

3
(3.19)
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where ôa is the rigid body translation measured paralle! to th; grain boundary plane nomml. :Uld
, , . ',,- .

"a" is the lattice 'paraITIeter.

Another measure of the grain boundary' expansion is the relative displàcemem orthe t\V~
~..... .'.,' .

, '-....... . :,'

atomicplane..~close'to the graiti':boundary. Therefore.for il symmetric tilt boundary withindices : .
" - " " "

(hk1). the exce..~ vcilùmecan be detined in terms of the interplariar spacings of ihegmin'bounâary'

planes as:

(3.20) .

where d is the interplanar spacingme~ured betw"en the, planes· at thegrain,boundary.anddhu

is the spacingbetween two parallel (hkl) planes in the grain interior. According to recent.' . - .- - - -

computer calculations. however,. the grain' boundarY' expànsion need Ilot beconlinecl to tl;e
. .' ' . . ' ,

boundary plane. Instead, it may be distributed on either.sidè of the grain boundary pl~ne. and

decay in an oscilhitory fàshio~ within each grain. In such a. ~'e, the' amplitude of oscillation is
l', .... ' •

at a maximum at the grain boundary plane, and decàys exponentially with its distance l'rom the. ".

grain boundary..

Frost et al. [1982] in their hard spheremodel for symmetrical grain boundaries in l'cc

crystals, detined grainboundary free voltime by considering the number of nùssing atoms per

atom in the grain boundary plane.,The grain boùndary free volume VI' can subsequently be

expressed as:

v-v..; -
1 A'

; . V- Nf!.
Af!.113

(3.21)

•
Here V· is the extra volume of a unit cell ~-.;ociatedwith one repeat unit at the gr<lin boundary, .

. .

normalized to the atomic volume in the grain interior. Hence,
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V', V- Nil--n-

and A' is the nonnalized area peT' lattice,point in 'the grain 'boundary plane. "

• A
'A = il2/3

'(3.22)

(3.23)
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ln the above expressions, V .isthe volume of a unit cel! fonned acress the grain boundary planes
. ,', '.' . ,. . . -

and ~ontains N ato~s, A isthe area, of the .iepèat unit at the boundary, andn. is the atomic

volume. It is straightforward to obtain thé atoniic volume n, and the area per lattièêpoint in t~e

grain boundary plane, in tenns of lanice parameter.if the structure is known. It is. apparent that

thefree volume asdefined in equation 3,17 is a di~ensionleSsparameter. This expression has. '. " \'.

. • been used threugh out our calculations fo~ ~in boundary freevolume. Similar expressions can

be deduced for.other structures:

3.5.2. Grain Boundary Energy ,

The grain boundary energy, Eos can be defined"as [Wolf 1988]:

N

Lu,: - NUo .
E - .:..;.:;:'1_-.,._-GB -,,- A

(3.24),

where Ui is the energy of atom i in a unit cel! forrned acress the grain boundary plane which
. .

contains N atoms, Ua is the energy of an atom in the perfect .crystal, and A is thearea of the

repeat unit at boundary.

=

•
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3.5.3. Starie Energy Mi;limi7.ation",

. :-~:.::-:::>
, ,.

. '.' 61,

•

, Figure 3.8 presents the structure of the program code in tenus of the infonnation dm:, Ilow
, . ,. ..: ".. ,

, involvedin performing a statie energy minimizatio~ with a constant str~"s m, the borders. The '. . . . " . . .

energy minimizationproce.~ is accomplished iterativeiy with two separate opemtions, exi~"tilig'
, . ' .. ' ~ - :'" . ,....

within the main iterative Ioop.'The fust ,process is an' iter:.ùive aüempttoredlice iolare.'I;Ce.~

stress on the borders byadjusting theperiod vectors along the x and y directions an~ the cdl

length in thez direction. Once convèrgenceis obtained, within, this loop,lhe secondproc~s."Îs
.. , ..~." .~. ~

used to minimi:ze the energy,of the system by movingatoins individually, 'subject;to the

'interatomic force o~ them, with flXed border conditions. c~~~'h~ is,obfuined on~eboth\~op~'
are satisfied sirnultaneously.

"~'

3.5.4., Grain Boundai-v Structure Relaxation

By applying'the steepe~;t descent relaxation method with'l 'èonstanlstre.~al the bo'rders,

energy minimization W"dS performed on, the grainboun'dary slriJctu~modelusing-dynamic '

borders. In tlûs relaxation rnethod, the rigid C1')'l>ta1 1and il blocks are allowed to slide p;!mllcl,.

to the grainboundary plane, at the SaIlle tÎnle as'~eriodi; borders x and y areallowed ,to rnove-', . '" - ..

according the internaI stress tensor along these directions. The mi~i~ization W".lS, halted once the,
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-
3.6. Molecular Dynamics Simulatioù

Having reviewed the general.concept of the molecular dynamicssimulation inthe previolls'

chapter, now we undertake to describe the procedure in more detail, and the manner in which the
. ,~

concepts are implemented into.a functional èomputer simulation..

3.6.1. Basic Procedure

The goal of the molecular dynamicS simulation is to describe the positions ofaloms within

a region of soUd or liquid materials. Thèmethod may be used to lrnck the time dependent:moiion

of each of the atoms throughout the course::0f a physical proce..o;s sll~h as phase trdnsfommtion
, . - '." .)' . - '. ' . '. .~.: . :":' -' '.

or crack propagation. Once the positions arê known, the method may bé empioyed tocomp.ute

energy levels, forces,and stresses throughollt the region orinter~t.
• The core of the MD method is !lie determination of atorilÎc positions fromthe' potentiul .

energy equation, 2.4. This relation is used to compute the force placed on each atom,' i, as Fi",-·. , ,," ,

aU(rl/ari, the gradient' in potenti~ energ~ with respeèlt~ the position of the atom, ri" The forces
• -.-- 1

may then be used to determine the equilibriUlll structure as the collection of ri that yield zero net

force on each. atom, or to track thet,ime evolution of the positions of each'atom by integrating

the accelerations, ai=FJmi forward in time..

Once the atomic positions have been determined, the other. variabies of interest may be

computed. Potential energy for each atom isdetermined From Eq. 2.4,. and the kineticenergy of

each particle is computed as 'h mi v;>, where mi is the masS and Vi.ls the velocity of ato~ i. The

other quantities of interest, such as the local stress teusor, pressure and structure factor, may also

be computed.

=

•
3.6.2. Iinplementation

fi molecular dynanlÎc simulations, one seeks to inve:;tigate the time dependent evolution of
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atollli~lic conlïguf'dtion~ and to $ludy lime varying phenomena. To do this, the position of each

at"lll i~ integrated forward in time subject to Newtonian force laws and the prevailing interatomic
" ,- <::::-:.'

potentials (Eq. 2.7 or 2.8). The integration is carried out numerically, with each particle being

moved a ~mali distance within each of a series of short time step~. Several techniques such as

Central-difference, Euler-Cauchy and simple Predictor-Corrector methodsare available toperforrn

the integration. One of the more popular techniques is the Nordsiek integration, which is the
.

method selected by Daw, Baskes and FoileS at Sandia [1985].

Operationally, the method mllY be described as follows: Start with X(t) as an atom's position,

and express the first tïve time derivativèsèmultipÙedby the time step, ~t) as:

• (3.25)

.'1',

The predicted values for X and the U's at the end of thetime $lep (t+~ t) are:
:---

U:(t+~t) = U:(t) + 3U,(t) +. 6U.(t) + IOUs(t)

X(t+ô,t) = X(t) + U,(t) + U:(t) +. U3(t) + U.(t) + Us(t)

U,(t+ô,t) = U,(t) ... :1U:(t) +3Ù,(!)+ . 4U.(t) + 5Us(t)-'. \

~.~
•
, \\

,
(3.26)

',"

U,(t+ô,t) = U,(t) + 4U.(t) <- IOUs(t)

U.ct+ô,t) = U.(t) + 5Us(t)

Us(t+ô,t) = Us(t) .

:

..
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The predicted valueof X is then used to evaluate·the force altime (t+D.t) and a displacement

function, X, is used to correct the prediction..~ of X and the U~s.

x = 1
2

(3.27)

where. F is the force on the atom and m is its mass. Thecorrectedvalues for X and derivativc.~

are then expressed as:

•

XC(t+ D. t) = X(t+ D.t) + CoX,

U,cCt+D.t) = U,(t+l'..t) + C,X,

U,c(t+D.t) = U,(t+Ât) +. C,X,

U3c(t+D.t)= U3Ct+D.t) + ~X,.

U.è(t+D.t) = U.ct+llt) + C.X,

Usc(t+Ât) = UsCt+D.t) + CsX,

: (Co;;; 3/16)

(C, = 251/360)

Cc, = 1)

(~ = 11/18)

. CC. =1/6}

(~= 1/60)

(3;28)

.-

3.6.3. Structure of Molecular Dvnarnics Code

.Molécular dynamics simulations are perforrned by integraÙng theequation of mc::ion for the

atoms and borders over a preselected number of rded length -time steps. Figure 3.9 presents the
.' = . :.

data flow ~f a molecular dynami~s simulation. Witrur; each $lep; the particle positions are, used
, .' .~

.,

3.6.4. Treatment of TemPerature

It is. necessary to he able to monitor and control· the effective temperature of the

computational system. The temperature of the systemis méasured in terrns of the average kinetic

..
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ènèrgy of allthe atoms:

(3.29)

67

. ~ '. ," ; ,

where T is absol~temperature, E"" is total kineiic e~ergy; ku istheBoltzmanconstant, and N

is the total number of particles. This relation is sufficient for use in measuring teinperature, but

in order to control it, a mechanism is required by which energy can be added to or removed from

the system in such a way as to influence the kinetic energy of the ensemble.

Two methods have been suggested :to bring about thisenergy transfer. The tirst, and,

potentially more correct, is'to add or subtract energy onlythrough the borders by magnifying or

dampingthe kinetic energy of the border <ltoms in accordance with a heat transfer law properly'

evaluated .for the existing. temperature difference. The larger the temperature ditlèrence,· the

greater the flux of hellt into or out of the system ,will be as is expected for the actualsystem.. . .. ,

.The second'method is perhaps slightly less èorrect conceptually, but is simpler to ir~plemeni

a)~-:\.probablyequal fi accuracy over the range of simulations performedinmost applications. ln
~I.-,", • ,/ .. C' .~ .., ",' :~... : '. ,."..... ' .. "', '. '

this method, kinetic energy is added or subtracted from atoms uniforrnly across the system with

no regard to their spatial arrangement: ln this case, heat transfer is treatedas though it ciccurred

through sorne radiatïve'process in which the carrier waves were of such highfrequency as to pass

unattenuated ihrough large lengths of the materials. The' temperature eq~ilibration"model operates

on an energy deficit/excess expressedin terrns ofthé~-:ffêfe~cebetweenthe tàrgetand ~he actual.. ..' . '-'.
•

temperature [Daw et al. 1985]:

•
where Tc is desired temperature andT:1 is cal~ulat~dleIÎ1p~ratu;e. Thisenergy may beiaddedto' .

" , .. ' " ." .. ,'- "- .. , .'~ -: ......
, or removed from the system by applyinga fictitious force, ~F=~E/dx=lŒ/'tv,over,.a distance

.. -, - :. '\\ --
"

, .
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dx. Here dx is computed as the velocity, v, multiplied by an adjustable time constant, T. Tne time

constant is used to 'èontrol the speed at which the energy deficit/excess is cOnlmunicated into or

out of the system. The actual expreSsion for 1:> F is wrinen so that the caiculated temperature is

computed From the average particle velocity and the amount of,force applied to any given atom

is proportin;ml to its own velocity. This scherne tends to preserve the shape ~f the initial velècity
~ , '. ' '. .
~ ,

distribution. The force applied to atom i is given as[Da~ et al. 19.f"i):
. ,::.,

, AB
~ v,

1 TV
(3.31)

ln the case of a single particle; it can easily be seen .that this treatrnent leads to an exponential

decay of energy r.xcess or aeficit in time; 1be time constant qf the',decay is related tothe

-....'

TIle initial velocity distribution ofthe system is given as random distribution and then scal€d
->-.. . '. .

"-, " 1 •

to desired temperature.

adjustable parameter T.

•
3.6.5. Treatment of Time

The molecular dynamics simulation .is::..1ntendedto solve Newton' equations of motion

numerically for given system configuration, velocities, and other dynamic informa~ion at time t

under the assumption of constantforce, and. then to obtain the system configurati0ll' velocities

etc: at a later time t+l:>t,t~ a sufficient degree of àccuracy, fOI/a smaÙ time interval 1:>1. The
, .- ~/ .

equations are solved on a step-by-step basis. The choiceof thë time interval I:>t will depend to
, . .~ ,-

- - . .'. - ~ .

sorne degree on the method of solution, however, I:>i will be significantly Smaller than the t):'Pical

time taken for a particle to travelits ownlength. ln the Iimit I:>t-O the solution' is exact.
. .' - -'~' '

Therefore, time unit is a very important variable' for th~ moiecular dyiiamics simulation. When

the time irlterval !:J.t is too large, the numericalsolution is far fromthe exact one expressed in

• the equations. When 1:> t istoo small, howe~er, it will cost mÙch more' computing
~~:

. <
tlD1e.

/,.
.'/

:

..
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Considering the vibration of atoms, a reasonabletime step is approximately 10'14-10"· seconds

[Allen and Tildesley 1991]. ~1 our ~imulation the timestep is.kept at 5,OxlO:'~ seconds, which

is very good for most rnetaIs,
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3.6,6, Treatment of Externai Stress
"

'. : .

ln order tei conduct moiecular dynarnics simuI~tions.of fractUre and other stress driven. .

'processes, it is necessary to be ableto apply an externalload to the computational system. ,In our

model, the' borders and the, atoms within Crystals 1 and TI are subjected to an external iliflllence
. . . . . ".:

•

expressed in terms of a constant load, which means that an external force may be sei to a
. ,': " , '. ~

c:..qnstant value or v.tTÏed as a function of'time. The scheme for condllèting'stress experirilents is
.-;>- -2 ", .

to better approximate the true behavior of the atoms by tracking' their motion in response to
. . , .-,"','. :.-

stress. In principal, this rnethod ~ight exactly dllplicate the coiiditions of a laboratory experiment,

but in act~al practice, the stresses must be increased quite quickly in time to take a sample l'rom

equilibrium to fracture i~ a reasori~ble expenditure' of'computer, ti~e.Molecular dynamics

sinlUlatioris genera1ly ext(~~d to ten,s of picoseconds, yietding resu1ts Jo,r'a very fast stre.-;s-strain '

experiment.

Molecular dynamics simulations under stress were performed in order .10 demonstrat~~he

the extemal forces arê engaged, and ramped linearly in iiiné from zero untiLthe sampIecfractures:::;,\

• behavior of a laboratory stress strain experiment co~ducted under a constanh~~tension rate. The

\'. "sihJ'iùations were performed by assigning external forces to atorns at the borders and the static '

atorns within Crystals 1 & LI in accordancé with t~e desired external load. In these cases,

periodicity was linùted t~ two dimensions in order to create two free sides that couid be used as'

grips. In this investigation, only pure tensile16ads'were used, appiïed along the non~periodi~"
• ,. - '. 1 l'"

directions. Force, rather than extension is used as the control variable because it is simpler to deal~
,::: -: -...

with and imposes fewer artificiai constraints on particle movemenb) 'TI1e simùlations were initiated
. --' "-<' ,.

, ~ . . - -
at 300K and given 4000 steps without stress to allow temperatureequilibration. After 4000 steps

\"

-,

•
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or the lime !imit is reached.

70

The actual propagation of cmcks acIOSS individual lallice planes is expectèd to occur very

quickly, and as a result the molecular dynamics method is very weB suiiedto a simulation of the

lt1echanist11~ and processes of fmcture. III this investigation, the'molecular dynamics meth6d was

selected in order to focus attention on the atomistic of the fmcture processes .and to study the

direct influence ofgmin boundaries upon these processes. A key point in making molecul~:'

dymunics simulations under extemal stress is to select à force=p rate low enough to minit1ÙZe

any shock wave effects that may result when the exte~al load is increased faster than the rate

at which the forcescan be communicated to the interior of the materials, If thef?rce is ramping

too quickly, stress gradients will -result, yielding il non-uniform stress state, and possibly
, . "

erroneous information on propertiessuchas fracture strengthand elastic moduli. WJlen the rarnp

rate is reduced, elastic waves have time to distribute the force throughout the material,' re,sulting

• . a unifonn stressstate that beller matches the. conditions. in an actual experiment. In the present

investigation, the ramp râte was taken as 1.9x1OoSeV1Â'per time step [Daw et, al. 1985]. The rate·- .
was detemlined by comparing the stress rate with the sp~edof elasticwav'èS within.the crystal

and was found through experimentation:tobe an upper ljmit on the value for wruch the results

of simulations are ùlsensitive to the exact =p'rnte employed. Assuch, the rate is optimal for

use in production simulations insensitlve to trus Value, as most sàmpl~ can be stressed to fracture
::' - ,

within about 16,000 time steps... - .

3.7. Surface Energy

•

, .The fracture properties of polycrystalline materials are also known to be sensitive to

microstructure and the properties of the surfaces of the exposed grain boun~ary. The surface

energy is an important quantit~tive property:of the free surface wruch can influence fracture
:: ~ -

toughness. The surface of the exposed grain bounôary with rugh energy is unfavorable to fracture.

The surface energy is known to depend on micro.structure of the free surface, Le., the surface

..
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•

nonnal, however, it does not depend on crystalIographicorien'tation asmuch 1IS on thegraill

boundary energy.

Free surfaces,.characterized by only two degrees of freedom (namely' those associated with
" '- "

the surtàce nonna\), represent the simplest of alfplanar defects. This simplicitr should bc of gre:lt

aid in unraveling structure-property correlations. The goal of this section is to calculalc the zef()

lemperdture surface energy. associated with 'relaxed free surfaces, the geometry ofwhich is

derived from the perfect-cryslal positions of.thecatoms..

The unrelaxed structures'of the frêe surfaces ..<:onsidered he,re wt:ie. obtained by c~lltinga

perfect crystal along a certain plane nonnal and subseque!1tly, removing of the atoms on one side.
;'- '-.

ln li deliberate attempt to d'iscourage surface reconstruction, the atoms were kept :Il their perfect-
" . ,- " , ~ .

crystal sites prior to relaxing the structure at zero temperature by means of an iterative. en~rgy

Ys = , (3.32)

•

where iand j are now summed over a freesurface co~taitliIlgn atoms in the unit celIof area;'À..

3.8.. Monte Carlo Simulation
. '-;,

The fracture properties' of many polycrystalline materials are kIlown to have la close ,

dependence on microstructùre and the properties of the grain boundarie.~ th~t compose the

microstructure. Microstructure can_ also have deleterious effects on fràcture 'loughneSS. For

example, weak grain boundaries in a maleriaI provide an easy palh for cn::ck propagalion. ln

'"classical fracture mechanics, changes in microstructure are usualIyaccoùnted for by simply



•
3. COMPUTER MODELS AND SIMULATION METHODOLOGY 72

modifying the values of a frdcture toughness pammeter. ln many cases, however, this need has

been addressed by performing eareful analyses of the interaction between individual crdcks and

individual gmin boundary.. While this approachhas proven to be quite useful and successful, it

ignores the fact that microstructure consists not of a single gmin boundary but of large ensembles

or networks of gmin boundaries.

ln order to simulate fracture in a polycrysta1line material, a. realistic polycrystalline.

microstructure must first be mapped onto the microslructuml model. Such a polycrystalline

microstructure may be produced by èxperiment or by using the Monte Carlo simulation pro:edure

introduced by Anderson et al. [19841.and Srolovitz et al. [1984]. The Monte Carlo simulation

procedure has been shown to produce.mkroslructures with grain size and grain topology

distributions in excellent accordance ~iih experiinent.
. '.

ln the. Monte Carlo simulatièri, a continuum micro~1ructure' is described by a' two-

• dimensio~al triangular lattice niâtrix· containing 10,000 sites. Each site represented a' small area·

of the microstructure and wasassigned a number" Si> -.yhich corre>.-po!lds to the orientation of the
. .

grain in wllich it is embedded. The number of distinct>grain orientations is Q: The latticesitè

which isadjacent to neighboring sites with different' grain orientations is regarded as being

adjacent to a grain boundary, while a sitesurrounded by sites with the sarne grain orientation is
- ./,

inthe bulk or grain interior. The grain boundary is specified by associating a positive energy with
.. _.,

grain boundary bonds and zero.energy for bonds in.the gfain,interior, according. to:

'.

"
M( il

Ei = -] L
j

(8 S,S - 1)
• 1

(3.33)

•
whereo ii is the Kronecker delta, thé sum is taken over nearest neighbor (nn) sites of site'i, and

J is a positive conscli:,; thât sets the energy scale of the simulation. The kinetics of boundary

motion iS.simulated via a Monte Carlo technique in which a lattice site is selected at random and
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•

•

its orientation is randomly changed to one of the other grain orientations. The change in energy

. associated with the chan.ge in orientation is evaluated. If the chatige in energy is l,?,-~ than or .

equal to zero, the reorientation is accepted. However, if the energy is raised, thereorientatioli is

rejected.

Figure 3.10 An example orthe lWo-dimensional llÙcrostructure with 1141 grain~iand326.~

grain boi<~aries obtained from MOllte Carlo simul~tio~ after 10,000 MC steps.\~ ':
,-'".... '

For the simulations of polycrystalline llÙcrostructure. the orientations are initialized by '.
. - ,.

randomly assigning an index between 1 and Q to each lanice site and then running the Monte.:

Carlo simulation procedure until the desired grain size is produced [Szpunar and Hinz, 1993). 10

our simulation, the maximum value p'j:' 1500. 10 the results obtained fr~m the Monte Carlo---



•
3. COMPUTER MODELS AND SIMULATION METHODOLOGY 74

•

simulation, we detined the grain boundary as the direct link between the. nearest triple points

within a grain. The grain boundary charactèr: energy, and fracture resistance are thenassigned

10 each grain boundary according to thegrainboundary d~trib~tion.
. ..

'nIe resultant two-dimensional polycrYstalIine microstructures are. similar to those often
" ..... "

found l'rom taking cross-sections through three-dimensional polycrystalline materials. Figure 3.10

shows an example of the two-dimensional microstructure with· 1141 grains and 3265 grain

boundaries obtained from the Monte Carlo simulation after 10,000 MC $lep:>: A related g;ain size

distribution as determir.ed from t1ùs cross-section is shown in Figille 3.1 I. The shape of the grain. '

size distribution function obtained from this simulation. is similar to typiciùexperimental shapes.

Not only does the Monte Carlo simulation producean acèuràte representation of ,observed

,microstructures, ilalsohas the advantall.e of producing microstructures on thesamemap as thilt

employed for the microstructural mechanics simulation~

, . '

~
l5.0~ .:....-__..,

1

~ . ~
'~ lO.OI- "

-

0.5

Figure, 3.1 1 Grain size distribution as determined from cross-sections of the microstructure
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, 3.9. Fnlcture Models at the Microscopic L'evel

7S

•

•

Having presented the computer' modebiand'simulation methodsat ,atomis'.ftlevel in the
, " -~

previous sections, we now descri~e in this section a microscopie ëomputer 'models based on thl'

microstructure calculated from the Monte Carlo, simulation.

3.9.1. Intergranular Fracture Toughrie.o;s

To inv~1:igate the fracture process in polycrystalline materials, we must deal with the

energetics of intergranular fracture and focus onenergy change bètween the 'grain'bouùdary :Uld. ,. " -. '-

the surface of fractured bicrystal specimen. According tb theenergetics,v,;hen tiie intèrgmilUl;lr'
. . ' .' ~." .,'-fracture occurs and the plastic deformationOis iiwolved, the driving, of the crack propàgation

° °

energy y is given by: ,

(3.34)

where~y, isthe surface energy of'thee~poSed grain üoundary, Ymi is theenergy of the
"~ "

preexisting grain"!>oundary, and yp the plastic energy associàted with the propagation, of the

microcrack. ltis clear thât the energy y is smaller in the absencé of plastic deformation"than in

the presence ofplastic deformation. Moreover, ,it should be noted that a:; the contribution of Yi>

to Y decreases,a.strimger dependenceof fra,cture ener~y.. yon the grain boundary energy .Y<mis'

expected: This is an indication that the intergranular fracture becomës.moreimportant lWatanabe

1989]. Therefore, the fracture mode in brittle materiakis predominantly intergranular. "
. -. '

The grain oc;undary energy YGais known, to dependon the type and 'tne Structure of the

grain boundary, i.e., theboundary misorientation and inclination d~ribedby the crystallographlc'

and geometrical pararneters. We can expect that thefracture energydepends on the:type an?'

structure of the grain boundary. The Ycà is a measure of this dependence, and the surface energy
.:::

..
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.\,

y, ùoes not change with. crystallographic orientation as mùch as YClU does. T1ùs opens the

po~"sibility of thèorêlical analysis ofstructure-dependent intergranù!ar fracture. From Eq.(3.34),

~~e- it is evident that the low-energy grainboUlldaries are expected to require more energy to break
. . .' '. . .

. . thari the high-energy grdin boundaries. In other words, the low-energy grain boundaries are more

résistant to fmcture [Watanabe 1989J.'
. . - '," ::- - . -. " , . ,. . ~. - " . .

From Eq.(3.34), when intergranularfracture occurs in theabsenèeofpl~"tic deformation,the

. fracture toughness of brittle material can be defmèd b; the followingexpression:

<f'
"

(3.35) ,

•

••••

ànd with a reference fracture toughness \Ç~r = . 1 \Ç l 'for y GB=2y" Here N isthe total nurnber .
. " ~

offractured ,grain boundaries .inthe crack paths.è

. , . .
.. 3.9.2. Markov Chàin Fracture Model

nIé idea of theMaikov chain fracture model is based :0. asimplegeometiïc"model ~hich
'-', .", ..•. .' '-' - - '" .

was recentlyproposed to evaluate the potential effeèts of grain' boundary design and control on
." ". ~ '. ' . . ,

intergranular fracture and intergranular stress corrosion [Palumbo et al. 1991; Aust 1993]. In this
. . .." ~ .

..

"
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•

result of its structural and/or chemical characteristics, is prone to enhanced corrosion-(rellltiveto

the lattice) in the specific envrronment, and/or preferential sliding or frdcture under the-\ocll!

operative stress condition,
,

ln the Markov chain fracture model, a realistic geometric microstructure and a,realistic grain

boundary character distribution were considered, The geometric microstructure could be obtainêd

fTom the experiment or from the ~onte Carlo simulation. The,' gmin boundary character

distribution could also be obtained from the experiment. ln addition, the probability of

intergmnular fracture at a given triple junction iscalculated according to th~ fracture resistances '

of gmin boundaries at thïstriple junction. On the basis of geometric_ considerations, intergmnular'

crack arrest (Le., crack blunting or transition.!o transgranular crack propagation) can be

considered to occur at a triple junction when the probability cifcrack continuation along dthe~ ,

of thetwCl available intergranular paths becomes negligible. As represented in Figure 3.12, this

local probability can be considered to be a functiOli. of both the orientation of,the interface

relative to the stress -axis (n), and the intrinSic charaeter (structure and chemistry) orthe grain
.

boundary. ,-_~,

" ',,' - '. .' .
ln the Markov chain fractui'è model, when both the orientation of thegmin bouridroy:plane

, .~~ . '

relative to the stress axis and the intrinsic character of grain boundary are' consldered, the

, probability of crack front extension for a grain bounda~ ara' given triple junction can be shown

to be given by:

p. \

l,

exp (0'(6)
aGS

, 0'( 6) ?!:.aG~:

Il. 0'( 6) <aGS

(3,36)

•
:

where tJ(~) is the applied tensile stress on the grain boundary, e is the angle.between the grain

boundary plane and the stress axis, tJœis the fracture resistance of the gmin boundary. 11le

probability of crack extension illong a given grain boundary is one when the fracture resil,tance

.'
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of this grain boundary is less than the applied tensile stre..-;s on it (Le.• the grain boundary pùth

will aIIow forward advance of the crack propagation). When the fracture re..~istance of the gmin

boundary is greater than the applied tensile stress on.thegrain boundary. there is still a chance

of advance of the crack.propagation according to the calculation from eq. 3.34.

,
,.Cl·aek Front

• Figure 3.12 Schematic' representation of conditions leading to intergranula~ cr'dckit'g

termination (crack blunting or transition to transgranuI~ at a triplè junctiorî. ' ,
. ~ .

PO' Pb are the probability of crack front extension [palumbo et al, 19911:

For a given grain boundary character distribution, the propagation of a crack through a

polycrystalline microstructure started at the triple junction in the surface of the sarnple. This w'dS

necessary since prior to the development of the crack,.the sarnple was elal>1:ically homogeneous.

The crack begins by propagating along the low cohesion grain boundary network until it reached

a point where both grain boundary paths at the triple points do not allow fOIWard advance of the

crack propagation, thereby arresting the crack's advance. The vertical distance from this triple
-;:::

•
point to the start point in the surface is called the crack arrested distance. If the crack path

propagates through the whole sarnple, the crack arrest distance is equal to the sarnple's width and

this sample is a defmite l'ailure. AlI possible crack paths must be calculated with the possible
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initial cmck at triple points in the surface of the sample. ln addition, for a given gmin boundary

chameter distribution, there exist many possible eonfigumt"Ïons for eaeh gmin boundary 'in the

mierostruetural sample. Therefore, in order to get very good.statistic simulation resuits, as many

configurations as possible must be calculated. In this investigation, we have calculated 80

eonfigumtions by using 80 different initial mndom seeds. In our experience, every calculated

result converges to a value when 60 configumtions are used. In the calculations we assume that

(i) no tmnsgranular fractu!e, and (ii) the maximum value ofthe applied tensile stress on the gmin·

boundary is half of the fracture resistance of a singl~ crystal. The final nomialized cmck arrest

, distance required to arrest 99% of ail propagating crdcks is calculated by:
,

.!::. "c _1 " " L ..d.o . d.o4 L., IJ
JI·

(3.37) .'

• where do is the average grain size.·The first sum is taken over ail possible initial cracks at triple

.points i;a the surface area and the second sum is taken over 80 different configurations of grain

boundary in the sample. Figure 3.13 presents the data flow of the Markov. chain fraeture

simulation.

Using this microscopic model, the cmck path, crack arrest distance and fractuÎe of

polycrystalline materials were invesrigated by chàhging the grain boundary character distribution, :

i.e., the fraction of low-energy grain boundaries, the griÏin boundary fracture resistanees, and the

'orientation distribution or"grain boundary plane and grain shape factor.

The grain shape factor (,. is calculated by:

(3.38l

•
where N is ùle total number of grain boundaries in the sample and e is the angle between the

grain boundary plane and applied stress axis.
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Figure 3.13 Data flow of Markov chain fracture simulation.
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ln arder to study ~he effects of orientation distribution of the grain boundary planes on the

intergrdnular fracture, three regions are defincd basedcon the orientation of grain boundary plaries ..

relative 10 the applied tensile stress as shown in Figure J. 14.
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a

:' .

, .

Figure 3.14
,

,. .
Three orientation regions of grain boundâry,planes. e is the angle .

',\~ "

between the grain boun~ary plan~ and app)ied stress cr axis.

•

3.10. Integrdted Approach to Intergranûlar Fracture
~ w

As we have discussed in Chapter 2, the computer simulations have an intimate inter-relation
. ,

that can be exploited in an :întegrated approachto m,?deling complex systems such as interface

and intergranular fracture. WIùle such an approach enrails consîderable effon in implementation,

it lias the substantial advantage ot:emibling one to tal\e advantage of the unique capabilities of

each of the computer 'simulations at both the atomistic and microscopie level inoa Systematic

investigation o'fstructure propeny correlations from zero temperature to melting, including the

effects of external stresses applied to the system. The idea is illustrated in Figure 3.15.
,

The integrated computer codes, enabling a systematic investigation of structure p~openy. .
1 . ' •

correlations for interface materials, invofves three ·different levels. At' the [lfSt level the initial, .

geometry is considered. The input required consists of the macroscopic degrees of freedom
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needed for the geometrical characterization,'of'!- given problem and process. At the second'level,

it includes the lattice statics and molecular dynamics, and at the third level; il inc1udes the

Markov chain fracture model.and Monte Carlo simulation.

The integrated approach despribed here takes.full advantage of the complementarltY'!=lf the

different simulation methods. We believe that the inier'dctive, aspect of ihis approach holds the
:'. ':-

greatest promise in our goal to unravel the correlation between the structure'~nd propertles of
:::::::> . ,

materials. It is the insights gained from such an approach which, in our view, will lead to the

ability to design materials with the desired propertiei.
"

"_"' r;;t~~~,-~',
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Figure 3.15 lntearated approach for computer modeling of intergranular fmcture.
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• CHAPTER. 4:

VERIFICATION OF COMPUTER SIMULATION MODELS
"'

The aim of this project is to model the behavior of grainboundary systems that are not weIl

understood and known~ ln order to obtain reliabl~' results, it is n~cessarY,Sfust to apply ~ne

computer simulation models to simple systems for wlùchdata are experirrieÎuaIly available and ". . . . ,

can be used to verity the model's predictive abiIity. To tlùs end, the applications of-embedded-
. , .. ."

atom method to liquid, glass formation and crystaIlization of liquiciand glass for transition metal
~ ." "

Ni, and the applications of bi-erystaI model}o the grain bO)ll1dary meltin~ of AI are presented

in this chapter.

•
.., .

4.1. Liquid, Glass Forrn.1tion and Crystallization of Glass for Ni

- A Verification ofEmbedded-Atom Method

4. I. I. Introduction ':

,

•

As we already know, the equilibriUm lattice constants, sublimation energy, bulk modulus,

elasÙc constants and vacancy-formation e~ergy caIculated usirlg the embedded-atom method agree
" .

quite weIl with the experimentalvalues. T1ùsgivesus confidence in the reliabiIity of the EAM. \ . .

functions. We also know, however, that aIthough the EAM functions and their calculations are

based on the perfect fcS crystal with very simple "defects ai low temperature, we are not certain

these EAM fonctions are good for the bulk materiaIs with complex defects" at lùgher

temperatures. ln order to determine the true result, we have conducted simulations of the liquid
'" , .

metal Ni ai lùgh temperaiure, glass formation of the liquid, an~ crystallization of the glass,

which can be compared with available experimental results.

Liquid metal and glass are very complex system. Glass formation and crystaIlization

83
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"

processes of liquids by quenching simple metals such as sodium [Watanabe and TSllmllraya 1987.

Qi et al. 19921. rubidium [Hsu and Rahman 1979, Moumain and Basu 1983, Brown and

Mountain 1984, Lu and Szpunar 1992fand Lennard-Jones (U) system [Swopeand Anderscn
.' ~.' .

1990,Mandell et al. 19771 have been investigated by'Mélècular-dynanlics (MD). Uiltonu:mtely,

thereis no silitable energetic modeling of transition metals fo~ the stlldy oè complex det~cts or

glass systems. A~.an alternative to be used in these cases~ howevér,pair potentials require large

volume-depe:ld terri1s representing the energy of electron gas 'and the structure-independcnt

portion orthe electron-ion interactions [Johnson 1972]. [tis not clear. how thesecontributions

should be treated neur extended' defects and surfaces. Recently, Dawand Baskes [Daw and

Bask~ 1983, bawand Baskes 1984i and Finnis ànd Sinclair [Finnis and Sinclàii- 1984) havc

developed the embedded atom method (EAM) for calculating the energetics of transition metals.

The major development in the EAMis the replacement of the volume dependency with a morc
,'0 .".

• complex tenn wh1~h can be interpreted i~ a variety of ways and incorporate an approximation

of the many-atom interactions neglected by the pair potential.

MD simulation is potentially capable of .providing very.detailed IlÙcroscopic fealures of
. .

materials. However, moS! of these MD simulation studies on gla.."S fonnation and crystaIlization

held the volume of the system constant throughout the simulation. In recent work on U sy~tems- . ,

[Nosé and Yonezawa 1986], the constant pressure MDapproach was adopted. However, the total'

pressure of the state did not include .the effects of the density ~ependence (due to the electronic
-

screeningeffect) of the effective ion-ion' potential.. Only the two-body interactions were

considered. This cannot adequately explaiil such experimental'results as the volume, energy, and

other thennal properties, as well as their variation with the temperature of transition metals and
': '.

aIIoys. With the· EAM the contribution of the pressure of a system can be easily calculated by

•
using of the·so-caIIed "pressure equation of state".

The computer simulation used here is based on constant pressure molecular dynamics (N-P

T-MD), by which the volume of a system can adjust itself so that it is consistent with given
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•

•

pressure and tempemture. It is a pow~ul technique used for investigating of the glass formation

and crystallization. This technique allows u~ to calculate atomic trajectories and thus sim'ulate the

microscopie beha'vior of both equilibrium and non.:..equilibrium·systems at constant pressure by

changing the tempemture.

ln the preserit study, the EAM is applied te. invc»-rigate the glass formation and'

crystallization of snpercooled metallic liquid Ni based on the two differentcOoling rates, the
. ," .'

crystallization process of mètallic glass Ni with elevating tempemtnre using the, N-P-T-MD'

technique. The pair clistribution function is calculated for each fmal state; and the atomic volume
'. ,

and the microstructure factors are also given as a fùnction of temperature.

4.1.2.' Simulation Procedure

The liquid, metallic glass and crystal structure of Ni are simùlated using th~, constant

pressure molecular dymimics (N-P-T-MD) te~hnique which adjusts the atomic volume to keep
. '.'

the pressure equal to atrnospheric pr.essure and constant throughout aIl simulation runs. The N-P

T-MD simulation is carried out in a cubic box subject to periodic boundary conditiomi" for a

system with 6912 atoms. The effective pair potential is cut off at 21.0 au. The time unit is

3.73xlO·13 s and the time step is 5.0xlO·1S s. Weuse the damped'force method [Hoover et al.

1982; Evans 1983, Brown and Clarke 1984] to change the Temperature. In order to get an. .

equilibrium ,liquid at the begi;ming of the simulation, the system starts at 1773 K:, trus

temperature being rugher than the melting temperatur~ of Ni by 46 K, and the system is kept

com.1ant at this Temperature for 20,000 time steps. Then two different quenclùng processes were

carried out. One is a fast cooling process in wruch the system is cooled from the liquid state at

1773 K to the metallic glass state at 300 K, with a cooling rate of 2.48xlO" K s". The other. is,·

a slow'cooling process from the liquid state at 1773 Kto the crystal state at 300 K with cooling

rate of 5.95x 10" K s". The:metallic glass then is heated from 300 K to 1000 K at a heating rate

of 2.80xl01
' K s" to study the:crystallization of metallic glass Ni. The atomic volumes Q and
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the structural configurations are recorded during simulations.-The structuml 'llnalysisof liquids.
. ,'. . .

metallic gl~es and crystals isperformed by using the pàir analysis techniques and the index -of

Honeycutt and Andersen [1987]. TIle pair distribution functions (PDF's) g(r) are give;t by:

g(r) :.1. L lj(rij - r)
_. N ;.}>; .

(4.1 )

and were calculated every 4000 tiIne steps a.t;d then averaged l1t eaèh final teinpernture.
. . .' , ~

4.1.3. Results and Discussion

The calculatedpair distribution function (PDF) at 1773K for Ni is shown in Figure 4,I(a).

~

From Fourier transforrn of the experirnental structure fdctor [Waseda 1980]. The result i~dicates

'. that in this simulation, at 1773 K the inetalis in the liquid state. The atomic volume predicted

for pure Ni at 1773 K is 86.78 a.u., which is very close tothe experim~ntal value 85~19 a.u.

[Waseda 1980].,

•

Rapid solidification has generated new classes of rnaterials rangirig From metallic glasse.~ to

mièrocrystalline unconventional materials. A metallicliquidcan form either a non-equilibrium

phase (a rnetallic glass or a quasicrystal), which isobtained by quenchingit quickly so.that the

nucleations of equilibrium phases are supprèssed, or an equilibriurn phase, if the quenching

process is slow. Rence different rnaterials with different microstructure can be formed by

changing the quenchingprocess. Sorne of these 'materials have demonstrated- exceptional

mechanical properties, l!S weIl as other UJÙque physical properties. These propenies are largely

influenced by-the relaxation and crystallization after heating.

Figure 4.1 (b) shows the pair distribution function at 300 K, simulated with the fast quenching

rate. In the figure, the second peak of the PDF appears to be split and has a neighboring peak

at a higher value of r. This phenomenon is a weIl-known feature in the PDF's of metallic glass
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Figure 4.1 Calculated pair distribution functions for pure Ni in

.(a) liquid state at 1773 K (46 K above T.;) (the circles represent the data obtained

From Fourier transform of the experirnemal structure factor [Waseda 1980]);
(b) glass state at 300 K'obtained after 2.48xI014 K s'\ quenching From liquid;



• 4. VERIFICATION OF COMPUTER SIMULATION MODELS ss

10.08.04.0 6.0
o

r (A)

2.0
O.OL-_....lL.L......:.....LLL..l-LLL-LlI....LLUL-...J

0.0

-0;>
1.-

(c)

"Ct'y~lal (:lOOK)

4.8

:::-
"~

"1)

2.4 - ,
1

0.0
0.0 2.0 4.0 G.O 8.0 10.0

0

r (A) , "

4.8 ., C( d)
\, .
'. "

.:.• Cryslal- ( 1000K)
:3.2

~ ".
~

bD

1.6

Figure 4.1 Calculated pail' distribution functions for pure Ni in ~

(c) crystalUne state at 300 K obtained after 5.95x1012 K S·l quenching from liquid;

(d) crystalline state atlOOO K obtained after 2.80xlO'2 K S·, heating'from metallic glass.

The venical Iinès represent the positions of g(r) maxima for"a perfect fcc lattice.

•



• 4, VERIFICATION OF COMPUTER SIMULATION MODELS 89

states. The result indicates that the non-equilibrium phase obtained in a supereooled liquid

lhrough a fast quenching process is metallic glass which cannot be obtained experimentally in

the labomtory for pure Ni.
"

The pair distribution function in Figure 4.1 (c) shows the structural ordering at 300 K obtained,

using a slow quench mte, There are several peaks in the curve which are comvared with the

vertical line..~ that mark the g(r) maxima for a perfect fcc lattice with the experimeritalatomic

volume 73.89 a.u. This means that the crystal resulting from a supercooled liquid through a

proper cooling process is a fcc-type, which is consistent with the,results obtained experimen13.lly.

The cooling rate controls the structure by influencingthe nucleation phenomena High
.' . " ~

cooling rates do not a1low for nuc1eation of the equilibrium phases and also make it possible to

achieve a high degree of supercooling prior to nuc1eation. Non-equilibrium phasescan thus be '

formed having a free energy related to the level of supercooling. In fuct, underthese conditions,

eequilibrium phases which exist only at lo~ temperaiures can aIse have a chance to nuc1eate and

grow. Such phases grow at a slow rate by s~lid state transformation under equilibrium conditions.

From the above sirriulation results,.only the final structures can be predicted, whereas the
. . ",

structural transformations with temperature during the rapid' solidification are still unknown. As'
, -,

is well known:'the atomic volume and structural ordering of a system are c10sely related .to the

'structure. In our N-P-T-MD simulation, the volume changes'as the pressure is kept constant. We

could therefore saythat the5e continuous processesai-e reflecting'the rea1 experiments. We have

examined the structural changes during quenching by modifying the atomic volume. Figure 42(a)
/

shows the atomic volume as a function of temperature for both quenchiIlg processes. The open

circ1es are used to show the glaSs formation during solidification. In this process, the atomic

volumes decrease almost linearly with temperature to TI:' below whJch the atomic ,volume's. .
decrea~ is still linear but slower. The profiles observed are charaeteristic of the:variation of the

atomic volume during the glass formation process. The glass transition temperature T. is marked

• in Fig. 4.2 ln this simulation, the T. for pure Ni is about 995 K with a cooling rate of 2.48x10"



• 4. VERIFICATION OF COMPUTER SIMULATION MODELS 90

K~c~~t(;iiUè,yolume at 300 K of the metallic gla~~ Ni is about 76.94 'I.U•• '''hich ishig.her
~ , ,

than the experimental "alue 73.89 a.u. for a perfect fcc Ni crystal. The results indicme that the

metallic glass of Ni metal is a met~'lable phase and will crystallize when the time l'i.lctor and the

iempemture are 'changed.

0-

v-

c 78

T (a)
',1 el73 L-_..l...i..__:....1.._....:-..l!.'__-l..._----1

:300 900 ,1200 1500 1800

T(K)

,

Figure 4.2(a) Atomic volume as a function of, tempèmture. The cireles

represent the 'glass formation. The triangles represent the cry:.'la1Iization of

supercooled liquid; the squares represent the crystallizationof the metallic gIa.o;s.
". ",

The triangles in Figure 42(a) are used to describe the atomie volume changes with

tempemture during the solidification proeess m,ing the slow queneh mte. In trus proc:e...... the

atomie volumes also decrease Iinearly with tempemture to about Tel (1210 K). although the slo~

is higher than that observed during the gla.~ formation. At Tel, the atomie volumes change

dramatically. This indicates that there is a pha."", tmnsition at Tc, for pure Ni cooled with the mte

• of 5.95x lQ'z K s". After this phase transition oceun;. the atomie volumes again decrease Iinearly

..
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with tcmpcraturc.

Il appcars from the present results that there is a sharp change in the microstructure of thc",

system as the tempemture approaches Tcl> and that the thermal vibration of atoms has a .great, '

influence on the structure of the solid metal at Tel' This conclusion ~ilOUld alsè apply tothe solid

metal obtained from the usual Iiquid-crystal transition, which is known as a tirst-order phase.. ,

tmnsition in the Ehrenfest scheme in the Iiterature. Accordingly, the change in the structure of. .

a metallic system during the crystal tmnsformation· from a supercooled Iiquid state is similar to

that which occurs in the crystal transformation from the normal Iiquid state at melt temperature,

and hence, the phase tr.msition would be a first-order Iikl\transition.

TIte atomic volume of the crysralline Ni at 300 K is about 74.01 à.u., the value being slightly

higher than experimenral values (73.89 a.u.) for aperfect crystal. The difference may re~ult from

tlterapid quenching process. By changing time, the value obrained from the simulation will

• approach the experîmental values characterizing the equilibrium ph'!Se.

TIle microscopic local structure can be described using the Honeycutt-Andersen pair analysis ,
. .

technique. The fivefold symmetry bonds and other kinds of bonds can easily be identified.:

Figures 4.2(b) and (c) show the percenrage of 1551 and 1421 pairs as a function oftemperature

for both solidification processes. The 1551 bonds represent the configuration of IWO neighboring

atoms with five common neighbors that forma pentagon ofnear-neighbor contact. The ., .

percentage of 1551 bonds is a direct m~'Ure of the degree of icosahedral ordering. The 1421

bonds repre.-rent the configuration of IWO neighboring ·atoms with four common neighbors that

form a rectangle with IWO parallel near-neighbor conracts. These are found mainly in l'cc and hcp

materials. During fast quenching, the percentage of 1551 pairs increases with decreasing

temperature. and 1421 pairs also increase, but no sharp change occurs. That means that the glass

structure formation is chamcterized by an increa.~ing number of 1551 pairs. For slow quenehing,

the numbers of the 1421 pairs sharply increase whereas the numbers of the 1551 pairs sharply

• decrea.~ at the crystallization temperature Tel' Figure 4.2 (a), (b) and (c) all iIIustrate that the
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F;~ure 4.2 (h) Percentage of 1551 pairs, (c) percentage of 1421 pairs
"-' as a function of temperature.

The circles represent the glass formation.

The triangles represent the crystallization of supercooled liquid.

The squares represent the crystallization of metallic glass.
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phase transition temperature for the slow quenching process is at 1210 K (Tel)' The above results

indicate that rapid solidification can be c1early described by the atomic volume, the total internai

cnergy and the pair analysis technique.

Metallic glasses produced by rapid solidification from the melt are not completely stable in

the qllenched condition, so that the microscopie structure and certain properties such as specifie

heat and internai friction show significant changes during annealing below and above the

crystallization temperatures. The crystallization of simple (one-component) metallic glasses is

associated only with structural rearrangements in a medium, the composition of which aIready

satisties the stoichiometric conditions. During crystallization, glass regions may form with the

composition of future crystals. ln other words, crystallizatiori is precedèd hy ari independent

primary .pre-erystallization phase. This pre-erystallization 'occurs due to the formation of glass

nllc1ei of a critical size which are capable of further growth. Detailed microslructural changes

• such as these are very difficult to investigate using the conventional experimental methods.

Since metallic glass is thermodynamically unstable, a spontaneous transformation to a stable

phase should occur above the crystallization temperature: As the metallic glass is heated, it

generally transforms progressively to its fmal stable phase thraugh a sequence of metastable .

•

phases. This transformation sequence can be follciwed by measuring the structural arrangements

and temperature dependence of sorne related properties such as differential specific heat and

electrical resistivity. ln order to examine the fme structure of the tinal states after heating from

300 K to .1000 K with a 2.80xlOll K S·I heating rat~, ,we have obtained the pair' distribution

function shown in Figure 4.1 (d). There are several sharp peaks in the curve which match the g(r)

maxima of a perfect l'cc lattice (vertical Unes). T!tis means that the crystal structure resulting

from the crystallization of metallic glass Ni is a fcc-type structure, which is also consistent with

the stable solid structure of Ni.

The squares in the Figure 4.2(a) are used to represent the atomic volume change during the

temperature increase. This curve indicates that the crystallization of the metallic glass Ni occurs
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•

al about 545 K (T,~) with a heating rate of·2.S0x lO'~ Ks". During heating: the momie volume~

inerease linearly with temperature .to about 545 K. At thi~temperature, the momie voillme~

deerease dramatieally. After erystallization oeeur~, the atomie volumes again increa~e lineitrly

with temperature.

The microscopic local structurè dllring the crystallization of metallie gla~ ean al~o be

described using the Honeyclltt-Alldersen pair analysis technique. The square~in Figures 4.2(b)

and (c) representthe percentage of 1551 and 1421 bonds as a function oftemperature during the

crystallizatiôn of metallic gl= Ni. When heating begins, the percentage of1421 bond~ increa~e~

slightly with temperature, while the percentage of 1551 bonds slowly decrea~es. At ~bout T,~, the·
.. .

numbers of the 1421 pairs increase dramaticaUy, while the nllmbers of the 1551 pairs sharply

decrease. Above Ta, the 1421 and 1551 pairs change linearly. It appears from these resllltS that

there are sharp changes in the microstructure of the system at T,~. Accordingly, the change in

stmcture ofa metâllic system during crystal transformation from a metallic gl= state is similar

to that which occurs in the crystal transformation from a normal liqùid state at melt temperature.

Thus, the phase transition would be aiso a frrst-order like transition.

4.1.4. Conclusions

We have applied the embedded-atom method (EAM) to study the gl= formation and

crystaUization of supercooled metallic liquid Ni and crystallization of metallic gl= Ni, using the

constant pressure molecular-dynamics simulation. The agreements between calculations and

experiments for the'pair distribution function and atomic volume for liquid Ni are quite good.
:. .

The microstructures are greatly affected by the quenching rates. The non-equilibrium ph,L~e

obtained in a supercooied liquid using a flll>'l quenching proce~ is a metallic gl= and the

equilibrium phase resulting from a slow cooling rate is a fcc-type crystal phase. The metallic

gl= is not stable in the quenching condition, and with a rise in temperature, crystallization of

• the metallic glass occurs. The crystal structure resulting from the crystallization is a fcc-type
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structure. l11e calculated relationships between the atomi~ volume, pair structuml indexes and

the tcmpemture give us a good illustr.ition of the structuml tmnsformations and give results which

arc consistent with the results obtained experimentally.

4.2. Melting of a Twist E=5 GrdinUoundary

- A Verification of Grain Boundary Model

4.2.1. Introduction

The gmin boundary meltil1g discussed in this work has been studied experimentally by Chan
. - ..

et' al. [19851, who observed visible gmin boundary dislocation (GBD) ùi. E5<100> twist

boundaries and in E5< 100> symmetrical tilt boundaries with (310) parallel to the. boundary

plane. 11le observations were made for AI during heating to 0.89 Tm and 0.92 T... respectively.

Upon further heating partial melting of thè specimen' occurred. Hsieh and Balluffi [1989]

• observed localized GBDs up to 0.96 Tm for sorne other special gmin boundary, and complete

gmin boundary melting was detected below 0.999 Tm' These results are clearly in disagreement

with previous atomistic modeling calculations [Deymier et al. 1987, Nguyen.et al. 1986] w!ùch

predict a mpid onset of extensive disorder (w!ùchappears to be' complete melting) at a

tempemture a.~ low as 0.7"0.8 Tm. Theoretical results were analyzed by Pontikis [1988J who

discussed possible reasons for different results obtaiped in different simulations of gl"dinboundary

melting.

11le purpose of the present work was to test for the existence of a possible gmin boundary

disordering transition of the melting type below Tm in an aluminium bicrystal with a E=5 (001)

twist boundary by a molecular dynamics simulation during heating from 300 K to near Tm' An

important m.l'ect of this calculation is that the z borders of the simulation cell are allowed to

expand orcontract in the z direction according to the pressure within the cell. We consider the

simulation cell to be periodic in the x and y directions. ln the present simulation, the effective.
• ion-ion interaction [Ha.~gawa and Watabe 1992, Wang and Lai, 1980] is introduced by
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calculating the total internai energy of the metal lip to the second order of the electron-ion

pseudopotentiaI. The contribution of the pressure of a system is calculmed \Ising the so-c'llled

"pressure equation of state" [Hasagawa and Watabe 1992]. This "pressure equation" is moditied

to include the density-dependence of the effective ion-ion potential by means' of the

pseudopotential formalism for electron-ion interaction. We focus on the stability of the grain

boundary structure with regard to thermal excitations, but also consider other physical propertics

such as the interna! energy, the,structure factor along the direction perpendicular to the interface.". '

and the radia! distribution function. We also retaln snapshots of the aiomic contigurations al

various stages'of the simulation.

(4.2)

•

where I!; is the momentum of the i-th particle, m is the mass of the particle, Lj is the vector from

i-th particle to j-th ,particle, Q is the mean atomie volume, and V(Q) and VC!:;j;Q) reprcsent,

respectively, the one- and two-body interactions. Vc!:;Q) is the interatomic pair potential at

certain atomic vol~e Q, based on the nori-local pseudopotential (E~MP) theory [Wang and.
Lai 1980, Li et al., 1986] which was discussed in Chapter 2. TIle pair potential is eut off at 21.0

a.u.

The MD simulation is carried out in a cell subject to periodic border conditions in the x and

y directions, while the z border condition is dynamic and non-periodic. The time unit is

4.2796xI0·13 seconds and the time step is 5.0xI0·l~ seconds. The planar area (x-y plane) of each'

cell was allowed to change with temperature and the cell length in the z direction was allowed

..
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to fluctuate according the internai pressure of the cell. We choose to simulate the ~=5 (001)

twist boundary. TIlis is a bouridary on the (001) plane obtained by rotating two perfect seriu

crystals with (120) faces by an angle of 36.87° aboulthe <001> direction. A representation of

the cell is shown in Figure 4.3(a), viewed from the <001> direction. The simulation cell consists

of 36 (001) planes paraIle1to the x-y plane. Each plane contains 40 atoms, for a total of 1440

atoms. There are 5 flXed layers on both sides of the bicrystal which extend beyond the. cutoff

length of the pair potential so that a mobile atom near the flXed layer interacts witha perfect bulk

solid.

Before the MD simulation can be carried out, the ideal atom positions given by the CSL

model must be modified so that each atom feels no force; in other words, the static O-K structure

for the bicrystal must be found. Th!s static structure was found using a steepest-descent energy
',~ ,

minimization [Stillinger et al. 1982, 1986] technique which allows the bicrystal to expand or.

• contract in the z direction and also permits each atom to move relatively to its neighbors until

each atom feels no force.

The MD simulations were performed using a constant-pressure technique (N~P-T-MD) by

which the volume of the system can adjust itself so that it is consistent with the system pressure

and temperature. A description of the computational method for detemùning the total internai.
energy and the totalpressure ofa system was presented in the reference [Lu and Szpunar 1992].

", At time t=O, each atom was given a velocity cons~'tent with a total system energy chosen so that
~ .

the system would equilibrate by the time a desired temperature was reached. In order to get an

equilibriurn structure, the system was first run for 16000 time steps at a given ternperature. The

atom positions \Vere then recorded at 200 time step intervals, and the pair distribution functions

were calculated after 4000 time steps. These values were then averaged.

It proved useful tà monitor the atomic ordering by calculating the structure factor S(k,z),

which is Fourier transform of the atom density. This is given by:

•
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(0) (b)

;

•

•
Figure 4.3 Atomic leveI images for the 1::=5 (001) twist grain boundary.

(a) initial configuration vrewed from <O~ 1> direction;

(b) configuration at 300 K viewed from '<001> direction; -

(c) configuration at 300 K viewed from <010> direction;

(d) configuration at 900 K viewed from <010> direction.
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N. '

S( k, z) = { ~ 1~ exp ( j k-r) 1
2

)
'Z J ,

(4.3)

99

•

,.,':""

li

where k is the reciprocal-Iattice vector (4n/a,,)(I,0,0), Nz is the number of atoms in a thin (x-y),

pIanar sIab of the modeI at a given depth z, rj is the position of atom j, and < > denotes a time

average. The value S(k) ranges From 1.0 for a perfectly ordered solid to 0.0 for a perfectly

disordered or melted one.

4.2.3. Results and Discussion

The choice of atomic potential will affect the results of any MD simulation, and did indeed

affect our simulation of the melting process. Therefore, a verification of our potential and

calculation was carried out as the fin,t stage. Fig. 4.4(a) shows the average atomic volume .0 ,of

the system as a function of temperature during hearing for both bulk and bi-erystal AI. The, .
calculation for the bulk was carriedout in a cubic box subjecùo periodic boundary côndi~ions

for a system with 2048 atoms. To obtain an equilibrium state, the system was run for 10000 time

step using the constant pressure MD simulation. The result in~icates that the calculated melting
"

temperature T= of the bulk is around 960 K. Fig. 4.4(b) shows the calculated pair distribution

function for Al with .0=135.73 a.u. al' 1000K (I.042T=). We see From tJùs figure that the
"

calculatéd curve is very close to the experimental data (rep=-ented by circles in the figure)

obtained from Fourier tiansform of the structure facto~ with .0=127.57 a.u. at 943 K (I.OlITm)

[Waseda 1980). This rèsult indicates that the potential we chosen produces good results at

temperatures close to the melting temperature of AI.

The structure equilibration and thermal expansion were investigated by running MD

simùlations for severalcells at various temperatures using the constant pressure method. The

results of these simulations were also used to verify that the cell heating was causing thermal

e:'l:pam.ion. The computed mean atomic volume .0, thermal expansion coefficient CI and grain

..
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boundary energy E." for the 1:=5 twist grain boundary at different temperatures are listed in

Table 4.1. The atomic volume at 300K for the~=5 twist gr,IÏn boundary of AI is approximately

112.09 a.u. This value is slightly higher !han the experimental value (111.90 a.u.) [Waseda 1980)

and the value of our previous MD simulation of cooling from liquid (112.05 au.) [Lu and
,

Szpunar (993). Since aIl the MD simulations are made at constant pressure, this difference could

be the result of the existence of the grain boundary. Table 4.1 demonstrates that the thermàl.

expansion coefficients lX are in ~onable agreement with the experimental values (~.3lx10,sr<:l)

lor Al.

One of the most fundamental properties of a grain boundary is its structure on an atorriic

level. The grain boundary structureprovides insight into other physical properties such as the .'

diffusion or the segregation ofimpurities at gmn boundaries. Comparison of the simulated grain

boundary structures with experimental results .is useful, not only because it can help us to analyze

• the experimental observations but because it provides a crucial test of the'bi-crystal model and

the interatomic interactions used. The grain boundary structures predicted by molecular dynamics

simulations using pseudopotential are very consistent Figure 4.3(b) shows the structure at 300K

using a projection along the [001] direction after a total of 20000 time steps. Compared with

initial configuration (Figure 4.3(a», it is evident that the basic crystal structure and a ~,:,5 CSL

twist grain :boundary still exist. It is difficult, however, to image the grain boundary stnlcture· in

three dimensions from this viewing direction. Figure 4.3(c) illustrates the same grain boundary

structure along the [010). From this image, it is easy to see that the equilibriurn grain boundary

structure predicted by the MD simulation retainS the coincident site lattice periodiciry, and .that

the lowc:»"t energy structure corresponds to the coincident site arrangement of the two ideal
'"

crystals. It is also apparent that the grain boundary was formed by a migration of atorns from

their initial positions to the upper, lower and central areas of the bi-crystaI. This migration results

in larger average interplanar spacing at the grain boundary !han in the surrounding bulk regfons.

• This migration changes the average profile of the grain boundary. Specifically, the disorder near
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Figure 4.5 (a) Total internai energy E, and, (h) structure factor S(k) calculated

across the z direction of the bicrystal model at various temperatures.

..
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•

•

,

the gmin boundary has now spread over a wider spatial region.

The energy profile for different temperatures is shown in Figure 4.5(a). Atoms at the grain

boundary, as weli as seveml layers of atoms affected by the boundary, all lie in higher energy

positions. Ali the other layers behave exactly like layers of the perfect crystal atoms: the total

internai energy curve for these layers is flat, and the values of the total internaI energy of these

atoms remains the same. This proves that the grain boundary is embedded in a perfèct crystal

environment.

Table 4.1 Avemge atomic volume Q, thermal expansion coefficient oc

ana grJ.in boundary energy E'b calculated using pseudopotential

for a simulation cell with a :E=5 twist grain boundary.

T(K) Q(a.u.) oc (lO·sK· l ) E.b(ergcm-:!)

300 112.09 - 653.17

500 113.74 2.44 880.20 .

700 . 115.39 2.40 1144.34

800 116.24 2.45 1325.88
. .

850 116.67 2.46 1367.37

860 116.76 2.57. 1381.89

870. 116.85 2.50 139624
.

880 . 116.94 .. 2.48 .. 1410.21

89Ô 117.03.: 2.46 1469.61

900
'. ..

2.42 1555.35117.08'

As the temperature incr~es, the total internai energy of the atoms of both the perfect crystal

and grain boundary increase, as do the number of the layers affected by the grain boundary.
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Figure 4.3(d) shows the predicted structure..~:Il 900K (0.93751'",,) in:l projection akmllthe lOIOI.

The image shows that the equilibrium grain bound~ structure m 0.93751~... predictl'(! b)' the MD

simulation contain..~ two atomic layers which have lost their coincident site latticl' perlodicity:

This indicates an increased migration of atoms at the gmin boundary :Il high tempermure..-:. From

the' total internai energy curve, however, it is cleur that the grain bonndary core stnu:tnre still

exists and perfect crystal structure exists outside the gr,lin boundary. Figure 4.6(a) sho\\~ the p;lir

distribution functions for the whole system at varions tempemtureS.

These rèsults confirm that the structure of the crystal is :''liU l'cc :md thegmin ix)undary

structure core of whole system still· exists ~p to 0.93751',....

As the tempemture increa.~ the peaks of the PDF broaden and s'lift aW:lY t'rom ellch other

because of thermal expansion and the disorder caused by thermal etlècts. The most common l'ami

of atomic-Ievel structumi disorder in the crystal arises from the thermal motion. of its constituent

• at0InS, which isusually associated with thermal expansion.. As is weil I."llown. this homogeneous

type of disorder ~"'Ults' in a volume expansion originating !Tom the anhnmmnicity of the

interactions among the atoms. Conversely, interface materials are structurnlly di.-;ordered nt the,

atomic level even at low tempernt:ures. due to the Vèrypresence of the interfaces. At or nenr the

interfaces. tbis type of disorder is inhomogeneous. The effect of the interfacinl disorder on the

volume of the rnaterial is nevertheless similar to that of thermal disorder, and lL'IIIa1.ly lends to

a volume exparu.-ion at the interfaces. However,' at very bigit tempemtures neur melting

temperature.. conditions changé draniatically, ~"'Ulting"in a type of di.-;order which i... dissimilar

to homogeneons thermal disorder.

Figure 4.6(b) represents the pair di;;tribution functions of different region... alongthe 2

direction at 900K. The curves (i), (li), (iv) and (v), wbich are' calculated for the upper and lower

blocks with 240 atoms. indicate that the structure in these regions at 900K is l'cc. The curve (iii), .

calculated for the grain boundary 'core with 80 atom... (two atomic layers). indicates that the

• structure of tbis region at 900K represents a Iiquid-Iike di.-;order. the state of ;;o-called panial

."
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Figure 4.6(a) Pair d~'tribution funetions caleulated for the whole system at various temperatures;
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Figure 4.6(b) Pair distribution functions at 900 K ca[cula.ted across the z direction for .

different regions with different numbers of atorns: (i) From 6th to l2th plane (240 atoms);

(ii) From 13th to l8th'plane (240 'atorns); (iii) From 19th to 20th plane (80 atoms);

(iv) from 2 [st to 26th plane (240 atorns); (v) From 27th to 32_nd plane (240 atoms).
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Figure 4.6(c) Pair distribution .functions of the grain boundary core at 300,7.00,850, 880,

890 and 900 K with 80 alorns (from 19th and 20th plane).
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melting. Figure 4.6(c) shows the pair distribution functions for the gmin boundary core ..vith 80

atoms at various tempemtures. This figure shows with a rise in tempemture, the structure of the

gmin boundary core is increasingly disordered and at 890 K is still a fcc-type structure. In

conclusion, the partial melting of the twist:E5 (OOI)gmin boundarybegan at around 0.93751',,,,.

From Fig. 4.4(a) one can see that the avemge atomic volume of the bi-erystal system is slightly

larger than that of the bulk system, but one cannot see the. partial melting of the gmin boundary

core at 900K because the avemge atomic volume is calculated for the whole bi-erystal system

and partial melting occurs in the gmin boundary core with 80 atoms (two atomic layers)..Our

results are clearly in agreement v.iith all previous :xperimental results of AI [Chan et al. 1985,

Hsieh et al. 1989], and disagree with sorne other atomistic calculations [Deyimer et al. 1987,

Nguyen et al. 1986] which predicted a complete melting at tempemtures as low :L~ 0.7-0.8 l'",.

Among the factors that can leadto erroneous conclusions [pontikis 19881, the boundary

• conditions imposed on the computational cell, the intemtorilic potential and the sizeof the ccll,
are worthy of mention.

Another indicator of grain boundary melting is the structure factor S(k) calculated along the

z direction for different temperatures (as shown in Fig~ 4.5(b)). At 300K the grain boundary is

less ordered than the bulk, although the grain boundary core is quite well defined, andS(k) still

has a value indicating a certain arnount of structural order. The total internai energy in this region

is higher than it is in the bulk region. With an increase in temperature, S(k) in the middle of the

grain boundary region decreased to a smaller value..Corre:.l'ondingly, the energy in the gmin

boundary region increases. It is seen that for ail tempemtures below l'... crystal regions which

are far from the grain boundary behave like a perfect crystal.

4.2.4. Conclusions

A constant pressure molecular dynamics simulation has demonstrdted the effect of

• temperature on the structure of a :E =5 (001) twist grain boundary. The equilibrium grdin
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boundary structure at 300K, predicted by the molecular dynamics simulation using

pseudopotential, retains the coincident site lattice periodicity, while the lowest energy structure

corresponds to the coincident site boundary between two ideal crystals. This indicates that the

gntin boundary was fonned by atoms migrating from their initial positions to the center of the

bi-erystal, and by sorne other atoms migrating to the upper or lower regions. As a result, the

average interplanar spacing in grain boundary are significantly largerthan they are for· the

surrounding bulk regions. AIso, higher energy levels of atoms in the grain boundary are apparent..

With an increase in temperature, the total internai energy of atoms for both the perfect crystal.,.
and the grain boundary increase, and' the number of layers affected by the grain boundary also

increases. The grain boundary core structure and the perfect crystal structure existing outside the

grain boundary still exist at 0.9375T"",. However, the equilibriurn grain boundary structure èore

at 0.9375T.tt1 has two atomic layers which have lost the coincident site lanice periodicity. The

• structure of these two layers is representative of a liquid-like disorder. Therefore, panial melting

of the :E5 grain boundary has occu'rred at a temperature of about 0.9375T<m'

4.3. Summary of the Verificatio'l -.

The verification of computer sin1Ulation m6dels indicates that the agreement between 'the

model's predictions and experimental results is quite good, which again gives confidence in the

reliability of the Embedded-Atom rnethod and the grain boundary rnodeL
•

•
..
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CHAPTER 5:

RESULTS AND DISCUSSION OFINTERGRANULAR FRACTURE

The purpose of this chapter is to present the results and discussion of theintergmnular

fracture investigation that has been conducted using· the methods described in Chapter Ill. The

following sections detail the inv~"tigations of grain boundary structure and energy, grain

boundary fracture of bi-crystals at atomistic level, intergranular fracture of bulkat' micr~scopic

level, and an integrated approach of intergranular .fracture of polycrystalline materials.

5.1. Grain Boundary, Surface Structure and Energy

5.1.1. Grain Boundarv Structure and Energy

The structure, energetics, and free volumes associated with different types of boundaries and

their statistical distribution within a .polycrystal are. expected to exerta dominant inl1uence on .

macroscopic material properties such as intergranular fracture, grain boundary sliding, boundary

migration, and grain boundary diffusion. Grain boundaries in pure metals represent irleal model

systems for the investigation of the strictly geometricalaspects of structure-property correlations

for the following three reasons [Wolf and Merkle 1992). First, one.avoids the complexity due to

the myriad of possible choices of materials combinations forrning the interface, thus enabling the,

researcher to focus on the different roles of the three distinct geometrical aspects of the ~"tructure.

Second, because grain boundaries are bulk interfaces, 'dimensional interface parameters (such as

the modulation wavelength in strained-layer superlattices, or the thickness of epitaxiallayers) do

not enter into the problem. Finally, grain boundary energy is thought to play a centml role in

various grain boundary properties, such as impurity segregation, grain boundary mobilityand

fracture among others. A better understanding of the correlation between the structure and energy

110
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of gmin boundaries therefore promises to offer insight into more complex structure-propetty

correlations as weIl. AIso, it represents a base line against which the effects of interfacial

chemistry can be probed.

Despite a variety of controlled bicrystal experiments performed to date, a systematic

experimental exploration of the special l: grain boundary with the five macroscopic and three

microscopic degree of freedoms has not been perforrned weil. Because of the relative ease with

which the macroscopic degree of freèdoms can be manipulated in the computer, an approach

utilizing the complementary capabilities of atomic-Ievel computer simulation and experiment

seems to be patticularly promising. However, while a comparison between experiments and
. ~ . .,\

modeling results in crucial test cases is absolutely essehtial, the main strengthof such simulations

lies in their ability to provide atomic-I~vel insights into structure-property correlations.·

It should also be noted tha!, since real bicrysta/ is produced at finite temperatures,entropic .

• and kinetic effects may also play a role in deterrnining the properties of bicrystals. At elevated

temperatures, the kinetics of all of these therrnally activated prcicesses becèmes sufficient1y rapid

that their contributions to the overall behavior of the tÎ1aterial are substantial. The common,
feature associated with all of these phenomena is therrnally activated motion in a reduced

coordination environment. Free volume 'provides a good measure of average grain boundary

coordination. It is therefore logical to correlate thekinetics of these therrnally activated

macroscopic material properties with the boundary free volume. Free volume is useful because

Ca) free volume is a potentially more readily m~~le quantitythan grain boundary energy,

and Ch) in sorne cases it provides a direct link between structure and properties, such as grain
~

•

boundary energy, grain boundary sliding, migration and fracture, etc.

Energy ·minimization was perforrned on the grain boundary structure model, using dynamic

borders, by applying the steepest descent relaxation metho~ \vith a constant stress at the borders..
Using the embedded-atom method potentials for Cu, Ni and AI, the correlations berween energy,

~1.ructure. and volume expansion for grain boundari.fs in Cu, Ni,· and Ni,Al have been

..



• 5. RESULTS AND DISCUSSION OF lNTERGRANULAR FRACTURE 112

•

•

investigated. An example of :E5 (001) twist grain boundary structure for Ni,AI is shown in

Figure 5.1 viewed from the <001> and <010> directions. This grain boundary structure is similar

to the grain boundary structure for Al in Figure 4.3, which was calculated using the pseudo

potential. The resultsof grain boundary energy and grain boundary free volume of 28 :E gmin

boundaries in Cu, Ni, and Ni,AI arelisted in Tables 5.1 and 5.2 for symmetric twist and tilt gmin

boundaries, respectively.

In these studies, it was found that both the grain boundary energy and free volume depend

. to a high degree on the grain boundaryplane. The energy·of (001) boundariesis more than t\vice

aS large as that of the (lll) boundaries. The grain boundary enecgy and .free volume are highly

interrelated. A general trend of increasing grain boundary energy with increasing grain boundary

expansion was observed. The :E3, (lll) twist and (110) 7053° tilt coherent twin boundaries have

zero expansion and zero grain boundary energy becausethose grain boundary configumtions are

identical to the perfect crystal. The results fr()m Table 5.1 and to 5.2 suggest that an imponant

role is played by the grain boundary plane. The interpretation of the large differences in the grain

boundary energy and free volume for different planes is essentially bl\l>-ed on Pauli's principle

"[Vip and Wolf 1989]. Although the density in the grain boundary regionhas decrelll>-ed due to

the volume expansion at the grain boundary, and thus the average distlmce between atoms has

increased, sorne atoms in a high defected environment are at. ~eparations closer than the

crystalline n~'t-neighbor distance. It appears that in any grain boundary unit cell there are

"regions of very poor match across the interface which:.cannot be sufficiently relaxed even when

the volume increases.

lt should he noted that for most of the bOlmdaries the experimentally obtained volume

expansions are about twice as large as the calculated ones. however, the volume expansion for .

the :E3 (Ill) twin boundary in copper [Wood et al. 1986) found by HREM was only about

O.OOl±O.004nm (0aja=O.0028 ±O.O11) which agrees very weil with the theoretically predieted

value.
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(a)

•

(b)
..~ .

•
Figure 5.1 The Structure of :E5 (001) twist grain boundary for Ni,AI

viewed from (a) <001> direction. and (h) <010> direction.

Ni - small baiL" AI - large balL...

..
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Table 5.1 Results of symmetric twist grain boundary for Cu, Ni, Ni)AI.

Eau is the grain boundiU'y energy;

oa!a., is the grain boundary free volume;

cr.... is the maximums ofctensile stress.

114
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Axis ~ Eau (erg(cm1 oa!a., crm.. COPa)

Cu .Ni. Ni3Al Cu Ni Ni3AI Cu . .Ni .Ni3AI.
100 5 .663.32 922.58 971.17 o.on 0.072 0.D78 12.31 17.25 16.86

100 13a 619.10 874.54 902.96 0.073 0.D75 0.074 12.65 17.87 17.49

100 17a 703.52 995.98 1012.55 0.084 0.086 0.083 I1.TI 16.73 16.61

110 3 937.93 1307.33 1350.92 0.063 0.061 0.061 Il.75 14.67 14.22

110 9 993.10 1396.73 1421.03 0.081 0.082 0.079 11.28 13.97 13.48

110 11 965.52 1343.54 1404.98 0.072 0.069 0.073 11.72 14.26 14.07

110 17b 1062.01 1482.41 1526.09 0.093 0.091 0.092 10.94. 13.62 13.19

110 19a 896.55 1252.98 1307.84 0.076 0.074 0.D78 12.41 15.34 14.87

III 3 0.0 0.0 0.0 0.0 0.0 0.0 17.84 26.46 26.15

III 7 285.43 402.73 419.46 0.030 0.033 0.032 15.61 23.31 22.26

III 13b 297.49 411.95 437.97 0.032 '0.031 0.034 14.24 22.43 21.14

III 19b 26533 3TI.94 381.27 0.025 0.028 0.024 16.09 24.27 23.88

."
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Table 5.2 Results of syrnrnetric tilt grain boundary for Cu, Ni, NiJAI.

Eou is the grain boundary energy;

ôa!a. is. the grain boundary free volume;

amu is the maximums of tensile stress.
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Axis ~ 8° Eou (erg/cm2
) ôa!a. am.. (GPa)

Cu Ni Ni3AI Cu Ni Ni3AI Cu Ni Ni3AI

100 5 36.87 846.44 1199.48 -1241.07 0.091 0.092 0.093 9.75 11.63 11.22

'roo 5 53.13 878.38 1225.79 1295.45 0.085 0.083 0.087 9.53 11.36 10.74

100 13a 22.62 818.18 1151.04 7798.04 0.064 0.066 0.066 10.27 12.41 11.75

100 13a 67.38 678.13 960.86 969.68 0.060 0.063 0.058 11.34 14.01 13.89

100 l7a 28.07 853.81 119332 1215.78 0.082 0.079 0.080 9.74 11.68 11.47

100 17a 61.93 834.15 1178.84 1205.23 0.080 0.081 0.079 1 ·9.83 11.84 11.59

110 3 70.53 0.0 0.0 0.0 0.0 0.0 0.0 17.72 2658 26.36

110 3 109.47 502.38 715.90 750.48 0.059 0.060 0.063 14.46 18.82 17.86

110 9 38.94 769.05 1078.91 1180.70 0.071 0.073 0.070 11.19 13.64 12.75

1I0 9 141.06 540.48 751.65 795.80 0.061 0.058 0.064 1352 17.25 16.69

1I0 11 50.48 642.26 907.64 924.01 0.064 0.065 0.062 12.42 1532 14.97

110 11 12952 280.95 401.05 420.95 0.043 0.045 0.044 16.03 22.35 2156
.

110 17b 86.63 497.62 692.22 71357 0.038 0.036 0.037 15.18 19.92 18.78

110 l7b 9337 538.10 748.21 78034 0.048 0.047 0.047 1434 1830 17.37

110 19a 26.53 766.65 1081.84 1102.21 0.072 0.074 0.071 11.13 .13.64 13.19

110 19a 153.47 63334 895.22 913.64 0.069 0.071 0.067 12.43 15.52 15.15
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lt should also be noted that for aIl boundaries in Cu, our calculated gmin boundary energies

and volume expansions are very close to the values predicted by Vip and Wolf [19891. Our

calculated gmin boundary energy for seveml boundaries in Ni and NiJAI agrees weil with the

values obtained by Chen et al. (1986] and BaSkes et al. [19891.

A linear relationship between gmin boundary energy and volume expansion was observed

for Cu, Ni and Ni3AI as shown in Figures 5.2(a), (h) and (c). lt should be noted that many

material properties correlate directly or inversely with the gmin boundary energy. A Iinear

relationship between the boundary energy and volume expansion suggests tlmt many grain.

boundary related material properties can be easily correlated with the average volume eXpansions.

of the boundaries constituting a polycrystal. A trend of increasing grain boundary" energy and free

volume with an increase in the interplanar period was observed. The gmin boundary energy and

.volume expansionas a function ofmisorientation showed sharp minima (or cusps) atthosevalues

• of misorientation angles which left the boundary iil purely symmetric configurations. These

results agree with the calculations made by Vip and Wolf (19891.

These results indicate tllat the agreemenf between our calculations and others is quile good

and again gives us confidence in the reliability of our gmin boundary model to make further

modeling and predication for our purposes.

Because the propensity of Ni3AI to intergranular fracture could be attributed to a low

cohesive energy of the grain boundaries, it is of interest to investigate the energetics of the gmin

boundary for this alloy. The cohesive energy represents the energy required to cleave the

boundary. It is therefore the surn of the surface energy of the two free surfaces tllat are created

minus the energy of the grain boundary which is cleaved when the intergranular fracture occurs

in the absence of plastic deforrnation (Equation 3.34). For the symmetric twist grain boundary,

the surfaces created have the sarne orientation as the gmin boundary plane. However, for the

symmetric tilt grain boundary; the surfaces created have a different orientation from the grain

• boundary plane. For Ni3AI alloy the surface energy depends on whether the exposed surface
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plane is the pure Ni plane, or pure AI plane, or the mixed composition plane which is Iisted III

Tables 3.4 and 3.5.
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5.1.2. Surface Energy

In this inve~;tigation, surface energies were calculated for only three principal fcc :;urfaces

(100), (110) and (lll) using the embedded-atom methodin Cu, Ni and Ni3AL Metal suffaces
, ' ,

have provided a convenient proving ground for the embedded atom method. Enough accurate

m~'1lrements are available for some fundamental propenies (for example, surface relaxations)

that close comparison to experiment is possible. The EAM is seen to be capable of describing

• metal surfaces adequately because the effective interatomic interactions are influenced by the

0'
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enviranment. The key here is the raIe of the many-body interactions incorporated in the mode!.

The surface energy and structure of the low-index surface (100), (110) and (III) of Cu, Ni

'llld Ni,Al were obtained. The calculations were performed by minimizing the total energy of

thick slabs with (100), (110) and (III) surfaces.

The results for the surface energies are presented in Table 5.3. ln general, the surface

energies are systematically lawer than the experimental results [Tysan and Miller 1977], thaugh

the ordering with respect ta face is correct. The errar in the absolute surface energy can be traced

back ta a neglect of theslape.af the background density experienced by the surface atams [Daw

19891.

From Table 5.2, for pure Cu and Ni, (Ill) surface haS the lowest surface energy and (110)

has the highest surface energy. For Ni,Al alloy, mixed (100) surface has the lawest surface

energy, (lll) has the second lowest, andpure Ni (110) has the rughest surface energy. According

• ta Walrs [19901 calculation the surface energies of ather surface planes are between th~ lawest

and highest; These surfac.e energies can be estimated frôin Figure 5.3.

5.1.3. Summary

TIle results of grain boundary energy and surfaceenergy indicate that the cahesive energy

of grain boundaries in Ni,AI alloy is not significantly differentfrom pure Ni, wruch implies that

the tendency ta intergranular fracture is not simply due ta poar cahêsion of the individual

boundaries. Similàr results have been obtained From calculations perfarrned by Chen et al. [1986]

and [Baskes et al. 1989]. Therefore, funher madeling;ànd calcùlatians are necessary ta seek the

main reasons of the brin1eness of Ni,Al and to imprave its fracture resisrance and toughnesS. ~

•
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Table 5.3 Experimental average surface energy [Tyson and

Miller 19771 and calculated surface energies of tluee principal

fcc surfaces for Cu, Ni and NilAI (EAM).

, .

y (ergs/cm-)

Materials (100) . (110) (III) Experimental

(avemge face)

Cu 1288.17 1307.81 1103.42· 1790

Ni 1795.97 1820.72 1573.26 ·2380

Pure Ni 1895.44 .1936.52

NilAI Pure Al 1821.76 ·1865.30 1§76.31 1
-

Mixed 1641.87 1743.04

.120

•

~ ~
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Figure 5.3 Suiface energy for surfaces with normals perpendicular to <110>.

tjr is the rotation angle about the pole axis.
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5.2. Intergr,lDular Frdcture at Atomistic Level

5.2.1. System Eguilibrium

121

•

The system equilibration was investigated by running molecular dynamics simulation at

room temperature in the absence of an applied load. The simulation extended to 4,000 time steps

inorder to bring the system'ta the equilibrium lattice constant at the specified targe! temperdture.

Because the atom velocities were initialized at random according ta the'desired temperarure, the

extra thermal energy of sorne atomsis converted into stress, which is communicated to the

borders and causes them to expand or contract. As a result, the atom velocities (temperature) and

border positions begin to ~scillate out of phase with each other in' time until ail atoms and
~.

borders reach equilibrium. Figure 5.4 illustrates the typica1 âpproach to the equilibrium cel1length
. .

in zdirection at room temperature without extemalstress applied during the equilibrium process.

The cell length in z direction versus time step curve takes the form of anexponential decay as

expected from the formulation of the model, and it was determined that 4,000 equilibration time

steps would be adequate for ail grain boundaries which were investigated in this project.

Stress-sttain simulations were conducted for each of the grain' boundaries at room

temperature using the molecular dynarnics technique. The runs were conducted on' two

dimensional periodic cells with extemal loads placed along the non-periodic direction (z-axis).

The load was applied by assigning extemal forces to the z-borders and the atomS inCrystals 1

and Il (Figure 3.5) and slowly increasing the force linearly with time.

The principal results of these dynarnics simulations are manifested in astress-strain-to

fracture curve for each run. An example of this output is also given in Figure 5.4 in which the

time dependent total length of the computation cell in z direction is plotted as a function of the

lime step number. Since the applied stress is ramping linearly with time, the plot contains ail the

,

information of a conventional engineering stress-strain curve and is easy to convert into a true-

• ~"tress v='Us true-strain curve. The statistical fluctuation seen:in the curves results from the fact
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that the system is still not large enough. However, as we can see from this curve. the statistical

noise does not make it difficult for us to determine the properties of bicrystal under thé applied

load. The elastic properties and fracture resistancè can easilybe estimated from the stress-strain

to-fracture curve.

24· ,--------,-----,---'-----,
MD Simulations

22 -

,

. No Extemal SJt:ess

External Stress Linear

.T=:300K

1000 2000 3000 4000 5000 ·6000
Time Stèp

..c 20...,
l>1l
C
(l)

...:l

- L8 -.-• (l)

u

16
0

Figure 5.4· Typical cel!length changes in :z; direction with or without extemal

.stress loaded during Molecular dynamics simulations at 300 K.
. -

•

As expected, following an initial period of 4,00Qsteps used for systemequilibration,in the

absence of exte~alstress. the cel! length cUrve proceeds in time to the point of fracture.. Because

at the beginning of the simulations, the cel! lengthchanges linearly with the time step, plots of

this.type were used to determine an average Young's modulus for each run, and to verify !hat the

basic operation of the simulation Was proceeding as expected.
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5.2.2 Verification of Young's Modulus

Important aspects of the verification of the simulation'sbasic operation are the relative

insensitivity of the overall results to· variations in the selected time step and force step

increments. Simulations were madt'_for the copper sample at 300 K, the force rate being halved

at constant step length, and the step length was halved at constant force rate. In each càse the

resulting value of the Young's modulus for the ceII was used for comparison and found to be

insensitive to the values selected for either parameter. As shown in Table 5.4, valuès of the'

modulus changed by only 5 OPa «4%) when the step length and force rate were modified. This

value is well within the.error caused by the statistical fluctuations in the stress and strain curves.

Table 5.4 Computation of Young's'Modulus with variation of

Force Rate and Time Step in Cu.

Time"Step Force Ramp Rate Modulus

(lO·seV/A3) (OPa)

2000 2.5 . ..... 134.16

2000 2.0,: - 133.65 .

3000 . 2.0' .' .. .

130.79

3000 1.5 127.94

Experimental value' .. 129.45

* Obtained from Snlith [1976]:

5.2.3. Evolution of Atomistic Image and Stress-Strain Curve

For the purpose of investigating intergranular embrittlement in pure metal and simple alloy,

the most important aspect of computer simulation is to guarantee a consistent occurrence of

• failure on the grain boundary. The cases which failed far away from the boundary are harder to
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imerpret because the grain boundary is the only defectfor bicrystal in pure metal and simple

alloy and there is no segregated impurity (such as B that could enhance grain boundary) e:tisting

in the system. This is also a way to verify the operation of simulation. In our investigation ail

cases of fracture inbicrystaI occuI' on the grain boundary. Figure·55 shows the stress-strain curve

for ~5 (120) symmetrical boundary in Ni~Alalloy. Figures 5.6(aHt) illustrate structure of the

grain boundary images of deformation and fracture behavior fér symmetric tilt ~5(210) Ni~Al

boundary. In the figures the small balls represent Ni and the large balls represent Al. Figures

5.6(a)-(t) correspond to the a-f status in Fig.5.s.

o
15 ,..,..~-------~---,

Ni3Al ~5 ( l20)

20

x - fracLure

.10

o~ --, --,
o

•

<:: (%)

•
Figure 5.5 Stress-straîn curve for 1::5 (120) symmetric boundary in Ni~AI alloy.

(a-f) corresponds with the image structure in Figure 5.6(a)-(f).
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•
Figure 5.6(a) The relaxed structure of :ES (120) symmetrical tilt grain boundary

in Ni3AL Ni - small balls; Al - large balls.

..
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•
Figure S.6(b) The dynamics structure of :ES (120) symmetrical tilt grain boundary

at '300 K without applied stress in Ni}Al.

Ni - small balls; Al - large balls.

0"
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•
Figure 5.6(c) The struCture image with elastic deformation for :E5 (120) symmetrical

tilt grain boundary in Ni}AL

(c) co~"'POnds to the statu.., in the Figure 55.

Ni - sma11 baiL.;; AI - large bail...

..
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Figure 5.6(d) Thestrueture image for ~5 (120) symmetrica1 tilt grain boundary in Ni,AL ..

(d) corresponds to the status in the Figure 55.

Ni - small balls; AI - large balls.
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•
Figure 5.6(e) The strucrure image with plastic deformation for ~5 (120) syrnmetrical

tilt grain boundary in Ni3AI.

(e) corr~l'onds t? the status in the Figure 5.5.

Ni - small balls; Al - large balls.

.'
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•

•
Figure 5.6(f) The structure image after fracture for ~5 (120) symmetrical

tilt grain boundary in Ni)Al.

(f) corresponds to the status in the Figure 5.5.

Ni - small balls; Al - large balls.

..
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As wecan see from Figure 5.5, at the beginnlng of the Slress-strd.in curve the stress

increases linearly with the strain, which means that at this stage onlyelastic deformation occurs

in the sample. Whcn the applied stress becomes much greater and is beyond the yield point of

materials, the stmin increases dramatically with only a small increase in applied stress until the

fmcture happens.

Figure 5.6(a) shows Ù1e reIaxed structure for :ES (I20)symmetric boundary in Ni3AI a1loy.

Il is easy to see that the basic crystal structure exists in the bulk and that a :E =5 CSL tilt

symmctric boundary structure repeats along the grain boundary plane. Thus, the grain boundary

~1ructures predicted by the steepest-descent energyminimization technique llsing the embedded~

atom method potential are very consistent with our previous calculations and others' predictions.

Figure 5.6(b) shows the dynamics structureimage of:E5 (120) symmetrical boundary in Ni3Al

alloya! 300K withollt extemal stress after a total of 4,000 time step:>. Compared with the relaxed

.• structure in Figure 5.6(a) it c1early indicates that the basic fcc c~"tal structure and :ES CSL tilt

synlmetric boundary stillexist. This means that Ù1e grain boundary structures predicted by our

moleclliar dynamics techniques ùsiD.g the SaIlle embedded-atom method potential aie a1so very, - .
consistent. The next graph (Figure 5.6(c)) shows the structure image with large elastic

deformation for :E5 (120) Symmetric boundary in Ni3AI alloy at 300K, which corresponds to

~1age (c) in Figure 5.5. There is no significant difference between this structure image and the

previous one. One notes only that the distance between àtoms along the direction perpendicular

to the grain boundary plane increases, and the basic fcc crystal structure and :ES CSL tilt

symmetric boundary still ~'tS.. Figure 5.6(d) shows the structure image at the beginning of

elastic pl~"tic deformation for :ES (120) symmetric boundary in Ni3AI alloy at 300K, which

corr~1'Onds to stage (d) in Figure 5.5. It is evident that the fracture occurs at the core of the

grain boundary. and Ù1at Ù1e basic fcc crystal structure,and CSL boundary structure disappear at

the grain boundary. The atomic structures looks disordered and a high level of deformation

• appears in the sample. Far away from the grain boundary plane one still can find the basic fcc
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crystal structure. The next graph (Figure 5.6(e)) shows the structure image with a llluch higher

plastic deformation for :ES (120) symmetric boundary in Ni.,AI alloy al 300K which corre.~ponds

to stage (e) in Figure 55. One can see that the sepamtion of the gmin boundary grows larger and

the alomic structure becomes more disordered. The final graph (Figure 5.6(t)) shows the stmclUre'

image when the fracture occurs for:E5 (120) symmetric boundary in Ni"Al alloy:ll 300K; which"

corresponds to stage (f) in Figure 55. When the fracture occurs the interaction between two bi

crysrals is zero. We identify the end orthe fracture when the interaction between two bi-eryst:th:

is zero. At this time., however, the strain increases.very "quickly with only a small incre:\l."e in

. applied stress. Because of this behavior of stress-strain il is not e<\l.")' to determine the ex:ICt stmin

at the fracture point; but the fracture stress can be estimated with sufficieill :Iccuincy. 111e

maxima of tensile stress for various CSL grain boundaries in Cu, Ni. and Ni)AI are list~'d in

Tables 5.1 and 5.2.

• 5.2.4. Stress-strain RelationshÎ!'-s for CSL Boundaries in Cu. Ni and Ni,A1

ln these cases where fracture occurs consistently at the grain boundary, the fractures for

different CSL grain boundaries generally behave similarly until the point where fracture happen....

ln ail cases observed, the Stress.~ curves of the grain boundaries are ne<trly identical. The

evolution of the atomistic configuration is also similar throughout the fracture process. Under the

influence of extemal stress, the bi-erystal sarnples elongate unifonnly in the matrix region with

a slightly different strain rate at the grain boundary plane. As a strain across the grain boundary

is increased, the restoring force is reduced and the grain boundary core sepamtes rapidly..

Depending upon the atomistic configuration of the fm;t few boundary planes, the separation may

occur in either a clean brittle fashion or one in which bands of rnaterial are drawn into the center

ITom either side. Figures 5.7(a), (h) and (c) show the calculated stress-~·train curve in Cu for

various CSL symmetric twist, <100> tilt and <110> tilt grain boundaries, r~-pectively. One can

• easily fmd, that the fracture stress varies for different CSL grain boundaries. For the l>-ymmetric
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twist boundaries in, Cu, the fracture stress of boundaries at <III > plane is much higher than

those at <100> and <II 1> planes. Among these high fracture stre.."-~ boundaries, the fracture streSs
:':--

of:E3 twinboundary at<lll> plane is the highest, while the fracture stre..~s of:E3 boundaryat

. <110> plane is much lower. :E 17b boundary at <110> plane has the lowest fmcture stre..~ of ull
, ' " -"' -"'

calculated symmetric twist boundaries in Cù.The fracture stre..~ (Fig;lre5.7Cb)) of the'<IOO>

symmettic tiltboi:md~e's in Cu àre lowcompared to the symmetric'twist boundarie..~.Bowever.

for the <110> symmetric tilt boùndaries in Cu thereare seveml gmin boundaries with much
, '

higher, fracture stresses. Thesegr.iLin boundaries are :E3(70.53"), :E 11(129.52°), :E 17b(86.63Q

),

.et~. The results also indicate that for tilt grain bounditries wiLi. thesfune :E .Vlllu~ and different

misorien~ti~n the fracture str~es mi totally di~erent~ Th~refore, the grài~ bo(mdury traclure ,
" -' ... . . ';.' ","

streSs dependsori the type and structure of'grain boundary, i.e.., lhe boundary piane and

misorientation described: àt l~~t,by thè crystall~graphic and geometriC<1.1 pammete~. ..
. . . . - , . ".

.,
...;')( - fracLure
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Figure 5.7(c) Stress-straincurves for various <11.0> symmeLrictil! grain boundaries.in Cu.
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We have conductedthe same kind of modeling test for the same grain boundaries in pure

Ni metal and NiJAI alloy and obtained similar results. The stress-str.lÏn curves for symmetric

twist boundaries, <[00>, and <110> symmetric tilt boundari~ in Ni and Ni3AI areshown in

Figures 5.8(a)-(c) and 5.9(a)-(c), respectively. -rhe fracture stresses for various CSL grain

boundaries in Ni and Ni3AI are also listed in Tables 5.1 and 5.2. One may note the fluctuation

in ail stress-strain curves. Sorne noises are small while sorne are qùite large. These fluctuations

seen in the curves result from two fucts: (i) the system size and shape, especially the. width of. ~.

specimen; (ii) the thermal vibration of particles. Ùl our modeling the fluctuation has been

minimized throllgh the use of relative large systems and the calculation of true temperàture at

each ~1ep. Even with these efforts the noiseis still be observed beeause the thermal vibration of

particles cannot vanish in the moleculàr dynamics modeling. The noise wiiI he much greater

when the temperature' is high.· Another reason is 'that the system may still not be large eno~gh

• to eliminate the size effects [pontikis 1988]. However,compared with the same kind of fracture

dynamics modeling by Smith and Was [1989], our noise is 10-20 times lower. Thecurves in

Simth's and Was;s calculations must be plotted separately rather than. in theformof a true-stress
. . .

versus true-strain curve; because. the statiStical fluctuation of each quanüty in lime makes the

èomposite 0"-& curve extremely difficult to read. Smith and Was also thought that the statistical
. .

noise seen in their curves resulted from the low number of atoms in the system(256 atoms).. '.

The. results ofstress-strain relationship and fracture stress indicate that the fracture behavior

of various CSL grain boundaries in Ni3AI alloy is not significantly different from those in pure
-,' '-

Ni metaI. That implies that the tendency to}ntergranular fracture in Ni3AI alloy is not due merely

to poor fracture r~'istance of the grain boundaries.

As expected, a linear relationship between the fracture stress and grain boundary. energy was

found in Cu, Ni and Ni3AI as shown in Figures 5.IO(a), (h) and (c).; respectively. Because rnany

material propenies correlate direetly or inversely with grain boundary energy, a linear relationship

• between the fracture stress and boundary energy suggests that this relationship can be extended

."
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5.2.4. Anisotropie Fracture Behavior for Perfect Crvstals
- - .. ' ,

. ln order to .see anisotropie fracture behavior, the tenSiletest has been simulateà for perfect. .
cl)'stals (:E 1) at three principal axes in Cu, Ni and Ni3Al. Table 55 shows the maximuma of

lensile stress andsirain at three principal axes in Cu, ~i and Ni3Al. The resultsindicate thlit the

fracture behavior in these materials isanisotropic, the <llO> axis has the highest.fracture

resb1ance and the < III> axis has the, lowest fracture stress.: ·These resultS are supported by
: . . "'_;': .~,':' /<>,:; .

~-urface energy calculations. .

'.

5.2.5. Summary

The intergranular fracture behavior has been inve&igiit~dat the atorci:;tivlcv~l for various
//' ",".<.' \'-.,

..

".
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twist and tilt CSL gmin boundaries in Cu. Ni aild Ni)Al. using the molecular dynanùcs method.

nIe fmcture resistanèe V'dries for different grain boundary structures. For- lIle symmetric twist

boundaries the fl'dcture stress of boundaries at <111 > plane is much higher than those at < 100>

and < 110> planes. Among these high fracture stress boundaries the fracture stress of :E3 twin

boundary at <111> plane bahe highest. while the frdcture ~ress of :E3 boundary at < 110> plane .

is much lower. :E 17b boundary at <110> plane has tIle lowest frdcture stress orail calculated

l>)'lllmetric twist boundaries. A linear relationship between tIle fracture l>tress and grain boundary

energy has been found. The fel>'lIlts of stress·strain relationship and fracture stress indicate .that

the fracture behavior ofvarlous CSL grain boimdaries in Ni)Al alloyisnot significantly different

from that in pure Ni metal. This implies tIlat the tendency to intergranular fracture in Ni)AI alloy

is not due mere\y to poor fracture resistance of tIle grain boundaries.

_e 1àble55 Maximums of ten::.ile stress and'strain for perfect crystalsat three principal axes

for Cu. Ni ànd Ni)AI.

<100> <110> <Ill>

a lllU (GPa) e.... (%) am.. (GPa) e....(%) a lllU (GPa) EIllU (%)

Cu 18.30 42.10 18.47 42.53 18.15 42.79

Ni 26.78 39.93 26.83 40.11 2652 4053

Ni)Al 26.74 38.16 26.95 3832 26:48 38.78

•

5.3. Comparison of Predictions with Bicrystal Experiments

The dependence of grain boundary Slructureon intergranular fracture has .been studied by

many resean:hers l1l>ing bicrystals of normally brittle materials such as refraetory metals and\~

diamond cubic materials [Lim and Watanabe 1990). Much careful eXperimental work on the

effect of boundary type and misorientation on intergranular fracture stress has been performed

.. -
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in the 1m.1 decade. using bicrystal specimens with wel1-chamcterized grain boundaries IWat:umbe

19931. For examples. Kurishita et al. [1989] measured the fulctnre stre.."-~ of molybdellUm'

bicrystals with <100>. < 110> tilt and' < 110> twist boundaries. while Sato et al. [1989] studied

· silicon bicrystals containing a <Ill> twist boundary of differentnùsorientdtions- Forsemi-brinle

and normal1y ductile materials Sllch as h.c.p. and f.c.c. metals. the dependence of boundary

misorientation on fracture stress has also been studied using Iiquid metal embrittlemelll

techniques. Notable studièS in this ~-pect include work on: < lOï 0> tilt and twist bicrystals'of

zinc embrittled by Iiquidgallium [Watanabe et al. 1984]. <110> tilt aluminium bicrystals .

· embrittled by liquid Sn-Zn [O~'Uki and Mizuno 1986]. and the work on the crack eXtension torce

for intergranul~ fracture of <110> tilt aluminium bicIy:.1als embrittled by Iiquid Hg-Ga [Kargol

and Albright 1977].

From th~-e studies. Um and Watanabe [1990] have madeseveml conclusions. First. th~

• fracture stress or crack extension force of coincidènce boundaries (including :E I/Iow-angle

• boundaries) isabout 2. - 18 rimes higher than that ofhigh energy random boundary on bicIy:.1als

of metalsand alloys in different environments. Second. even though the reported fracture st~

is found to vary somewhat from one boundary rype to another. it is inte~1ing to note that the

ratio of the fracture stress of coincidenceboundaries to that .of random ones (al:! aR) increases

with decreasing :E values. irrespective of test conditions and materials. Lower .:E' coincidence _

boundaries have higher fracture stress. Third. the IiDÙtedexperimental data have' indicated a

lower a:!:/aR for twi~1 than for tilt boundaries. This.".howe~er. coul?be attnbuted .to a much; ...·:

higher a R for ~1 boundaries. as indicated bythe ~'Ults of Kurishita et al. [1983]. These"?":,i,.j
, '." - " .,.: .. "

',' '7':'~i~';.',~

results a1sO indicated that the fracture stress for high puriry molybdenum bici)'stal..; is high ara'

DÙsorientation angle sma11er than 100 and that corresponding to :E 3 coincidence orientation. but

much lower than that for low purity bicrystals at aDÙSOrientation angle between20° to 50~. The

• ~"t bicry:.1als showed more significant DÙSOrientation effect on the fracture stress. but material
. ,.- '" ";.

• purity was observed to have little effect The difference in misorientation effect, particularly

."
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•

•

conceming the effect of material purity may suggest that the effect of segregation of impurities

on fmcture str~~.,s may be significant only for the tilt boundaries, probably because they can

accommodate impurities more effectively than twist boundaries, as already reported by Watanabe

et al. [1980J. It is important to note that the intergranular fl'"dcture stress depends. to a high degree

on the type and misorientation of grain boundary, and that il can also be affected by material

puritY through the effect of grain boundary segregation. This may be. one of the sources of

extrinsic intergranular b~ttleness often· observed.. It should be noted that lowenergy boundaries

such as low angle and low :E coincidence bolindaries are not good sites for segregation. These

boundaries, therefore, are insensitive to material purity, irrespective oftheir type, Le., tilt or twist.

Polycrystal may contain different types of grain bou;'\daries with different frequencies and

geometrical configurations. Structure-dependent intergranular fracture in polycrystalline materiarS

hasbeen observed and weIl documented. High energy random boundaries are preferentialsites·

for cmck nucleation and propagation; but low energy boundaries such as 1::3 ~ould not break
. '.' . '. ,..... "

even under maximum tensile stress condition.

Figure 5.11 shows the experimental results of srack extension force for symmetric.<: LLO> ...

tilt boundaries in pure alurninum embrittled by Hg-3.atpct Ga [Kargol and Albright 19771. Lt is

noted that near the angles at which crack extension force p~ks are found, there are high stability

boundaries of O· and 180· Oow angle ±1 boundaries), and 70· and ·130· (corresponding to·
- . . ., ,

(1111 :E3 and (1131 :E II twin boundaries, respectively). Atthese misorientations the grain

boundary ene.gy is also high .[Hasson et al. 1972). This'indicates that grain boundary energy .. \::"" .' '. ".' ", . '

plays a role in determining the cracking susceptibility of grain bound!!rles. This figure verifies
. . - , :...~;('-

thatintergranular fracture has a strong dependence on grain boundary type ànd misorientation..

Figure 5.12(a) and (h) show. our. calculations of fT'dcture stress in Cu as a function of
. ' . p.. .' .

misorientation for symmetric twist <:LOO>,<:110> and <:111,c/boundaries, and;.symmetric tilt
" ' " ,~.', )'J', -, '

<:100> and <:110> boundaries, ~l'eetively.. For symmetric::<ILL> twist br;iindaries, ahigh
1

fracture ~;stance predieted theoretica1ly was found at an angle near 60·whichcorresponds to
~ " ' "-~'.

"~\,
-..;;.

. .'
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...... ,-

(Ill} !:3 twin boundary. The grain boundary energy for this particular bvundary~s also much

lower, shown in Table 5.1. However, there are no other boundaries with high fr.acture stre..~s- ,

found among <100> and < II0> twist boundaries, with the exceptionoflow angl~.!: 1 boundaries.

These results aie also supported by grdin boundary energy calculation, shown 'in' Table 5,1.
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Figure Sel 1 Crack extension force ,of symmetric '" Il0> tilt bouricÎaries for püre "

aluminum embrittled by Hg-3 at. pctGa[KargoFand Albright 1977].~
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\\

\~

•

Compal'ed to Figure 5.11 for symmetric -<110> tilt boundarie~, the high èmèk prop~gati\)n

re:,;stance predicted theoretically was aise found to persist experimentally overa widerrange ôf

tilt angles nearthese two (70° ,and 130° tilt angles) high rèsistance·boundaries.Àt: th~
misorientations the grain boundaries correspondto (Ill} !:3 and (113} :E 1!twill boulldaries:

respectively. Because ofthe particularly high stability of bounda:ries withtiltangleS of-700' and
. ".;, .~ '"

130°, it may be that grain boundaries with orientations near, these tiltangies'; àdjusttheir,

structures from an ideally planar structure so that their grain boundary energies are. Iower. The
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,suggc~:lion of high boundary stabilitypcrsistènce is supported by.our calculatcd variation in gmin

boundary energy with tilt I~isorientation angle,shown in Table 5.2. Our calculated resuhs also

indicate that the curve shape of our calculated variation in fractun.: stress for tilt <110>

boundaries with a tilt angle is very similar to the experimental resuhs, shown in.Figurc?l.l, even

though different materials are used. There are also no other boundaries with high fmcture stress

found among tilt <100> boundaries except for lowangle :E 1 boundaries which are also

supported by gmin boundary energy calculaticln, shown in Table 5.2.

It MIS. concluded form our calculations that the embrittlement susceptibility variations of the

gmin boundaries were' controlled by grain boundary fracture stress variations. The. crack

propagation resistance of a gmin boundary was shown to be related qualitatively (1inearly) to its

grain boundary energy.

Similar results were obtainedfor Ni meral and Ni3A.I alloy, as shown in Figure 5.a,and

• 5.14. Figures 5.13(a) and (h) show the calculated fracture stress in Ni as a function of

misorientation for symmétric twist <100>, <110> and <Ill> boundaries, and syminetric tilt

<100> and <[10> boundaries, respectivelY. Figures 5.14(a) and (h) show calculatéd fracture stress

in Ni3Al as a functionof misorientation for syrnrnetric twist <100>, <110> and <Ill>

boundaries, and syrnrnetric tilt <100> and<llO> boundaries;respectively. A grain boundary with

"high fracture resistance was found at a' twist angle near 60° for syrnrnetric twist <Il i> "i
.' A

boundaries which corresponds to {Ill} :E3 twin boundary, anrl two other grain boundaries wip:(' ,
. . ~ ::;:::..--.

lùgh fracture stfC:>'S were also found near70° and 130° tilt angles which correspond to {Ill}

:E3 and {lI3} :E Il tWin boundaries, respective1y. These results indicate that the fracture stress
~,

•

of grain boundaries in Ni3AI alloy is not sigfÙficantly different from that for pure Ni. Similar

results and conclusions have been :obtained from calculations performed by other researchers

~ [Baskes et al. 1989, Chen et al. 1986]. The reasons may be,that because Ni3AI alloy has the same

cubic structure (eithêr intrinsically or through alloying) and a sufficient number of slip systems

for genemlized deformations as Cu and Ni metals. However. transgranular fracture in Ni3AI
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polycrystalline materials is observed at very low strdins. These re..~ults suggesnliai the tendene)'

to intergranular fnIcture is notdue merely to the poor t'facture resistance' orthe gl1l1ù bOllndaries.

One must consider the overall grain bOllndary characler distribution in·polycryslals.~. becullse
, . ,"' . '.

different grainboundariesmay promoledifferent transmissions of s!ip ac;oss grain boundllries,

by inducing ù'le formation of a'local region wilh different compositionlll disorder.

Using polycrystalline sl'eci~ens with characterized gmin bOllndarie..~, lhe effecls of boundary
-' ". . '.",\

1: on intergranular fracture in metallic orcèramic materials andin Ni~Al intermetallic compounds .

. have been irivestigated by several researchers [Wataüabe 1983, Hanada et llL1986, Lin 'fut9 Pope"
-' .,.:.... '-::::;::-.;,:;':

19931. Ilhas. beenshoWn that Iqw-angle bouridaries.:md 10w.:1: c,oincidenc~ boul1daries are

resistant to intergranular fracture while=..Kigh-angle rnriôom,boundaries easily fui!: irrespective of
. . -,.. . . . -

matelials, test conditions and envi~nnient:Fillther works[Lim and Raj 1984, Don.lllid Majumdar
'. ~. . ." . . .. ' , .

19861 have shown tha!' the propensity. 6f fracture aecreases with deéreasing 1: valùe for
.'

coincidence boundaries.

Summarv

The above results confum that sirnilar structure effects. on intergranular fracture as observed on

bicrystals are also found in polycrystals, wlûch strongly. indicates thàt the'structurdl effect 011. . - .

intergranular fracture is great enough not to",'be maSked by the different stress conditions

experienced by the ~ous grain boundaries in the pOlycrystals. E~en though there h~ been no
, -

theoretical prediction for the upper lirnit of. 1: belo,,!,. wlùch a coincidence boundary may Ilot .

"exlùbit special mechanical behavior, judging iTom the expen.'1lental work reponed in the

literature, il is likely that the.upper limit of 1: may take à value of approximately 29, although

the actual value may depend on the material composition, microstructure, t~'t conditions and

environment.

As regards mierostructural processes of fracture in polycrystalline materials, it has beell

shown that the occurrence of a fracture in a typically intergranular manner or a combined
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illlergranular and trdllSgmnular manner depends, to a large degree, on the type of gmin boundary
'.

in front of the propagating crdck. When the main cmck contiÏÏ.ùes to propagate on weak rdlldom

.boundaries, a typical intergrdllular fracture occurs resulting in the 10ss of ductility,and brittleness

of the polycrystal. The effeet of grain boundary c:haracter distribution on .intl\l'g~larfracture.
- . '\ .\

of brittle polycrystalline materials will be discussed next in the' microscoplc ~ociel:~Jsing the

information' of fracture stress: and grain' boundary energy for various low L: coincidence

boundarics which have been shown in Tables 5.1 and 5.2.

5.4. IntergranuIar Frdcrure at the Microscopic Level
", .

Intergranular fracture controUn polyerystaUine metals hasinvolved the control of grain size .

Îll the Ilm mnge, grain shape and the formation of low-energy boundarie,>, for example, by .

obtaining a ~irong ~referred g~in orientation:--In this sectio~, crack path, crac~arrest dist~ce and .

fmcture toughness 'in polycrystalline materials will be inveStigated for different fractions of low- .
"

energy gmin boundaries, gmin boûnd~ry fracture resistance...orientation ofgrain boundary plane
. . --~-~ ': ':' .

and grain shape. As a result of studles of structuJ:e on interg=ular fracture correlation,jt has. .

"become possible to toughen brittle materials by grain boundâry' deSign and control. .

5.4.1. Effeet of Percentage of Low-energy Grain Boundaries on lntergrdllular Fracture
.

Examples of the propagation of a crack through a polycrystalline microstructure with

.. different fractions of low-energy grain boundaries in ~. random orientation distribution of grain

boundary planes are shown in Figure 5.15. In this case a sniaIl pre-cmck was nucleated at the= . - - .
triple point i~ the bottom of the sample microstructure prior to straining the sample. This was

necessarysince prior to the development of the~rack, the samplè was elastically homogeneous.

The crack begins by propagating a10ng the low cohesion graiJl boundary network until it reaches

a point where the grain boundary becomes too strong to be broken by the applied stress. At this

point, the driving force for crack propagation a10ng the grain boundary network is greatly

..
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reduced, and the cmck is arrested. Since gmin boundaries are weak compared with the interior

of the gmin, the ~1ress field of the crdck nucleates a new cmck at the site along the grain

bOllndary. This ligure demonstrdtes only one cmck propagation until it is arr~'ted.

The resliit also shows th:ifihe crdck arrest distancedecreases dmmatically with an increase

in the low-energy gr4.i;;·b.9undaries. Since the V"dilles of the crdck arrest distance and other

fmcture pammeters are highly dependent on the details of the miërostructure in the vicinity of

the pre-erack, they are calculated byusing SO different initial random seeds for· the random

orientation distribution of grain bouridary planes. Figure 5.16 shows the norrnalized crack arrest

distance required to blunt 99% of aU propagating cmck, as a functi~:m of the low-ènergy grain
-.' .' ", . ~

bOllndary fraction. As shown in this figure, by increasing the fraction oflow-energy grain .. - '\, - .\

boundaricsby only 10%, the crack lengih can be reduced considerably. The specimen hasa-C;

random orientation distributicm of grainboundary planes. 'The effectofthe fracture resistance of .

• a low-energy grain boundary can also be seen in Figure 5:16. lncreasing the fracture resistance

of titis type of grain- bOUildarycan àlso reduce the crack a.rreSt distance. The higher the fràcture

resist'.mce of low-energy grain boundary, the less low-energy grain bound;mes are required to

arrest the crack propagating within a certàin distance. Fora low fracture resistance boundary, the

crdck propagation cannot bearrested within the critical distance even if there is a high perceniage

of these grain boUlldarieS. This critiCàllength defmeS a linùt beyond which crack would continue

to propagate to the point of component failure, even in the absence of either active grain
:

.'

boundary paths or à corrosiveenvironment [Aust 199~., PaIUlllbo et aL 1991 J. ln our case, if we '

define a distance i:lffive grain diameters as the critiCàl length and assUllle that more than 25%

of gmin boundaries are of low-energy with the· high~'t fracture resîstance, the cracks forrned

itùtially cannot propagate further. that (WO grain diameters because oftoo few random boundaries

and a high ductility of poly~1allinematerial. This r~'Ult is in agreement with experimental and

theoretiCàl data presented by Watanabe [1993].

The influence of the low-energy grain boundary fraction. and the fracture resistance of a

..
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Figure 5.16 Normalized crack arrest distance (l./do) as a function of the fulction of low-energy

grain boundaries fL for different grain boundary fracture resistances crcool cr n' The specimen

• tlas a random orientation distribution of grain boundary planes, The random grain boundary

fracture resü;tance is crR=O,O1crB' Here cr n is the fracture resistance of a perfect bulk crystal.
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Figure 5.17 Fracture toughness'G/'l}ref of the sp~cimenasa function ofthe fraction of low-
.

energy grain boundaries fL for differént grain bound~ energies rLS (~05y •.,/Y.J. The

specimen has a random orientation distribution of grain boundary planes. The random grain

bounâary energy is yR=O.99*2y•. Here Y. is the average surface energy of an exposed grain

boundary plane.
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low-energy grain boundari on tlle frdctureloughne.."-~ of the specimèn 'which Imsarandom

orientation' distribution of gmin'bound<iryplane..~,is' shO\vnin Figure 5.17. Increa.~ing the'Jo\\'- '
'~ .

energy grdin boundaries: can increase the, fracture ,tougli.ness ofbriùle ll1ateÎîals. The, brinle

ll1aterià1scan also be toughened, by enhancing the fracture resistance of low,energy grain

boundaries.

These results suggest the, importance of grain boundary de..~ign ~ndcontr~rlhrotigh' material

processing, whereby a considerable decrease in iniergranular cradk propagation distance mayb;:
;-'" ~

achieved through moderate indreases of t1iefraètion oflo~v-energi grain·boiuidaries 'witlihigh

fracture resisrance in the grain boundary characterdistributionOf.britMpolYCrystàl1in~·ll1:Ùe~;;ls.
, , ""~~""

5.4.2. Effect of Orientation Distribution of Grain Bouhdarv Plane..~: onlnten;anular.Frnclilre

, The orientation distribution of grai~ boundary planeS also, has ari important role in
.~. ,' .

controIling' intergranular fracture ,ofpolyèr)lstalline materials. Suppo~"elhere are 70% of low-
~-. ' . "." "

energy grain boundaries and the grain boul)darj:fracture resistance ofthe sample is oaollJû":OAO.
, ,

If these low-energy grain boundari~ wellalignedalongthe extcmalstress direction, the crack'
, , .

path caneasily propàgate through the sample,without beingarrested, as shown iilFigure 5.l8(a).,

If they a1ign perpendicularly tothe~extemal stress' direction, however, the crack propagation will'

be arrestedat a veryearly stage, as shown in Figure 5.L8(d).'

Figures 5.19 and 5.20 show the' influence of the orientation distribution of grainboUndary. ". ' .

planes on crack arrest distance and fracture toughness.. :rhe resultsindicate that ~tte~ design and.

control in the orientation distribution of gî-ain bOundary planes can reduce crack propagation

, distance and enhance the toughness ofbrittle polycryStà1line-materials according totilestreSs field

in work environmeni.
... '

However, the orientation distribution ofgrain boundary planes is very difficûlt to design and .

control during processing. There are no effective techniques, and therefore people usually try to

increase the fraction of the low-energy grain boundary with high fracture resistance in order to

\ ....
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Figure S.lS Examples of crack paths and crack arrest in materials for v'drious fractions of.,

low-enèrgy grain bounclàries fLOt. The specimen has an orientation distribution of. .'
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Figure 5.19 Nonnalized crack a.-rest distance (LIdo) as a'function of the fraction oflow-energy

grain boundaries fLOI for various fractions of low-energy grain boundaries fL• The.specimen .

has an orientation distribution of grain béundary planes. The grain boundary fi:aclure

resi..~ance is 0rnJ0,,=OAO and the randomgrain boundary fracture resistance is 0R=O:OJ oU'

Here 0" is the fracture resistance of a perfect bulk ~"tal.
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specinlen has an orièntation distribution of gmin boundary planes. The gmin bouridary ;'

energy is rI.., (=O.5y .JY,)=0.40 and the random~i~diil boundary energy is yR=0.99*2y,.
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, • Here Y, is the avemge surface energy of an exposed gmin boundary plane.

..



• 5. RESULTS AND DISCUSSION OF INTERGRANULAR FRACTURE 162

•

•

improve fracture toughness of brittle materials. The above resuIts also show that. Ùierè is no grcat

difference between rèducing the crack propagation distance and improving the toughne.o<s ofbrittlc

materials if the low-energy grain boundary fraction is more than 40%. This memis that 40% of

the average Iow-energy grain boundaries would be enough ta obtainmaximum imprOVCrllCIlt of

intergranular fracture performance.

A discussion of the design and control of the orientation distribùtion of "grain boundiu)'

planes may give-us indications of how ta use various new techniques. of material proce.o<sing. to

enhance the intergranular fracture perf<Îrmance of brittle polycrysta11ine materiak

5.4.3. Effect of Grain Shape on intergranular Fracture

Grain shape is an impor;ant factor affecting the intergranular fracture behavior- of brittlc
- .' . " . "0. ." ..

materials. Unidirectional solidification byzone-melting can~he used tomodify the grain. shape

and drastically improve the ductility of polycrystalline Ni~AI without addition of boroil orany

ot!ler third element [Hiffi!lo 1990]. The obse~ed imp~verr;ént in ductÜityofNi~AI polycrystal
.. ... . -~

"
is due to an increase of fraction of low-energy grainboundaries and th~ grain shàpe changes.

Figure 5.21 shows examples of crack paths and~rackarrCl>1: in "matèrials withvarià"us grain
,', - -..;

shape. The more grainbotindaries are aligned along the ex~emal stress direction; the longer the
. !j --

crack propagation distance and tougher the sarnple. lfmore grainboundaries ::te aligned

perpendicularlyto the extemal stress, thesarnple becomes brlttle and the crack p.ath canea.~i1y

propagate thrclUgh the sarnple. _,

Figures 5.22 and 5.23'show the normalized crack arrest distance and fracture toughnessof
- .. , -. .-~

the specini.en as a function of the grain shape factor. The results indicale tluit an i~crea.~e ;;r-the

gram shape factor increases the crack arrest' distance and:decreases the fmctùre toughness..For

grain boundaries with low fracture resistance, the design and- control of"grain shape ~'eems tobe
.. /

an effective way to decrease the crack propagation distance and to enhance the' fracture toug111le.~s

(as shown in Figure 5.23).
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Figure 5.22 Nonnalized crack arrest distance ([;/u.1 as a function' of the.grain shape factor f~,

for different grain ,boundary fracture resistances aGu/aB' The specimen has a random

orientation distribution ofgrain boundary. planes. The fraction of low·energy grain

boundaries is fL=0.40 andthé random grain boundary fracture resistance is aR=O.OI au':;; - '-,-

Here aB is the fracture resistance of a perfect bulk crystal.
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Figure 5.23 Fracture loughness 'tJl'9ref of the specimen as a;fulction of the grain' shape factbr

f~. for different grain boundary energies rLS (=O.5y.';y,J. TIle spécimen has a random

orientation distribution of grain boundary planes. The fraction of low-energy grain

boundaries is fL=0.40 and the random grain boundary energy isy._=0.99*2ys'
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'Here Ys is the average surface energy of an exposed grain boundary plane.
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5.5. Integrdted Approach ta Intergrdnular Frdcture

As we have already seen, ail simulated intergmnular fmctures are, in general, colltroÙed by

the gmin boundary chamcter distribution which inc1udes gmin boundary structure and energy,

orientation distribution of gmin boundaries, microstructure ofpolycrystalline·materials, and grain
. .' " - --

shape and size. This project concentmtes' on one simple.case: 'intergmnular 'fracture' :it ,Iow

tempemtures caused by the intrinsic weakness of gràin' boundaries. ,We thereby avoid

comple~it!es of segregation of forcing atoms at thé gmin boundaries and make it possible to

reveal the purely structuml relations. Since we have already simulated the intergmnular'fmcture
, ' ,

behavior at both the atomistic and microscopic 'Ievels in this section, we are now integm',ingthé
- . . ,,\. - . . ",',:...',. .~. ',,' -.-

information at b0tJ::~ievels to study the intergranular cmck propaga~ionin .bri~le,NhAlnmterials.,

For comparison \Vith the experimental fesuhs, ihree-, material prcicesses:, annealing, stmin
. . - -.

".' .~

annealing,; and unidirectional solidification, are investigated so that the intergmnular fracture in. ~. - . - ,

the brittle polycrystalline materials may be controlled by design the.gmin boundary ch;mcter

distribution. -\ ',' , , ,~ '
l.~

,~
~,

.'

•

5.5.1. lntergranular fracture in annealed Ni;AI ,
, ,,' ',', .~

, The distribution ofgrain boundarytypes along ï.ntergranular cracks in annealed Ni)Aî~was

~ analyzed using :Evalue and general grain boundary concepts, and compared to the grain,

boundary chamcter distribution in me bulk, usin~ statistically sig~ficant sarnple sizes [Lin ànd

Pope:1993]. Melt-spUn NhAI ribbons (75.0 at.% Ni, 24.8 at.% al and 0.2 at.% Ta,ab~ut 15mm

x 3mm x 201J.m) were ùsed ~ specimens; Th~é ribbons were first annealedat 1200·C for lh

in a 10,6 torr vacuum to ~lIow individual grai'~s to grow through the thickness of the ribbons;:
" . . " , "~

thereby' making the surface structure chamcteristic of that of~lje bulk. 80th surfaces of the
.:,,',' "d' ,

annealed ribbons. \Vere then mechanically polished to, remove-the alumina/spinel scale using
- y

standard metallographic polishing procedures. A secondanneal was taken at the same conditions

....:;:

:
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with a gr.tphite oxygen-getter, which reveals grdin boundaries through thermal etching. Bending

tests wcre performed to examine the types of crdcks boundaries. Calculations were made by our

microstructural model using the grdin boundary fracture'resistance from the atomic-model,

microstructure l'rom the Monte Carlo simulation, grdin boundary distribution from experimental

data, with rdndom orientation distribution of grain boundary planes andassumiilg equia:-:ial grdinc

100

0 GCIW1'al GR (Expcrimental) i:i,

80 -IJ.! Cracked GB (Experimental) ~z
&%

Iiill Cracked GH(CatcutaLion) ~
;,;

--- %~, &
.......- 60 - %&

%
:~

%, Cl'

'"'- 40 -,
~ %-...... %0-. ,~

20 %
:..-~ -- % ,

'"- %

%

a

•

,

Figure 5.24 The distribution ofgrain boundary types by ~ values for cracked gra!n

boundaries observed by experiment and calculated using ,our models compared with the
.' - . ~ .- //::;-. '

general population of grain boundaries in Ni)AI. '/ 0'

::!~

Figure-5.24 shows the distribution of grain bound~ .types by'~ vaIues'for crdcked grain

boundaries observed by experiIient and calcuÏated::ùsing our models compared with the generdl

• population of grain boundaries in Ni)AI. This grdph indicates that our calculation of intergranular
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crack propagation agrees very well with experimental reslllts.

16~

•

.
Both calculation andexperimental reslllts found tha! low angle, ,:E 1 bOllndaries and

, '

syinmetrical :E3 t.win bOllndaries are particlliarly st.rong; low :E, high ,mgle bOllndaries, are nOl,
o ", ," • ""

so strong; high:E, high angle bOllndarles (random bOllndarles) are weak. This means tlmtthe

strengtli of a polycrystallineaggregatewith weak grain boundaries ~n be inèrêased by increasing

the fraction of. 1: 1 and synmletricaI- :E 3 twin bOWldaries, and poSsibly other special bOllndaries

such as synmletrical :E II twin bOllndaries; whicharenot snfficiently nllmeromno be idelllitied
. . ~ '.

, in the experimental study,

5.5.2. Intergranular fractuiè in strain ànnealed Ni,AI

,The grain boundary characterdistriblltions in cast, recrystal1ized and strain annealed Ni,AI' '

alloys with a compositJonof Ni-23AI wère exronined to clarify therelation betweel~ dllCtiiity ;llld

the grain boundary characterdistributic:ms in Ni,AI (Chiba et al. 1994]~ A bullon ingot of Ni-23AI-- - ,'"'
, -' . ..... .;. -" . ',.: ' - "': ,"'::' ;

alloy was prepared by art· ,.Iêlting to attain chemical homogeneity on li water-:eoàledcopper
. ~. .

hearth in aIJ:'âigè~ gas atmosphere at a pr~ure of approximately 93kPa; The specirn~ns were
.'-- .~, . .

then cold-forged,'encapsulatedin a vacuum of 1O')Pa with a ~llonge Zr getter, ,md amlealed al
.' . - - - - "-=-' .

1323 K for 1728ks for homogenization and recrystal1ization. Strain annealing was repeatedly
~ .'. '

çonducted three times in a vacuum of 1O')Pa at 13'23K Jor 864ks to change the occurrence of
-~~ - .

CSL boundaries in Ni)AI :ipecimens.Tensiie tests were perforrned usingan Instron--type mac!line

at an initial strain n1te of 5.2x1O"'S·I. calculations were' conducted byour microstructural· model

using t;e grain boundary fracture resistance,from atomic-model, microstructure' t'rom the Monte
'::-

Carlo simulation, grain boundary distribution t'rom experimental data, with mndom ori~n~dtion,

distribution of graÙl boundary planes and equiaxial grain shape.

Table 5.6 shows the distribution of occun;ence of CSL boundaries, and both experimentaJ

and calculated fracture paranteters. Three types of specimen are examined; ~1~ recrystallized and

strain armealed. The results also indicate that our calculation of fracture behaVior agree with the
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cxpcrimenta1 data for cast, recrystallized and strdin annealed Ni)Al alloy.

Table 5.6 Occurrence of CSL boundaries and fracture behavior in cast,

recrystallized and strdin annèaIed Ni)Al alloys.

169

•

•

System investigated
1

Cast 1 Recrystallized --1 Strdin annealed

Percentage of frequency of occurrence for .
-

:El 0 2;21 7.69
:E3 4.46 8.63 21.5
:E5 4.46 4.2 2.56 :

:E7 0.89 3.54 3.21.
:E9 0,89 2.88 3.85.
:E 11 - 0.89 2.65 1.28
:E13 4.46 3.32 . 0.64 .'
:E15 1.79 3.76 2.56·
:E17 . - 1.79 0.44 3.85
:E19 0.89 1.77 2.56
:E2F 1.79 3.54 1.92
:E23 2.68 2.65 2.56 ..

:E25 . - 1.79 1.33 1.92
:E27

,- \.
0 1.33 0.64.-

:E29 . 0 0.88 2.56
:EI+:E3 4.46 10.8 29.2

. ..

Random 73.2
.

·56.9 41.7

Fracture behavior (tènsile tests) - experimental .
.

.Maximum tensile stress 0_ (MPa) 168.65 424.87 . 515:68
Maximum-tensile strain t mu (%) 8.89. . 13.03·'. 47.87 -. -
Fracture beh!1vior (tensile tests) - calculation :'.'.;

.

-
Crack arr~1 distance -LIdo 12.37 4:86 - 2.54-
Fr-<Icture toughness 'fJ1'fJ"'f -0.58 -0.22 -0.06

TIle e.xperiment:l.J '.results show that the sum of thepercentage of:E 1 and :E3 boundaries in
'.

strdin annealed Ni)Al alloys il' significantly higher than that in cast and recrystaIIized Ni)AI
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alloys. The frequency of the occurrence of CSL boundaries can be enh:lllced by changing the

microstructure fomled duTÎng solidification. Strain annealing is very effective in enhimcing .the

frequency of the occurrence of CSL boundary; especially for 2": land 2":3 boundaries: The..

,
is tbree times greater than that of the cast alloy, the strain' annëaled 'alloy exhibits e1ongation of

experimental resùlts also show that the maximum tensile stress of the stl"din annealed Ni:.AI àlloy
• 0

approximately 50% and the cast alloy exhibits less than 9%. The caléulation results show thai
. .

the crack arrest distance of the·stniin annealed alloy is almost five times less than that of the cast

alloy, and the fracture toughness of the stmin annealed alloy is almost 10 times higher than thm

of .the cast alloy. Therefore, both calculation and experimental results indicate: that the fracture

toughness of Ni3AI can be improved by increasing occurre~ce of the CSL boundaries, especially .

for 2": 1 and/or 2":3 boundaries through stniin ànnealing.

• 5.5.3. Intergranular fracture in Ni,AI obtl:lned by unidirectional solidification

Quite recently Hiffino [Hirano et al, 1990, 1991, '1992, 1993] found t1mt unidirectional

solidification by zone-melting can drm,tically improve the ductility' of polycrystal1ine NiJAI .

without boron. It is surprising that so-caIled.inherently brittle Ni3AI couldbe made. ductile

without the addition of boron or other third element.· The:~lloy grown by' unidirectioiÎal

solidification has the columnar-grained structure of Ni,A\ and shows about 60% ·Iargetensile.·

elongation at room tempeiature along the cOlumnar structure. Of particular inter~1 is. that it also
..... ~\

shows tensile elongatién (about 15%) in me transverse direction.' Cold rolling at r()om

temperatu(~ additionally foundto be'possible wimout me additiôn of du~tili~enhan~ing
elements.

The polycrystaUine.Ni3AI was grown unidirectionally from stoichiometric Ni3A\ rod in a

tlowing argon atmosphere usinga tloating zone memod [Hirano 1990]..The optimum growth ratc)

was exarnined in me range of 2-24 mm/h. Tensile t~1s were carried out at room tempemture
.~

• pamllel and perpendicular to the grol:.c:".ddirection with an initial strain mte of 4.2x10·3S·'. TIle
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al10ys show a columnar grain structure with weak <100>+<111> or <110>+<111> texture. More

recently, Watanabe et al [Watanabe 19931 measured the frequency of coincidence boundaries

(Figure 5.25). It has been found thatthe observed improvement in ductility of undoped Ni~AI
~. .

polycrystal is due to the introduction of a Jùgh frequency of low angle boundaries and low :E (3,

9) coïncidence boundaries. Calculations were conducted by our microstructural model usmgthe
~ . .,

gmin boundary fracture resistanée from the atomic-model, microstructure from the Monte>Carlo

simulation,' grain boundary distribution .from experimentaldata, with random orientation

distribution of grain toundary planes and columnar structure (li grains:

",~ .

Ni3Al

As Solidified
<100>+<111> or
<1 LO?+<111 >Texlur~

/

1 35 7 9 11131~17192123252729

L

Figure 5.25 11le frequency of coincidence grain boundaries as a function of :E for.,. ~

as-solidified Ni~AI polycrystal: The right column is·'for raiîdom specÏIÛen. =
, ,'" . - '.".' ,

-; /:'
Figure 5.25 shows' the frequency of coincidence ooundanes as il function of :E ci! an

..
".;"

i'/,.
:~
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unidirectionaly solidified Ni3AÎ alloy. T~ble 5.7 shows the experimental and' calculated results
, '

of frdcture behavior 'for this alloy. It can be easily seen that thecalculated results of t'mcture
, , " '

behavior accord weIl with experimental data.

Table5.7 Fmcture behavior (both exp~rimental and calculation) in Ni:,Alalloy

obtained by unidirectional solidification. '

, "

,,..
GD: Growth direction.

1
nGD 1

loGD .
,

Fracture behavior (tensile tel>1s) -- experîmental

Maximum tensile stre..~ crn... (MPa) , 440 446 ,

"'
Maximum' tensile strain Cn... (%) 102 25

Fracture behavior (tensile tests) - calculation .
Crack arrest distance LIdo 0.31 2:S7

"

..
Fracture toughness <C1'f! '~ -0.03 -O.OS, ,.";1 .:.tn:f ,

Fracture behavior (tensiletests) ~ calculatiOIi'(random distribution) ,

Crack arre:.1 distance, LIdo IS.12 , 25,12
Fracture toughness '!lM",,. ~0.53 -0.67

"

:-: " ;
, ,

•
The frequency of low energy boundaries of an as-solidified~p~is more ibim 70%with '

a high frequency oC~ 1, 3, 9 and 19. From our calculations and experimentaldata there L~ no

.. doubt thatth;~ boundary characterdistribudon is"the key factor ~ontrolling the ductilitY and

is very' powerful in improving the fracture toughness of Ni;AI. 'The resultalso sugge>.'tS that
-, ~.'

conventional therrno-mechanical treatÎnent-: of NilAl" will net necessarily, bring about any

toughneSs improvement of an NilAI alloy producedby unidirecti?nal solidification.

•
.'



• CHAPTER 6:

CONCLUSIONS

• An integmted computer simulation employing the Embedded-atom method (EAM),

Molecular dynarnics (MD), and Markov Chain Fmcture models has been constructed and applied, . .

to study the intergrdIlular fracture of brittlepolycrystalline materials at both the atornisticand

microscopic levels.

~

• The verification of computer sirnuiation models'indicates that the agreement between- , . . ,

• At the atornistic level, the computer, model is capable oftrèating bièrystals under the .

influence ofextemalload and,tempemture with dynarnic periodic boundary conditions alongthe

grain boundary plane ànddynarnic boundary bonditions perpendiculllr to the grain boundary

.~.

. ,

. plane. . " ,~

•

the.rnodel'spredictions and experimental resuits is quite good for both the ordered and disordered. .

,

s~iems at both the low and high temperatures.

• The EAM functions have beencalculated for eu, Ni, Al and Ni3Al and have been found
.'.

to accnrately reproduce several experlmental'resultsinCu, Ni. \1 and Ni3Al systems".: .
,., 7

• 11le EAM functions, where their calculationsare based on the perfectfcc crystal'with

::very simple defects at.low temperature, cau predict the properties of a very complèx systern,snch

as liquid and metallic glass, and their transfonnatiol4 ;which are also found to agree with
-'

experimental quantities in Ni.

173
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• The structure and energ)' of various :E grain bOllndaries have, t>een studied al the

atomistic level, for Cu. Ni. and NiJÀI. A linear relationship between the grain boundar)' etierg)'

•
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•

•

"
and volume expansion was observed. which is in àgreerilent with other reseàrchers" predictiol;s'.

This linear relationship suggests that man)' grain boundary related propel1ie-~. c:m easil)' be

correlated with the average volume. expansions of grdin boundaries constituting a pol)'crystal.

• The simulation has shown that both grai~ boundary energy and' free volume depend

strongl)' on the grain boundary structure- The energy of <001> boundarieS is more than twice as

great as that of <Ill> boundaries. :E3 <!lI> twist and <!l0> 70.530 tiltcohèreiu tWln

boundaries have the lowest grain boundary enèrgy and'free volume, whichkal~) ili agreèment
. " . :.~,

with the experimental results.
,

• The fracture behavior of many :E grain boundaries has been investigated'at the atomistic

level for"è:::u, Ni, and Ni)AI, and the fractùre resistance ~f grain boundary wàspredicated. it has .

been found that symmetrical~,J,twinboundaries and 10w angle :Elboundariesare pal1iclilari)'
....... " ,~ . , ;. :

resistant to intergranular fractirre, 'that sorne other low .:E bonndaries' are also strong, bul that

grain boundaries with high energies are not fracture resistant~Calculated correlation betwcen', .,' -', "

fracture resiStance and misorientation of grain boundaries agrees with the experimental data.

• Calculated fractute resistances of the. grain boundaries for Ni)A\ allo)' are not

significantly different From for pure: Ni. This suggests that the tendency to intergran!!lar fracture

is not due merel)' to the poor fracture resistance of the grain· boundarles. One must com;ider thé
-

overall grain boundary character distribution.
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•

• At the microscopic level, thé computer mode! is capable of analyzing the s:unples under

the influenci~ of an extemal loàd for any microstructure clescribed by the grain occurrence

distribution and by the grain boundary chllracter disuîbution.

• The crack path,crack' arr~'t distance, andfractu~e tOllghness of intergranlllar fr:lctllre

have be'èn inv~'tigated at the microscopic lc~vel with"~aryitlgfraction of the low-energy gmin '

boundaries! grain boundary fracture resistance, orienta_tion distribution of grain boundary pl,U1e..~,

~ ,

and grain shape factor to discover and analyze the role of graiil boundary character distribution
, . ,

on the intergranular fracture, in polycrys!alline m~terials.

~ .~

• The simulatio~s have predicted that with an increase in the fraction of low, energygrain

boundaries, the, fracture toughness increases while the crack arrest distance ,decrease.., By

increasing the nllmber of low energy grain boundarles aligned 'parnlleL to the st~e..~ axis, one

.. obse~es an increase of the fracture ~oughness and a decrea~~of the crack arr~t distance. By

increasing the grain shape factor, the fraétur~ toughness de~reases w!lÏleth::: crack arrest distance

increases.

• The intergranular crack fonned iJÎltially cannot propagate f~her because of the presence
,-' - ~ - .... "

of fewer random boundariesand ~ecause the polycrystalline materials 'will show high dhctility- '-

if we define five grain diameters as the criticallength .~difmore than 25% of grain boundaries ':

are of low-energy with the highest fràcture resistance, such as ~3 twin grain boundaries, etc. ,

• The improvement in fracture toughness of Ni3Al brittle polyc~stal is' due to the
~ : ~.

introduction of a high frequency of low energy grain boundaries (up 'to 70% by experiment).

Grain boundary design and confrol by manipulating the. grain !,oundary~character distribution

(GBCD) are important to ~cture toughness improvement àf brittle polycrystalline' materials.

:.:2-
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The Original Contributions to New Knowledge
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•

"...

:~.

• . A new, integrdted atomistic and microscopic level moèlel of the intergrânular fracture

proccss in brittle polycrystalline materials has beerr-prèiposed, constructed and tested.."

'. At the atomistic level, the computer model is capable to analyzeobicrystals under extemal

load and different temperatures using EAM, dynamic periodic boundary conditi0ill! along the
.... ~

groin boundary plane and dynamic boundary conditions in ttle direction perpendicular te the grain
, ,e' : ~., .. - " ,','.

boundary plane. ,

• At the microscopic level, the new computer model is capable to analyzè the sarnplewith

. microstructure defined by the ~in boundary character distribution, h~ving various grain shapes.

For sùc!: sample which is cieformed by an externalload,the model predicts: the path of
:- . . -::

intergranular crack propagation and proposes methods to iinprov~ fracture r~istance.

:

• The new integrated model demonstrates' that the intergranular crack cannot propagate
:: ~ ,. ~'. ...-' .

c'further when th~ polycrystalline' matcrials have sufficienf number of fracture resistant grain

boundaries and/or the grain boundary planes are oriented favorable with respect to the existing

~·tress.

:

• The computational predictions proposed using this method are compared to experimental
. .~~ -

results 9btained from Ni~Al brinle polycrystal. It was demo~"trated that by design and control

of the grain boundary character distributions the fracture properties of Ni~AI materials can be

predicted.

..

:

:
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Rccommclldations for Future Work
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•

•

:::-~'~~~. ~',

• Inve~;tigation Oflhè effect of impurities on the fracturebehavior of IG\~èncrgy grain

boundaries'shonld be carried out to confinn eXperimental results indicating thàt low energy,'>--, . ,

boundaries are not good sites for segregation, and; ,.'therefore, their fmcture re..~istanccs are

insensitive t6 materiarpurity irrespective the ty~es of grain boundaries. In order to do this one

must have a very good atomic potential for the iinpurities and their interactions with metals.

• A 3-dimensional microscopic model L~ expected to understand thé intergmnular fracture

in practical world with 3-dimensionatfeatures about the grain boundary chamcter distributions.

:

• A 3~imension~1 macroscopic modelusing finite element analysis.combined withtexturc

ànd pI~1:ic deforrnation ofmaterials can he integrated into our model in engineering stages. Zhou
. .

et al. [1991, 1992, 1994] hav~done research discussing the macro~copic level cif~plastic

deforrnation in têxtur~d materials. There·.iS a possibility'tc;> add limitedpl~1:ic deforrnation into-our models. The p~ssibility of fra~ture control by d5ntrolling texture is practically important but

has not yet been seriously taken into account from the yiew point of grain boundaries. Designing .

and controlling texture appears to be very promising for the control of intergranular fracture and

toughening of polycrystalline materials.

• Direct experimental measuremenl~ of the fracture resistance'for low-energy grain

boundaries in certain pure metals and alloys are strong recommended, although they are difficult

in practice. In particul~, the relationships between fractu~e resistance a~d misorientation of gràin

boundaries need to be better understood and studied so that the integrated computer modeling of

intergranular fracture can be further irnproved.



• APPENDIX:
"-

CALCULATION OFEAM FUNCTIONS

~,

"As described in Chapter 3, the techniquèS employ~"i in theatomistic study required

interatomic potènti~ls whichare obtained using theembedded ~tom method (EAM) [Daw and
, , '

'Baskes 1984]. The purposeof this appendix is to preSent a description of the ~M functions
, -,::., '

obtained with the method.

The ground-state propenies of the sond can be calculated in a stràightforwd.rdinanner from
.' - :-' ," , ,

Eq.: (2.4). Although it is possible tci pursue the evaluation .of these propeniesfrom a first

principals approach, il tact more viable in the EAM is to expresseach term as a pararnetric
. ':-'" ., ,

function and to fit the pararneters to experimental quantities. During the calculation of, the EAM
• >' :; i .' .

functions, both the atomic electron densfty, P'Cr), and ~he effective charges, Z(r), are cutoff at
:' J '. ': _

a distance R" so that the interactions are of finite range. ln both c~es, the functions are zero for
'~ ,~ .~:~. ,c. ":_~ \ , ::,'

r>R", and for r<R", a constant shift is added so that the furictionS go to zero at R", Le., Z(r) is

replaced by Z(r)-Z(~) and similarly fo~ Pj(r)'[Foiles ,1992].
, .,' - - . ~

Information about the embedded function F(p) for densitiesow~llaway from equilibrium P••

is obtained through the equaticri of the state of the expanded or coml'ressed metals for which the

electron density at each lattice site is substantially different from:Peq [Foiles et al. 1986]. Rose
:.:; :

et al. [1984] have shown that tlie sablimation energy of most metals aS a', fui)ction .of lattice

constant can be scaled to a simple univèrsal function:'

:-\
, :::,;~~ .

ln this. ';pre.~ion, E,uh is the absolute value of the sublimation energy at zero temperature' and
i" ," " .

pre..~ure. TIle density a" is a measure of thèdeviation from the equilibrium lattice constant:

• ;

,
E(a) =-E:''IIb( 1 + a" ) e-'"

178
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:19,

(A2)

•

/ .
.",

whcre B is the bulk modulus'of the material, a is a length scale of the system tÎlat we will-ttike<; :--~ -.' ". .
to be the l'cc lattice constant, a" is the equilibrium lattice constant, and Q isthe volume per mom .

at equilibriurn. The embedding function is detennined by requiring that the zero-tenipemlUfC

equation of state, E(a), is satisfied for alliattice constant a, However, if this is taken literally, ,IS

the lattice is expanded to dIe point where the nearèst neighbor distance, Rnn, is equlll to CUlolT,
; ,'. -;::

R", the density and pair interaction will be zero but the total energy ~ill not [Foiles .19921, This

means' that the embedding funcfion at .zero density is non-zero· and .the"functions will .not- - . ~-

_ reasonably manage the case of an atom moving away from thè soUd. To manage/con~ol this, the

.equution of state was modified so that E(a.nJ=O where <leu; is the.lattice constant .slich th!!t the

nearest ~eighbor distance equals R", ;'e"~l= ~'n R" for a l'cc hitti~e [FoiJes 19921. Themodified:;; -

equation of state is defined by the following equations:
. . .

•

where

E(a) = Ê 1(a') - e
>lib I-e

f(a') = (1 + a') e-",

-.

(A3)

(M)
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The quantilies e and À are defined by:

(
E ").!.

Ào = 9~ 2

and
/

" .:-."
,,' .:

180

(A6)

(A?)

, ,
"

. (A8)

:

The nel resull of aU these rnanipulationsis that E(a) is nol changed near a=a" (through second"

order in (a-a,,)) but that E(a):goes to zero neara=3cu,. Note lhat for the cutotr~~sedhere, e is

rather srnal!. \
"
"

::

ln the calculation, the only input data needed are the equilibrium latticeconstant, ellli>"tic

constants, vacancy-formation energy, bulk rnodulus, and sublimation energy of a" perfect,

hornonuclear crystal [Daw and Baskes 1984], wlùch are generally readily available. Because aU

atorns are equivalent, F=F;, lj>=lj>ij' and P":'Pj' We can defme P~ to ~e the dens~ty at equilibrium, "

so thilt P"1=Ph.i for every i and P",=:E mp(am), where the am are the distanc~.?et~~e!1 neighbors

and the surn is over neighbors. Also, we defmed lj>"1=:E mlj>(am)..<:,C"j;

The lanice constant is given by the equilibrium condition:

(A9)'

•
where
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, .

A,: -~ 1.,
, y ,,')LJ

- ni

v.. =1.~"
y - 2L..J

ni

(A 10)

(A 11)

_and where ar is the ith~componentof the position vector to the ID neighbor, c!l·..=[d<l>(r)/drJ....."',

and p·..=[dp(r)/drJ........

Theelastic constants at equilibrium are given by:

'- '

•
CijkI = .r~,:J Bij"k/ +' F'( p"l} Wjz"kI + F" (pc.;,) Vij Vkl ]

~ "<.: - " ' ,

~\ ,::...'.:: .

'.' ,.~.:.,." "~<... '
where n. is the· undeforfued aiomic volume, and

'-:',:,
. p'

( P'" _ m) amama nl m.m - -- i j k· 81 +. : am -
JVy"k/ = L ---'-~--2----' ,-

m (am) ..
, .

(AI2)

(Ai3)

- (AI4)

•

where c!l....=[d'c!l(r)/drJ.......; and p....=[d'p(r)/drJ........

For cubic crystals, the three independent elastic constants are, in Voigt notation, aS 'follows:

•
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Ci, ' [BII ' F'(Pcq) WI, ~. F"(pcq)( ~,)2]/nO'

Ci2 ~ [B'2 + F'(pcq) WI2 ,. F"(pcq)( 1t;2il/no'

C.. 0 [B12 ,. F ' ( PCq) WI2 lIno'

The vacancy-formation energy is given by:

E: = -~ <Pcq +L [Fcq{PCq - Pm) - F(pcq)] + EœJ:lX'
m

182

(Al5)

(A16)

•

•

where E",lu takes account of the lattice relaxation arounêl the vacancy.

From Eqs. (A9) and (A15), we can see the interplaybetweenthe pair potential and the

. embeddingenergy. If the pairpotential is removed, then Eq.. (A9) establishes P(p)=O, and Eq~

(A l5) tl~en gives·C" =C'2 and C....=O, which is obviously violated in real solids.1f the~mb~dding

energy is neglected and we rely entirely on the pair potential, then the equilibrium condition

. gives Aij=O, so that C'2=C.... (the Cauchy relation), which is not, in genetal, also valid for the real

solids. It is seen from Eqs. (A15) that the Cauchy discrepancy (C,i-C....) is determined by the- . .

curvature of F(p) at equilibrium.

ln the pair potential, it was noted that without the volume-dependent term, there was no
, . , . .,'

Cauchy discrepancy in conflict with experiment. It was thensuggested that a volume-dependent

energy be added to account for the compressibility of the electron gas [Fuchs 1936]. The pair

potential provides the attraction between atàms whiiethe vo1ume-dependent term serves to .

expand the solid slightly and give the correct el~'tic constants. Conversely, in what follows, the

embedding energy, which depends on the electron density, is dominant and provides cohesion

while the shon"range repulsive pair interaction keeps the solid at a slightly larger lattice constant.

ln this way, the traditional volume-dependent energy is replaced by a density-dependent one, the

advantage being that electron density is always dtifmable,
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