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ABSTRACT 

A comprehensive analysis is carried out concerning the procedures and the 
problems applicable to fine-particle liberation studies employing 
two-dimensional image analysis, especially those employing backscattered 
electron imagery (BEI). It is found that BEI imagery, while presentlng the most 
cost-effecti ve method for automated 1 i beration studies, is prone to errors on 
the data collection level. Specifications are provided for sample preparation 
and equipment setup, allowing errors to be minimizetoJ. A processing algorithm 
is developed for cleaning BEI images prior to data compilation, and stat stical 
tests for data integrity are evaluated. It is found that the recalculated sample 
grade, the most commonly used test of data integnty, is Inadequate and 
mlsleading. Some alternative methods of data evaluation are presented. The 
statlstical basis of data reduction and data interpretation is revlewed. The 
effects of stereological blas upon two dlmensional liberation data are assessed 
usi ng a simple geometrlcal model, w hereupon it IS found that relath- el y simple 
transi ations may be made between uncorrected and corrected data . .A. case 
study of fine partlcle liberation and Circuit assessment is presented using 
semples from the copper Ilead separation ci rcuit of Brunswick Mini ng and 
Smeltlng, Bathurst, N.B .. 

Un analyse compréhensif est effectué concernant les procédés ainsI que les 
problèmes applicables aux études de la liberation des particules fin-as 
employant l'analyse des images en deux dimensions, especiallement CdUX 
employant 1'1 magerie par des électrons rebondant (BEI). Il est trouvé que 
l'imagerie BEI, qui constitut la méthodologie la pl us economlque pou ries 
etudes de la liberation automatisées, produit des erreurs au niveau de la 
collection d'information. Des spécifications sont provislonées pour la 
preparation des échanti lions et pour la choix des cond itions anal ytl ques. en 
permettant pour la minimisation d'erreurs. Une algorithme est dévelopée pour 
fal re des adj ustements aux images BEI avant la compi lation d'I nformatlon. et 
les méthodes statistiques sont developées po"'r l'evaluatlon de la qualité de 
l'information. Il est trouvé que l'analyse mlneralogique recalculée, qu, est 
utilisé fréquemment pour la verification de l'information, n'arrïve pas aux 
bonnes conclusions. Des méthodologies alternatives sont discutées. ~es effets 
du blas stéréologique sur l'information de la liberation en deux d.menslons 
sont évaluées par une modèle géometnque simple. Il est trouvè que l'on ;Jet.;t 
effectuer les translations ~-.mples entre l 'i nformation brut et 1'1 nformatlon 
adJusté. Une example d'une étude de la Ilberation des particules fines et de 
l'évaluation du procédé métallurgique est présentée, employant des 
echantilions du circuit de separation du cUivre et du plombe cnez 9runswlck 
Minmg and Smeltlng, Bathurst, N.B •. 



i 

k' 

l 

CLAIMS TO ORIGINAL RESEARCH 

Backscattered electron imaging (BEI) has been employed in two dlmenslonal 
li beration studies for weil over a decade. However, prlor to thls wor" there has 
been no comprehensive cntical evaluation of the technique. It IS demonstrated 
in this work that errors Inherent both to the physics of BEI and the economlc 
need for rapid analysis result in the inevitable collection of erroneous data, to 
such an extent that raw data sets are of little practlcal use. Moreover, It IS 
demonstrated that the most common test for data integrity, ie. the recalculated 
sample grade, is inadequate and misleading. Neither of these conclusions can be 
reached by a survey of avallable literature. While conditions are speclfled ln 
this work for optimal collection of BEI data it is concluded that such data 
cannot be used wlthout extensive image processing. 

Accordingly, an algorithm is developed for use at the data collection level 
which allows images to be processed in a manner which is both efficient and 
eff@ ,tive, yielding data sets which contain a super/or description of the 
st"'uctural characteristics of the sample while effectlng as few changes to the 
'Jriginal images as possible. This is the first such algorithm to be publlshed. 
The performance of the algorithm is critically assessed uSlng an adaptation of 
the F-tèSt, representing the first application of statlstical methods to al) 
assessment of the integrity (as opposed to the precision) of Ilberation dat3. 

The effects of stereology upon two dimensional liberatlon data are asses3ed 
by means of a simple geometrical model i nvolvi ng spherical partlcles with planar 
boundaries. This is the fi rst quantitative discussion of the effects of stèreololJJ 
upon two-dimensional size distributions and Ilberation data, and represent.; the 
fi rst comprehensive sol ution to the two-dlmenslonal model, the one dimensI0nai 
case having been previously solved by Jones et. al. 11. 

The results of the stereologlcal model are used to provlde a Simple 
assessment cf partlcle liberation, with prOVISions belng glven for bath ngorous 
and approximate data analysis. This is the first model for the two-dlmenslol1al 
case which allows ready transformation to and from three dlmensional data, wlth 
the possible exception of a computer-based sectioning Simulation belng 
developed by Lin et.al.22• It is certainly the first model to allow an appro<lmate 
assessment to be made without the use of complex mathematical transfor"T1atlons. 

A case study is given of liberation ln the capper/lead separation Circuit of 
Brunswick Minlng and Smelting Limited, Bathurt, N.B .. Conslderatlor, IS glven 
both to the statlstlcal limitations of the data and ta stereologlcal artlfacts, 
allowing an accurate assessment of circuit performance ta be made. This IS one 
of the mast comprehensive studies of its type, and represents an advancement 
in the methodology for circuit analysis usmg liberatlon data. 



SUGGESTIONS FOR FURTHER RESEARCH AND DEVELOPMENT 

While the princlples and practice of the collection of accurate BEI-based 
liberatlon data are clearly outlined ln this work, there is no easy way for such 
a study to be conducted. At the tlme that this research was conducted there 
was no way of transferring data dlrectly from the image analyser to a PC-type 
computer. Thus, data transferral was performed by manual input. Similarly, the 
vast amount of data compilation and analysis was performed on a step-by-step 
basis uSlng a spreadsheet program. While the procedure was semi-automated, 
employing several macro programs, the process still required a degree of 
manual manipulation which is not attractive for a commercial application. Thus, 
the loglcal progression from thls work IS to develop a means of performing the 
data analysis and verification in a more automated fashion. This task becomes 
easier as tlme progresses, slnce the current generation of personal computers 
is vastly more powerful and flexible than those which were available at the 
commencement of this rasearch. The ideal case would be a program which 
would accept tabulated data directly from the Image analyser, reduce It to a 
statlstically slgnificant form, then output both raw and stereologlcally 
adJusted liberation data wlth appropriate confidence Intervals, along wlth the 
results of tests f'Jr the integ rit y of the structural data. This thesls p rovides 
the basis for pl:!rformlng ail of these tasks to a reasonable degree of success. 
The practlcal application of this work IS a development task as opposed to pure 
research. 

Tne search for a valld way of transforming data from two dimenSions to 
three IS an ongoing one. The model used in this work 15 a simplification, whlch 
is intended simply to provlde a semi-quantltative assessment of the magnitude 
of stereological errors which could be present in the data set. Better models 
will undoubtedly arise; however, a great failmg of many such models IS that 
they are more of a mathematical exercise than a practicall y appl icable 
methodology. For example, it is known that liberation data sets are likely to 
contain erroneous data. The ngorous use of transformation matrices or 
transformation functlons to correct from one or two dimenSions to three 
dimenSions must necessarily be accompanied by a sensitivlty analysis - le. an 
analysis of the extent to whlch the transformed data may be altered by small 
random alteratlons to the raw data set. Until a methodology IS developed for 
transformlng Imperfect data sets one cannot progress far from the 
approXimations and .. rule of thumb" approaches employed in thls work. 
Nonetheless, It IS contended that even an approximate correction is better than 
Interpretation of data wlth complete disregard for the systematic blases whlch 
are contained therein. 

It IS assumed that as technology provides us wlth more efficient detectors, 
microscope geometries and data processing capabilltles less attention Will have 
to be given to such factors as the tradeoff between image acquisition tlme and 
Image processmg time. However, the optimlzation of equipment set-up prlor to 
data collection IS relatively stralghtforward and could quite easily be alded by 
programs wlthin the image analyser. A diSCUSSion of proposed methodologies 
would be beyond the scope of this work; however, it would be a reasonably 
straightforward task to input the names and size ranges of the minerais to be 
dlscriml nated and the requi red data preCISion, and to be given the optimum 
conditions for acceleratlng voltage, spot size, sample height, Image acqUisition 
tlme and so forth. 
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CHAPTER 1: INTRODUCTION 

1.0 : Project Description and Scope 

Ore microscopy is one of the oldest tools of minerai processmg, Yleldmg 

information about process streams which is not available from wet chemical 

analysis. By direct examination of powder samples it is possible to observe 

mineralogy, minerai associations and the presence of or lack of minerai 

liberation. Thus, microscopy can be a toc 1 for the development of flowsheets or 

the diagnosis of operating problems. 

As a general rule, "classical" microscopie evaluations are highly qualitative 

in nature, relying upon subjective observations. For example, a liberation study 

would typically involve counting about a thousand particles, recording the 

minerais present in the sample and estimating their individual area grades. 

While this type of operation may often yield useful information, the seope of 

applications is limited; furthermore, the work is :abor intensive, reqUires highly 

trained personnel, and tends to produce data which IS not very reproduclble. 

Many operations do not have the resources or the justification to malntaln 

personnel and facilities for microscopic studies. 

Demand for microscopie evaluation appears to be rising ln response to 

technological challenges. Continued economic and environmental pressure has 

created a need for increased process efficiency. However, in operations whlch 

have existed for a decade or more the physical operati ng parameters (grl nd. 

pulp density, flotation retention time etc.) tend to have been optlmized by the 

sum total of many small incremental changes over a period of time. Havlng 

reached a "practical fimit of separation" using the existing processi ng scheme 

there is a cali for understanding of the remaining metals losses or sources of 

contamination. However, this requires more precise quantitative information than 



conventlonal microscopie studles can provlde, especlally ln cases where the 

" streams to be analyzed contain only minor fractions of the minerai of Interest. 

Image analysis is currently finding applications as a hlgh-technology 

alterhative for manual liberatlon studles ln the minerais Industry. The Image 

analyzer conslsts of an cptlcal or electron microscope interfaced with a 

digitlzer which con verts the analog signais Into a digital matrix, and a 

computer which interprets the dlgitized Image. Since the image analyzer is 

capable of recording objective statistics from a great number of particles the 

technique shows promise for the production of precise, reproduclble liberation 

data. Moreover, the use of electron microscopy as opposed to optlcal light 

microscopy allows the quantification of smaller features th an could be observed 

under optical light. 

Although there is a wide variety of image analysis equipment in use, very 

little of It has been adapted to perform liberatlon work. At the moment there 

are only two publicly available facllities for automated two dimensional 

IIberation studies operated in Canada, one operated by CANMET in Ottawa and 

the other operated by the N.B. Research and Productivity Council (RPC) in 

Frederrcton. Both facilitles use the Kontron image analyzer, which is the first 

commercial image analysis equlpment to have been provided with the required 

customlzed software. 

Due to the scarclty of image analysls equlpment capable of performing two 

dimensional li beration studies there has been little development work on the 

technique. For example, the methods for Image collection and the al gorithms for 

image processing are not widely publlshed. Output data Is typically tabulated in 

the form of partiele area as a function of grade and size, and this is 

considered suffielent. However, It may be demonstrated that the results 

obtalned from image analysls are hlghly dependent upon the methodology, and 
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that there Is only a tenuous IInk between area vs. grade/size data and the 

metallurgical Information which is required. Moreover, data is generally released 

without a" analysis of data precision or accuracy. 

In its original conc~ption the project focused upon the use of available 

techniques for the diagnosis of ci rcuit performance and problems. However, as 

the work progressed It rapidly became apparent that two dimensional Image 

analysis, the primary investigative technique, has not yet been developed into 

a fully effective method for the acquisition of minerai liberation data. The 

method eontains many sources of bias and inaccuracy whieh have scarcely been 

mentioned in literature, having taken a far second place to discussion of image 

analysis results. Thus, It was necessary to develop the methodology for image 

analysis work prior to attempting ci rcuit analysls. The focus of the project 

shifted away trom applied circuit diagnostics towards critieal examlnatlon and 

development of image analysls methodology. 

The principal objective of this work is establish criteria for the collection 

of useful image analysis data. If Image analysis is to expand as an analytical 

technique in the minerais industry then it is necessary to understand the 

major problems involved in collecting information. The discussion focuses 

largely upon potential sources of error, with statlstical approximations or simple 

models invoked where applicable in an attempt to quantify these sources of 

error and to determine how to avoid them. 

ln order for image analysis to be useful it is necessary to simplify the 

analysls as much as possible. Thus, the approach taken here is not to 

determine the absolute best method for conducting a study; rather, It is the 

goal of thls work to determine what one can realistically "get away wlth" 

before one is in danger of compromising the analysis. In order to make such an 

evaluation it is necessary to analyse and to understand ail sources of error 
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throughout the whole sequence of events, starting with sample preparation and 

progresslng through equipment operatlng parameters, image processing, data 

compilation, stereological correction and data analysis. 

A major problem in automated li beration work Is verification of data 

Integrity. It is easy to demonstrate a number of conditions under which 

erroneous data will be collected, sometimes ylelding information which, though 

false, varies in a systematic manner which emulates common metallurgical 

behaviour. Since there is no single method for verifying that image analysis 

data is accu rate one task of the work has been to develop tests for data 

Integrity wherever possible. 

The most widely used alternative method to microscopy Is size-by-slze 

analysis of CIrcUIt performance. This study Includes a practical example of 

circuit analysis in which size-by-size data is collected and analysed, following 

which mlcroscopic data is introduced. The real test of image analysis as a 

useful procedure lies ln the amount of additlonal information which microscopy 

provides, over and above that whlch may be obtained from the much slmpler 

and cheaper wet chemlcal method. 

The format of the work Is a step-by-step progression through the 

collection of image analysis data, culminating with the Interpretation of a real 

data set and comparisJn with slze-by-size analysis. Several dIgressions are 

made as ind j vldual problems are discussed, or as stati~tical tests of data 

integnty are introduced. Thus, the introduction of and Interpretation of the 

data Is a lengthy process. The work termi nates with a recapltulatlon of the 

steps which are considered to be critical to a proper methodology. 

It is recognized that there are distinct differences between the objectives 

of different image analysis studies. In sorne cases the objectIve may be a 

phenomenological study of circuit behaviour, perhaps looking at qualitative 
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changes in the compositions of concentrates down a bank of flotatlon cells. In 

other cases a more quantitative description of circuit phenomena may be 

required. While both studles requlre the collection of accu rate pnmary data, 

the collection of quantitative Information requlres a statistlcal assessment of 

error, and more caution in data handllng. It Is assumed here that quantitative 

data Is required, resulting in a more detailed approach than may always be 

warranted. Again, the work focuses upon the most expedlent ways to estlmate 

error, using simplifying approximations wherever POS::;I ble. 

1.2 : Brunswick Mining and Smelting: Ore and Circuit Description 

The practical study presented ln this work Involves the copper cirCUit at 

the Brunswick Mining and Smelting concentre. 'r. The followlng is a description 

of the ore deposit and the processlng flowsheet. 

Brunswick Mlnlng is located about 27 kllometers southwest of Bathurst, New 

Brunswick. The orebody is a stratiform deposit of massive sulfides which have 

been chemically precipltated and which are closely assoclated wlth 

metasedimentary and volcanogenic rocks. Footwall metasedlments Include massive 

to schlstose argillites whlch may be locally slilcified or chlontlzed. Some 

sericitic alteration is observed. The main ore zones conslst of massive (80-90% 

sulfide) pyrite, sphalerite, galena, chalcopyrite and pyrrhotlte. Silver IS found 

in accessory tetrahedrite and other minor phases. The major non-sulfide phases 

ln the massive zones are quartz, carbonates and chlorlte, with mlnor amounts of 

serlclte and graphite. Sorne of the ore zones contaln layered to massive 

chlorite, and less commonly magnetlte or siderite. Hanglng wall rocks vary from 

massive to schistose argilllte. 1 

The run of mlll feed at Brunswick Mining is approxlmately 8.9% Zinc, 3.5% 

... , lead and 0.3% copper with 99 g/t silver and 0.6 9/t Au. A typlcal mlneral09ical 
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4 distribution is pyrite 58%, sphalerite 14.8% (at approxlmately 60% Zn), galena 

4.1%, pyrrhotlte 1.0% and chalcopyrite 0.9% with nonsulfldes includlng quartz 

12.0%, chlorlte 7.0%, calcite 1.0% and others 1.2%.2 

Ore is crushed on surface from 150 mm to -15 mm by two crushing lines, 

each consisting of an open-circuit standard crusher followed by two shorthead 

crushers in closed circuit with four rod decks. Grinding is accompllshed in 

three parallel circuits, each of which employs an open circuit rod mlll followed 

by two bail mills in series. Each of the bail mills operates in closed circuit with 

its own cyclopack, reducing the -0.55 mm rod mill discharge to 67% -37 ~m at 

50% solids. One of the grinding lines has two primary bail mills in parallel 

between the rod mill and secondary bail mill. The grinding circuit is illustrated 

in Figure 1.1. 

Brunswick Minmg treats a total of 10,250 mtpd. The flotation feed IS 

aerated for 25 minutes in the presence of sodium carbonate (2.8 kg/t) and 

sulfur dloxide (150 g/t). The role of sulfur dioxide is to act as a cataiyst to 

oxidation, which serves to depress pyrite. The aerated feed is floated with a 

mixture of 80% isopropyl xanthate, 20% amyl xanthate and Aero Promoter R241 to 

produce a CuPb rougher concentrate. This concentrate is reground to 92% -37 

!lm and fed to two-stage cleanlng, producing a concentrate of 27.5% Pb, 2.4% Cu 

and 650 g/t Ag. The cl ... aner tailmgs are combined with the CuPb rougher 

tailings and routed to the zinc circuit (Figure 1.2). 

The BM8 zinc CI rcult consists of a roughing stage and three countercurrent 

cleaning stages. The feed is conditioned wlth 70 g/t/%Zn copper sulfate, lime, 

80-lsopropyI/20-amyl xanthate and Cyanamid 83894 dithionocarbamate. The 

rougher concentrate is reground to 92% -37 ~m prior to cleaning. The first 

cleaner tallings are scavenged, with the scavenger tails and zinc rougher tails 

( forming the plant tailings. The second cleaner tailings and cleaner scavenger 
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concentrate are comblned with the zinc rougher concentrate (Figure 1.3). 

The Cu Pb concentrate passes to a copper flotation stage. The pulp is 

conditioned with activated carbon to absorb residual reagents and wlth wheat 

dextrine (starch) to depress galena. The pH Is then lowered to 4.8 wlth sulfur 

dioxide prior to addition of Cyanamid S3894 dithlonocarbamate. Copper flotatlon 

conslsts of a rougher and three cleaners. A low pulp density (in the order of 

15-20% solids) is used in the rougher, increasing to 30% solids in the cleaner. 

The third cleaner concentrate constitutes the final copper concentrate, with ail 

cleaner tailings recirculating back to the sulfur dioxlde conditloner (Figure 

1.4). 

Tailings from the copper circuit are thickened, reground to 95% -37 !lm then 

conditioned to 70' C with live steam to destroy residual starch and collector. The 

pulp IS rediluted wlth cold water and conditioned to pH 10.8 wlth lime. Copper 

sulfate and xanthate are used to float gphalerite ln a rougher and two cleaners, 

with the cleaner tailings recirculated to the conditioner (Figure 1.5). This 

produces a Pb-Zn bulk concentrate grading 32% Zn and 19% Pb, and a lead 

concentrate (rougher tailings) grading 4% Zn and 34% Pb. 

An optional lead upgrading circuit can be used to produce a 36% Pb 

concentrate when neCE:3Sary. This circuit floats pyrite out of the hot bulk 

concentrate feed prior to bul k conditioni ng. The pyrite concentrate IS added to 

the plant tailings. 

A list of reagents and their consumption IS glven in Table 1.1. Ail reagents 

are distributed in liquid form except for sulfur dioxide in the copper circuit, 

which is added as a gas. A typical plant metallurgical balance is shown ln Table 

1.2. 
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1.3 : Objectives of Circuit Analysls 

The copper circuit produces a copper/sllver concentrate by floatlng 

chalcopyrite and tetrahedrlte while depresslng galena, pyrite, sphalerite and 

silicates. There is a strong incentive for reduclng recirculating loads in the 

copper circuit, since there is laboratory evidence that both the flotation rate of 

chalcopyrite and the selectlvity of flotatlon deteriorate rapidly as a function of 

residence tlme in the circuit. 

The copper circuit was studled by image analysis ln an attempt to identify 

the constituents of recirculating loads, with the goal of determlning the causes 

of both copper recirculatlon in the cleaner tailings and undesirable recovery of 

other minerais into the cleaner concentrate. This study attempts to define a 

quantitative path of locked and Ilberated partlcles through the circuit. The 

copper study uses image analysls ln comblnation wlth mass balanced circuit 

assays to provlde Indications of the flotablilty of locked and Ilberated material 

at various points in the circuit. 
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TABLE 1.1 

BRUNSWICK MINING AND SMElTING 
MIl.lING REAGENT CONSUMPTION DATA 

Xanthate - Sodium Isopropyl 
Xanthate - Potassium Amyl 
Soda Ash 
Copper Sulfate 
Lime - Flotation 
lime - Pollution Control 
Lime - Mine Water 
Liquid Sulfur D;oxide 
AERO Promoter R-241 
AERO Pr'omoter 5-3894 
Frother 41G 
Activated Carbon 
Starch 
Percol 351 
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Kg/DMT 

O. 111 
0.033 
2.891 
0.935 
1 .316 
2.215 
1 .596 
0.598 
0.021 
0.004 
0.001 
0.025 
0.009 
0.005 
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BRUNSWICK HINING AND SHELTING - PLANT METALLURGICAL BALANCE TABLE 1.2 

ASSAY, , DISTRIBUTION 

Hill Product Wt Pb Zn Cu Ag!gpt) Pb Zn Cu Ag 

HILL FEED 100.0 3.55 8.85 0.32 99 100.0 100.0 100.0 100.0 
CuPb Rghr Cane 16.3 16.70 10.50 1.50 m 76.7 19.3 76.4 69.2 
CuPb Rghr Ta 11 83.7 0.99 8.53 0.09 36 23.3 80.7 23.6 30.8 
CuPb Clnr Cane 8.9 27.50 9.50 2.58 680 68.8 U 71.6 61.0 
Cu Pb Clnr Tail 7.4 3.78 Il.65 0.21 109 7.9 9.8 4.8 8.2 
CuPb Cm Ta 11 91.1 1.22 8.79 0.10 42 31.2 90.5 28.4 39.0 

Zn Rghr Cane 21.5 2.00 34.00 0.30 100 12.1 82.6 20.2 21.7 
Zn Rghr Ta 11 69.6 0.91 1.00 0.04 25 19.1 7.9 8.2 17.3 
Zn Clnr Cane 13.0 1.80 51.50 0.25 90 6.6 75.9 10.2 11.9 
ln Clnr Tal1 8.5 2.31 7.00 0.38 115 5.5 6.7 10.0 9.9 
Zn CIrc Tall 73.1 1. 12 1.65 0.07 34 24.6 lU 18.2 27. 1 

Cu/Pb Sep Feed 8.9 27.50 UO 2.58 680 68.8 9.5 71.6 61.0 
Cu Cane 0.9 6.00 3.00 22.00 2800 1.5 0.3 61.6 25.3 
Cu/Pb Sep Tail 8.0 29.91 10.23 0.40 442 67.3 9.2 10.0 35.7 

Pb Upgrd PyrIte 0.8 6.00 2.00 0.50 175 1.4 0.2 1.3 1.4 
Pb Upgrd Ta il 7.2 32.60 11.15 0.39 472 65.9 9.0 8.8 34.2 

Bulk Cane 1.7 18.00 34.00 0.45 300 8.5 6.4 2.4 5.1 
Pb Cone 5.5 37.04 4020 0.37 525 57.4 2.6 6.4 29.2 

Plant Tai 1 78.9 1.17 1.65 0.08 36 25.9 lU 19.5 28.6 

Payable Recoveries: Pb : 65.9 
Zn : 82.3 
Cu : 61.6 
Ag : 59.6 
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CHAPTER 2: COLLECTION OF DATA FROM THE IMAGE ANALYZER 

, 2.0: Objectives of liberation Studles 

Size reduction in minerai processing has two objectives. The ore must be 

reduced to a size where the valuable minerai particles ar e amenable to 

treatment b Y the chosen separation method (usuall y less than about 150 !lm for 

sulfide fiotation) and the mineral$ must be IIberated. Since size reduction is 

energy intensive most operations do not perform any more size reductlon than 

that which is vital for minerai separation. After a certain point the Incrementai 

gains of grindlng finer are offset by the need for Increased capital and 

operating expenditure and by slower flotatlon klnetics. Most industrial 

processes seem to reach this cutoff at a point where the flotation feed still 

contains a fai r amount of locked material. 

Early studies employed some form of "llb"lration factor" to describe the 

ore. 3 Typically this represented the area fraction of a minerai of interest 

which appeared ln a pollshed sample to be IIberated. This method yields sorne 

measure of liberation, but fails to provide information of practical interest when 

the requi red or desi red recovery Iles above the degree of 1 i beration of the ore. 

For example, if one is requlred to recover 90% of the sphalerite from an ore in 

whlch 70% of the sphalerite is Ilberated, the Ilberation factor does not reveal 

what the achievable gracie will be. In ores where near perfect liberation Is 

difficult to obtain (le. most complex sulfide ores) it is found that the liberatlon 

factor is of little practical use. 

One approach which has become more popular in recent years is the use of 

theoretlcal grade/recovery curves to descrl De Il beratlon. Li beratlon data is 

tabulated as a grade/frequency hlstogram, and the theoretical separability of 

the ore descri bed by constructlng the best possi ble grade/recovery 

relationship. This Is an Inherently more useful approach; however, It is difficult 
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to translate even this data Into a useful description of practical separabillty. 

In flotation ail particle compositions are selected at a finite rate, and the 

recovery rates for locked particles containing even a minimal amount of flotable 

material may be similar to the recovery rate for free material. Certainly 

liberation studies are useful as a descriptive method (eg. to see whether free 

gangue is being recovered into a concentrate). However, some type of kinetic 

consideration is warranted if the Ilberation data Is to be used as a 

developmental tao 1 to predict circuit performance or the impact of circuit 

mod i fi cation. 

There are several problems in the collection and interpretatlon of Ilberation 

data from microscopie studies. First of ail, the pollshed sample IS subject to the 

normal problems Involving sampling and subsampling. Secondly, a large quantity 

of sections must be counted to assure a reasonabie levei of data preCISion. 

Thirdly, the observations must be made in an accurate and unbiased manner. 

Finally, the data obtained from two dlmensional sections must be converted into 

a desc:iption of the phenomena present ln three dimenslonal parti cl es. 

Needless to say, integrity of the raw data is a fundamental prerequislte for 

any study. In manual liberation studles the grades of sections must be 

estimated by the observer, leading to a 1055 of precision under any 

circumstances and to a loss of accuracy if the observer is in a,w way blased. 

Moreover, the number of sections which can be counted is limited by the slow 

and tedious nature of the procedure. This leads to an addltlonal loss of data 

precision. 

One rationale behind the promotion of automated image analysis studles 

over manual liberation studies is the precision wlth whlch data may be 

collected. Automated studles allow large particle counts to be obtalned wlth a 

high degree of reproducibility; however, the high degree of preCISion does not 
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1 
necessarily ir Jly hlgh accuracy. Therefore, this discussion of the Image 

analyzer as a tool for liberation work must Inltlally embark upon a discussion 

of the requi rements for collectlng accurate primary data, includi ng the various 

problems which may be encountered between sample collection and data 

compi latlon. 

2.1: Choice of a Sample 

Since the image analyzer is capable of reeording size information as weil as 

partlcle grade and frequency it Is tempting to attempt to derive size vs. 

liberation data from a single analysis of an unsized sample. There are, however, 

several reasons why this should not be done. Problems are imposed by the 

physlcs of the analytlcal process, by the resolution of the image analyzer, and 

by stereological phenomena. Ali of these will be dlscussed in turn; however, it 

is simply stated at th,s point that samples for liberation work should contain 

no more than four or five size classes. In other words the smallest partlcle 

should have a diameter no less than about 1/4 to 1/6 of the diameter of the 

largest partiele. 

2.2: Preparation of Polished Samples 

For liberation data to be meaningful It is neeessary that the polished 

sample be an accu rate :epresentatlon of the stream to be examined. The 

acquisition of a representatlve sample Is, in itself, a difficult task. Sampling 

methodology is weil descnbed in literature and it is assumed that an accepted 

method is used to obtain the powder sample needed for a liberation study. This 

diSCUSSion beglns with methods for the preparation of pollshed samples. The 

basic requirements for a polished sample are that a representatlve portion of 

the powder sample appears in random orientation at the polished surface, and 

{ that the polished surface is as uniform a plane as possible . ... 
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The simplest and most common method for preparlng a polished section is 

by mixing a powder sample wlth some 

surface of the sample once the resin has 

type of resln, then polishing lower 

hardened. Since this procedure 

involves some degree of settling, the sample tends to segregate. Thus, it Is 

common to find that very dense materials are over represented at the exposed 

surface. 

One way to bypass the segregation problem is to use a monolayer of 

particles on the bottom of the sample. While this avoids segregation It tends to 

induce preferential particle orientation. Locked partlcles tend to settle wlth the 

denser component oriented downward (Figure 2.1), and plat y or fi brous 

minerais tend to rest upon cleavage planes (Figure 2.2). 

A method proposed by Jackson" attempts to malntain random orientation of 

particles ln the sample matrix by uSlng an inert filler matenal to Induce 

hindered settling. The powder specimen is thoroughly mixed with the flller and 

then impregnated with just enough resin to fill the void spaces. Whlle sorne 

settling still occurs the viscosity of the resin combined wlth the large volume 

of filler matenal minimizes orientation problems. A recent variation of thls 

method 5 includes the use of putty-type reslns in which settling does not 

occur. 

When using a hindered settling method it Is essential that ail gas be 

removed from the sample prlor to final mixing. The powder sample and filler 

contaln interstitial gas whlch inevitably becornes trapped ln the resln when the 

two are mixed. Bubbles trapped at the surface Interfere wlth pollshlng and 

bubbles rising through the resln induce settllng. Thus, the sample should bt: 

subjected to a mlld vacuum to remove the air then remixed (wlthout Introducing 

new air bubbles to the sample) prior to setting of the resln. Samples ln this 

study employed a carbon filler and an epoxy matrix, Into whlch powder samples 
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were introduced by the above method. 

The use of a filler material Is preferable to simply increaslng the powder to 

resin ratio in samples. One of the major problems assoclated with automated 

image analysis studles is the distinction between locked and touching particles. 

Thus, the number of contact poi nts between the individual minerai particles 

should be mintmized. However, there is a practical IImit to the amount of filler 

which can be lsed. The image analyzer requires a more or less constant amount 

of tlme per image to perform its analysis. The addition of filler material reduces 

the number of measured particles per image and therefore increases the 

analytical time. A volumetrie ratio of 1:1 between filler and sample materral is 

appropriate. 

The desire to minirnize contact points between indivldua' minerai grains IS 

one of the reasons why size-classified samples are preferable ta unsized 

samples. The packing efficlency of minerai grains increases as the number of 

size classes is tncreased. Thus, unsized samples produce many point contacts 

between partlcles. During automated analysis there is always éi. problem of 

distingulshing point contacts from locked particles. The situation is aggravated 

when large partlcles are bordered by several small particles. 

Polishing must be conducted in a correct manner ta avoid the preparatIon 

of non-planar or biased sa~ples. Grinding at tao low a pressure allows the 

grlnding medium ta roll between the grinding wheel and the sample, inducing a 

gouglng action rather than an abrasive action. This can result in deep PltS 

which are not subsequently removed in the polishing stages. Pol ishing at tao 

high a pressure may embed polishing medium in the softer minerais, leaving 

behind a hole when the pOllshing medium is eventually ripped out. 

Since polishing usually employs a cloth wheel, there IS a small amount of 

vertical flexlbillty of the polishing surface. Polishing at high pressure results 
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ln compression of the cloth under the sample, which allows the resln and soft 

minerais to be abraded at a faster rate than the hard minerais. This leads to 

the development of sample relief. The net effect of incorrect pressure in 

grinding and polishing is an over-representation of the hard species and an 

under-representation of the soft species at the surface, as weil as the 

production of a surface which Is non-planar. 

Figure 2.3 illustrates sorne of the problems which may be caused by 

incorrect polishing. Four cases are illustrated, involving hard (black) and soft 

(shaded) minerai species. The differences are illustrated between the 

"observed" compositions of the partlcles, the "best interpretatlon" whlch could 

be made if the poorly-prepared features were properly Identified, and the 

"actual" composition which would have been observed if tf)e section had no 

relief. 

Partiele "A" is a composite with the hard species overlying the soft 

species. The hard species stands in relief, and results ln the production of a 

non-horizontal edge to the particle. Thus, the partiele will have a rim whlch 15 

hard to Identify. Even if the ambiguous area was to be properly identlfled then 

the particle would appear to have more of the hard phase than actually would 

have been expos~d if the partiele had been poli shed to the plane of the 

section. Particle "B" shows a composite partiele oriented so that the soft 

minerai overlies the hard mineraI. Again the hard minerai stands ln relief. 

However, the soft minerai has been gouged below the plane of the section. Thé 

particle will appear to have a line of ambiguous composition runntng down the 

interface between the phases. Particle "C" has been plucked out, and Will not 

be observed at ail. Particle "D" has been gouged below the plane of the 

section, and WI" be hard to Identify. 

Whlle pits and relief are ubiquitous features of any polished section they 
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can be greatly reduced by using batch sample preparation equipment, ln whlch 

the samples are held rigidly and an even pressure applled. It is also useful to 

chamfer the edges of the polished section to avoid binding between the 

pollshing disk and the sample. Scratches, pits and excessive relief are ail 

indicative of poor sample preparation and detrimentally affect analysis. In 

studies using backscattered electrons for imaging it is possible and even 

probable that poor sample preparation will lead to misidentification of partlcles 

and thei r structural features. 

2.3: Signal Generation Using the Electron Microscope 

There are several different ways :n which an electron beam may Interact 

with a sample (Figure 2.4) with the various signais being generated from 

different depths within the sample and different analytical volumes. Not ail of 

these signais are useful in imaging, and even fewer are useful in Ilberation 

studies, since su ch work requi res not only an image but also discrImination of 

indivldual mineralogical phases. Image analysis studies generally use one or a 

combination of secondary electron imagery (SE!), energy dispersive x-ray 

analysis (EDXA) and backscattered electron imagery (BE!). 

The facilities used for this work were located in Fredericton at the New 

Brunswick Research and Productivity Councii (RPC). The setup conslsted of a 

JEOL 733 rrllcroprobe (SEM-BEI capable) interfaced to a Tracor 5500 EDXA 

system and a Kontron image analyzer. Thus secondary electron imagery, 

backscattered electron imagery and energy dispersive x-ray analysis were ail 

available. Backscatter electron imaging (BEI) was chosen as tl1e analytlcal 

method, since it is the fastest method for obtainlng an image whlch hé:ls tJoth 

acceptable resolution and compositional information. The three principal types of 

analysis are summar:zed below. 
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2.3.1: Secondary Electron Imaging (SEI) 

Some of the incident electrons interact by knocking low-energy electrons 

from atoms in the sample. These are referred to as secondary electrons, which 

have a low energy and which therefore do not move far \'/ithin the sample 

before being recaptured. The normal depth from which secondary electrons are 

emitted is less than 0.05 !lm 7. The small sample volume allows the production of 

images with exceptionally high resolution; however, the signal shows only a 

minor change in intensity as a function of target composition. Thus, the methoc 

is not determinative and by itself is not used for liberatlon studles. 

Nonetheless the images are very useful for examining the quality of a polished 

section (looking for scratches, gouges, relief, etc.) and for determinmg the 

precise locations of grain boundaries. 

2.3.2: Energy Dispersive X-ray Analysis (EDXA) 

A high energy incident electron may under some circumstances Interact 

with an atom in a sample by knocking a high energy inner-shell electron out of 

its orbital. The unstable configuration thus formed rapldly decays as an outer 

shell electron jumps to fill the vacant orbital space. The energy associated wlth 

the transition is one of a number of quanta w hich are charactenstlc of the 

atom Involved. The quanta used for phase discrimination are ln the x-ray 

wavelengths, which usually correspond to the transition of an electron from the 

K,L or M bands to the S band. Thus, the emissions are referred to as 

characteristic x-rays. A single atom will show a variety of peaks correspondlng 

to different target orbitais being fi lied from different sources. 

Most equipment is capable of detecting elements of atomlc number 11 

(sodium) or higher. The type of detector most commonly used for liberatlon 

work is a lithium drifted silicon crystal which converts mcoming x-ray photons 

27 



Into a discrete number of free electrons. The electrons are collected by an 

applied bias into an integrator, which in turn gives a signal to a multichannel 
i ... 

analyzer. The multichannel analyzer divides the x-ray spectrum mto discrete 

energy ranges and keeps a record of the number of counts within each range. 

Thus, ail elements can be counted simultaneously. This configuration is known 

as energy dispersive, and the method referred to as energy dispersive x-ray 

analysis (EDXA). 

Characteristic x-ray emissions are generated within a large subsurface 

volume. Since the incident electrons must have an energy in excess of the 

energy requi red to generate the characteristic x-ray, the lower 1 imit of 

accelerating voltage is about 25 KeY for transition elements. This results in 

deep beam penetration, with the signal typically emanating from a depth of 

0.5-5.0 IJm. Thus, images formed by EDXA have relatively low resolution. 

However, the method offers an advantage in that the wavelength of the 

emission IS used for phase identification rather than the intensity of the 

emission. This makes EDXA relatively insensitive to surface irregularities. SEI is 

commonly used to form a high-resolution image of particle occurrences whlch IS 

then overlaid with an EOXA image tor composltional determination. 

A major drawback in the use of characteristic x-rays is the large amount 

of time required to build an image. This is due in part to inelastlc collisions 

between incident electrons- and atoms in the specimen, in which the illcident 

electron rapidly decelerates and releases part of its energy as x-ray radiation. 

Such x-rays form a continuum which is superimposed upon the x-ray peaks 

formed by characteristic emissions. Long count times are reqUi red in order to 

achieve an acceptable ratio of signal to noise. For example, in thls study it 

would have taken seven minutes per frame (12 hours per sample) just to collect 

the primary images. 
( 
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EOXA analysis Is useful ln cases where no other analytical methods are 

capable of maklng a reliable distinction between minerai phases; however, as a 

result of the low resolutlon and high Image acquisition tlme this method of 

analysis is not preferred for IIberation studies. 

2.3.3: Backscattered Electrons: 

Incident electrons colliding with atomic nuclel may rebound elastically as 

backscattered electrons. As a result of the relatively high energy of the 

incident electrons backscattered electrons may be scattered several times 

before exiting the sample and may therefore emanate from a relatlvely large 

sample area (typically from a depth of 0.1-1.0 )..lm). As a result of this the 

Images formed by backscattered electron imagery (BEI) have lower resolution 

than those formed by SEI, although the resolution considerably exceeds that of 

optical microscopy. 

The usefulness of BEI for phase determination results from a relationshlp 

between the atomic density of a sample and the number of elnctrons whieh Will 

be backscattered. Minerais with high mean atomie denslties seatter many 

eleetrons and therefore produce brlght images compared to those of less dense 

minerais. Most sulfide minerais have a suffieiently unique mean atomle denslty 

to be differentiated, given sufflclent analytlcal time. Typieally a backscatter 

image useful for distinguishing sulfides may be obtalned ln 1-3 minutes, 

depending upcn the density difference between the indivldual minerais. 

One disadvantage in the use of BElis the fact that signai mten51ty 15 not 

exclusively a funetion of density. Whereas the SEI deteetor uses an applled 

bias to attract eleetrons from quite a wide range of trajectones, the BEI 

detector colleets eleetrons from a single trajeetory. The net effeet IS that the 

sample appears as if it is under point illumination. Thus, tlle Image will have 
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bright and dark regions corresponding to different surface topography. The 

observed brightness is a functlon both of the sample density and Its 

orientation with respect to and distance from the detector. 

The presence of pits, cracks and relief have an obvious detrimental effect 

upon phase discrimination. Particles standing in relief will appear to have 

bright and dark edges, both of which may be Identified as phases distinct from 

the bulk of the partiele. Even minor irregularities on the surface will result in 

slight changes in signal intensity, sufficient to lead to ambiguous identification 

when sensitive phase discriminations are attempted. 

Other difficulties associated with BEI are averaging and subsurface effects. 

Figure 2.5 illustrates a sample conslstmg of two particles. One IS a composite of 

dense (dark) and less dense (Ilght) minerais, while the other is a subsurface 

occurrence of the dense phase. As an eiectron beam traverses from left to 

right it will encounter the dense phase. While the actual atomic boundary 

between the minerai and the restn may be sharp, the emission intensity shows 

only a graduai Increase. This is a result of the fact that the emisslons 

originate from a finite subsurfaee volume, and do not reach a maximum until 

the complete anal ytieal volume lies withi n the mi neral phase. Similarl y, as the 

beam traverses towards the less dense phase the emissions will gradually fall 

to a lower plateau, and th€~ gradually fall to the baseline emission intensity 

for the mounting medium as the beam leaves the particle. Of course, if a third 

minerai has an emlssion level (backscatter "brlghtness") somewhere between 

that of the dense and the less dense minerai, than an image analyser will 

tnterpret the backscatter intensity profile as Indicating a thin band of this 

thlrd phase reslding between the other two. Similarly, It may appear that a 

fourth phase exists at the particle boundary, forming a rim. This is referred to 

as the "edge effect", or "halo effect", and makes it difficult to conclusively 
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asslgn the locations and compositions of phase boundaries. 

Continuing the traverse from left to right, the electron beam encounters a 

subsurface partiele. Since the resin has very low density the electron beam 

penetrates quite deeply, encounterlng the particle. However, this particle has 

considerable surface topography and lies farther from the detector than 

particles at the surface. Furthermore, any backscattered electrons emltted from 

the partiele will be sllghtly attenuated by the resin. As a result of these 

factors the backscatter Intensity will vary across the sample, and will not 

achleve the brlghtness of a similar particle at the surface. Nonetheless, if 

dense phases 1 ie close to the surface the i ntensity of their emissions may 

emulate the emission intensity of a less dense phase, leading to erroneous 

i nterp retation. 

Since brightness IS the determinative variable for phase identification ln 

BEI it is essential that samples have low relief and as few surface defects as 

possible. Even so, ail BEI images will contain a proportion of area which will 

ultlmately be misidentlfied. Thus, it is necessary to process images in an 

attempt to elimtnate artlfacts of the data collection process. 

2.4: Choice of Conditions for Backscatter Imaging 

Given a sample whlch has been prepared as carefully as possible, the 

abliity to dlstingulsh phases of simllar density Is largely a function of signal 

acquIsition tlme. In order to maximlze the number of particles which C.?'1 be 

~conomlcally measured by image analysis there IS great pressure to reduce the 

analytical tlme to a minimum. One of the major determlnlng factors for image 

acquisition tlme IS the relationship between acquisition time and image contrast. 

This relatlonshlp is descrl bed by POisson sampllng statistics, since the 

{ backscatter detector records random emlssions as a function of time. For 
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example, if a minerai producing N counts per time period T is to be 

distinguished from a minerai producing (1.1)N counts per T then the 99% 

confidence interval for the number of counts expected from the first minerai is 

equal to N +/- 3*N2. Likewise, the 99% confidence Interval for the second 

minerai IS equal to (1.1)N counts per second +/- 3*(1.1 N)~. To limit the 

brightness overlap to 0.5% of the sample area, N+3N~ = (1.1N)-3(1.1N)"i, or N must 

equal 3778 counts per time T. In other words the analytical time T must be 

chosen such that at least 3778 counts are obtamed. 

The required analytical time is obviously a function of the relative 

bri ghtnesses of the two phases. If the second phase had abri ghtness of 2N, It 

is easy to calculate that the requi red val ue of N would equal only 53 counts, or 

about 1.5% of the analytical time required for the previously descnbed case. It 

can be concluded, therefore, that under constant operating conditions there IS 

a minimum theoretical data acquisition time which will allow two phases to be 

distinguished with a 0iven degree of accuracy. As a general rule the analytlcal 

time is chosen such that the two phases with the most slmilar brightness level 

show about a 2% to 3% overlap, whlch can be effectively elimlnat~d by image 

processing. Increasing image collection time past this point is usually 

counterproductlve. In theory the analytical time would have to be Increased by 

a factor of 2.25 to reduce the overlap from 2.5% to 0.5%, leaving much less tlme 

for image p rocessl n g. 

The number of backscattered electrons captured by the detector per unit 

time is highly dependent upon the experimental conditions. Thus, analytical tlme 

may be reduced by choosing conditions such that the rate of backscatter 

emlssions is increased, or such that more of the emitted backscatter electrons 

reach the detector. The three primary variables are beam current, acceleratmg 

voltage and sample height. 
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Beam current is a direct measure of the number of electrons striking the 

sample per unit time (measured in coulombs per second). The greater the beam 

current the greater the number of electrons which will be backscattered. 

Since there is a finite rate at which energy can be dlsslpated from the sample 

there is a maximum beam current denslty which can be tolerated before the 

surface of the sample is actually vaporlzed. Current density can be reduced by 

increasing the wldth of the electron beam; however, this increases the 

analytical volume wlth a consequent reduction of resolutlon. The beam current 

is typically set between 10-20 nA. 

Caution must be exercised in the collection of data over a long period of 

time, since the beam current has a tendency to drift. This is especlally 

apparent when the line current varies or when the vacuum has been broken by 

changlng the sample. Any change in the beam current will result ln a change 

in the Intensity of backscatter emissions, and will therefore lead to 

misldentlflcatlon of minerais. It Is advisable ta check the beam current 

periodicall y usmg a Faraday cup. In this work a beam current of 15 nA was 

used, and it was found that a drift of +/- 0.1 nA could be tolerated without 

compromising the analysis. 

A second way to Increase the backscatter emlssions is to bombard the 

sample wlth higher ener~y electrons. This can be accomplished by ralsing the 

accelerating voltage. Higher en erg y electrons have a gn:later depth of 

penetration and therefore a hlgher analytical volume. However, this decreases 

resolutlon. Typlcal accelerating voltages are 10-25 kV, with this study 

employing 10 kV. 

Thirdly, the proportion of backscattered electrons which are reccrded can 

be Increased by moving the sarnple closer to the detector. As seen in Figure 

2.6, the detector will record electrons encountered within some solid angle "A". 
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As the sample height is increased so will the value of "A", leading to a larger 

count rate. However, two detrimental effects are seen. The angle of convergence 

"B" of the incident electron beam will enlarge, leading to a lower depth of 

field. This is of relatively sma" importance for planar samples. The angle 

between the Incident beam and the detector (angle C) will also widen, making it 

appear on the backscatter Image as if the sample was Illuminated from a more 

oblique light source. This increases the sensitivity of the analysis to relief and 

surface defects. 

It 15 found, therefore, that a compromise must be made between analytical 

time, contrast and resolution. The best compromise depends largely upon the 

slze of features within the sample. For example, if one requlres quantitative 

liberatlon data from a sample in which the minor phase occurs as 2 IJm or 3 IJm 

Wlde dendrites then the boundary halos must be restricted to a fraction of a 

micrometer. A one micrometer halo on a two micrometer particle would obviously 

preclude quantitative data collection. To reduce the halo effect the acceleratlng 

voltage has to be reduced, at the expense of analytlcal tlme. The optimum 

conditions for examimng very fine features or very fine particles are therefore 

not the same as for coarse particles. This is another reason for the sizing of 

samples prior to the collection of liberation data. 

2.5: Creation of an Imagé 

When an incident electron beam is directed against a spot upon the minerai 

surface the emlssion intensity may be measured at the target point. However, 

for liberation studies it is necessary to obtain photograph-type images. This is 

accomplished by moving the electron beam ln synchronous motion with a 

cathode tube raster. In BEI or SEI the current across the detector is used to 

modulate the brlghtness of the cathode tube image, yielding a two dimenslonal 
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representation of the sample. In EOXA the multlchannel analyzer will send a 

pulse to the cathode tube every time an x-ray photon between selt:lcted energy 

limits is detected. This produces a dot-density map, which must be 

superimposed upon an SEI or BEI image in order to do liberation work. 

The on-line image formed by such a method is not suitable for Ilberation 

work, since the cathode tube image is updated 30 times per second, resultlng 

in an analytical time of only 0.033 seconds per image. The most satisfactory way 

to obtain a good Image is to take a photograph of the cathode tube whlle the 

electron beam 15 very slowly rastered across the sample. A suitable photograph 

of BEI intensity can usually be obtained in about 60-120 seconds. 

While liberation studies can be performed using photomicrographs in whlch 

features are counted manually, such a procedure 15 costly and time consumlng. 

The method has never gained great popularity, havlng been largely replaced by 

digitization of the images and quantification of features by means of image 

analysls. However, the photographic method offers the advantage that the raw 

data IS visible and available for texturai interpretation in a way that tabulated 

Image analysis data is not. 

2.6: Examining the Quality of BEI Images 

The usefulness of BEI images for liberatlon work is adversely affected by 

the fact that backscattered electron Inte ISlty, w hlch is used as the 

determlnative parameter, responds not only to composition but also to surface 

defects and phase boundaries. Before proceedlng to a discussion of lmage 

digitization and interpretatlon it is useful to view photomlcrographs of sorne 

BEI images to see the type and magnitude of problems whlch must be handled. 

FI gures 2.7 and 2.8 show photomlcrographs at 350x magnlflcatlon of a 

Brunswick Mlnlng and Smelting (BMS) sample whlch consists pnmarlly of 
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silicates (Si, very dark gray), pyrite (Px, medium gray), chalcopyrite (Cp, 

medium gray), sphalerite (Sp, light gray) and galena (Gn, white) in a matrix of 

resin (black). The phases are identified in Figures 2.78 and 2.88. 

One problem in the identification of phases is the wide dlfference between 

the backscatter intensity of galena (the brightest minerai) and silicates (the 

darkest). In order to co"ect an image ln which silicates are visible the 

brightness has to be increased. However, in order to keep galena from gOlng 

off scale at this bri ghtness the contrast must be reduced. This makes it 

impossible to differentiate minerais of similar contrast (eg. Cp vs. Px). 

Figure 2.7 "{'bph)ys a high brlghtness and a low contrast in order to a"ow 

silicates to be seen. However, under these conditions Cp and Px are 

indistinguishable. In Figure 2.8 the brightness is reduced and the contrast is 

increased. Under these conditions Cp can be distinguished from Px, but 

silicates are invisible. Fig",re 2.9 shows a better example of a pyrite/ 

chalcopyrite composite partlcle, presented at 500x magnification. Figures 2.7, 2.8 

and 2.9 a" employed identlcal microscope settlngs (le. identical signais trom the 

backscatter detector) but different CRT brightnesses and contrasts. 

Upon close examlnatlon of Figure 2.9 It is seen that the indivldual minerais 

do not show unlform backscattered electron intensity; rather, they tend to 

contaln patchy areas which may represent local variations in surface planarity 

or- minerai composition, changes ln crystallographlc orientation or the presence 

of another specles close to the plane of the polished section. Thus, in minerais 

such as pyrite and chalcopyrite which have similar gray levels there IS sorne 

overlap in the observed backscattered electron Intensity. Most of the grains 

visible in the photomicrographs also contain a number cf dark areas whlch 

correspond for the most part to interfaces between Individual minerai crystals. 

A small locked partlcle is presented ln Figure 2.10 at 3500x magnification. 
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The section has a long dimension of about 10 \.lm and is eomposed of galena and 

sphalerite. Diffuse boundaries are seen between both galenajsphalerite and 

mineral/resin. Figure 2.108 shows the aetual section size and grain boundary 

locations reprodueed from SEI Imagery. Superlmposed upon Figure 2.10B is the 

outline of the BEI image (shaded), showing that the halo effect causes an 

apparent increase in partlcle size. It will also be noticed that the apparent 

abundance of galena wlthin the partiele is Increased, since halos extend not 

only into the resin but also into the area oeeupied by sphalente. Halo wldth 15 

independent of magnificatlon, 50 that the effect has an equal magnitude in 

Figures 2.7 to 2.10; however, it is not until higher magnifications are employed 

that the halos are readily distinguished. 

The magnitude of the halo effect is in part a function of the relative 

difference in gray level between the two Interfacing phases. Thus, PY rite (the 

darkest sulfide) produces the smallest halos at partlcle boundanes whlle galena, 

the brlghtest minerai, produees the largest halos. Galena also tends to have u 

smaller size distribution than other sulfides in thtl BMS ore, glVlng It a larger 

interfacial area per unit of volume and therefore a greater opportunlty to forrn 

halos. This results in a composltional bias whieh may elevate the apparent 

abundance of galena by a considerable amount. 

In Figure 2.7 a small composite grain of galet1a, sphalerite and pyrite can 

be seen near the upper left hand corner of the fi gure. This grain IS magnlfled 

to 1500x in Figure 2.11. The diffuse phase boundanes reveal the presence of a 

halo effect. When the accelerating voltage is lowered from 15 keV to 5 keV 

(Figure 2.12) the apparent size of the grain and the proportion of the area 

which is oceupied by galena both decrease. Conversely, when the ac.celerating 

voltage is increased from 15 keV to 25 keV (Figure 2.13) the apparent size of 

the grain and the apparent proportion of galena bath Increase. The effect 15 
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seen most readily on the upper right hand side of the figures, in whlch 

subsurface material becomes involved in the production of halos. 

The most accu rate of the three images is Fi gure 2.12, produced at the 

lower accelerating voltage. However, this image required 180 seconds to acquire 

as opposed to 60 seconds for the images in Figures 2.11 and 2.13. Even at the 

higher acquisition time the contrast of Figure 2.12 is considerably less than 

that of the other two images. Thus, it is found that there is a practical limit 

requiring that the accelerating voltage be maintained at about 10-15 keV. 

Requi rements may vary as a function of microscope gl.- Jmetry, spot size and 

sensitivity of the backscatter detector. For example, the photomicrographs 

presented here were obtained from a JEOL T-300 SEM at McGi11 University, and 

required a 15 kV acceleratlng voltage. The image analysis work conducted on 

the JEOL 733 microprobe at RPC could be carried out at 10 kV. Regardless of 

the differences between equipment it may be assumed that the p racti cal limits 

for Image acquisition tlme result in the collection of images which contain 

significant halo effects, or which in the case of Brunswick ores results in an 

overestimation of the abundance of galena. 

!n brief, one can say the following about the primary images obtained from 

BEI and the tasks w hich must be performed in image analysis: 

1) The Individual minerai species do not show uniform gray levels. Rather, 
they show a range of gray levels with effects caused by surface 
features, phase interfaces, grain boundaries and a varlet y of other 
factors. The image analyzer must recognize the locatIons of the various 
minerais and ignore the presence of pits, cracks, relief, and variations of 
gray level within minerai phases. 

2) Interfaces between phases show halos which extend from bright phases 
into darker phases. The halo effect results in an overestimatlon of the 
abundance of bright minerais, which can be reduced ln severity but not 
elimlnated by lowering the acceleratlng voltage in the SEM to the lowest 
value which produces an acceptable image. The image analyzer must 
attempt to sharpen the boundaries by removing halos between minerai 
phases and at section edges. 
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FIGURE 2.7 A 
BRUNSWICK ORE - 350 X, 15 kV 

FIGURE 2.7 B 
IDENTIFICATION OF MINERALS 
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FIGURE 2.8 A 
BRUNSWICK ORE - 350 X, 15~V 

FIGURE 2.8 B 
IDENTIFICATION OF MINERALS 
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FIGURE 2.9 A 

1 IRREGULAR SURFACE BRIGHTNESSES - 500 X, lStv 

FIGURE 2.9 B 
IDENTIFICATION OF MINERALS 
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FIG~'RE 2. 10 A 

COMPOSITE PARTICLE - 3500 X, 15 kV 

FIGURE 2.10 B 
GRAIN BOUNDARIES (FROM SEI) 
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FIGURE 2. 11 A 

COMPOSITE PARTICLE - 1500 X, 1 5 kV 

FIGURE 2. 11 B 
APPARENT GRAIN BOUNDARIES 
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FIGURE 2.12 A 
r 
t COMPOSITE PARTICLE - 1500 X, 5 kV 

FIGURE 2.12 B 
APPARENT GRAIN BOUNDARIES 
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COMPOSITE PARTICLE 

FIGURE 2.13 A 

- 1500 X, 25 kV 

FIGURE 2. 13 B 
APPARENT GRAIN BOUNDARIES 
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2.7 Digitizatlon of BEI Images 

t A major advance in IIberatlon studles has been the development of digitized 

imaging capabllity. The signal from an optical or electron microscope can be fed 

Into a computer which breaks the image i nto discrete packages referred to as 

pixels. The average intensity over the pixel area (for BEI) or the number of 

x-ray photon counts (for EOXA) is translated into a color or a gray level and 

plotted at the appropriate poi nt on a computer monitor. The resol ution of 

images varies from machine to machine but typlcally allows 256 gray levels with 

a Ilnear resolution of either 512*512 pixels or 1024*1024 pixels. The major 

advantage of a dlgltized image is that it 15 in a format suitable for computer 

manipulation and evaluation. 

2.7.1: Resolution Limits and Choice of Magnification: 

The conversion of an analog signai Into a digital representation results ln 

1055 of resol utlon, slnce each pixel represents an average over the area bei ng 

represented. Thus, boundanes between a bright phase (eg. galena) and a dark 

phase (eg. resln) may be asslgned the gray level of an intermediate phase (eg. 

sphalerite). ThiS phenomenon Is u5ually not observable, since errors Introduced 

by the halo effect usually greatly exceed those generated by the frame 

averaglng effect. However, a brlght object small enough to occuPY a single 

pixel could concelvably be r..lpresented by two to four pixels of an intermediate 

gray level. The Iimits imposed by resolution must be considered when decidlng 

the slze of object whlch can be considered si gnlficant at any given 

magnlflcation. ThiS work employed a 512*512 pixel linear resolution, half of what 

the Image analyzer was capable of accommodatlng. If the linear resolutlon was 

to be doubled then the number of pixels per image would quadruple, with a 

corresponding Increase ln Image processlng tlme. 
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The image size and resolution impose limits on the largest and smallest 
'! 

~ particle sizes which can be quantified within a single image. In practice it is 

not practical for a field to contain less than about 50 objects, otherwise too 

much time is spent in image acquisition and stage movement. However, If too 

low a magnification is chosen th en each obJect will occuPY so few pixels that It 

is impossible to process the image without radically altering the shapes and 

compositions of mdividual sections. The magnlficatlon should be chosen such 

that in a typical field the largest particle section should have a dlameter no 

more than about 10% of the image dlameter. This means that on a screen wlth a 

linear resolution of 512 pixels the largest section should have a diameter of 

about 50 pixel widths, and will therefore occupy about 2500 pixels. In a slzed 

sample containing about three or four slze classes this will tend to yield about 

50-100 objects per Image. 

Image processing, as discussed ln Section 2.8.5, tends to obliterate features 

with linear dimensions less than about four or five pixels. This imposes 

constraints upon the smallest p~rtlcle size for whlch liberatlon can be 

effectively quantlfled. If, for example, the largest partlcle ln a sample 15 270# 

(54 !-lm) th en a magnification shoul d be chosen such that the entl re Image IS 

about 540 j.Jrn wide, or so that one pixel represents about one square mlcrometer. 

If a locked section IS described as one whlch contalns 5% or more of a mlnor 

phase then thls minor phase would have to possess a linear dimenSion ln excess 

of four mlcrometers (or an area of about 16 square mlcrometers) to avolu belng 

elimi nated dunng Image processi ng. ThiS means that the total partlcle woul d 

have to have an area of about 16/.05, or 320 pixels, or a linear dimenSion of 

about 18 !-lm. Thus, it is seen that when the magnlflcatlon 15 chosen to 

accommodate a 54 /.lm top-slze the &mallest partlcle for whlch quantltatl/e 

information may be obtained is about 18 !-lm, or about three slze classes srnaller. 
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Even under the best of analytlcal conditions the maximum n.Jmber of size 

classes (using the Tyler progression) must not exceed four or five within a 

given polished section. Any sections smaller than the about the fourth size 

class below the top slze will contain erroneous data. 

In samples contai ning more than one particle size the use of too hi gh a 

magnlflcation ln an attempt to measure finer particles also generates erroneous 

data. At high magnifications larger sections will tend to be truncated at the 

frame boundaries. In the previous example the magniflcation was chosen such 

that the largest particle had about 0.1 times the linear dimension of the image. 

Thus, If a section through the center of this partlcle was randomly placed 

within the image there would be a 90% chance of failing to intersect the top or 

bottom of the image, and a 90% chance of failing to Intersect thf' sides. This 

produces an 81 % chance that the section would lie completely within the Image, 

and a 19% chance that only part of the section would be seen. Doubling the 

magnlflcatlon would Increase the chance of boundary intersection to 36%. Thus 

it is found that although the lower size Iimit for quantitative evaluatlon can be 

pushed down by increasing the magnificat/on, the upper slze limlt is 

simultaneously affected. The use of too high a magnificatlon also increases the 

chance that a large particle Will occupy the whole image frame, lowering the 

amount of quantitative data obtained dUring the analysis. 

The Iimits described above can be altered by doubling the pixel resolution 

to 1024*1024. Using the same example of a sample w/th a 54 ~m top size and a 

540 ~m frame width the lower size limlt for quantitative data would be 9 Ilm, or 

flve size classes below the top size. Of course, increaslng linear resolutlon does 

not alter the lower analytical size limits imposed by the halo effect. In a 9 Ilm 

partlcle composed of 95% phase "A" and 5% phase "S" the mlnor phase would 

,( have a Ilnear dimension of only about two micrometers, imposing a requirement 
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for special anal ytical conditions in order to collect quantitative data. 

Since there are lower limits to resolution in BEI imaging there are also 

upper limits ta the magnification which can be considered useful. It may be 

useful, for example, to have an image resolution which is up to about four 

tlmes the pyhsical limits of BEI resolution. Image processlng can be used to 

sharpen a halo which is about four pixels wide, and may result in a more 

interpretable image than the primary image. However, increasing the 

magnification beyond this point simply lowers the number of particles which are 

counted without adding anything to the interpretabllity of the data. Under the 

conditions used in this study the halo effect extended over about a one to two 

micrometer width. Thus, the maximum useful resolution would be about 1/4 

micrometers per pixel, or about a 130 micrometer total image width (=512 pixels). 

This corresponds to an SEM magnification of about 770x. A magnification of 720x 

was used for the finest particles examined in this study. 

2.7.2: Contrast and Brightness - Calibration of Gray Scales 

Digitization consists of converting the BEI image (primary Image) Into gray 

levels between 0-255. The counts from the backscatter detector must be 

calibrated such that the gray levels of the minerais of Interest are separated 

as much as possible, or ln other words 50 that the gray scale resolutlon IS 

utilized as fully as possible. This is done at the microscope by adJustlng 

brightness and contrast. Brightness is simply an offset blas whlch 15 applled to 

the signal from the backscatter detector, whlle contrast IS synonymous to gain. 

Both controls are simple signal processing controls, ai1d do not affect what IS 

physically occurrlng within the sample chamber. 

Just as there is a Iimit to the maximum useful magnification, 50 there is a 

limlt to the maximum useful contra.st. If a minerai "A" has a backscatter 
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intensity of 1.000 +/- 0.080 whlle a second minerai "8" has an intensity of 1.100 

l +/- 0.100 (arbitrary numbers) then the overlap in intensity will occur between 

1.000 and 1.080. In physical terms the regions with an observed intensity of 

1.000 to 1.020 will be predomlnantly "A" while those in the range 1.060 to 1.080 

will be predominantly "B". 80th phases will contrlbute about equally to the 

observed intensity range of 1.020 to 1.060. Under these conditions one would 

want to have a gray scale resolution of at least about 0.005 per gray level, or 

a total gray scale range of 256*0.005 or 1.28 intensity units. This would allow 

the ambiguous range of intensities to be characterized by (1.060-1.020)/.005 or 

elght indivldual gray levels. Increasing the resolutlon very much beyond about 

0.0025 per interval would add little to the analysis, while decreasing the 

resolution much below 0.005 per interval would lower the confidence with which 

the minerais could be discnminated. 

By fixing the range of intensities per gray level interval one fixes the 

range of gray levels which can be simultaneously measured. For example, the 

total gray scale range in the above example can be no higher than 1.280 

intensity units before one of the minerais gC\es off scale either on the high or 

on the low side (since 1.280/.005 equals 256, the total number of possible gray 

levels). This becomes a problem when, for example, bright galena and dark 

silicates must be measured simultaneously. Since a wlde range of gray levels 

must be measured, the gray scale resolutlon is lowered and it becomes difficult 

to dlscnm' )ate similar mInerais such as py rite and chalcopyrite. 

This problem can be solved in part by allowing the bright minerai to go off 

scale. The contrast is adjusted such that there is sufficient resolution to 

discriminate the two similar minerais, at which point the bright minerai may 

have an equlvalent gray level as high as 500-1000, which is off scale and 

.( therefore represented by gray level 255. However, thls is considerably 

" 
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disadvantageous, since wide halos and ev en subsurface occurrences of the 

bright minerai may also be off scale, and could no longer be distlnguished fram 

true occurrences. As a general rule, no minerais which are to be measured 

should be allowed to off scale on either the upper or the lower boundary. The 

reason will become more apparent in Section 2.8.1, which discusses Image 

flltenng and enhancement. 

It may therefore be concluded that when two minerais of simllar brightness 

must be discriminated there is a limit to the range of brightnesses which may 

be simultaneously measured withm the sample. For example, the major specles 

ln the BMS ores are silicates, iron sulfides (mostly pyrite), chalcopyrite, 

sphalerite, galena, and arsenide/sulfarsenide species. (The latter, though of 

relatively minor abundance, are of interest due to the silver content of some of 

thelr constituents). The silicates are of low atomic denslty and are therefore 

much darker in backscatter imaging than the sulfides, although they show 

variations in brightness among themselves. Next in mtensity is pyrite, followed 

by chalcopyrite and th en sphalerite. Iron-rich sphalerlte grains appearing 

similar ta chalcopyrite, white iron-deficient sphalerite grains approach the 

brightness of arsenopyrite. Other sulfarsenides and arsenides tend to be 

considerably brighter, followed by galena which Is far brighter than any of the 

other minerais. Given the existing constraints upon image acquisition time It 

was difficult to distinguish chalcopyrite from the Iron suifldes when both 

silicates and galena were being measured. Thus, it was decided in the copper 

circuit study to omit silicates from the analysis and to quantlfy iron sulfides 

(pyrite and pyrrhotite, Px), chalcopyrite (Cp), sphalerite (Sp), and 

galena/arsenides/sulfarsenides (Gn). 

It should be noticed that the gray scale resolutlon required for proper 

identification of the minerais is a function of the amount of gray level overlap 
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between the various minerai species, whlch in turn Is a functlon of the image 
';j 

4 acquisition time. Thus, the use of longer acquisition time could allow the 

discrimination of silicates, galana and ail other sulfides simultaneously. This \s 

not necessartly identical to the acquisition tlme at which the human observer 

can dlstinguish the minerai species. The contrast at which the image analyzer 

can effectlvely separate minerais IS lower than the contrast required by the 

human observer. For example, the difference in gray levels between PYrite and 

chalcopyrite in Figure 2.8 appears ta be srnall but Is quite sufflclent for 

minerai identification using digital images. 

2.8 Image Manipulation 

The prlmary digital BEI image collected from the SEM Is not in the form 

which IS eventually used for quantification of liberatlon. For liberation 

measurements the digital images, whlch contaln 256 possible gray levels per 

pixel, are converted into a number of binary images which simply record the 

presp lce or absence of a minerai species of interest at any partlcular X,Y 

coordlnate in the image. A variety of tasks must be performed before the 

digital Image is converted Into blnary Images. The image must fi rst be cleaned 

of artlfacts such as halos and variations in gray level wlthln minerai specles, 

and the gray level envelopes for the various minerai species must be selected. 

Image cleatdng continues in the blnary images. Once satisfactory binary 

representations of the minerai occurrences have been obtained a structural 

correction 15 applled, deslgned to dlSCrtmlnate minerais locked wlthln a single 

partlcle from point contacts between partlcles. The particle types and th el r 

compositions are then measured. 

The algorlthm used ln this study 15 a compromise between a desire to fully 

utillze the features of the Kontron image analysis system and a need to 
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maintain as rapld an analysis as possible. The need for somewhere between 

5000-10000 objects per analysls was considered to be Inflexl ble on statistical 

grounds. However, there was an economic constraint strictly Ilmltmg the 

analytical time ta 6 hrs per sample. The magnlflcatlon was chosen for each 

sample to allow about 50-100 objects to be present wlthln a given field, 

reQuirlng thut about 100 frames be analyzed at an approxlmate rate of one 

frame per three and a half minutes. 

In this study the accelerating voltage was set at 10 kV and the b~arn 

current at 15 nA. These settings were the lowest at which a useful real-tlme 

image could be obtained on the cathode tube of the mlcroprobe. The avallabliity 

.:Jf a real-time image was considered to be grea~ly advantageous, slnce It 

facilltated sample set-up and gray level calibration. Under these operatlng 

conditions It was f()und that about elghty seconds werf.! needed ln order to 

collect an acceptable image. Includlng s,tage movement the total Image 

aCQuisition time was Just under ninety seconds, leaving Just a IIHle over two 

minutes for image processlng. Image processmg therefore had to be streaml1n8d 

as much as possible for rapidity of analysis. A 512*512 Image was used ln place 

of the 1024*1024 maximum in order to reduce processing time, and the data WélS 

reduced to as small a tabular format as possible. 

2.8.1 : Image Filtering and Enhan::;ement 

It may be appreclated that once a blnary Image has been created ln whlctl 

ail variations ln gray level have been removed the diSCrimination of reul 

features from artlfacts can be accompllshed only on the basls of the shape or 

size of the occurrence. Thus, one could decide to ellmi nate ail occurrences 

under 10 or 20 pixels in area ln order to get nd of SpUriOUS pixels, or to 

elimlnate any feature \'Ihlch Is very long and thm, whll..h coulu represent a 
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halo. However, the amount of image alteration requi red in order to remove ail 

,1 unwanted features by this method is often sc large as to seriously alter many 

real features of the sample. It is therefore advantageous to transfer at least 

{ 

some of the image processing to the primary digital image. 

Dlscnmlnatlon of artlfacts ln digital Images can be at least partially 

accompllshed by looklng at the gradation of gray levels across the sample. For 

example, in an Ideal Image one would expect a uniform gray level within a 

section which would abruptly change at the sectIon boundary to the uniform 

gray level corresponding to the mounting matrix. However, ln real images the 

minerais are seen as relatlvely uniform gray levels which grade systematically 

over a distance of one to several mlcrometers into a different gray level. One 

may apply image filters to seek these gradations and to convert them to abrupt 

transitions. In reference back to Section 2.7.2 it is essentlal that no minerais 

go off scale in bnghtness otherwise a large proportion of thelr halos will also 

be off scale and Indistlnguishable from the bulk of the occurrence. 

A wlde vanety of fllters are avallable ln image analysis for the removal of 

unwilnted features. A cursory description of some fllters avallable on the IPS 

system IS Included here. Only those fllters whlch are considered to be typlcal 

of ail image analysls systems and of Immediate use to liberation studles are 

Included. The IPS reference manuals (Copyright 1984, Kontron Electronlk) 

provlde a more complete descri ption. 

SHADE 

SIGMA 

Performs bn ghtness and contrast corrections on an image. 
Performlng corrections is obviously infenor to provldmg a 
primary image with approprlate brightness and contrasta 
(Gausslan averaglng) Reduce$ gray level fluctuation caused by 

statlstlcal variations ln imdge intensity. As prevlously dlscussed, 
the variance of the gray level is a functlon of SI gnal acquisition 
time. ThiS phenomenon results ln gralny images when acquIsition 
tlme IS InsufflClent. SIGMA a"ows the user to define a matnx Sile 
over HhlCh values will be averaged, along wlth the standard 
devlatlon for gray levels wlthin the matrJx. Ali pixels wlth values 
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LOWPAS 

HIGHPA 

within two standard deviations of the local mean are replaced by 
the mean value within the matrix. This is an effective algorithm 
for cleaning grainy Images, but is obviously not as effective as 
collectmg an image over an appropriate SI gnal acquisition tlme. 

(Lowpass fitter) Averages the gray levels wlthin a speclflc area. 
The size (in pixels) in the X and Y directions is speclfled, along 
with the number of times w hl ch the operation should be Iterated. 
Lowpass filters ellminate rapid changes in gray levels from pixel 
to pixel, and therefore act as smoothmg algonthms for evenlng 
out background gray levels. The overall visuai effect IS simllar to 
puttlng the image slightly out of foc\..ôs. 
(Highpass fllter) Defined as the weighted difference between the 

lowpass image and the original image. This removes ail slowly 
varying information from an Image, with the area of Influence of 
the fllter bem9 varied by changlng the slze of the lowpass matrlx. 
This filter has applications in removing halo effects from Images. 
The visual effect is slmilar to assuming that the original Image 15 
out of focus, then infernng what the focused Image should look 
Ilke. 

The major use of image filters in mmeral li beratlon studles is for reductlon 

of the halo effect. If the halo is not removed then free sections may appear to 

be surrounded by a second phase, whlle locked two-phase sections may appear 

to have a thlrd phase at the interface between the two actual phases or at the 

particle boundary. The filter used ln this study was DELIN, deslgned 

specifically for delineatlng phase boundaries. The filter uses a hlghpa5s 

algorithm to find phase boundanes at or below a selected wldth, then mashs 

the primary Image 50 that only these boundarles will be altered. A second 

highpass fllter assigns approximately half of the boundary to the phases on 

either side of the mterface. The filtered pnmar). images, exhl bltmg sharpened 

boundartes, are subsequently referred to as secondary Images. 

2.8.2: Choice of Gray Level Envelopes 

The gray levels asslgned to individual compositions are ranges whlch are 

Intended to encompass the mean gray level and the statlstlcal scatter of gray 

level produced by a glven minerai composition. However, It can be seen from 

the photomlcrographs that surface imperfections can wlden the range of gray 
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levels pertalning to indlvidual minerai species to the point where the minerais 

show some overlap. Artifacts resulting from halo effects and their attempted 

removal also widen the effective range of gray levels whlch must be used to 

describe a minerai composition. Thus, no ranges of gray levels can be chosen 

whlch will outline the indlvidual minerai occurrences without Inc.uding an 

unacceptable number of mlsldentified pixels. 

The most common approach to the problem is to divide the gray level 

envelope (0--255 gray levels) Into continuous reglons such that ail pixels are 

assigned a minerai composition. Figure 2.14 shows the profiles of gray level 

vs. frequency of observation (represented as normal curves) which could be 

produced by three dlfferent minerais. The overlapping regions are cleanly 

divlded 50 that each gray level is asslgned to a single minerai. 

This procedure IS convenient, since ail pixels wlth a gray level above that 

of the matnx are asslgned to one (and only one) minerai. However, this 

constltutes a dei i berate misidentlflcatlon of at least some of the pixels. 

The amount and type of image processlng requi red to remove un wanted 

features by th,s method IS so large as to obliterate many real features. A more 

effective discrimlnatory approach must be devised. 

In thls study two gray levei ranges are deflned for each minerai, using the 

5econdary (flltered) Image::iS a source. The first gray level range (Iow range) 

15 that which encompaS5e5 the mean gray level for the species, plus or minus 

about one standard devlatlon (Figure 2.15). If the minerai IS elther the 

bnghtest or the darkest ln the analysis, one tait of the gray level frequency 

dlstn butlon may be retalned. The low range image corresponds to pixels w hlch 

be Identlfied wlth a high degree of confidence. Depending lIpon the amount of 

overlap observed between minerais a greater or lesser proportion of the total 

.f!' ,,.; area may be posltlvely Identified. About 2/3 of the Cp pixels could be included 
.e. 
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in the low-range image in this work, as compared to almost 100% for Gn. 

The second gray level range (high-ranga) encompasses the mean gray level 

for the minerai species, plus or minus about three standard deviatlons (Figure 

2.16). This range produces a solld, we"-deflned binary Image of a" occurrences 

of the minerai of interest, but also contalns many falsely identlfied pixels. The 

high range Image therefore records ail possible occurrences of the minerai of 

interest. If the binary high range image does not record a minerai at a 

partlcular location, the chances of the mi neral actua" y eXlstlng at that location 

are very slim. 

The use of the low range and hlgh range images to pinpoint the varlous 

minerai occurrences is an image processlng function, and is discussed ln detall 

at a later point. In brief, the low-range Image shows w here a minerai ''js'', 

whlle the hlgh-range Image shows where the minerai "could be", (The IIlverted 

high-range Image defines w here the minerai of Interest "could not be"). The 

procedure involves exaggerating the slzes of the occurrences whlch "are", then 

ellminating the areas whlch "could not be", This procedure extorts the maximum 

pOSSI ble amount of 1 nformatlon from the secondary Image, and thus reduces the 

need for subsequent Image cleaning. 

One declslon which must be made is how many minerais Will be quantlfled 

by the analytical procedure. In the case of the BMS samples the mlneralogy 

Includes a number of silicates and a small amount of Iron oXldes, PYrite, 

pyrrhotlte, chalCOPYrite, sphalerite, galena, tetrahednte and a wlde vanety of 

accessory minerais. It IS obviously preferable to quantlfy ail minerais 

individually rather than creatlng combinatlons wlthm a Single gray level 

envelope; however, there are practical Ilmlts to both the gray level resol utlon, 

as prevlously dlscussed, and the analytlcal tlme whlch can be afforded for 

quantification of the various specles. The possible number of two-phase loc\<ed 
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partlcle types for (N) gray levels is equal to {N i
- N)/2, or six for four gray 

levels. Increasing this to five gray levels would create ten possible binary 

combinatlons, and so on, resulting ln large Incraase in analytical time. 

Therefore a compromise has been made ln thls work, wlth the study employing 

four gray level envelopes ( Px, Cp, Sp, Gn ). 

2.8.3 Objectives of Image Processing 

Image processlng IS defined for the purpose of thls dis:::ussion as a series 

of mathematlcal operations performed upon blnary Images. Blnary Images are 

those which record either presence or absence of a minerai phase by setting 

the pixel value elther to on (present) or off (absent). If one might imagine a 

minerai with a gray level range of 145-165 it is of no relevance in a Itberatton 

study whether Indivldual pixels have gray levels of 145, 165 or somewhere ln 

between. One slmply wants to know w hether the minerai IS present or absent at 

a partlcular location. 

The purpose of prior image filtertng 15 to extract as much information as 

possible out of gray level gradations, since ail gradations are lost ln the 

blnary Image. Llkewlse, the use of carefully selected low range and high range 

gray level envelopes preserves sorne of the gray level intensity data for use 

by the processing algortthm. Once the secondary image has been reduced to a 

number of blnary Images rticording the locations of the minerai phases ail 

subsequent operations must be performed excl usivel y on the basls of the size 

and the shape of features within the Image. 

Image processlng has two major objectives. The fi rst is the removal of 

artlfacts whlch could not be eliminated by Image flitering. The second objective 

IS Identification and structural evaluatlon of ail mdlvidual obJects wlthin the 

( 
sample. The latter IS not a simple task, since sections may be in physlcal 
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contact. As far as the image analyser is concerned a single section is any 

non-matrix feature bounded by a continuous border of matrix. This means that 

if two sections touch they will be identified as a single partlcle. Llkewlse, if 

the halos around two sections overlap and happen to exhibit a non-matrix 

composition th en the two sections will be Identified as a single obJect. 

Since processing involves an alteration of both compositional and structural 

features, there is an Inevitable el imination of at least sorne of the smaller valld 

features. It is important, therefore, that processing be as non-aggressive as 

possible and that difficulties in the procedure be Identlfled and taken Into 

account ln construction of the algorlthm. The followlng discussion elaborates 

upon the problem of discriminatmg touchm9 partlcles from locked minerai 

phases, and sorne of the difflcultles in applying a processlng algonthm ta 

correct the problem. 

Figure 2.17 shows a view of a 9MS sample at 500x magnlficatlon. 51)( 

sections near the center of the sample touch or come very close to touchlng 

each other. One possible interpretation of the section boundanes whlch could 

be made using Image analysis is presented in Figure 2.179. The two Iight gray 

sphalerite sections ln the center of the figure are ln physical contact, and Will 

be identlfled as a single section no matter how the gray levels are set up. 

(These two sections are represented as a single section ln Figure 2.178 uSlng 

coarse dots). The medium gray chalcoPYrite grain and the white galena grain 

(represented together as fine dots) Will be treated as a single sectIOn If the 

halo reglon between the two sections IS assigned a mlneraloglcal composition. 

Likewise, the dark gray Silicate grain and the small sphalente grain 

(represented as horizontal Ilnes) Will appear as a Single partlcle If the halo 

reglon between them is assigned a mlne:raloglcal cornpo5ltlon. If ail halos ln the 

image were assigned minerai compositions then It IS concelvable that ail 51"< 
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sectIons could be combined as a single section. Sections will therefore be 

$1 comblned (false locklng) if they approach each other close enough to display 

physlcal contact or significant halo overlap. This tends to be more of a problem 

at small particle sizes than at larger ones. It may be inferred that false locking 

will appear more commonly with galena than with other parti cie compositions, 

slnce galena produces the largest halos. 

Figure 2.18 shows another image at the same magnification (500x). If the 

minerai grall1s are closely examined It rnay be observed that dark Ilnes are 

found at sorne phase boundaries. This is a relief effect, and may produce false 

Ilberation. It may be appreciated that the image analyzer cannot distinguish 

very weil between the thin dark lines separating sorne minerai phases and the 

thin dark lines separating individual sections in close proximity to one anothel', 

Any attempt to aggressively separate touching or close-Iying sections from each 

other WIll Inevitably result in the separatIon of some locked particles along 

their phase boundaries. Figure 2.188 shows an exaggerated view of the 

indlvidual sections which could potentially be Identified from the image ln 

FIgure 2.18 if the image was to be aggressively processed to separate touchlng 

particles. For example, the large Gn/Sp/Px partlcle just left of the centre could 

be identified as two sm ail sphalerite sections (at the top), one large Sp/Gn 

composite (at the left) and one Px/Gn!Sp composite (at the right). 
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FIGURE 2.11 

TOUCHING PARTICLES - 500 X, 15 kV 

FIGURE 2. 17 B 

POSSIBLE INTERPRETATION BY IMAGE ANALYSER 
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FIGURE 2.18 

DARK INTERCRYSTALLINE BOUNDARIES - 500 X, 15 kV 

FIGURE2.18B 

POSSIBLE INTERPRETATION BY IMAGE ANALYSER 
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2.8.4: Guidellnes for the Image Processing AlgoritJ1m 

The Image analyser Is simply a dedlcated computer, for which the rules of 

operation must be defined. Thus, a program must be written in order to collect 

IIberatlon data. There are no flxed methods for the construction of Ilberation 

algorithms; however, in this study a few guidellnes were adopteds as follows: 

1) 
2) 
3) 

4) 

The changes to an image should be as minor as possible. 
The output should be reduced to a minimum. 

When necessary the algorithm should emphasize preservation of 
structural features over compositional inte',3rity. 
The algorithm and parameters should be chosen su ch that a 
reasonable number of partlcles may be analyzed within 
economically dictated time constraints. 

The first guideline is self-explanatory. The more the image is tampered with 

the lower the integrity of the resultant data. The second is designed to 

overcome the common computer problem of generating too much information for 

useful Interpretation. The thlrd Is based upon the necesslty for eliminatlng or 

modifying at least sorne of the data in order to obtain a useful image for 

liberation work. (By definition, modification of a pixel represents modification of 

the observed image composition. However, processlng must proceed far enough 

to remove artifacts and false structural data). The fourth guidelme reflects the 

limited availability and costliness of use of the image analysis equipment, and 

recognizes the fact that the optimum amount of processing and sophistication of 

the algorithm may not be achievable within reasonable economic constraints. 

2.8.5: Conversion of Gray Level Envelopes to Binary Images 

The low range and high range gray level envelopes provlde two binary 

images of each minerai occurrence, the former recordlng known locations of the 

minerai of interest and the latter recording ail possible locations of the minerai. 

Neither is used as the binary Image for minerai quantification, slnce each of 
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the images contains only a part of the known Information. The procedure for 

Identlfying the minerai occurrences is described below, and illustrated in 

Figure 2.19. 

Figure 2.19a shows a simulated field of view containing flve particles 

consistlng of two phases, "A" (dôrk shadlng) and "s" (Iight shadlng). Ali 

particles have halos, and the Interface between the two locked partlcles 15 of 

Indeterminate composition. The two larger occurrences of the lighter phase 

contaln small areas which could represent inclusions of the darker phase, or 

posslbly surface defects. 

Interpretation of the image Is difficult, since it is not known how much of 

the halo reglon should be considered as part of the minerai occurrence. Neither 

IS it known exae'..ly where the interface is on the locked particles, or whether 

the small ambiguous areas in the Iight phase should be eounted as Inclusions 

or imperfections. Probably the partlcle boundaries depicted ln Figure 2.19b are 

somewhat close to a proper Interpretation. 

The low-range and high-range Images of the dark phase are shown ln 

Figures 2.19c and 2.19d. The low-range image of the phase does not fill the 

whole area oGcupied by the phase. (In actual fact on the screen of the Image 

anal y ser the ~al occurrences of the phase will appear as gramy clusters of 

pixels instead of solid objects). Nonetheless, the low-range image still contalns 

some pixels at the partiele boundaries and inside the light phase which do not 

fit the deflnltlon of "known occurrences". The high-range image includes most 

of the amblguous area as weil as the actual occurrences of the dark phase, and 

glves a description of ail possible occurrences. 

The low range image is eroded in Figure 2.1ge. Erosion is accomplished by 

searching the Image for uniform blocks pixels (usually 3*3), marklng the 

centers of the blacks, then removlng ail unmarked pixels. The operation Is 
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Interpretation of Phases and Boundaries Figure 2.19 
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Figure 2.19 ... continued 
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roughly equivalent to contracting the boundaries of the eroded phase by nne 

pixel width. Followi ng erosion the image is cleaned of objects less than a 

speclfied number of pixels (typically fifteen or thereabouts). Scrapplng small 

objects results in the 1055 of sorne real occurrences (eg. one or more of the 

small ambiguous areas in the Iight phase could have been real Inclusions of the 

dark phase), but effectively removes the vast maJonty of the remalnlng 

artlfacts. Figure 2.1ge is an accurate marker of the known locations of the dark 

phase. 

Although Figure 2.1ge contai ns almost no mlsldentlfled pixels, It does not 

adequately depict the true occurrences. The Image is filled ln by means of 

repeated dilations (Figure 2.19f). A dilatlon consists of replaclng ail pixels of 

"A
u 

with a matrix (usually 3*3) of liA" pixels, sa that the borders of "A" grow 

outwards by one pixel per dllatlon. The Image thus formed contams a 

reasonable approximation of the occurrences of the phase of interest; however, 

the occurrences may have been dilated sufflclently to extend beyond the true 

boundaries of the particle. Typlcally about two or three dilations are needed 

to fill the images, meanlng that an "average" occurrence may expenence a 

significant increase ln area by addition to the penmeter. 

The perimeters of objects ln the dilated image are corrected by combinatlon 

with the hi g h-range image using the Boolean operator "AND" (Figure 2.19g). 

l hls allows the indivldua/ pixels to show a minerai occurref"lce ollly If they are 

in a location whlch could potentially be a true occurrence (le. the pixel IS 

covered ln Figure 2.19f) and whlch has a/50 been previously marked as a 

pOSSible occurrence (ie. the pixel is also marked ln Figure 2.19d). The low 

range image therefore pinpoints the true locations of occurrences while the 

high-range image IS used to define the shape and area. 

The variable parameters (eroslon cycles, dllatlon cycles and size of objects 
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to be scrapped) are s~t Interactively for the first frame of each sample. Figure 

2.19 15 meant to be iltustrative of the process, and grossly exaggerates the 

corrections W hlch are made. On the image analysis eqUipment the difference 

between frames IS qUlte smalt, and could not be repro:iuced in a format suitable 

for presentation. 

By followlng this procedure for each Individual minerai species one obtains 

blnary Images of ail minerai occurrences in the sample. The Images are then 

combmed usi ng the 8001ea(\ operator "OR" to produce a composite blnary image 

of ait minerais (identified areêJ) ln the sample (Figure 2.19h). During setup of 

the parameters it is verifled that the composite binary image (referred to as 

the #1 blnary Image) is very slmilar to the image formed by converting the 

filtered BEI Image into binary forme 

This diSCrimination algonthm offers both advantages and dlsadvantages 

over al gonthms whlch use only one source image per mineraI. AI gorithms wlth 

only one source Image require aggresslve scrapplng of smalt obJects to remove 

false occurrences, and tend to assign false compositions to ambiguous areas of 

the sample. This becomes an important source of error when smalt partlcle sizes 

are analyzed. In contrast, the algorithm presented ln thls study retôlns ail but 

the smaltest of real occurrences whlle either leaving amblguous areas of the 

sample unassigned, or asslgning them to an adjacent known occurrence. 

Amblguous areas are generally unusually wlde halos, the centers of pits, or 

partlcles close enough to the surface of the polished section to yield gray 

levels hlgher than that ot the matrix. 

The dlsadvantages of this algorithm are that it consumes more analytical 

tlme than the Single source method, and that portions of the halos at minerai 

Interfaces may be asslgned twice. For example, ln Figure 2.19h there are areas 

1 at the boundary between the phases which are asslgned to both phases 
--!!> 
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(shaded black). This corresponds to about a two-p/xel overlap for most 

interfaces, and was not considered to be worth the analytical tlme requ/red to 

correct the problem. A method of evaluating the error generated by thls 

overlap Is provided in the Chapter 3, whlch discusses methods of data 

verification. 

2.8.6: Discrimination of Structural Features 

A procedure was written wh/ch provlded a satlsfactory method of 

separatlng touching partlcles, uslng as ItS starting point the #1 blnary Image. 

An overv/ew of the processing algorithm IS glven, followed by a more deta/led 

description of the indivldual operations: 

1) 

2) 
3) 

4) 

The #1 binary Image Is inverted to black (minerais) on white 
(matnx) as shown in Figure 2.20a. 
The white areas are dllated to separate the partletes (Fig. 2.20b) 
The white structure formed ln Fig. 2.20b /s skeletallzed by erodlng 
the white areas while malnta/n/ng connectivlty (Fig. 2.20c). 
The skeletal image IS inverted and combined wlth the original 
binary partlcle image using the Boolean operator (AND). Th/s 
produces the final image (F/g. 2.20d). 

STEPS 1,2: Inversion and D/lation 

By dilating the inverted Image it is possible to separate the Indiv/dual 

particles. For example, if two touching particles have an Interface which ts five 

pixels wide, then three successive dilations of the background will rupture the 

Interface and create continuity of the t clckgrnund around the partlcles. The 

number of dilat/ons requlred to separate the particles IS determtned 

interactlvely for each sample and tends to be h/gher for fine part/cles, wh/ch 

appear locked by halo overlap, than for coarse part/cles whlch tend to appear 

locked by physical contact. 
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Aigorithm for Particle Separation Figure 2.20 

a) Original Image b) Matrix Dllatlon 
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STEPS 3,4: Binary thinning and Combinatlon 

Although the altered image (Figure 2.20b) discriminates touchrn9 sectloPs 

from each other, It IS not particularly useful for Ilberation work. The areas and 

shapes of sections are irrevocably altered, and ail sections with a dlameter less 

than or equal ta 2*N pixels (where N is the number of dilations) dlsappear 

completely. Thus, the dllated Image is used only to Identlfy section boundaries 

between particles wlth diameters greater than 2*N. ThiS IS accompllshed by 

eroding the white areas of the inverted Image (le. the mounting matrlx) down to 

one-pixel thlckness without actually ruptunng any lines (le. thlnning whlle 

maintalning connectlvity). In the IPS program this is termed the BTHINN blnary 

thinnlng instruction, which has an equivalent in most image analysis packages. 

The end result of the algonthm IS that a skeleton is formed representlng the 

blsectlng Ilnes between ail objects ln the field. The skeleton 15 then used as a 

mask for altenng the Interfaces between touching partlcles. The mask IS 

inverted and combined wlth the #1 blnary Image usmg the Boolean operator 

"AND". Any pixel on the #1 binary Image whlch IS white (a minerai) but whlch 

is also white on the mask (le. which should be background) 'S set to black 

(converted to background). The resultant Image is referred ta as the #2 blnary 

image (Figure 2.20d). 

The algorithm allows partlcles to be separated by alterlng only the minimum 

number of pixels required to create a continuous boundary between them. The 

variable parameter ln the algonthm 13 the number of dilations requlred to 

ade>quately separate the particles. If the number of dilations (N) IS toc large 

then two effects will be seen: first, small objects (dlameter <= 2*N) will not be 

separated from their nelghbors, since they will disappear from the inverted and 

dilated image. Secondly, cracks and dark interfaces 

expanded to the pOint where they blsect the 
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Ilberation). For example, one particle in Figure 2.20 was depicted as having a 

dark feature (a crack or dark interface) which was expanded in the dilation 

operation, resulting ln the erroneous division of the particle i nto two separate 

particles. On the other hand, if the number of dilations is too small then 

larger sections will not be adequately separated. In practice, the number of 

dilations is chosen on a sample-by-sample basis to produce about the same 

amount of false liberation as there is false locking. This is not meant to imply 

that thf:! errors cancel, since ail errors add progresslvely to the variance of 

observations. The discriminatory power of this algorithm Is about 99% under 

typlcal conditions, with about 1% of the observations representlng false locked 

or Ilberated partlcles. As a point of reference, it may be stated that failure to 

process the #1 binary image at ail typically results in about 20% false locking, 

and thls ln a sample ln whlch Inert filler has been added in a deliberate 

attempt to avoid such problems. 

2.8.7/: Measurement and Data Compilation 

Measurement and data compilation are relatlvely simple tasks, but whlch 

nonetheless consume a tal ri y large proportion of the total anal ytical tlme. The 

data inputs are the #2 blnary Image described above and the Images recordlng 

the indivldual minerai occurrences. 

There are 12 memorie" (M01-M12) available ln the I<ontron system for 

stonng images, and an auxillary memory used during image manipulation. In 

thls algonthm the #2 blnary image IS ln M02 and the blnary Images 

correspondlng to the four minerai phases are stored ln M03-M06. The copper 

study Will be used for Illustration, ln whlch M03-M06 are occupled respectlvely 

by the binary images for cha1copynte (Cp), Iron minerais (Px), galena/arsenides 

(Gn) and sphalente (Sp). The possible section types are Cp/Px (includlng free 
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Cp and free Px), Gn/Sp (including free Gn and free Sp), Cp/Gn, Cp/Sp, Px/Gn, 

Px/Sp and TQ (ternary and quaternary particles). The designatlons rU], [1] and 

[N] as used below represent union (Boolean "OR"), intersection (Boolean "AND") 

and non-Intersection (Boolean "AND NOr). The "OR" and "AND" functlons are 

straightforward. The "AND NOT" operation may be read as follows: M05 = 

M05[N]M06 means that any sections which are ln M05 "AND NOl" ln M06 are 

stored in MOS. 

Step Operation 

1) M12 = M03[U]M04 

2) M11 = M05[U]M06 

3) M10 = M03[I]M04 

4) M09 = M05[I]M06 

5) M01 = M09[U]M10 

6) M07 = M02[N]M11 

7) M01 = M01[N]M07 

8) M08 = M02[N]M12 

9) M01 = M01[N]M08 

10) M09 = M03[I"105 

11) M09 = M09[N]M01 

12) M10 = M03[I]M06 

13) M10 = M10[N]M01 

14) M11 = M04[I]M05 

15) M11 = M11[N]M01 

16) M12 = M04[I]M06 

17) M12 = M12[N]M01 

Resultant Image 

(All sections eycept Gn, Sp, Gn/Sp) 

(All sectl0ns except Cp, Px, Cp/Px) 

(Cp/Px, Cp/Px/Gn, Cp/Px/Sp, Cp/Px/Gn/Sp) 

(Gn/Sp, Cp/Gn/Sp, Px/Gn/Sp, Cp/Px/Gn/Sp) 

(Cp/Px, Gn/Sp, rQ) 

(Cp, Px, Cp/Px) 

(Gn/Sp, TQ) 

(Gn, Sp, Gn/Sp) 

(All ternaries and quaternaries) 

(Cp/Gn, Cp/Px/Gn, Cp/Gn/Sp, Cp/Px/Gn/Sp) 

(Cp/Gn) 

(Cp/Sp, Cp/Px/Sp, Cp/Gn/Sp, Cp/Px/Gn/Sp) 

(Cp/Sp) 

(Px/Gn, Cp/Px/Gn, Px/Gn/Sp, Cp/Px/Gn/Sp) 

(Px/Gn) 

(PX/Sp, Cp/Px/Sp, Px/Gn/Sp, Cp/Px/Gn/Sp) 

(Px/Sp) 
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The resultant images are as follows: Cp,Px,Cp/Px sections (M07); 

Gn,Sp,Gn/Sp sections (M08); Cp/Gn (M09); Cp/Sp (M10); px/Gn (M11); Px/Sp 

(M12); ternary/quaternary (M01). The binary images of Cp, Px, Gn and Sp 

remaln ln M03-M06. 

The compositions of the sections are evaluated by Individually choosing 

sections, measuring one of the minerai constituents, then comparing the area of 

the measured mi neral with the area of the section. Cp is used as a mask for 

Cp/Fe, Cp/Gn and Cp/Sp; Px Is used as a mask for Px/Gn and Px/Sp; Gn is 

used as a mask for Gn/Sp. The ternary /quaternary partleles are evaluated four 

tlmes, once for each minerai. 

It may be observed in the above description that free observations were 

included with locked observations Instead of being quantified individually. Free 

Cp and Px are Included with Cp/Px bmaries, while free Gn and Sp are included 

with Gn/Sp binanes. This Is done simply because there are limits to the 

confidence which can be placed in the phase composition of a single pixel, 

which Is ail that IS required to change the definition of a partiele from free to 

locked. /JI partlcle occupying 2500 pixels would be considered locked if even one 

pixel (.0004 of the sample area) represented a phase dlfferent from that of the 

bulk of the partiele. The expected error ln the assessment of free partlele 

abundanee would therefore be expected ta be high even ln an image where 

99.99% of the pixels were assessed accurately. Nonetheless, it was considered 

important in thls study to dlstingUish free particles from low-grade locked 

partlcles. This is done by inference ln Chapter 3. 
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2.9 Summary and Critique of the Image Analysls Aigorithm , 
l. It is evldent that Image analysis presents several problems whlch are not 

encountered in manual liberatlon studies. In a manual study the microscopist 

can usually recognize surface defects, cracks, edge effects and other sample 

imperfections, and can always distlnguish touching partleles from locked 

partiele'). These tasks are a major stumbling block for automated studles. Image 

analysis will always glve reproducible results, in that the same data field 

analyzed tWlce under stable instrument conditions will alwaY5 produce an 

identical distribution of partlele areas and compositions. However, thls does not 

Imply that the data Is accu rate. In actual fact, the image analyzer's 

discrimlnatory algorithms operate upon much simpler rules than human 

observation and intelligence. The validity of data from image analysis based 

liberatlon studies is highl;, dependent upon a multitude of variables lncluding 

partiele slze and range of sizes within a single sample, sample preparation, 

operating parameters for the microscope, Image acquisition tlme, and the Quallty 

of the discrimination algorithm which is used. Thus, there are many points ilt 

which errors in the analysis may be generated. By opting for automated 

liberation data in preference to manually collected Ilberation data It must be 

carefully considered whether the increased precision of the data justIfIes the 

high cost of the work and the lower accuracy of structural information. The 

reproducibility of Image analysls and the large number of partlcles whlch can 

be analyzed are both major advantages; however, the weaknesses of the method 

must not be discounted. 

In this work great effort is expended in attemptlng to transform the 

primary di 91tal BEI image Into an accu rate representation of the sample. In 

fact, this cannot be done in a wholly satlsfactory manner. Amblguous areas of 

the sample are an unavoldable element of BEI analysis. Unfortunately, the 
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ambiguous areas tend to be concentrated at minerai interfaces and particle 

t boundaries, where ail structural Interpretations must be made. Thus, it is not 

possible to simply ignore these areas of the sample. Rules must be developed 

which allow the discrlminatory algorithm to interpret the image in a manner 

which will be rapid, accurate and as non-destructive ta the composition of the 

sample as possible. The halo effect can never be completely eliminated, 

especially in 50 far as dlsproportlonately bright phases such as galena tend to 

be overestimated. Thus, there is also a question as to whether known artifacts 

should be allowed to pass Into the data, or whether some effort at correction 

should be made at the processing level. It was declded in this study that 

artifacts such as erroneously large galena occurrences would be allowed to 

pass into the data as long as the structural Information within the image 

remained correct. Thus, image processing concentrates on the interfaces 

between minerais, such as can be found in locked or touching particles. 

Relativel y IIttle effort is expended in trying to rigorously interpret the precise 

positions of boundaries between minerais and the mounting matrix. 

Since interactive parameters are set indivldually for each minerai the 

minerais will each undergo a different degree of processing. For example, there 

is almost no doubt that ev en a single" galena" pixel records a true galena 

occurrence, since it Is very unlikely that any one of the other phases could 

produce a brightness equivalent to that of the average galena brightness. On 

the other hard, It is considerably more difficult to determine whether or not a 

scattering of chalcopyrite pixels in a pyrite section marks a valid chalcopyrite 

occurrence. The net result is that pixels from minerais which al;:; difficult to 

identify are deleted preferentlally from the image. In the case of che copper 

circuit study galena needed very IIttle processing. Sphalerite and pyrite 

f generally required a moderate amount of processing, and chalcopyrite the most 

• 
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of ail. Thus, the reconstructed assay of galena Is expected to be hlgh relative 

to the other phases, while the reconstructed assay of chalcopyrite Is expected 

to be low. 

The introduction of such compositional bias Into the reconstructed assay is 

a conscious decision, based upon the principal that valid data should not be 

deleted from the image. Since galena can be distlnguished readily from the 

other minerais it is found that fine features such as small inclusions are 

retained down to a slze at which Identical features of a dlfferent composition 

are lost. This Is a departure from the usual method for conducting libaratlon 

studies, in which processing and scrapping parameters are set globaliy for ail 

mineralogical occurrences. The usual assumption Is that the size of feature 

which may be analyzed is governed by the most difflcult discrimination whlch 

must be made. This approach results in the deletlon of much useful information, 

for no apparent reason. The objectives of the liberation study must be borne 

clearly in mind. One usually wants to determine, on an absolute basis, whether 

a minerai is locked or liberated at a particular point ln the circUIt, and how 

liberation changes through the circuit. In such a case ail available structural 

data should be collected and considered. The only reason for standardlzlng the 

analytical limits for the dlfferent minerais would be to allow direct comparisons 

to be made between the IIberation of the various minerai specles. However, the 

question of whether one specles is "more locked" or "more Ilberated" than 

another does not lend itself to practical applications. Thus, It was not 

considered to be worth the sacrifice of data to be able to make the comparison. 

The steps involved in the Image analysis procedure are reiterated below. 

An interactive parameter Is set Interactively only ln the flrst frame, wlth ail 

subsequent frames adoptlng the same values. 

81 



1) A primary Image 16 obtained from the sarnple at an appropnate 
magnification. The DE:LIN algorlthm IS used to thln the halos (le. form the 
secondary image), using an int~ractlvelv determlned hlghpass 
discrimination level for masking the image. Tlle priMary and secondary 
images are chevked agalnst each other to verify that they correspcnd. 

2) Th~ gray levels correspondlng to the law-range and high-range Images 
for each mi neral are set mteracti vel y. 

3) Binary low-range and hlgh-range images are obtained for ail minerais. 
Th ... low range images art) eroded for an interactively determlneri number 
of cycles, then dilated for the same number of cycles uslng a 3*3 matnx. 
A size is interactlvely chosen (# of pixel pOints per obJect) below whlch 
objects on the eroded low range images will be scrapped. The interactive 
parameters are determlned separately for each minerai. 

4) An Interactively determined number of dilations IS performed upon the 
low-range Images. The logical AND of the low-range and correspondlng 
high-range images is then determlned. The resultant outout IS taken to 
represent the true minera! occurrences. Th~ four minerai occurrence 
images are combined uSlng a loglcal "OR" to form the #1 binary Image. 
The #1 binary Image IS checked agalnst a binary version of the 
secondary image to verify that they correspond. 

5) The #1 binary Image is inverted, and the matrix dllated an Interactlvely 
determined number of times to separate touchlng partlcles. The dllated 
image IS th en thinned to a skeletal structure. The loglcal AND of the 
inverted skeletal structure and the #1 blnary Image forms the #2 blnary 
image, in whlch the vast maJortty of partlcles are separated. The 
indlvldual partlcles in the #2 blnary Image are hlghllghted ln separate 
colors, to provide visuai confirmation that touchlng particles are belt1g 
separated without causmg unacceptable amounts of false liberation. 

6) The Indivldual partlcle types are dlscnmlnated and stored ln seven 
different image memories. The algonthm then measures one phase 
abundance for each of the blnary types and four phase abundances for 
the ternary & quaternary partlcles. The data is stored ln ten tables 
whlch record cumulative measured partiele area as a functlon of partlcle 
grade and equlvalent sphencal dlameter. 

The al gorlthm descri bed above relies heavlly upon correct assl gnment of 

the several interactive parameters. The complexlty IS necessitated by a deslre 

to collect 1 i beratlon data at sizes where the halo effect becomes a SI gnlflcant 

problem. It is not difficult to deSign an algonthm whlch IS functlonal for 

partlcles ln the 50-100 mlcrometer range of slzes. The magniflcatlons whlch a'"e 

employed are such that the halos only occupy one or two pixel wldths, and can 

be scrapped without signlficantly affectlng the analytl';al area. However, in fine 

particle work It IS essentlal that the algorithm be able to reduce halo effects 

and separate touchlng particles ln more effective a manner than I~ afforded by 
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simple erosion/dilation or scrapplng algorlthms uSlng binary images from a 

single gray lever source Image. The algorithm presented here Is capable of 

making a highly efficient discrimination of real features from artlfacts in the 

primary image while eliminating only a minimal amount of data and while 

creatlng very few artifacts of its own (eg. false liberatlon) during processing. 

The Issue of recalculated grade in image an~lysls samples Is a pertinent 

one in this study, since comparison of the recalculated assay to wet chemical 

assays IS the global test used in Image analysls to offer "proof" of the validity 

of the data. In actual fact, it Is proposed in the following chapter that the 

compositional and structural information withi n a sample are two separate 

entities, and that in BEI analysis one tends to be malntained at the expense of 

the other. In thls work the preservation and reconstruction of structural 

Information was accomplished with no regard to the preservation of recaiculated 

grade. This IS possibly the most contentious issue in the research, and leads to 

a need for some type ':If objective proof of the valldity of the data. Since there 

is virtually no way of verifying the acc..uracY of structural data, most studies 

present well-correlated grade data and leave the reader to infer from thls that 

the accuracy of the verifiable parameter (grade) is a test of accuracy of the 

unverifiable parameter (structure). 

Of course, the best way to assure that the data is valld is to audit the 

operation of the image analyzer whlle data 15 being collected. However, It is 

also necessary to provide methods by which a person other than the equipment 

operator may examine the quality of the data set. It is also necessary to 

provide gUldelines for handling the data which 15 generated. Thus, the next 

discussion focuses upon data reduction, statistical estimation of data precision, 

and data quallty assessment. 

83 



----------------------------............ . 
CHAPTER 3: DATA REDUCTION AND ST ATISTICAL ANAL YSIS IN IMAGE ANAL YSIS 

3.0: Introduction 

Image analysis studies tend to generate about 10,000 observations per 

sample, resulting in a need for sorne form of data reductlon. In rnany cases 

data reduction IS performed with the sole objt.ctive of reducing the quant1ty of 

output Into an interpretable format; however, it may also be necessary ln sorne 

cases to combine data for statistlcal reasons. This chapter IS concerned 

primarily with methods which can be used to calculate statistical confidence 

limits for measured sample parameters. 

It is unusual to ever see the raw data from image analysls, 5ince fi rst level 

of data reduction is usually performed at the data collection level. In thls 

study, for example, the individual observed sections were classifled Into seven 

section types, tVJelve sizes and eteven possible compositions. Thus, the number 

of unique descriptions (bins) was (7 types * 11 compositions * 12 slzes), or 

924 per analysis. This is a very mild amol..lnt of data reductlor., correspondlng 

ta a 11:1 ratio from the original 10,000 or 50 abjects whlch were measured. 

For stereological reasons w hich will be presented in the next chapter It was 

undesirable to try to extract Information for size-related phenomena from the 

data set. Thus, data for ail size classes within a single sample were comblned 

together. This yielGed Information about 7 types * 11 compositions, or 77 blns, 

correspondi ng to a ddta reductlon of about 129:1. 

Data reduction of some form is often requlred at the data collection level 

for the simple reason that a list of 10,000 observations IS not particularl y 

useful. A smaller table of summary Information may be used elther for dl rect 

data Interpretation or as input for further data manipulation uSlng a smalt 

computer. An obvious future development in image analysis IS the Interfaclng of 
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Image analysls equipment with other, less expenslve hardware. The image 

analyzer Is too valuable for Its time to be occupied with the type of data 

manipulatIon conducted ln this stL~jy. 

One decision which must be made 15 a determlnation of the amount of data 

reductlon requlred to yleld statistically signiflcal1t observations. For example, 

the tabular output from the Image analyzer corresponds to about an 11:1 data 

reductlon, or 924 blns. Taklng into account the tact that the ten most abundant 

blns could easlly contain hait of the observations, it would not be at ail 

surprising to fmd many empty blns. This does not necessarlly imply that the 

true probabllity of finding a section with that bin description is equal to zero. 

The problem of empty bins could be solved by incre~slng the nurnber of 

particles analyzed (eg. to 1,000,000). However, the number of particles per 

analysis IS largely governed by practical or economic considerations and must 

be considered a more or less fixed variable. 

One problem wlth the combination of data is that it inevitably results in 

loss of information, and should therefore not be o·/erdone. Statistics is invoked 

ln an attempt to maxlmlze the amount ot information wh/ch can be obtained from 

the sample, whlle assuring that the indlvidual units of information bear 

si gnlficance. 

3.1: The Binomial and Po .. sson Distrlbutions 

Binomial and Poisson statlstics are weil known ln sampling and data 

analysls, and reqUire only a summary description. Binomial statistics descnbes 

the probabillty of observlng an event (X) tlmes ln (N) trials based upon the 

actual probabillty (P) of the event occurrlng and the actual probability (Q = 

1-P) of the event not occurring. The precise probability formula is: 
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p(X) = N! Pl<Q(N-X) / X!(N -X)! 

It is common in statistical treatment to view the bl nomlal distri butlon as 

be'ing approximately normal with a mean of NP and a variance of NPQ. For rare 

events where Q approaches unit y the variance of the distri bution (NPQ) 

approaches the mean (NP). This is the basis of the POisson distri bution. 

When a feature ha~ some frequency "X" in an image analysis study one may 

calculate the approximate probability of occurrence: X = NP" or P* = X/No The 

relationship between P and p* may be derived by assumlng that the observed 

value P* is no more than 1.96 standard deviations from tne true value P. In 

other words, one may calculate a 95% confidence rnterval for P. This IS done by 

solving the following quadratic equation: 

(N2 + N) p2 + (2N P + N) P* + p2 = 0 

In most instances where the parameter of Interest is the variance 

associated with a measurement it is sufficlent to approxlmate p=p., wlth a 

variance of P approxirnatt~ly equal to NP*Q*. 

The relative error of a measurement can be defined as the 95% confidence 

i nterval, or two standard devlations from the mean. In metallurgical applications 

a measured parameter tends to be of Iittie use If the relative error IS more 

than about 20%. Thus, it may be easily calculated that the parameter must be 

defined by at least 100 observations. It follows that ln a 10,000 section stud; 

where at least 100 observations are required per bm the level of data 

reductlon must be at least 100:1. In practice, some blns contaln a very large 

number of observations and others very few. Thus, it IS advantageous te use a 

data reduction ratio of at least about 200-300 to one, or a total of 30-50 bms. 

Reductior. uf the data past thls pOint leads to the loss of useful information. 
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whlle fallure to reduce the data to about thls point leads to the collection of ,. 
many non-quantitatl ve observations. 

The quantltati 'le nature of observations (or the requi red data reduction 

ratio) is obviously strongly dependent upon the number of observations whlch 

are collected. For example, It Is calculated above that ln a study Involving 

10,000 observations no more than 30-50 separate categories of observations may 

be recorded If the data IS to be consldered quantitative. In a study Involvlng 

onl y 1,000 observations only about 3-5 separate categories of observations 

could be quantltatively defined. This imposes definlte statlstical IImits on the 

ntlnlmum sample size which may be used, and is the principal factor responsi ble 

for the attempts ln Chapter 2 to mlnlmize analytlcal time. A processi ng 

al gOrlthm w hlch collects perfect data ln Inadequate qL/antities IS not much more 

useful than an al gOrlthm w hlch collects huge amounts of i naccurate data, 

requJrlng that a compromise be established. 

3.2: Error Calculation for Compound Observations 

Compound observations (su ch as recalculated assays) whlch are 

combinatlons of simple observations (such as locked partlcles of a partlcular 

area and grade) may be calculated by weightlng the vanances of the slmplf~ 

observations. For example, if an assay IS to be recalculated on the basis of 100 
J 

free partlcles of chalcoPYrite and 300 locked particles of 50% grade (assumlng a 

stuuy Involvlng 10,000 observations) one can calculate the assay as follows: 

(100/10000 * 100%) + (300/10000 * 50%) = 2.5% 

The variance associated with the individual observations can be 

approximated as NP*Q* (equal to 99 for the free partlcles and 291 for the 

lockeu partlcles) and the variance of the assay can be wrltten as follows: 
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(99 * 100%2 / 100002) + (291 * 50%2 / 100002 ) 

= .0163 %% 

The standard deviatlon of the assay Is the square r'JOt of the variance, or 

about 0.13%. The general formula for error propagation Is as follows: 

C = aA + b B •••• + n N 
Variance of C = a2 (A) + b2 (B) ..••. + n2 (N) 

The use of an error propagation formula accommodates the fact that a 

unique compound observation may be denved trom a variable number of simple 

events, and consequently does not possess a unique variance. The observation 

of 100 free partlcles out of 10,000 leads to an assay of 1% wlth a standard 

deviation of about 0.1 %. However, the observation of 1000 locl~ed partlcles wlth 

a grade of 10% leads to an Identlcal assay of 1% wlth a standard devlatlon of 

on 1 Y about 0.03%. 

3.3: Data Reduction for Copper CircUit Samples 

Data reductlon and calculatlon of precision IS III ustrated by example, USI ng 

data from the study of the Brunswick Mlnlng and Smeltlng copper circuit. The 

CirCUit and samples are bnefly descnbed, fo"owed by a discussion of the Image 

analyzer output and the methodology for data reductlon. 

3.3.1: Copper CirCUit Sample Description and Measurement Parameters 

The Brunswick copper Circuit was descnbed ln Chapter (Figure 1.4). 

The circuit samples WI" be discussed ln greater detall in Chapter 5, and are 

only briefly descnbed bere. Three sized samples for Image analysls were 

prepared from each of SIX measured streams. The slze fractions are referred to 

as "A", or coarse, "B", or medium, and "C", or fine. The SIX sampllng pOints 

were as follows: RC074 discharge, equlvalent to circuit feed and subsequently 
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referred to as "74"; RC076 dlscharge, equlvalent to rougher feed and referred 

to as "76"; Rougher tailings, or "RT"; Cleaner feed, or "CF" (equlvalent to 

rougher concentratë); Cleaner tailings or "CT"; and Cleaner concentrate, or 

"CN" (eqUivalent to circuit concentrate). To c..ompletely descnbe a sample the 

size range is added to the stream mnemonic. For example, "CNC" refers to fine 

cleaner concentrate, and "768" to medium rougher feed. 

Measurement parameters for the copper circuit samples are presented ln 

Table 3.1. The analytlcal area (and total number of analyzed abjects) is 

strongly dependent upon magnlfication. For example, samples 748 and RTB were 

both analyzed at 720X magniflcatlOn, resultlng in a lower analytlcal area th an 

the other medium slze fraction samples. (The slightly higher magnlflcatlon was 

used to facliitate the quantificatIon of low-grade Cp occurrences, whlch tended 

to be abundant ln these samples). 

The table also shows the percent analyzed, or the percentage of analytlcal 

area whlch was occupled by sulfldes. The values are relatlvely uniform for ail 

samples except CFC and CTC. These samples showed a sllght tendency towards 

agglomeratlon, and benefltted from the use of less sample materlal ln the 

pollshed section. Of course, thls resulted ln a lower denslty of sulflde partlcles, 

lowering the overall number of objects 'II hich were quantified. 

3.3.2: Methodology for Dé;.;~a Reduction 

The pnmary output from the Image analyser was in tabular format, wlth 

each table recordlng eleven POSSI ble grade classes and twel ve possible size 

classes for a glven type of section. As outlined ln Section 2.8.7 the section 

types were deflned as the SIX blnary types Cp/Px, Cp/Gn, Cp/Sp, Px/Gn, Px/Sp, 

Gn/Sp and four descriptions of the ternary/quaternary sections (Cp/TQ, Sp/TQ, 

P .... /TQ and Gn/TQ). Thus, ten indlvldual tables were produced per sample. 
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.. 
HEASUREMEHl PARAME1ERS FOR COPPER CIRCUIT SAHPLES HBlE 3.1 

Caarse ~ed 1 um FIne 

AREA: RCG74 (Clrcult Feed) 6006 160 690 
(1000 UM' 1 kC076 (Rghr Feedl 6926 2271 585 

Rghr Talls 7661 674 663 
R9hr Con 5257 2326 315 
Clnr Tal1s W8 2244 237 
Clnr Ccn 5469 1853 627 

HAGNIFICATION: PC074 (Circuit Feedl 240 720 720 
RC076 (Rghr Feed) 240 400 720 
Rghr 1alls 240 720 720 
R9hr Con 240 400 720 
Clnr ra,ls 360 400 720 
Clnr Con 240 400 720 

FRAMES' RCD74 !Clrcult Feeà) 100 100 100 
RC076 (Rghr Fe~d) 100 100 8S 
Rghr Tal1s 100 100 100 
Rghr Con 80 100 105 
Clnr rails 100 100 100 
Clnr Con 100 \00 114 

ANALYZED Re074 (CIrcuIt reed) 60.1 7.6 6.9 
AREA PER RC076 (Rghr FeedJ 69.3 22.7 6.8 
FRAME: Rghr Talls 76.6 6.7 S.6 
11000 um') R9hr Con 65.7 23.3 3.0 

Clnr Talls 24.5 22.4 2.4 
Clnr Con 54.7 18.5 5.5 

ARm RC07' (Circuit Feedl m m m 
ANALYZEO: RC07S (Rghr Feed) 40' m m 

R9hr Talls 44l m 3a 
Rghr Con m m 16' 
Clnr Tal1s m m m 
Clnr Con m )0' m 
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The eleven descriptions of section grade used in the output were 0-5%, 

95-100%, and nlne rntervals of 10% wldth (5%-15%, 15%-25%, etc.). The twelve 

slze ranges were equlvalent spherrcal dlameters corresponding to the standard 

Tyler mesh serres. Table 3.2 is an example of the Image anal yser output, 

showlng data for Cp/Px blnaries ln sample 74A. The data entrres record 

measured area ln ~m2, as opposed to section counts. For example, the entry of 

39 lJm2 at Size = 6.54-9.25 lJm , Grade = 25-35 %Cp represents a single section of 

equlvalent spherrcal dlameter 7.0 IJm. 

It IS obvlous from examrnatlon of the table that a large amount of the data 

blns do not contarn quantitative data. This could be antlclpated, since the data 

reductlon ratio at the prrmary data collection stage is only about 11 :1. As 

prevlously mentloned, the size data was not used ln the analysis. Thus, the 

prrmary data was converted from 10 tables of (grade vs. slze) Into one table of 

(type vs. grade). This Increases the data reductlon ratio to about 130:1. 

Table 3.3 shows the resultant output table for sample 74A. The measured areas 

are converted to percentages in Table 3.4. At this level of data reduction only 

one bln 15 empty; however, many still contaln non-quantitative data. In the 

analysls (Chapter 5) the data is further reduced to four descriptlcns of grade, 

Yleldlng a data reductlon ratio of about 350. ThiS was conslc1ered to be the 

optimum compromise betwf'~n data precision and rnformation loss, and 15 

consistent wlth the statlstlcal guidellnes for data reduction. 

In thls work li IS necessary to deVise a method for deterrninlng how many 

of the observations ln the 00-05% and the 95-100% composition ranges are free, 

as compared ta hOI,.. many are locked. The need to make such a distinction 

depends largely upon the type of application for whlch the Ilberation study IS 

lntended. In th,s study the total flow of each minerai past each sampllng pOint 

IS calculated and charactenzed accordrng to section grade. Of course, ln the 
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RC074 ICOPHR CIRCUIT FEED) COARSE FRACTION TA8LE 1.2 

Heasured Am !um2
) as a Functlon of Sectl0n Slze IEQu1Valent Sphencal 01allleter 

and Sectlon Grade l'Cp) Cp/Px 81nary System 

Percent Cha lcopyrlte ln C~alcopyrl te/Pyrrhot lte Blnary System 
Ilncludes Free Observatlonsl 

Sile 00-05 05-15 15-25 25-35 35-45 45-55 55-65 65-75 H-85 85-95 95-00 TOTAL 

( 1.63 0 0 ù 0 0 0 0 0 0 0 0 0 
2.31 42 0 0 0 0 0 0 0 0 0 4 46 
3.27 1800 0 a 0 0 0 0 0 0 0 30 1830 
4.62 4250 0 0 0 0 0 0 16 0 0 256 mo 
6.54 6790 0 0 0 0 29 0 75 0 0 2580 9470 
9.25 16400 0 0 39 44 94 34 209 138 213 050 21500 
13.1 24700 a 317 234 0 0 0 220 256 m 4360 30600 
18.5 36200 1240 504 0 142 0 204 0 150 590 9140 moo 
26.2 75800 1150 1330 1230 0 462 416 1500 991 215 12300 95500 
37.0 164000 1510 1590 0 952 0 918 0 0 1200 26500 191000 
52.3 141000 0 1350 1090 \450 0 2760 1820 1170 1130 13600 165000 

\52.3 45000 0 2150 0 0 0 0 0 3650 0 2340 moc 

TOTAL 516000 3900 7240 2590 2590 585 4340 38(0 6360 3880 76000 628000 

92 



1 RCO 14 COARSE: HEASURED AREA (100 ' s of ~II') AS A FUNC1,UI. vI' SECTiON TYPE TABLE 3.3 
AND FRACTIONAL COHPOSITION 

PROPORTION OF FIRST HENTIONE~ PHASE (EG. Cp in Cp/Px) 

TYPE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 65-75 15-85 85-95 95-00 TOTAL 

Cp/Px 5160 39 72 26 26 6 43 38 64 39 760 6273 
Cp/Gn 285 45 7 5 12 13 0 32 33 34 93 559 
Cp/Sp 133 15 7 8 15 24 11 26 13 7 89 348 
Gn/Sp 5790 1700 750 596 362 281 350 264 306 237 7980 18622 
Px/Sp 1180 179 27 43 40 85 39 87 132 366 347 2525 
Px/Gn 912 36 181 297 292 443 585 881 1420 3370 4050 12467 
Px/TQ 7390 1300 800 859 800 1080 1360 1200 1680 2240 554 19263 
Cp/TQ 18600 248 118 59 38 69 15 24 11 58 37 19277 
GnJTQ 6030 5170 2640 1480 911 658 510 323 245 204 110 19281 
Sp/TQ 3750 2740 1210 1480 1050 1160 992 1110 1490 2560 1730 19282 

60070 

RCO 7 4 COARSE: PERCENTAGE OF TOTAL HEASURED AREA AS A FUNCTION TABLE 3.~ 

OF SECTION TYPE AND COMPOSITION 

PROPORTION OF FIRST MEtHIONEO PHASE (EG. Cp ln Cp/Px) 

TYPE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 65-75 75-85 85-95 95-00 TOTAL 

Cp/Px B.59 0.06 0.12 0.04 0.04 0.01 0.07 0.06 0.11 0.06 1.27 10.H 
Cp/Gn 0.47 0.07 0.01 0.01 0.02 0.02 0.00 0.05 0.05 0.06 0.15 0.93 
Cp/Sp 0.22 0.02 0.01 0.01 0.02 0.04 0.02 0.04 0.02 0.01 0.15 0.58 
Gn/Sp 9.64 2.83 1.25 0.99 0.60 0.48 0.58 0.44 0.51 0.39 13.28 31.00 
Px/Sp 1. 96 0.30 0.04 0.07 0.07 0.14 0.06 0.14 0.22 0.61 0.58 4020 
Px/Gn 1.52 0.06 O. "' 0.49 0.49 0.74 0.97 1.47 2.36 5.61 5.7~ 20.75 
Px/TQ 12.30 2.16 1.33 1.43 1.33 1 .80 2.26 2.00 2.80 3.73 0.92 32.07 
Cp/TQ 30.96 0.41 0.20 0.10 0.06 O. Il 0.02 0.04 0.02 0.10 0.06 32.09 
Gn/TQ 10.04 10.27 4.39 2.46 1.52 1. 10 0.85 0.54 0.41 0.14 0.18 32.10 
Sp/TQ 6.26 4,56 2.01 2.46 1.75 1 .93 1. 65 1.85 2.48 4.26 U8 32.10 
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absence of prior knowledge of liberation it is suspected that low-grade 

chalcopyrite particles make up a significant proportion of the rougher tallings, 

while low-grade Gn, Sp and Px contribute signlflcant proportions of the 

concentrate contamination. If ail ûccurrences in the 95-100% and 00-05% classes 

are treated as free sectIOns then the contrl butions of law-grade Cp ta the 

tailings and of low-grade Sp, Gn, and Px to the concentrate will dlsappear from 

the data, invalidatlng the analysis. Conversely, if ail such sections are treated 

as being locked, the relative contributions of their minor constltuents will be 

grossly overestimated, since a substantlal proportion are expected to be free. 

Solvlng the problem at the data collection level is difflcult, as explained il1 

Section 2.8.3. 

In this work the approach to the problem is ta make a mathematlcal 

extrapolation. 1t is assumed that the observations, when assembled Jnto a 

cumulative grade/frequency histogram, should define a smooth curve. In other 

words, there sr.ould be no sharp dlscontinuity ln the frequency of occurrence 

of any partlcular locked COrtlposltlon class wlth respect to its nelghbonng 

classes. This makes Intuitive sense; for example, if 100 observations were 

25%-35% and 70 were 15-25%, then it would be reasonable to expect 40 or 50 

sections to be 5%-15%. 

The extrapolatIOn for sectIons with 0%-5 grade 15 conducted by calculatlng 

the slo~e (b1) of the cumulatIve frequency histogram between the 15-25% and 

25-35% grade classes, and companng It to the slope (b2) between the 5-15% and 

the 15-25% grade classes. The dlfference ln slopes (bl-b2) can be called d(b). 

The siope between the 0-5% and 5-15% grade classes 15 then consldered ta !:Je 

equal ta (b2 + d(b)), allowlng an intercept to be calculated. To illustrate, using 

the Gn/Sp data ln Table 3.4, it can be seen that the frequency of Gn/Sp 

binaries as a functlOn of %Gn IS as follows: 0.99 (25--35%), 1.25 (15-25%), 2.83 
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(5-15%). The slopes are as follows: 

b1 = 1.25-0.99 = 0.26; 
b2 = 2.83-1.25 = 1.58; 
d(b) = 1.58-0.26 = 1.32; 
b3 = 1.58+1.32 = 2.90 

The number of locked sections in the 0-5% class is calculated as bein~ 

equal to the number in the 10-20% class plus b3, or 2.83 + 2.90 = 5.73. Since 

the 0-5% class IS only half as wide as the 10-20% class this result must be 

divided by two, to Yleld 2.87%. The sarne procedure in mirror image Is applied 

to the data for sections in the 95%-100% class. Table 3.5 shows the resultant 

output when the data from Table 3.4 is processed. The intercepts are obviously 

not allowed to fall lower than 0% or to exceed 100%. 

3.4: Estimation of Data Confidence Intervals 

The collection of image analysls data for a number of partieles is equivalent 

to descrlbing a very small sample of the constituent process stream. A number 

of di fferent ty pes of events are measu red (eg measu rements may fall 1 n an y 

one of a number of data bi ns); however, for rare events the error in the 

estimated abundance of the event will be high. 

Table 3.5 describes the data for 74C in terms of thirteen possible grades 

and seven pOSSI ble types of section. This means that there are 91 unique 

"structural assays" for the sample, each of which possesses Its individual 

variance. 

In order to be rlgorously correct ln estimating the variance of observations 

(measured areas) it is necessary to know the number of events (individual 

sections) maklng up the observations. The indlvidual sections have dlfferent 

areas; thus, thelr abundances and vdriances must be welghted and added 

together uSlng the error propagation method descrl bed in Section 3.2. 
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~CO 14 COARSE: PERCENT AGE OF TOTAL HEASURED AREA AS A FUNCTION TABLE 3.5 
OF SECTION TYPE AND FRACTIONAL COMPOSITION 
(AREA OF FREE SECTIONS INFERREO) 

PROPORTION OF FIRST MENTIONED PHASE (EG. Cp ln Cp/Px) 

TYPE 00 00-05 05-15 15-25 25-35 35-45 45-55 55-65 65-75 75-85 85-95 95-00 100 10TH 

Cp/Px 8.59 0.00 0.06 0.12 0.04 0.04 0.01 0.07 0.06 O. " 0.06 0.00 1.27 10.44 
Cp/Gn 0.38 0.10 0.07 0.01 0.01 0.02 0.02 0.00 0.05 0.05 0.06 0.03 0.13 0.93 
Cp/Sp 0.19 0.03 0.02 0.01 0.01 0.02 0.04 0.02 0.04 0.02 0.01 0.01 0.14 0.58 
Gn/Sp 6.77 2.87 2.83 1.25 0.99 0.60 0.48 0.58 0.44 0.51 0.39 0.05 13.24 J 1.00 
Px/Sp 1.55 0.42 0.30 0.04 0.07 0.07 0.14 0.06 0.14 0.22 0.61 0.58 0.00 4.20 
Px/Gn 1.52 0.00 0.06 0.30 0.49 0.49 0.74 0.97 1.47 2.36 5.61 5.60 1. 14 20.75 
Px/TQ 10.34 1.95 2. 16 1.33 1.43 1.33 UO 2.26 2. 00 2.80 3.73 0.92 0.00 32.07 
Cp/TQ 30.59 Q.37 0.41 0.20 0.10 0.06 0.11 0.02 0.04 0.02 0.10 0.06 0.00 32.09 
Gn/TQ 0.00 10.04 10.27 4039 2.46 1. 52 1. 10 0.85 0.54 0.41 0.34 0.17 0.02 32.10 
Sp/TQ 1.21 5.05 4.56 2.01 2.46 1. 75 1.93 1.65 1.85 2.48 4,26 2.88 0.00 32. ID 
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Although the number of section counts \,'as not directly recorded during 

the data collection stage, the size intervals used in the output tables are 

spaced narrowly enough to allow the number of counts to be estimated with 

high accuracy. Thus, It is possible in principle to calculate the variances of ail 

the compound events recorded ln Table 3.5. However, the task is exceedingly 

time-consumlng, since variances have to be calculated for the (11*12*7) or 926 

original data bins ln the Image analyser output, followmg which the data has to 

be added together uSlng the error propagation formula to produce the 

compound observations presented in Table 3.5. A simpler method is required, 

since It could take upward of 15 minutes just to calculate the variance of a 

single compound observation. 

A method has been dertved whereby a Poisson approximation may be used 

to measure the variances. To Illustrate the method the binomial probabilitles are 

calculated by the long method, then compared to the variances calculated by 

the approxlmate method. 

Table 3.6 shows the various section types ln sample 74A, this time combined 

to omit the grade data. This is done for illustrative purposes, since calculation 

of varrance requlres the slze data. The section types measured in the sample 

are the four free minerai specles Cp, Px, Gn, and Sp, (here represented for 

the sake of slmpllcity by the number of sections contalning over 95% of the 

minerai of interest), the six types of blnary sections, the measured area of 

ternary /quaternary sections, and the total measurements of Cp, Px, Gn, and Sp 

ln the form of ternaryjquaternary sections. The table records the measured 

areas of these section types as a functlon of section size. 

Table 3.7 converts these measu red areas into measured events. An event is 

deflned as a single sectional observation, and will occupy a variable area 

depending upon the section size. The section size within a class is defined as 
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1C014 COARSE: SECTION AREA, BY TYPE AND MEAN EQUIVALENT SPHERICAL OlAMETER TABLE l.6 
(Heasured ln 1000' 5 of ~II~) 

Sile Measured 
ua Area Cp Px GR Sp CpPx CpGn CpSp PxGn PxSp GnSp TO CpTO PxTQ GnTQ SpTQ 

1.4 0 0 0 0 0 0 0 0 0 0 0 0 0 D 0 0 
2.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
La 6 0 2 • 0 0 0 0 0 0 0 0 0 0 0 0 
ta 13 0 4 7 1 0 0 0 0 0 0 0 0 0 0 0 
5.1 30 3 1 9 9 0 0 0 1 0 0 0 0 0 0 0 
U 18 5 11 20 23 1 1 0 5 2 3 1 0 1 1 1 

11.3 124 5 25 30 2S 2 1 1 16 4 8 4 1 4 4 4 
16. a 252 10 42 10 46 3 3 1 14 6 19 19 3 14 16 11 
22.1 692 11 111 206 90 1 2 2 105 15 52 85 8 63 60 12 
32.1 1619 32 310 359 190 1 8 3 214 32 120 H4 24 m 263 m 
45.3 1915 18 W 191 291 10 3 5 264 23 173 588 22 404 W m 
64.1 lm 8 14S 32 206 6 0 0 85 11 109 644 5 409 524 511 

... --

6041 98 1011 92S 884 35 18 12 184 100 485 1685 63 1132 1313 1318 

Re014 COARSE: HEASUREO 'EVENTS" (SECTIONS) AS A FUNCTlON OF SIlE AND SECTION TYPE TABLE 3.1 

Sm ~I\~ per 
UI! Sect 10n Cp Px Gn Sp CpPx CpGn CpSp PxGn PxSp GnSp TO CpTQ PxlQ GnTQ SpTQ 

1.4 1.6 0 0 a 0 0 0 0 a 0 0 0 0 0 0 0 
2.0 3.1 2 Il 20 4 0 0 Ù 1 0 0 0 0 0 0 0 
2.8 6.3 12 286 666 18 0 1 a 6 1 1 0 0 0 0 0 
4.0 13 26 338 561 63 1 1 0 a 2 J 0 0 0 0 0 
5.1 25 105 210 J59 355 4 4 2 51 12 18 3 1 2 l 2 
8.0 50 96 328 399 465 15 12 3 103 40 62 16 4 15 14 1 J 

11.3 101 50 Hl 302 213 15 12 5 W 44 a2 4l a H 41 19 
16.0 202 50 208 349 221 14 13 5 161 JI 93 92 14 69 80 a2 
2U 404 42 214 511 m 18 5 6 261 3D 128 209 19 15b 150 m 
32.1 801 39 384 445 236 8 10 4 340 39 149 426 JO 29S J26 H5 
45.3 1611 11 21& 119 181 6 2 3 164 14 101 m 14 251 216 m 
64.1 3223 2 45 la 64 2 0 0 26 5 34 100 2 121 163 161 

Tor ALS : 431 2609 3140 2108 84 61 19 1283 225 617 1314 92 954 1052 111 d 

A 11 Types: 12601 Sect 10ns (CplQ, PxTQ, GnTQ and SpRQ are subsets of TG, and are not tounteo 1 
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being the root mean square of the upper and lower limits of the size class. 

To illustrate, the slze class 37.0 !lm to 52.3 !lm Is defined as having a mean size 

of 45.3 !lm, white the area per mean particle equals 1611 IJm2 (or nD2 / 4). It may 

be observed at the bottom of Table 3.7 that the total number of sections is 

equal to 12607. 

The observed number of sections (X) is equal to NP*, whlch is used as an 

approximation of P. The variance (S2) is equal to NPQ, where Q is approxlmated 

by (N-X)/N. Thus, NPQ equals ( X(N-X)/N ), or ( X - X2/N ). Variances for the 

measured events are calculated in Table 3.8. In most cases the value of Q Is 

close ta unit y, 50 that the variance is close to the measured number of 

sections. The relative errors (ie. the 95% confidence intervals) of the Individual 

observations are presented in Table 3.9, calculated as ( 1.96 182 / X ). 

It may be seen ln Table 3.9 that few of the measurements are quantitative, 

in that thelr Indlvidual relative errors tend to exceed 20%. The level of data 

reductlon at thls pOint js about 85:1, and Is clearly Inadequate. 

In order to reconstruct the abundances of the various section types It is 

simply reqU/red ta dlvlde the welghted sum of section observations of that type 

by the weighted sum of ail observations. The weighting factor 15, of course, 

the section area. Similarly, the variance is calculated by taking the weighted 

sum of variances for the Indivldual size fractIons, wlth the weightlng factor 

equal to the square of the parti cie area, then dividing by the square of the 

total measured area. 

Table 3.10 shows the summary "assays", or observatlonal frequency as a 

proportion of total area, as weil as the variances for the different section 

types. The standard devlations are the square roots of the variances, and the 

relative errors are 1.96 standard devlatlons, expressed as a percentage of the 

r observational frequency. It can be seen that at thls level of data reductlon (11 
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RC074 COARSE: .. VARIANCE OF OBSERVED EVENTS CALCULATcO FROM BINOHIAL THEORY TABLE 3.a 

Sm 
Ua! Cp Px Go Sp Cp Px CpGn CpSp PxGn PxSp GnSp TQ CpTQ PxTQ GnTQ SpTQ 

1.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2.0 2 13 20 4 0 0 0 1 0 0 0 0 0 0 0 
2.S. 12 279 630 18 0 1 0 6 1 1 0 0 0 0 0 
4.0 26 329 535 62 1 1 0 8 2 3 0 0 0 0 0 
5.7 104 264 349 345 4 • 2 51 12 18 3 1 2 3 
8.0 95 319 386 Hl 15 12 3 102 40 61 16 4 15 14 \ 3 

11.3 50 242 295 267 15 12 5 153 44 82 43 8 39 41 39 
16.0 50 204 339 223 14 13 5 165 31 92 91 14 69 80 82 
22.1 42 268 490 219 18 5 6 255 36 126 206 19 154 148 176 
32.1 39 372 429 231 8 10 4 331 39 147 411 30 281 317 335 
45.3 Il 212 118 178 6 2 3 162 14 106 354 14 246 270 284 
64.1 2 45 10 64 2 0 0 26 5 34 197 2 126 160 164 

RC014 COARSE: RELATIVE ERROR (95X CONFIDENCE INTERVAL) IN OBSERVEO EVENTS TABLE 3.9 
CALCULATEO FROM BINOMIAL THEORY 

Size 
UIII Cp p,( Gn Sp Cp Px CpGn CpSp PxGn PxSp GnSp TQ CpTQ PxTQ GnTQ SpTQ 

1.4 Os Os O~ O~ OX O~ Ol 0' Ol 0\ Ol O~ OS Dl O~ 

2.0 lm su m m Dl 0' OS 1741 Dt OS OS Dl DI O~ 0' 
2.8 m 11\ a m os 220' OS 79' 2m 17U 0' Ol Os Os 0' 
u m la 8' m 186~ 17U Dl 68' 148l 105' DI OS OS DI Ol 
5.7 m m 10' 10' 98S 103' lm m m m 118' 189' 138' 118~ 1~2~ 

8.0 20S 11% IDS 9% sa 56\ IDS' m m m m 96' 501 sa SU 
lU m m la la 50% m 86l 16' m m 30l m m 31X m 
16.0 28' m 10' m 5a m Ba 15\ m 20\ 20\ 52\ m 22' m 
22.7 m m 8' m 46% 8U 81' la m la m 45' 16' 16' 15X 
32.1 m 10' 9' 131 69l sa 97\ 10\ m 16~ 91 36' 11\ la IDS 
45.3 m m 18' 14' m lm lm m sa ISl 10l 53l la m III 
64.1 124% 29' m 2U 1471 0' Ol m 85' 34' lU 152t m 15~ m 
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observatl0ns, or a data reduction ratio of 1100:1) the compound events have a 

reasonable statlstlcal precIsion. Tables 3.11 and 3.12 show the summary 

information for samples 74B and 74C, wlth the i ntermediate calculations omltted. 

A much slmpler method IS available for error calculation, making use of the 

POisson dlstn butlon. It may be approxlmated that the observational frequency 

(Np·) is similar to the variance (NP*Q·). Comparison of Tables 3.7 and 3.8 shows 

thls to be the case. The variance of an indlvidual bm is therefore equal to the 

welghted observatlonal frequency, expressed as a number of events. 

A second approximation is applied, which converts ail observations Into 

mean events", arising from partlcles of "mean size". The mean slze is obtamed 

by evaluatlng slze vs. cumulative measured area for the total data set. For 

example, the three slze classes "A", "B" and "c" of sample RC074 are evaluated 

Indlvldually by plotting the cumulative measured area as a function of the 

logarithm of size (Figure 3.2, Table 3.13). In the case of sample 74A It IS seen 

that 50% of the area occurs in particles below 38 I1m ln size. Therefore, the 

mean event IS 38 I1m, 'r'flth a mean area of 1134 11m2• The total analyzed are a for 

the sample IS 6.01 E+6 11m2 (from Table 3.6) leading to a calculatlon of 6.01 E+6 

divided by 1134, or E=5296 "mean events" derived from thls pollshed section. 

Simllarly, the "B" fraction has a mean diameter of 19.5 I1m and a mean area of 

299 11m 2, while the "C" fraction has a mean diameter of 10.3 I1m and a mean area 

of 83 11m2• Th,= respective iIleasured areas are 7.60E+5 and 6.90E+5 um2, leadlng 

to calculatlons of 760,000/299, or 2542 mean events for the "B" class, and 

690,000/83, or 8317 mean events for the "C" class. The measured sample areas 

for ail coppfJr circuit samples and thelr calculated mean events are summarlzed 

ln Table 3.14. Ali samples wlthin a glven prepared slze range are assumed to 

have the same SI ze of mean event. 
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RC074 COARSE: SAHPlE STATISTICAl SUHHARY HBLt 1.\0 

Cp Px Gn Sp CpPx CpGn CpSp PIGn PxSp GnSp 1Q Cp1Q PxTQ GnlQ SplQ Total 

085. FREQUENCY: 1.62 16.13 15.38 lU3 O. S8 0.30 0.21 11.98 1.65 8.02 27.89 1. OS 18.14 21. /( 22.8\ \00 
VARIANCE: 0.02 0.16 0.21 0,16 0.01 0,00 0.00 0,26 0.03 0.1\ 0,90 0.01 U9 O.J\ 0.14 
510 ommON' 0.16 0.60 0.46 0.60 0.11 0.06 0.06 0.51 0.19 0.45 0.95 O. \4 0 11 o.s. 0 B6 
REL. mGR. 19% a 6\ 8\ la m 541 al m III 11 m n Bt Il 
SIMPlE ERROR: m 1\ H Il 35S m sn Il lU 9\ 5\ 26l ôl 6\ 6t 

HEAN 0 IAHtTER (~o) : 18 
MEAN EVENl (~~'21 . 1134 

RC014 MEOIUN: SAMPlE S1mSTICAl SUHNARY TASU 1.11 

Cp Px Gn Sp CpPx CpGn CpSp P"~ PxSp GnSp TQ CpTQ Px1Q GnTQ SpTQ Total 

08S. FREQUENCY. 3.66 23.2321.51 8.15 1.21 0.6\ 0.9B 9051 0.85 5.29 24042 5.12 tUS U.JO \6.95 100 
VARIANCE: O. t5 0.19 0.12 0.51 0.04 O. 02 0.01 Ul 0.03 O. JS \.13 S. JI US 1.40 1.32 
STO OEVIATION: O.B U9 Q.85 0.1\ 0.19 0.12 0.15 Q.65 0.1 a 0.59 l.JI UÔ 1.03 1.19 1 15 
REL. ERROR: m 81 81 161 m 40\ m III m m 11\ 19% 13\ 1 l\ m 
SIHPl E ERROR. 20\ 8l 8\ 13% m 10\ m m m la 81 16\ 101 9\ 9\ 

MEAH OImIER (~ftl: lU 
HEAij EVENT (~~' 2). 298 

RC014 FINE: SAMPLE STATISTICAl SUMMARV JABLE 3.11 

Cp Px On Sp CpPx CpGn CpSp PI~n PxSp GnSp TQ CprQ PxTQ GnTQ SpTQ rota 1 

085. FREQUENCY U8 ~J.09 22.19 4.34 2.61 0.09 1. 05 UO D.IB 1.10 31.0\ 20,9\ 11.11 IU1 19.13 lOG 
YARIANCE. O. 05 O.lB 0.21 0,08 0.03 0.00 0.01 o.oS 0.00 0.0 \ 0.60 0.1l O. U 0.3\ O. j 1 
S10 DE~mION: 0.25 O.SI 0.45 0,20 0.18 0.02 0.10 0.21 0.03 0.11 0.18 0.60 0.51 0.59 U 61 
Ra. ERROR: 14\ 4l 4\ 13l m 13\ 19% lU m 20% 51 6\ U il Dl 
SIHPLE ERROR: 12' U 5l \01 m lU 2a lU 5U 2a 41 51 5l H 51 

MEAN DIANEm (~ftl: 10.1 
MEAN EmT (~z'2): Bl 
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ReOl4 (COPPER CIRCUIT HEO) IMAGE ANALYSIS AREA FREQUENCY YS. sm TABLE 3.13 

Equ na lent Sphema 1 COmE FRACTION MEOrUM FRACTION FINE FRACTION 
Ola~eter 

Heasured Cunulat IVe Measure CUIU lat JYe Measured CUILU lat IVe 

Hean 5 IZe Area (u.a) FreQuency Area (uIl2) Frequency Area (uma) Frequency 

1.63 0 0.0\ 481 O. a 1921 0.31 
2.31 131 0.01 1648 0.3% 3251 0.81 
3.21 6236 O. Il 3030 o.a 1929 1.91 
4.62 12623 0.3\ 6143 1.51 18560 4.61 
6.54 29145 0.8\ 12542 3. a 56091 12.1% 
9.25 11501 2. Il )4651 7.1, 192610 40.61 

13.10 124050 4.a 103180 21.3% 280610 81. 3l 
18.50 252010 8.31 205380 4B.3% 110869 91.31 
26.20 691760 19.8% 228370 78.4l 16204 99.11 
31.00 1618590 41.H 148430 91.91 2200 100.01 
52.30 1915100 19.31 16080 100. 01 100.0\ 

Ht 1253010 100.01 100.01 100.01 

Hean Ola~eter (UIl) 38 19.5 10.3 
Hean Event (~Ill) : 1134 299 83 
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Expression of measured area as a number of mean events allows a simple 

error calculatlOn to be carried out. For example, it is seen in Table 3.11 

that free çhalcopynte has an observatlonal frequency of 1.62%, or 0.0162. 

Srnce a total of 5296 mean events were recorded from the sample, It follows 

that free chalcopy rite constltuted 85 mean events. The variance is th en equal 

to 85 (le. the vanance equals the number of observations, from Poisson 

statlstlcS), Yleldrng a relative error of 1.96 185 / 85 ), or 21%. The 

approximations of retatl ve error based upon the POisson distribution are 

included ln Tables 3.10, 3.11 and 3.12 under the heading of "simple error", and 

correspond ctosely to the errors calculated from the more ngorous binomial 

approach. 

Thus, a greatly slmpllfied metnod 15 available for the calculatlon of the 

variance of a compound observation from a narrowly sized sample. Ali that 15 

needed is the analytlcal area of the event of interest (Al), the analytlcal area 

of ail events (Ad, and the size of mean event (Ae). For events expressed as a 

a fraction of total area (A = Al/At) the relative standard devlation is equal to: 

S%A = 100% IAe / (fA lAt) = 100% / I(A*E) (E = sample mean events) 

For example, Cp had an observatlonal frequency of .0162 (1.62%) based upon 

5296 mean events in the sample. The relative standard devlation of A equals 

100% / /(.0162 .~ 5296) or S%A = 10.8%. The relative error is 1.96 standard 

devlatlons, or 21%. 

ThiS method adds a lot of power and flexlbillty to error calculations, since 

only one number (E, or the total number of mean events) is required ln order 

to calculate the standard deviatlons of any number or comblnation of compound 

observations. Thus, Table 3.14 IS ail that IS needed to reconstruct the error 

marglns in recatculated parameters for the whole of the copper cirCUit study. 
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EQUIVALENT EVENT COUNTS FOR POISSON ERROR ESTIMA dON TABLE 3.14 

Coarse Medium Flne 

AREA: RC074 (Circult Fe~d) 6006 760 690 
(OOO's of 11m2) RC076 (Rghr Feed) 6926 2271 585 

Rghr Talls 7661 674 663 
Rghr Con 5257 2326 315 
Clnr Talls 2448 2244 237 
Cl nr Con 5469 1853 627 

EVENT SIZES: (OOO's of 11m2) 1.134 0.299 0.083 

MEAN EVENTS: RC074 (Clrcult Feed) 5296 2542 8317 
Re076 (Rghr Feed) 6107 7596 7042 
Rghr Talls 6756 2253 7988 
Rghr Con 4636 7778 3800 
Clnr Tails 2159 7506 2850 
Cl nr Con 4823 6197 1551 

106 



3.5: Recalculation of Mineral Assays and Assay Variance 

Once the Image anal ySls data Is ln a form such as that shown ln Table 3.5 

it IS possible to calculate the grade/recovery relationships and other relevant 

metallurglcal parameters for the sample. The minerai assays are compound 

events forrned by takln9 the welghted sum of ail sections contalning the 

minerai of interest. In thls case the welghting factor IS the proportion of the 

minerai of interest contalned wlthin the section. 

Data for the copper study occuples a fair amoulî t of space, and is therefore 

Included as Appendlx 1. Tables A1.1 to A1.6 show tr,e areas of the vanous 

section types and grades. In Tables A1.7 to A1.24 the are a of free sections is 

estlmated and the areas of ail section types and grades recalculated to a total 

sample frequency of 100%. 

Recalculatlon of th'" sample grades and confidence Iimits is a 

stratghtforward application of the calculation procedure demonstrated in the 

prevlous section, and IS not further elaborated upon. Tables 3.15 and 3.16 

present the recalculated mlneraloglcal assays and the confidence intervals (95%) 

calculated uSlng the mean event method. The 95% confidence Intervals are also 

expressed as relative errors. 

It may be observed that ail of the recalculated assays fit the normal 

deflnltlon of what would be cal/ed quantitative numbers (ie. relative error less 

than 20%). Nonetheless, Image analysis 1$ IS not a precise method for assay 

recalculatlon, due to the relatively low number of particles whlch are analyzed 

compared to wet assay teChniques. The statlstical errors assoclated wlth the 

anal ySls tend to lie in the reglon of about 5% of the measured a5say for 

specles wlth abundances ln the range of 10% to 50%. 
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COPPER CIRCUIT SAMPLES: SUMMARY OF ERROR IN RECAlCULATED ASSAYS TABLE 3.1 S 

Cp Px Gn Sp Events 

RCOH COARSE OVERALL SAHPlE GRADE: 2.5 38.0 27.3 32.1 5296 
ERROR (95~): 0.4 1.1 1.1 1.0 
RELATIVE ERROq "): 14.7 2.8 4.0 3.3 

RC074 MEDIUM OVERALL SAMPLE GRADE: 6.3 40.0 31.6 22.2 2542 
ERROR (951): 0.8 1.9 1.8 1.1 
RELATIVE ERROR (~): 12.4 4.6 U 4.9 

RC074 FINE OV~R~LL SAMPLE GRADE: 9.8 46.8 29.6 15.1 8311 
ERROR (9511: 0.4 1.2 1.0 0.6 
RELATIVE ERROR (l): 4.1 2.6 3.5 3.6 

RC076 COARSE OVERAll SAHPLE GRADE: 5.0 34.4 30.0 30.7 6107 
ERROR (m): 0.5 0.9 1.1 0.1 
RELATIVE ERROR (~): 9.6 2.8 3.5 2.4 

Re076 MEDIUM OVERALl SAHPLE GRADE: 7.5 37.6 35.8 19.2 7596 
ERROR (m): 0.5 1.0 1.2 0.1 
RELATIVE ERROR (l): 6.6 2.7 3.4 3.5 

RC07S FINE OVERALL SAHPLE GRADE: 13.3 43.3 29.7 18.5 7042 
ERROR (m): 0.4 1.2 1.2 O.ô 
RELATIVE ERROR (~): 3.4 2.8 3.9 3.4 

RGHR TLS COARSE OVERALL SAHPLE GRADE: 3.4 33.9 30.1 32.5 6756 
ERROR (951): 0.4 1.0 O.g 0.8 
RELATIVE ERRDR (S): 10.7 2.9 3.1 2.5 

RGHR TLS MEDIUH OVERALL SAHPLE GRADE: 2.5 47.4 28.6 21.6 2253 
ERROR (951): 0.4 2.3 1.9 1.4 
RELATIVE ERROR (~): 15.9 4.9 6.8 6.4 

RGHR TLS FINE OVERALL SAHPLE GRADE: 1.4 47.7 31.3 19.6 1988 
ERROR (m): 0.1 1.2 1.1 0.6 
RELATIVE ERROR (S): 8.4 2.6 3.5 3.1 
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COPPER CIRCUIT SAMPLES: SUMMARY OF ERROR IN RECAlCUlATEn ASSAYS TABLE 3.16 

Cp Px Gn Sp Events 

RGHR CON COARSE OVERAll SAMPLE GRADE: 16.1 29.4 46.6 7.8 4636 
ERROR (951): 0.9 1.1 1.8 0.5 
RELATIVE ERROR (S): 5.8 3.8 3.9 6.5 

RGHR CON HEDIUM OVERALl SAMPLE GRADE: 12.5 33.2 44.9 9.5 7778 
ERROR (951): 0.7 1.0 1.4 0.5 
RELATIVE ERROR (S): 5.2 3.1 3.1 5.2 

RGHR CON FINE OVERALL SAHPLE GRADE: 19.3 36.6 32.0 14,8 3800 
ERROR (951): 0.8 1.1 1.6 0.7 
RELATIVE ERRDR (S): 4.3 3.1 5.1 5.0 

CLNR TLS COARSE OVERALl SAMPLE GRADE: 10.5 35.3 44.2 10.0 2159 
ERRDR (95~): 1.1 1.8 2.6 0.9 
RELA lIVE ERROR (S): 10.4 5.0 5.9 9.4 

CL»R TLS MEDIUM OVERAll SAHPLE GRADE: 12.7 33.2 43.8 10.4 7506 
ERROR (95~): 0.7 1.0 1.4 0.5 
RElA TIVE ERRDR (S): 5.4 3.1 3.3 5.2 

CLNR TLS FINE DVERALL SAMPLE GRADE: 19.2 39.2 30.8 11.2 2850 
ERROR (95S): 1.3 1.9 1.9 0.8 
RE LA TIVE ERROR (%): 6.9 4.8 6.1 7.2 

CLNR CON COARSE OVERALL SAMPLE GRADE: 65.9 23.1 5.6 6.0 4823 
ERRDR (951): 2.1 1.0 0.6 0.5 
RelATIVE ERROR (~): 3.2 4.6 10.3 8.8 

CLNR CON MEDIUM OVERALL SAHPLE GRADE: 14.1 20.8 1.6 3.6 6197 
ERROR (95'): 2.0 0.9 0.3 0.4 
RELATIVE ERROR (S): 2.7 4.4 15.8 11.6 

CLNR CON FINE DVERALL SAMPLE GRADE: ]4.1 14.5 7.2 U 7551 
ERRDR (95'): 1.9 0.8 0.6 0.4 
RELATIVE ERROR (l): 2.5 5.2 8.0 9.3 
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3.6: Verification of Data lntegrity 

The Images used for data acquisition represent hlghl y processed versions 

of the original BEI image. Thus, Ilberatlon studles using Image analysls rely 

upon data which, though precise, may not be correct and for whlch there are 

few independent checks of integrlty. The most common test of image al1alysis 

data sets is comparlson of recalculated grades with grades obtained from 

chemical analysis. 

The confidence intervals provided in the prevlous discussion for strearns in 

the copper ci rcuit represent statistlcal 1 imits of precision, based upon the 

number of sections whlch were counted. By comparing the recalculated assay to 

a chemical assay it is theoretically possible to observe whether or not the 

discrepancy is large enough to be attributed to an inaccurate analys:s. 

However, it is already recognized t~at factors such as the halo effect tend to 

bias the recalculated mineraloglcal analysis, and that the Image analysis 

mineralogy will therefore contain inaccuracles. One can find several problems 

associated with the use of recalculated assays to test data: 

1) Subjective blas is introduced even ln the first level of processmg, 

where gray levels are converted i nto the varrous mi nerals. Ttle 

assignment of gray levels often involves decidlng a cutoff point 

between two minerais of similar gray levpl (for example, chalcopyrite 

and Iron minerais in this study). By biasing the cholce of gray level 

boundaries it is possible ta induce an apparently correct composition. 

However, the gray levels at whlch the assays are correct do not 

necessarily represent the gray levels at whlch the structural features 

are best revealed. 
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2) There are known physical phenomena ln BEI which bias the analysis 

towards overestimation of denser specles. ihis cannot be counteracted 

wlthout applying a compensatory blas to the processing algorithm. 

Addition of a blas does not serve to increase the quality of the data 

set, slnce It simply superimposes tv·;o Independent sources of error. 

The data can be made to correspond more closely to the chemical 

analyses, but at the expense of increasing the variance. 

3) Once the pnmary Image has been dlgltlzed it must be further 

processed ta reconstruct structural features. While there is a definlte 

Iimit to the amount of processlng which may be consldered beneficlal, 

there IS also a minimum amount of processlng which is requlred. 

Processlng Inevltably changes composltional features, since It Involves 

changlng some fraction of the pixels ln the image. Changes to 

Indivldual pixels represent, by definltion, changes to the composition 

of the sample. Thus, an under-processed image may have a better 

reconstructed assay than a properly processed image. 

4) The brlghtest and darkest minerais in BEI analysis will requlre less 

aggressive processing than the minerais of intermedlate brightness, 

slnce there is less amblguity in their Identification. For example, there 

is IIttle doubt whether or not a bright point ln an Image constitutes .. 
galena; however, there is considerably more ambiguity ln whether a 

pornt of Intermedlate gray level constitutes chalcoPYrite. A decision 

must therefore be made during analysis whether only amblguous data 

will be ellmlnated (in which case the recalculated assays Will be 

blased) or whether valld information will be scrapped from the Image 

(In whlch case sufflclent useful Information Will be deleted to maintaln 

the assay). In thls work the detetlon of usefut Information was 
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considered to be counterproductive. 

5) Data is recorded in discrete intervals, for example 15%-25% Cp. This 

introduces considerable problems when attemptlng to reconstruct the 

grade of streams in which one of the constltuents occurs ln the form 

of low-grade locked particles. For example, If many of the partlcles ln 

a study contain 0-5% of the mi neral of i nterest it makes a larg8 

difference to the assay whether these partlcles are classlfled as belng 

free or locked. 

6) Errors in the recalculated assay may sometimes be attnbuted to 

segregation in the pOlished section which, if small, does not 

necessarily invalidate the structural data which IS collected. 

It should be evident from the above that the recalculated grade of a 

sample may not bear a fixed relatlonshlp to the usefulness of the data for 

liberation work. In fact, the apparent grade from Image analysis can be 

manipulated by biaslng the selection of gray levels, the asslgnment of 

ambl guous areas of the sample, and the aggrr>ssi veness of the scrappl ng 

algorithm for each minerai during formation of the bmary images. Su ch 

operations may result in a good recalculated assay but compromise the valldlty 

of the structural data which is collected. Thus, It should not be construed that 

alteratlons to the processi ng al gorithm whlch hel p to mal ntaln the recalculated 

grade close to wet chemical values are beneficial to the cOllection of accurate 

structural data. 

Errors and bias occur not only in the collection of Image analysls data but 

also in the conversion of Image analysis and chemical data Into a form where 

they c.an be compared. Elthe r the image analysis data has to be converted Into 

chemical assays or the wet chemical dat::i has to be converted Into equlvalent 
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mineralogy. This 15 not as easy as it may appear, presenting additional 

problems as outlined below: 

1) Not ail minerais follow a fixed stolchlometry; for example, sphalerite 

has a wldely variable composition, with variations seen within a given 

orebody or even a given hand sample. Thus, an average assay must 

be assigned WhlCh, in the absence of a detailed microprobe study, may 

not be abso/utely correct. 

2) Reconciliation of wet chemlcal Iron assays with observed Iron sulfides 

is difficult, slnce neither of the constituent elements 15 unique to 

pyrite or pyrrhotite. Iron IS very difflcult to balance since It occurs 

in various quantltles within a number of silicate species, each of 

whlch may show dlfferent flotatlon behavior. Therefore, the observed 

quantity of 1 ron mi nerals must be compared to the chemical assay for 

resldual su/fur, or the amount of su/fur left unaccounted for by the 

other major sulfide specles. Resldual su/fur has about four tlmes the 

varrance of the original sulfur chemical assay, slnce It is a subtractlve 

composite of four assays. Moreover, the sulfur assay is usually the 

least precise in any glven chemlcal analysis. 

3) In an image analysis study where silicate species are not quantified 

the comparlson between image analysis and chemlcal assays requlres 

normallzation of the sulflde assays to 100% total sulflde content. This 

adds addltlonal error to ail assays, since the factor used for 

normalizatlon combines the errors in ail individual sulflde assays. 

4) Due to a varrety of practlcal reasons It is common for minerais to be 

cornbrned ln Image analysls wlthin a single set of gray level 

boundarres. Thus, in the copper cl rcult stud y we see that ail 
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arsenldes, sulfarsenldes and various other minerais are comblned wlth 

galena. Since ail minerais exhibit dlfferent flotation characteristlcs the 

assemblage descnbed by the gray le\'el boundaries cannot be 

described by a unique composition or specifie gravlty. For example, It 

is expected that the gray level reglon descnbed as "galena" cantalns 

a substantially higher fraction of sulfarsenides (eg. tetrahednte) but 

less arsenopyrite in the concentrate than in the tallings. 

The various compounded errors and sources of blas described above tend 

to invalidate recalculated assays as a test of data integrity. Nonetheless, the 

principal errors tend to add composltlonal bias as opposed to composltlonal 

variance. Thus, it IS expected that If the Image analyzer IS functlonmg 

correctly there will exist a nearly linear correlation between Image analysis and 

wet chemlcal results, but not necessanly an absolute match. 

It may be concluded that automated image analysis studles are almost 

totally lacking in external quallty control, ln that once results are collected an 

Independent examl ner has no rel iable means to quantify the accuracy of the 

measurements. Much of the usefulness ot an image analysis study depends upon 

the researcher's abllity to set subjective parameters ln as objective a manner 

as possible, on a sample by sample basls, and to carefully audit the operation 

of the equlrment and the processing algor;thm (\S the data IS belng collected. If 

Image analysls equlpment is set up to operate ln "batch" mode and left to run 

wlthout supervIsion then there IS no way to verity the mtegnty of structural 

featu res after the facto 

One internai check was designed into the processing algorithm used ln th,s 

study to al!ow Identification of any gross errors generated by over-aggresslve 

image processlng. It may be recognlzed in Section 2.8.6 that the Image 
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processlng al gonthm tends to asslgn ambl guous areas of the sample (halos etc.) 

to whlchever phase is belng measured. If ail phases in TQ sections are 

measured then every Interface will be counted sümewhere between 0 tlmes (If 

the interface IS assigned to neither of the adjoining phases) and twice (if the 

Interface IS assigned to both of the adjoinlng phases). The objective while 

settlng up the Interactive processing parameters was to dlvlde the amblguous 

halo areas such that half of each halo was assi gned to each of the adjolning 

phases. However, If any unassl gned area was left between the phases then the 

sequence of operations leading to separation of touchlng particles would also 

lead to the production of false li beration. Therefore, the al gorithm was most 

set up 50 that there was some overlap when asslgnlng the Interfacial 

boundanes. The amount of amblguous area and the amount of overlap required 

are both a functlon of partlcle Slze, slnce halos may constitute a substantlal 

proportion of the area of fine particles. 

Ternary/quaternary sections, by definition, tend to contain a greater 

Interfaclal area than blnary sections. The errors assoclated with the processing 

algorlthm are multlplled by up to a factor of three ln the TQ sections relative 

to the blnary sections, since up to four specles may be present. It IS 

considered that a recalculated assay of about 105% in the TQ partlcles is 

acceptable, Indicating an error of no more than about 2-3% ln the grade 

estimation of the blnanes. A recalculated assay over 105% may Indlcate that a 

signlficant amount of sections are placed into erroneous grade classes, and that 

the Image quallty was iow enough to requlre exceedingly aggressive processlng. 

The recalculated assay balances for the TQ sections is presented ln Table 

3.17. The mean balances are 100.5 for the coarse (A) size fraction, 101.1 fur 

the medium (8) slze fraction and 105.0 for the fine CC) size fraction, reveallng 

the more aggresslve processing required for fine particle analysis. The particle 
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size of the "c" fraction was 9-13 ~m, which Is eVldently close to the lower size 

limlt for liberatlon work using the microscopp. setup parameters chosen for thls 

study. At least two of the samples (RFC, CFC) requlred more aggressive 

processing th an would be consldered optimal. 

At the given operating conditions it was found that halos had a 1 pm to 2 pm 

thickness at most interfaces. To Hmit the area of a 1.5 \lm halo to about 10% of 

the section area it can be calculated that tre section would have to have a size 

of about 28 \lm. ThIs calculation is for a ~ree section, ln whlch the only 

interface is at the perimeter. By usmg the DELIN algonthm It was possible to 

thln the halo down to about half of ItS wluth, allowlng partlcles of about 13 pm 

to be quantlfied wlth no more than 10% of the area rernatnlng amblguous. 

However, partlcles of 9-13 pm size (ie. the "c" fraction) can produce many 

sections wlth dlameters ln the range of 5-10 !lm or even smaller, under whlc..h 

ci rcumstances the ambl 9 uous area can easii y exceed 25% of the section area. 

Thus, the errors ln recalculatlon of TQ grade reflect fundamental problems ln 

BEI resolutlon as opposed to problems ln the processlng algorithm. This 

emphaslzes the need for special setup parameters for ultraflne Ilberation work 

(ie partlcles <10 Ilm) and demonstrates the futlilty of trYlng ta obtaln 

quantitative data for fine sections in unslzed samples, ln whlch the setup 

parameters are optlmized for fast analysis of coarser partlcles. Unfortunately, 

the recalculated assay method 15 not an affirmative Indication of the structural 

integnty of the data. Ali that can be said Is that samples whlch dlsplay assay 

balances 0ver about 105% are 50 aggressively processed as to cast some doubt 

upon the integnty of structural Information. The remainder of the samples are 

believed to contaln rellable data. 

The overall test of data mtegrity, which should be used whenever possible 

in any study, 15 Internai consistency of the data set. When samples orlglnate 
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Recalculated Analysed Area for TQ Sections Table 3.17 

Coarse (A) Medium (B) Fine (C) 

Clrcuit Feed (74) 100.0 100.3 104.8 
Rougher Feed (76) 100.4 100.5 110.7 
Rougher Ta 11 (RT) 99.9 101.1 100.8 
Cleaner Feed (CF) 100.0 101. 4 109.0 
Cleaner Ta11 (CT) 100.5 101. 0 103.1 
Cleaner Con (CN) 102.7 102.4 101. 3 

Average 100.6 101.1 104.9 

Numbers represent (Px+CptSp+Gn) , Wh1Ch should equal 100.0% 
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from different points wlthm a processing circuit it IS expected that they should 

bear sorne reasonable relationship to each other. For example, the copper Circuit 

contains no gnnding stas= It IS therefore expected that no partlcle types 

should appear or dlsappear wlthln the circuit. Refernng back to Figure 1.4, 

one could expect the fol:owlng relationships between the six sample pOints: 

74 = 76 - CT 
76 = 74 + CT = RT + CF 
RT = 76 - CF 
CF = 76 - RT = CN + CT 
CT = CF - CN 
CN = CF - CT 

The observation of locked partlcles entering a Junction from whlch they do 

not exit or leaving a junctlon wlthout any apparent source IS obviously a 

suspect event. However, It must also be consldered that samples are rarel y 

collected slmultaneously and may therefore reflect Circuit variations. It must 

also be cautioned that the variance associated wlth quantlfylng certaIn blnary 

particle types IS high ln some streams, 50 that a mass balance may not be 

conclusive. Even a good mass balance is fallible, since a systematlc error 

in analysls (eg. an algorlthm whlch makes ail partlcles appear to be locked) will 

have internai conslstency but may bear no relatIon ta reallty. 

In summary, there is no Independent way of checklng automated Ilberation 

data for accuracy. The avallable tests make It :osslble to Identlfy Indlvldual 

samples whlch are anomalous ln reference to other simllar samples; however, It 

is not possible to verlfy the accuracy of data from a sUIte of samples whlch 

appear to bear internai consistency. Systematlc er,'ors in the determlnatlon of 

structural features will pass unnoticed. It IS therefore essentlal when deallng 

with Image analysis liberatlon data to be aware of the parameters used for 

acquisitIon of the BEI image and of the discrimlnatory abliity of the Image 
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processlng algorithm whieh IS employed. A knowledge of the operating 

conditions and processing algorithm allow some qualitative estimation to b~ made 

concerning the type and magnitude of errors which are generated. 

3.7: Testmg Image Analysis Data agamst Reealculated Mineralogy 

Portions of the powder samples used for the image analysis study were 

analyzed by lCP at the Research and Productivlty Councii ln Fredericton, NB. 

The lCP assays were converted Into mlneralogical assays using the copper, 

lead, ZinC and sulfur values (Table 3.18). Copper was assigned to chalcopyrrte 

and lead to galena accordlng to .lormal stolchiometry, and zinc to sphalerrte 

assummg 60% Zn content ln the sphalerrte (a typlcal value for BMS ores). 

Resldual sulfur (SR) was assigned to pYllte. Unaccounted mass was assumed 

to be Silicates, designated "Rock" ln the table. To make the comparlson between 

Image analysis and lCP the results from lep were normallzed to 100% total 

sulflde content, since SIlicates were Ignored ln the Image analysis study. 

Image analysis data was collectfd as area percentage of each phase. The 

lep ml neraloglcal data therefore eonverted to area (vol ume) pereentages by 

assurnlng specifie gravltles of 4.2 (Cp), 4.0 (Sp), 5.0 (Px), 7.5 (Gn). The Image 

analysis and lep area percentages are presented slde by slde ln Table 3.19. 

Figures 3.2 to 3.5 show a companson of lep and image analysis assays for 

the foUt" minerai specles. ~-he statlstlcal confidence Ilmlts for assay precIsion 

(trom Tables 3.15 and 3.16) are Included in the figures as dots above and 

below the mean (represented by clrcles). 

Several thlngs may be noted concerning the image anal ySls assays. Fi rst 

of ail, they show some type of correlation wlth wet chemlcal assays. Secondly, 

they do not correlate1:1 , slnee the Image analysis assays do not scatter 

around the wet chemlcal assays. In other words, there 15 an assay blas. 
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lCP DATA - CONVERSION FROM ASSAYS TO MlNERAlOGY TABlE 3.Hl 

lCP Assay Recalculated Mlneralogy lHassl) Nor~al1zed Hlneralogy 

Stream Cu Pb Zn S Cp Px Gn Sp R~ck Cp Px. Gn Sp 
- - -- - -- - --- - - - -

HA 1.1 24.0 16.6 31.2 3.1 32.3 27. 7 27.8 9.3 3.5 35.5 30.6 30.4 
74B 2.0 26.2 11.2 31.4 5.7 35.9 30.2 18.6 9.6 6.3 39.7 33.4 20.6 
74C 2.4 23.7 8.9 32.4 7.0 40.0 27.4 lU 10.9 7.8 44.8 30.7 16.1 

76A 1.5 28.7 14.1 29.4 4.2 29.2 33.1 23.5 9.9 4.7 32.4 36.8 26.1 
16B 2.4 30.2 9.1 30.2 6.8 33.3 34.8 16.1 9.0 1.5 36.6 38.3 17.7 
76C 2.9 27.6 7.8 30.1 8.2 35.0 31.9 13.0 12.0 9.3 39.7 36.2 14.7 

RrA 0.2 25.9 14,5 21.6 0.7 28.6 29.9 2402 16.6 0.8 34.3 35.8 29.0 
RTB 0.3 25.5 11.1 30.6 0.8 37.8 29.5 18.6 13,4 0.9 43.7 34.0 21.4 
QTC 0.3 26.4 10.5 31.6 1.0 40.0 30.5 17.5 11.0 LI 45.0 34.2 19.7 

CFA 5.2 36.2 4.3 25.2 14.9 22.5 41.8 7.2 13.6 17.2 26.0 48.4 8.3 
:FB 4.8 3U 5.0 28.6 13.8 29.7 37.9 8.3 10.3 15,4 33. 1 42.2 9.3 
CFC 5.6 27.8 5.9 28.7 16.1 29.0 32.0 9.8 13.0 18.6 33.4 36.8 lU 

CTA 4.7 36.3 4.3 25.8 13.4 24.5 42.0 7.2 12.9 lU 28.1 48.2 8.3 
CTa 5.5 31.9 4.8 27.0 16.0 25.8 36.8 8.1 13.3 18.5 29.8 42.5 9.3 
CTC 5.3 26.5 5.8 28.9 15.4 30.3 30.6 9.7 14 .0 18.0 35.3 35.5 11.3 

CHA 23.1 4.1 3.0 34.0 66.6 15.8 U 5.0 7.9 72,3 17.1 5.2 5.4 
CNB 23.5 4.4 2.6 33.8 67.8 14.9 5.1 U 7.9 13.6 15.1 5.5 LB 

CNe 25.7 4.6 2.3 32.5 74,2 8.5 5.3 3.8 8.2 80.8 9.3 5.8 U 

. 
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ICP MINERAlOGY (ARm) COMPARED TO IMAGE ANAl YSIS HINERAlOGY (AREAI) TA8lE 3.ICf 

lep Assays ICP Assays Image Analysis Assays 
Narma 1 md Hl nera 1 ogy Recalculated AreaS Observed AreaX 

Stream Cp Px Gn Sp Cp Px Gn Sp Cp Px Gn Sp 
- - -- - - - - - - - -

HA 3.5 35.5 30.6 30.4 4.2 36.2 20.8 38.8 2.5 38.0 27.3 32.\ 
748 6.3 39.7 33.4 20.6 7.9 4\.1 23.4 27.0 6.3 40.0 31.6 22.2 
He 7.8 H.8 30.7 \6.7 9.7 47.0 21.5 21.8 9.8 46.8 29.6 15.7 

76A 4.7 32.4 36.8 26.1 5.9 34.1 25.8 34.3 5.0 34,4 30.0 30.7 
769 7.5 36.6 38.3 17.7 9.5 39.3 27.4 23.7 7.5 37.6 35.8 \9.2 
76C 9.3 39.7 36.2 14.7 11.9 42.5 25.8 \9.7 \3.3 43.3 29.1 \8.5 

RTA 0.8 34,3 35.8 29.0 1.0 36.0 25.0 38.0 3.4 33.9 30.1 32.5 
RTB 0.9 43.1 34.0 21.4 1.1 46.4 24.1 28.4 2.5 41.4 28.6 21.6 
RTC 1.1 45.0 34,2 19.7 1.4 48.0 24.4 26.3 1.4 47.7 31.3 19.6 

CFA 17.2 26.0 48.4 8.3 23.0 29.2 36.2 11.6 \6. \ 29.4 46.6 7.8 
CFB 15.~ 33.1 42.2 9.3 20.0 36.3 30.9 lU 12.5 33.2 44.9 9.5 
CFC 18.6 33,4 36.8 Il.2 23.5 35.5 26.1 14,9 19.3 36.6 32.0 14.8 

CTA 15.4 28.1 48.2 8.3 20.6 31.6 36.1 11.6 10.5 35.3 44.2 10.0 
CTe 18.5 29.8 42.5 3.3 24.0 32.5 30.9 12.7 12.7 33.2 43.8 10.4 
CTC la.O 3U 35.5 11. 3 22.6 31.3 25.1 14.9 19.2 39.2 30.8 11.2 

CNA 72.3 Il. 1 5.2 5.4 75.9 15.1 3.0 5.9 65.9 23.1 5.6 6.0 
CNe 73.6 16.1 5.5 4.8 77.3 lU 3.2 5.3 14.1 20.8 1.6 3.6 
CNe 80.8 9.3 5.8 4.2 84.0 8.1 3.4 4.6 74.1 14.5 7.2 4.3 
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Cu Circuit Chalcopyrite Assays 
(Image Analysis VS.ICP) 

Figure 3.1 
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Cu Circuit Galena Assays 
(Image Analyals vs. ICP) 

Figure 3.3 
%Gn from Image Analysis 
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Cu Circuit Iron Mineral Assays 
(1 mage Analysis vs. ICP) 

Figure 3'i 
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Cu Circuit Sphalerite Assays 
(Image Analysis vs. ICP) 

Figure 3.5 
%Sp from Image Analysis 
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Thirdly, the devlation of the image analysis assays from Imearity (;e. the 

scatter) is greater than that whlch can be explained by samplmg precision. 

There is a need for further Investigation of the Image analysis assays 

and chemlcal assays, since a stralght comparison of the two reveals the 

presence of anomalies but offers no quantitative explanation. The general 

direction of the blas (eg. overestimatlon of ga!ena and underestlmatlon of both 

sphalerite and ChalcoPYrite) could be anticlpated from the halo and data 

scrapping effects as previously described; nonetheless, the fact that assay 

comparison is sa extensively used as a quality check for Image analysis 

data requires that the lack of correlation be further Investlgated. 

The first task IS to verify that the reconstructed mineralogy from ICP IS a 

true reflectlon of the actual mlneralogy. In other words, sorne confl rmatlon 15 

required bath that the lCP analyses are correct and that the expected 

mineralogy is that which actually was present in the sample. ThiS Lan be done 

by statistical reconstruction of the minerai assemblage, as follows: 

1) The assays for Iron, copper, Zinc, lead and sulfur are added, Yleldlng 
a number somewhat less than 100%. The unaccounted mass (UA) Is 
assumed to be silicates, etc. whlch contaln very Iittie copper, Zinc, 
lead or sulfur but whlch are expected to contain slgnlflcant quantltles 
of Iron. 

2) The Iron assay IS regressed agalnst copper, zinc, lead, sulfur and UA 
with the regresslon forced to pass througn zero. This reflects the fact 
that Iron must assoclate wlth at least one of the other specles. The 
amount of Iron assoclated wlth slilcat~s IS deducted from the Iron 
assay and added to unaccounted mass. ThiS leaves sulflde Iron, 
copper, zinc, lead and sulfur. 

3) Sulfur 15 regressed agalnst Iron, copper, zinc and lead. Ir-on 15 
expected ta cross-correlùte wlth both copper and Zinc, 50 that tlO 

minerais can be Isolated from these elements on the ba51s of the 
sulfur regresslOn. However, the sulfur assoclated wlth lead 15 not 
expected ta cross-correlate wlth any of the other specles and 15 
therefore removed from the total sulfur assay. 

4) Iron IS regressed against copper, zinc and sulfur. 
5) Two equatlons have now been obtalned for four variables. These 

equatlons calculate 1) sulfur ln terms of copper, Zinc, and Iron; and Il) 

Iron ln terms of copper, zinc and sulfur. The equatlons are comblned 
ta solve for sulfur ln terms of copper and Zinc, and Iron ln terms of 
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copper and zinc. It is assumed that nf) cross-correlation exists 
between copper and zinc. 

6) The amounts of copper-Iron-sulfur minerai and zlnc-lron-sulfur minerai 
are calculated, wlth residual sulfur and iron assigned to the iron 
minerais uSlng the ratio calculated in (4). 

8) The sulfur and iron residuals are regressed agalnst the iron, copper 
and ZinC minerais to ensure that the reslduals do not correlate against 
any of the minerais. 

This procedure Ylelded results as follows: 

1) Unaccounted mass was calculated as having a composition of 81.2% 
unaccounted and 18.8% 1 ron. The standard error of the Fe/UA ratio 
was 36%. This is a reasonable value for the type of iron-bearing 
silicates which host the 8MS deposits. 

2) The Pb minerai was calculated as containing 85.9% Pb and 14.1% S, 
wlth the standard error for the S!Pb ratio was equal to 11 %. 
Theoretical values for galena are 86.6% Pb and 13.4% S. 

3) The iron minerais were calculated as havlng an assay of 47.8% Fe and 
52.2% S, w Ith a standard error for the Fe/S ratio equal to 3%. The 
theoretlcal value for PYrite equals 46.6% Fe and 53.4% S. 

4) The copper minerai was calculated as havln9 an assay of 30.5% Cu, 
32.1 % Fe and 37.5% S. The theoretical value for chalcopyrite equals 
34.7% Cu, 30.4% Fe and 34.9%8. The recalculated assay can also be 
expressed as 88% stoichlometric chalcopyrite with 12% Iron minerais of. 
composition 44.0% Fe and 56.0% S. The standard errors for the Fe/Cu 
and S/Cu ratios were 54% and 44%, respectively. 

5) The zinc minerai was calculated as having an assay of 36.2% Zn, 30.0?~ 
Fe and 33.8% S. The theoretlcal value for 9MS sphalente equals 60% 
Zn, 6.7% Fe and 33.3% S. The recalculated assay can be interpreted as 
36% sphalente wlth 64% iron minerais contalning 47.1% Fe and 52.9% S. 
The standard errors for the Fe/Zn and S/Zn ratios were 12% and 10%, 
respectl vel y. 

6) Iron and sulfur residuals averaged 0% wlth a standard deviatlon of 
0.25%. 

The procedure suggests that three populations of i ron minerais eXlst, one 

occurring by itself and one each wlth sphalente and chalcopyrite. This glves 

rise to a calculated zinc minerai whlch includes an associated sulfur-deficlent 

iron minerai, as weil as a calculated copper minerai which Includes a 

sulfur-rlch iron minerai. However, the relative errors of the postulated Iron 

minerai compositions are too large to provlde statistical evidence for more than 

one Iron minerai. The results indicate that the ICP analyses are essentlally 

correct, and demonstrate the utliity of thlS s1..atlstlcal method. 
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mineralogy, suggesting that both the assays and the assumed mlneralogy are 

correct. 

It is attractive to attempt a regression based analysis of whether or not 

the image analysis mineralogy corresponds to the lCP mlneralogy. However the 

halo and scrapping effects result in a non-Ilnear correspondence. For example, 

if the halo effect systematically Increases the apparent galena area by a flxed 

proportion, then there will be a non-Ilnear increase ln the Image analysis 

galena assay, the magnitude of which depends upon the absolute assay. To 

demonstrate, a case is described where the assay quantity of Galena (Gass) IS 

multiplied by sorne constant "a" to obtaln observed galena (Goos), whlle other 

area (Aass) is multlplied by "b" to obtaln observed other area (Aoba): 

Gass + Aass ::: 1 
Goba ::: aGass / (aGass + bAass) 
Goos / Gass ::: a / «(a-b)Gass + b) (slope varies as a function of 1/Gass) 

Thus, one cannot simply compare observed mineralogy to assay mrneralogy. 

Some attempt must be made to estlmate the halo and scrapPlng blas to see 

whether or not this can explain the discrepancy. 

In thls analysis galena had significant halo effects, but requlred little 

scrapping to remove ambiguous features. Both the presence of halos and the 

comparatively low degree of scrapping tend to increase the apparent galena 

assay. Sphalerrte was relatlvely easy to Identify, and therefore requlred only a 

moderate amount of scrapping. ChalcoPYrite requlred qu,te aggresslve 

processing since It was dlfflcult to identify. ChalcoPYrite also tended to form 

smaller occurrences th an sphalerite and pyrite, leadrng to a greater 1055 of 

data when sm ail features were removed. Pyrite lay at the low end of the gray 

level scale, and therefore requi red very Iittie scrapPI ng to remove un wantf::d 

artlfacts. However, pynte was not particularly prone to elevatlon of the assay 
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by halo effects. It was therefore expected that the major bias ln the 

recalculated assay would be dominated by the elevation of the galena assay, 

and to a lesser extent by the diminution of the chalcopyrite assay. 

The equation denved above can be rearranged to yleld a relatlonshlp 

between the microscoplcally observed and true assays of galena, as follows: 

GnobS = aGnass / [(a-b)Gnass + b] or If b=1, 
a = (GnobsGnass + GnobS) / (GnobsGnass - Gnase) 

The value of "b" is arbitrarily set to one, slnce It Is only the relative 

elevatlon of the galena assay which is of importance. This allows the value of 

"a" to be calculated from the observed and assayed vaues for galena, yielding 

an mitial estimate of the galena bias. Starting wlth this initial estimate, biases 

are added by triai and error to the other minerais to produce the best linear 

data fit between ICP and area mlneralogy. 

A set of biases whlch produced good results was Gn=1.6, Px=1.2, Sp=1.0, 

Cp=0.8. In other words, one unit of galena appears in the assay as 1.6 units of 

area, while one unit of Px appears as 1.2 unlts, etc .. It is the relative shlft in 

assays whlch IS of Importance. For example, the above numbers could be 

equally weil expressed as Gn=1.0, Px=0.75, Sp=O.63, Cp=O.5. To convert assays 

Into observations the lCP area percent analyses are multlplied by the 

appropnate blas factor, the"l the result abundances scaled to 100%. This 

produces the data of Table 3.20, whlch IS plotted ln Figures 3.6 to 3.9. 

It can be seen the fallure of the image analysis data to correspond to the 

ICP data can be more or less corrected by applYlng a fixed multiplier to the 

mdlvldual minerais, maklng it unneccessary to postulate the misldentlfication of 

minerai specles. This does not constltute a proof of correct mlneraloglcal 

identification; however, it does demonstrate that the observed errors can be 
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explained by expected and systematlc phenomena. 

In summary, recalculated assays from Image analysis do not necessanly 

correspond to chemical analyses. Thus, image analysis data cannot be 

adequately tested by this manner. The procedures which lead to the collection 

of correct structural information in appropriate quantities tend to alter the 

apparent composition, since the various minerai speCles may have dlfferent 

tendencies to form halos, different grain sizes which vary the proportion of 

occurrences which will appear as amblguous pixels, or dlfferent ease of 

identification. 

The effort in this work to identlfy the sources of error ln recalculated 

assays and to explain the observed deviations is necessitated by the fact that 

recalculated assays are used almost universally ln Image analysis based 

llberatlon studies to make sorne comment upon data valldlty. It IS proposed ln 

this work that the companson is not useful, and may ln fact lead to a 

conscientious effort to preserve recalculated grade at the expense of both the 

quantity ar.d quallty of structural data. It is certalnly possible to preserve 

mineralogical abundances ln image analysis; however, for the purposes of 

liberation work it is not necessarlly desirable to do 50 wlthin the Ilmlts of 

accuracy which would normally be consldered quantitative. 
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HODEl FOR IMAGE ANAlYSIS HALO AND SCRAPPING EFFECTS TABLE 3.20 

1 CP Assa ys Slmulated lA Data Image Analysjs Assays 
Recalculated Areal from ICP Analysls Observed Areal 

Stream Cp Px Gn Sp Cp Px Gn Sp Cp Px Gn Sp 

- - - - - -- - - - - -

74A 4.2 36.2 20.8 38.8 2.8 36.6 28.0 32.6 2.5 38.0 27.3 32.1 
748 7.9 41.7 2304 27.0 5.2 41.5 31.0 22.3 6.3 40.0 31.6 22.2 

74C 9.7 41.0 21.5 21.8 6.5 46.9 28.5 18.1 9.8 46.8 29.6 15.7 

76A 5.9 34.1 25.8 3403 3.9 33.8 34.0 28.3 5.0 34 .• 30.0 30.7 
76B 9.5 39.3 27.4 23.7 6.2 38.5 35.8 19.4 7.5 37.6 35.8 19.2 
76C 11.9 42.5 25.8 19.7 7.8 41.9 34.0 16.2 13.3 43.3 29.7 18.5 

RH 1.0 36.0 25.0 38.0 0.7 35.4 32.8 31.1 3.4 33.9 30.1 32.5 
RTB 1.1 46.4 24.1 28.4 0.7 45.1 31.2 23.0 2.5 47.4 28.6 21.6 
RTC 1.4 48.0 24.4 26.3 0.9 46.5 31.5 21.2 1.4 47.7 31.3 19.6 

CFA 23.0 29.2 36.2 11.6 15.0 28.5 41.1 9.5 16.1 29.4 46.6 7.8 
CFB 20.0 36.3 30.9 12.8 13.2 35.8 40.5 10.5 12.5 33.2 44,9 Q.5 

CFC 23.5 35.5 26. 1 14,9 15.9 36.0 35.4 12.7 19.3 36.6 32 .0 14.8 

CTA 20.6 31.6 36.1 11.6 13.3 30.6 46.6 9.4 10.5 35.3 44,2 10.0 
CTS 24.0 32.5 30.9 lU 15.9 32.4 41.1 10.5 12.7 33.2 4U 10.4 
CTC 22.6 37.3 25. 1 lU 15.4 38.0 34.0 12.7 19.2 39.2 30.8 11.2 

CNA 75.9 15.1 3.0 5.9 67.1 20.2 5.4 6.6 65.9 23.1 5.6 6.0 
CNB 77.3 14.2 3.2 5.3 69.2 19.1 5.8 5.9 74.1 20.8 1.6 3.6 
CNC 84.0 8.1 3.4 4.6 77.4 11.2 6.2 5.2 74.1 14.5 ) .2 4.3 
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Cu Circuit Chalcopyrite Assays 
(Model for lA Halo/Scrapping Effects) 

Figure 3. (. 
%Cp from Image Analysis 
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Cu Circuit Galena Assays 
(Model for lA Halo/Scrapping Effects) 

Figure 37 
%Gn tram Image Analysis 
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Cu Circuit Iron Mineral Assays 
(Madel for lA Halo/Scrapping Effects1 

%Px from Image Analysis 
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Cu Circuit Sphalerite Assays 
(Model for lA Halo/Scrapplng Effect) 

%Sp trom Image Analyais 
Figure 3. Cf 

35.-----------------------------------~ 

30 

25 -

20 

15 

10 

5-
/~, 

,t 
" ~) 

/ 

• 1 

A ;(0 . 
Ô li· . ,/ 

Ô ,// Y . , 
1 

/ . ~/() 
CI" • 

" .-, . 
,/ \;' 

o ' _--L-_--'-___ --'---__ ----L __ -L __ -l ___ -J 

o 5 10 15 20 25 30 35 
%Sp from ICP Analysis 

135 



CHAPTER 4 : STEREOLOGICAL PROBLEMS IN LIBERATION STUDIES 

4.0: Introduction 

The goal of any microscoplc study in ml"eral processlng 15 to attempt to 

explain phenomena which are observed in plant practlce ln terms of the 

physlcal features of the ore. TYPlcally the features of greatest Interest would 

be size, Ilberatlon, and for f'otat/on studies the degree of exposure of the 

flotable minerai at the surfaces of locked par ticles. Clearly these parameters 

are intended to descnbe three dimenslonal features; however, Ilberation studles 

employing micropscopy describe features ln one dimension (Iinear iJ1tercepts) or 

in two dimensions (section areas). The data collected from microscoplc studles IS 

therefore subJect to geometrical blas, usually referred to as stereologlcal blas 

or stereological effects. 

The simplest Illustration of a locked partlcle is that of a sphere whlch 

contains two locked phases ("A" and "Sn), both of which occupy half of the 

spherical volume and which are separated by a planar boundary (Figure 4.1). 

In three dimenslonal space the particl€) has a dlameter "0" and a volumetrie 

composition of 50% nA". However, It is clear that a line or a section through the 

particle will only rarely provide an accurate description of the partlcle Sile 

and composition. 

For example, if a Ilne was to be projected parallel to the X-i'lXIS through 

point "P" then the resultant Intercept would descrlbe the particle as havlng a 

diameter equal to chard length p-p' and a composition of 100% phase "A". The 

same line proJected through point P but ln a dlfferent ortentatlon (eg. P-P") 

would descrlbe the partlcle as havlng a dlameter equal to chord length P-P" 

and a locked compOSitIOn. Repeated sampllng of the parti cie ln one dimenSIOn 

would lead to a distributIOn of intercept Slles Bnd compOSitions, whereas ln 

reality the particle has only one size and compOSition. A simllar phenomenon 
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Figure 4.1 

Random Sectioning of a Sphere 
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l 
may be observed when the particle Is sampled ln two dimensions, since the 

chords P-P' and p._poo could just as easlly be regarded as planar project'ons 

parallel to the Z axis (eg. standing out from the plane of the dlagram). 

Repeated section 1 n g would result ln a number of apparent slzes and 

compositions. 

Two important points arise from the above. Repeated sampling of an 

indlvldual locked particle in one cr two dimensions results ln a size 

distribution which 15 flner than the actual size, since a chord may be smaller 

than or equal to but not larger than the actual narticle dlameter. Repeated 

sampi i ng wi" also yield a composition dlstrl butlon which i ncludes free 

observations of both phases. LI beration ln a sUite of partlcles will al ways be 

overestlmated, since locked partlclE's may generate free observations whereas 

free partlcles must always appear to be free. Thus, it IS found that data from 

both one dlmensional and two dlmenslonal studles provldes an Incorrect 

descrl ptlon of the actual structural features present ln the sample. 

Quantltatl ve descri ptlon of stereologlcal effects is a fiel d of endeavor whlch 

has expanded slmultaneously with the avallabillty of computer hardware. Indeed, 

there is no unique quantitative solution to the problem, requlrlng that some 

model of particle sizes, shapes and textures be used to formulate a stereologlcal 

correction. The need to apply stereological corrections ta data severel y Ilmlts 

the usefulnes5 of image analysis as a descriptive tool, slnce the "correction" of 

the data requlres complex mathematlcal transformations ta be made, resultlng ln 

a considerable Increase in the work invoived. Moreover, there is no guarantee 

that the assumptions made in any partlcular mathematlcal model are stnctly 

valld. Thus, one ends up wlth a corrected data set ln whlch one has Invested 

much tlme and effort and whlch may ln fact be no better than or even worse 

than the uncorrected data. 
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Regardless of the fact that stereologieal phenomena present themselves in 

any Image analysls data set, it is found that useful metallurgical Interpretations 

ean be and have been made from uncorreeted data. This suggests that the 

f'Tlagnltude of the stereologlcal bias may not be great enough to overshadow the 

slgnlflcance of the "real" information in the data set. Nonetheless, stereological 

phenomena cannot be d/scounted without makJng some attempt to estimate the 

type and magnitude of errors wh/ch are rntroduced. 

One way to make such an estimation is to use a simple geometrlcal system 

whlch ln some way emulates a particle assemblage but which is likely to 

produce a greater stereologlcal bias than tf)e assemblage itself. 1t follows that 

if the information from the artiflclal assemblage can be usefully irterpreted 

then the same Will be found fur the real assemblage. It also fo/lows that if a 

simple procedure 15 found for correctlng data from the artlflcial assemblage 

then thls same procedure Will overcorreet data from the actua/ assemblage. The 

description of partlcles from the true assemblage Will then Ile scmewhere 

between the descrJ ptlO'1 provlded by the Orl glnal observations and that 

provlded by the overcorrected data. ThiS allows original data to be retalned ln 

maklng metallurglcal interpretatlons, and avoids the necesslty of abldlng by a 

single set of posslbly Incorr€'ct assumptlOns ln applYlng a correction model. 

In th,s discussion spheres wlth planar boundanes are used as the Simple 

geometncal model for estlmatlng stereologlcal errors. The stereologlcal 

phenomena observed in real partlcle assemblages IS expected to be qualltatlvely 

the same as and quantitatlvely less than the errors calculated for the sphencal 

model. Corrections whlch restore sectIOn al observations to a description of the 

parti cie assemblage are expected to overcorrect data from real assemblages. 

The goal of thls analysls 15 to devise the slmplest possible method by 

whlch section InformatIon may be interpreted. Thus, the description of 
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stereological phenomena for spherical particles starts off with a rigorous 

mathematical discussion of the phenomena and Is subsequently slmpllfled t0 an 

approximation w hich aliows stereologlcal correction to be made ln a 

semi-quantitative way that requires little effort or data manipulation. It 15 

believed that this is the optimum way in wh,ch the consideration of 

stereological phenomena may be incorporated Into practlcal studies. 

4.1: Eftects of Stereology on Size Analysis 

USlng the example of sphencal partlcles some quantitative estimation may 

ba formulated concernmg the dlstn butlon of section sizes which may be 

expected dunng random partlcle sampllng. The description hinges upon a 

correct descnptlon of randomness, and is facllitated in the sphencal model 

by the perfect symmetry of the partlcles. 

A random plane through a partlcle must touch the surface of the partlcle 

at some point "p" (Fig. 4.2). The location of thls pOint Is arbltrary, SinGe ail 

locations on the sphencal surface are consldered to be equlvalent. 

Given that the plane Includes pOint "poo, a normal to the plane may be 

drawn through "p" to describe the Orientation of the section. Sections wlth 

unique orientations have unique onentatlons of the normal vector. A heml5phere 

may be drawn around "poo (here plctured wlth a a radiUS Rt equ11 to 2, or 

tWlce the radiUS of the partlcle). If the pl'1ne IS randomly onented than the 

flux of normal vectors through the target hemlsphere Will be unlform. Thus, 

the proportion of planes wlth normals between helght zero (helght of "P') and 

helght "H" Will be equivalent to the proportion of the surface area of the 

target occurring between helght zero and helght "H". The proportion of targ8t 

surface area 15 a Imear function of "H", 50 that random planes have normals 

through "p" wlth random helght5 on the target. 
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Figure 4.2 

Size/Frequency Function for Random Sections 
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Figure 4.3 

Size/Frequency Function for Random Intercepts 
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Figure 4.4 

Comparison of Sections and Intercepts 
Sampling of a Spherical Particle 
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If a normal through a random plane happens to strlke the target at pOint 

j, "Q" then the sorne angle "e" will be subtended between the lines P-Q and P-C 

(C being the centre of the circle). If a normal to the section 15 drawn through 

"C" then It Will have length IId li and describe an Identlcal angle "e" tram the 

line P-C. The height of line P-Q Will equal Rt cos(S), wh/le the length "d" Will 

equal R cos(e). Thus, d = H/2. 

The radiUS of the section is descnbed by length R', whlch is equal to 

/(R2 - d2 ) or [(1 - d2). Thus, the radius of a section whose normal stnkes the 

target at helght "H" will be eQual to R' = {(1 - H2/2Rtl. The cumulative 

frequeney funetion descn bing sections between rad 1 us zero (H/Rt = 1) and 

radi us R' is therefore as follows: 

F( R ') = H / 2Rt = 1 - f (' - R' 2 ) 

A slmilar case may be laid out for linear intercepts. The particle of unit 

radius IS redrawn, along with the hemlspherical target (Figure 4.3). In Uns 

case It is the intercepts themselves wh/ch must have a uniform vector flux 

through the target. Thus, a random Intercept will have a random helght "Won 

the target. An Intercept striklng the target at Q Will have a length equal to 

the line P-Q'. The height on the target Will equal Rt cos 8. If the Intercept /s 

bisected by a normal through the partiele center (Ilne C-C') then It may easlly 

be venfled that the length of the Intercept IS l/2 = cos (8), or L = 2 cos (8), 

or L = 2H/Rt • Thus, the cumulatl ve frequency funetlon for 1 ntercepts of 

between length zero and .. L" will equal: 

F (L) = L/2 

Figure 4.4 Illustrates the range of section and Intercept sizes whlch would 

be expected during the sampling of sphencal partlcles wlth unit dlameter. The 

144 



-------------------

c.alculatlons are expressed as cumulatl ve frequency vs. Tyler size classes below 

the true Sile. Numencal values are as follows: 

Classes be 1 ow Cumulative Frequency 
True Slze 

(Sect 1 ons) (Intercepts) 

l 70.7 29.3 
2 86.6 50.0 
3 93.5 64.6 
4 96.8 75.0 

It is observed that Ilnear mtercepts yield a more stereologically biased 

vlew of the parti cie SIW than do sections. 

4.2: Example of Microscopie Size Analysis 

It 15 seen that stereological blas alters the apparent Sile distribution of 

partlcles; however, the magnitude of the observed error IS a function of both 

the partlcle shape and the number of size classes which are exammed 

simuitaneously. 

Descrt ptlon of the Sile of a partlcle IS, in Itself, a dlfficult task. Typlcally 

a wlde range of aspect ratios may be observed, wlth some minerais cleavmg to 

form partlcles whlch are slgnlficantly elongated or ev en flbrous. The physlcal 

methods of SI le separation and measurement (screenlng, cycloslzlng, 

-,>t:d ,mentdtlon etc.) beccme less effICient as the "l.3pect I"atlo In:reases. 

CycloslZlng or analysis by sî,dimentatlon have the addltional limitation of belng 

sensitive to partlcle denslty. Thus, It IS expected that differences may eXlst 

between .312e dnalyses performed by var/ous methods. One problern wlth 

.,:.x.amtnlng stereologlcal effects upon Sile IS that there IS no single method of 

cJl1<1mblguously determlnlng a "true" slze. 

Pet~"ukS ,-lssessed :he problem of differences between screen Slles and 

31 :es ùbservE,d III pollstled section, USI n 9 samples w hlch contalned a flxed 

145 



number of Tyler mesh sizes, ranging from 0.5 to 9.0 size classes per sample. 

Discrepancles between the true and observed slzes were used to calculate 

emplrical "correction factors" which were proposed as a means by whlch 

subsequent microscoplc 3nal yses coul d be converted to screen anal yses. 

In actual fact the discrepancy between screen sizes and section Slles may 

be explained very weil uSlng the simple spherlcal model developed above. To 

simulate sectioning of a range of sizes one need simply add together the 

expected assemblages for a number of closely spaced indlvldual slles. For the 

purposes of this comparison assemblages of various particle size ranges were 

created by addlng together increments of 0.05 Tyler classes, yleldlng simulated 

assemblages of particles wlth slze ranges equlvalent to those used by Petruk. 

Petruk's data ("observed") has been Interpolated from the published 

figures and is presented agalnst d:lta for spheres ("predlcted") ln Figures 4.5 

to 4.8. The dlfferences between the observed and predicted data are negllglble. 

The only Inconslstency arises in the sample contalnlng 9 Sile classes. In thls 

sample the observed dlstrlt"1utlon IS actually coarser than the "true" 

distribution. This IS a result of the assumptlons made ln thls comparlson 

concerning the composition of the sample. For modelmg purposes the figures 

assume that each sile class withln the sample contalns an equal number of 

particles. In actual fact the sample contalnlng 9 Sile classes used ln Petruk's 

work contalned a disproportlonate number of CORrse parti cl es. 

In theory the spherlcal sectlonlng model can be used to reconstruct 

particle assemblages from sectloning data. If N designates a true slze range 

and N' deslgnates a Sile range observed under the microscope then an N' .f: N 

matrix can be formed, \"Ith each column showlng the frequencles of varlous Sile 

observations (N') from a single partlcle Sile (N). If the Inverse of thls matrll 15 

multlplled by the observed mlcroscoplC assemblage (a 1 * N' matrlx) the result 
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True vs. Observed Dlameter 
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Figure 4.7 
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will be the true assemblage (a 1 * N matrix). While size reconstruction 15 not 

one of the goals of thls work (since it has been maintained that slzed samples 

should be used for liberatlon studles) it is proposed that the use of a 

spherlcal sectionmg model could provide at least as good a reconstructive 

method as the use of empl rlcal correction factors. 

One interestmg observation which may be made from Figures 4.5 to 4.8 is 

that the devlation between actual and observed sizes becomes less as more size 

intervals are Incl uded ln the sample. This results from the fact that any size 

class other than the top slze loses some observations to finer size classes but 

gains some from coarser classes. This manifests Itself as a net cancellation of 

effects. 

In summary, It is se,'n that stereologlcal bias changes the apparent size 

distribution of particles. Data from one practical study correlates very weil 

wlth model predictions derl ved from the simple system of spherical particles. 

The observed blas IS a function of the number of size classes contamed in the 

sample, and tends to be sm ail If several slze classes are present. It may be 

noted that Petruk's work Involved sulphldes, whlch tend to fracture into more 

or less eQuant partlcles. Partlcles wlth slgnificant aspect ratios would not be 

descnbed so weil by the spherical model. 

4.3: Qualitative Effects of Stereology upon Liberation 

It 15 easy to glve a phenomenologlcal description of the effects of 

5tereology upon Ilberation. Collection of one-dlmenslonal or two-dimenslonal 

liberatlon data tends to "spread out" the compos.:tion distribution data, since 

particles wlth a unique composition may be sampled such as to make them 

appear to contaln more or less of the phase of Intere5t than they actually bear. 

Free observations Will be generated from locked partieles, sa that Ilberation will 
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be overestimated. 

Stereological problems will be accentuated ln partleles of relatively simple 

mlneralogical texture, and less Important in partlcles of very Intrlcate texture. 

The definition of "simple" or "intrieate" texture Is arbitrary, and relates 

largely to the ratio between minerai gram size and particle size. For example, If 

minerai crystals in an ore have a size of 1 mm and a large pollsht:!d section is 

created from a single particle of 10 em diameter there 15 little chance that on:y 

one minerai will be exposed. In fact, glven a homogenous ore it \S very Ilkely 

that any polished section of this size would have a composition close to that of 

the ore sample as a whole. 

Stereological problems are accentuated as the partlcle size approaches the 

grain size. For example, if the polished section from the above example 

contained partleles of 1 mm dlameter (about equal to the gram slze) th en the 

individual partleles would be expeeted to eontam one, two or perhaps three 

phases separated by relatively simple intererystalilne boundanes. Ineldentally, 

it is this situation whlch is simulated by the spherieal modal. Sections through 

such particles do not neeessarily reflect the true compositions of the 

particles. 

At grind slzes much finer than the grain size stereology becomes less of a 

problem. For example, if the particle size in the above example was 0.1 mm (vs. 

a 1 mm crystal slze) then most particles would be free. Of course, free 

partlcles cannot be sectloned to reveal anythlng but free partiel es. 

In summary it IS found that stereological problems are worst when the 

grlnd size is about equal to the grain size. This is the situation most eommonly 

encountered in mllimg circuits. LIberation Inereases rapldly as the gnnd size 

approaches the grain Slze, th en slows conslderably once energy 15 8..<pended ln 

overgnndlng partleles whlch are already free. Expressed as energy Input vs. 
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technical efficiency of downstream separation it is general y found that the 

Incrementai beneflt of addltlonal energy input reaches a maximum at about t:le 

minerai grain slze, beyond which large Increments in energy are required for 

marginai gains ln Ilberation. Since processlng operations most commonly grind 

at or Just beyond the pOint of largest marginai effect It IS cammonly found that 

process streams contam a fai r number Simple locked partlcles contai ning one or 

two Interphase boundarles. (It should be noted that exceptions eXlst in the case 

of exceptlOnally fine textures and grlndlng, where progresslvely hlgher 

expendlture of energy is reqUired to create progressively less size reductlon. 

In such cases It 15 not uncommon to flnd that grindlng fails to be feaslble weil 

before the crystal grain size is reached). 

It IS possible for minerais in an ore to dlffer in slze one ta another, and 

for mdlvldual minerais ta possess a blmodal grain slze distribution. One such 

case was seen ln a study of Plne POint sphalerite 9 ln whlch the ore 

texture showed sufflclent blmodal characterlstics to differentlate the textures 

Into "simple" locklng whlch could conce1vably be removed by regrlndlng and 

"complex" locktrlg whlch conslsted of mlcraflne Inclusions, and could not be 

addressed by regrtndlllg. (It was eVldent that the grlnding strategy optlmlsed 

liberatlon of the coarser texture but completely falled to address the flner 

texture). Stereologlcal effects had to be consldered ln Interpretation of the data 

for "simple" locklng, but could be Ignored ln the Interpretation of data for 

"complex" locklng. Consideration of stereologlcal blas must therefore Include at 

least a cursory assessment of texturai factors. 
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4.4: A Spherical Model for Quantitative Effects of Stereology 

In order to properly interpret microscoplc data it Is necessary to have 

sorne Idea as to the magnitude of stereologlcal blas. The problem IS studied 

here by referring back to the simple model of spheres with a planar boundary 

separating a major phase "A" from a mlnor phase "B". 

It has already been determlned tnat a random section through a sphere will 

have a random distance "d" from the centre of the sphere. Figure 4.9 presents 

a sphere wlth a section Intersectlng It at an arbltrary value of "d". The sUite 

of sections which may be formed at thls flxed distance may be simulated by 

allol"lng the section to assume a number of random orientations wlth respect to 

the AIS Interface. 

The approach is simllar to that whlch was prevlously used for the 

prediction of size dlstnbutlons. A normal ta the section 15 drawn from the 

center of the parti cie to the perlmeter, intersectlng the penmeter at "P". If the 

orientation 15 random then the penmeter should have a unlform flux of 

Intersections passlng through It. Thus, a random section Intersects the 

perlmeter at a random helght "H". 

The reference direction ln thls model IS a normal to the AB Interface 

passlng through the centre of the partlcle. The height "H" IS measured ln the 

direction of thls normal. At any glven value of "H" and "d" ail sections ar e 

identlcal as a result of the symmetry of the partlcle. 

An Intersection at helght "H" may be obtalned by rotatlng the section 8r 

from the reference normal. Thus, the helght IS equal to {1 - aeos (6r)), wlth 8r 

assumlng values between 0 and Tl. Two other angles are used for the model, 

these belng the angles subtended by the section boundary and the section 

normal (Bd) and by the Interface boundary and the Interface norrrai (811. TtH: 
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Figure 4.9 
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vol umetnc proportion of phase "s" may be calculated from distance ", as 

follows: 

v = (1 3 - 31 + 2) /4 

Sorne relationships may be observed between the angles 8r, a, and ad: 

ar < al - 9d 
Sr < 9d - 91 
Sr > 9 1 + 9d 

Free "9" 
Free .. A" 
Free "A" 

(occurs only when d > 1) 
(occurs on l y wher, 1 > d) 

181 - 9d 1 < Sr > 91 + 9d : Locked Sect ion 

The proportion of Intercepts between any two values of ar IS known exactly 

from the relatlonshlp between ar and H. Thus, the proportion of free and locked 

sections may be calculated exactl y for any glven particle composition (value of 

"1) and section distance "d". Since "d" 15 a random variable, the total number 

of locked and free sections may by obtalned by a double Integration through 

(-1 <= cos(Qr) <= 1) and (0 <= d <= 1). 

To complete the mOdel, some means must be provlded for estlmatlng the 

composition (%A) of locked sections. Figure 4.10 shows a partlcle wlth a section 

Intersectlng both phases, and Figure 4.11 shows a vlew of the section onented 

in the plane of the paper. 

The co-ordinate system in FI g. 4.10 IS set up such that the centre of the 

clrcle has height zero, wlth the interface at a helght of -i. Since the Interface 

15 pdrallel to the x-axIs any Intersection wlth the Interface must occur at 

y = -i. 

A normal through the section passlng through the centre of the partlcle 

Intersects the section at pOint d', which is a distance "d" from the centre of 

the partlcle. The helght of d' equals (-d cos Sr). The distance from d' to th\::! 

Interface (at pOint d") IS deslgnated by x. 
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Figure 4.10 

Evaluation of Locked Section Grade 
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1 
The height of d" equals the height of d' plus (-x sin Sr). However, the 

helght of d" is also equal to -i, so that: 

-d cos Sr - X Sln Sr = -; or 

x = (i - d cos Sr) 1 sin Sr 

The section has a radius R' equal to /(1 - d 2 ). It is the ratio between ',0( 

and R' whlch IS needed to calculate the composition of the section. This ratio IS 

called ~, where: 

I.l = (1 - d cos Sr) 1 (5' n Sr .f (1 - d2 » 

Referring now to Figure 4.11, it may be seen that the angle (a) IS equal to 

aSln (~), and the angle ([3) is equal to (Tt + 2 aSIn (I.l». Thus, the segment of the 

clrcle subtended by ([3) ha5 a fractlonal area of (TT + 2 aSIn (I.l» 1 2n . The hlo 

triangles on the dlagram have an area equal to (jJ /(1 - jJ2», or a fractlonal area 

of (Il - /(1 - jJ2» / Tt. Thus, the fraction al area occupled by phase "A" IS equal to 

the fractlonal area of the segment plus the two triangles, as follows: 

A = 0.5 + [as in (IJ) + IJ .f (1 - 1J2 )] 1 Tt: 

A complete description of the section assemblage may therefore be obtained. 

The slmplest method 15 te', perform a stepwise approximation: 

1) A vdlue of "1" IS selected, dependlng upon the parti cie composition to be 
simulated. 

2) The value of "d" IS set close to zero. 
3) The value of "H" IS vaned between -1 and 1 in small increments, with a 

section compositIOn (Free A, Free B or %A) and area recorded for each 
value of "H". 

4) "d" IS lncremented by a 5mall amount, and step (3) 15 repeated. 

Tlle procedure termlnates when d=1. 
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The model was set up to Increment .. d" from 0.025 to 0.975 ln Increments of 

0.050. The value of "H" was Incremented from -0.99 to 0.99 in Increments of 

0.02. Thus, a total of 2000 observatIons were recorded par particie composItIon. 

Several particle composItions were slmulated. The summed area of ail 

observations should, of course, sum to 100 * (2rt/3), whlch It dld to wlthln 0.2%. 

The recalculated parti cie compOSitIOn from the summed sections should equal th8 

particle composition, whlch it dld to withln 0.002%. Barbery and Pelletier la 

have published data for the number of locked sections expected from s8ctlonll19 

of a spherlcal parti cie wlth 50% "A". Thel r theoretlcal val ue IS 0.7854, as 

compared w ith 0.7860 obtamed here with the stepwlse sol utlon. An exact val U8 

of 0.7854 1 s obtal ned w hen 10,000 observations are recorded. T here are 

therefore several pleces of corroboratlve eVldence Indlcating the veraclty of 

the model. 

4.5: Stereological Artifacts in Observations trom Spherical Particles 

Data from the sectlonlng model IS presented ln Table 4.1. Jones 11 has 

performed a Monte Carlo Simulation of sampllng sphertcal part,cles wlth planar 

boundartes uSlng linear intercepts. HIS data is presented ln Table 4.2. 

Figure 4.12 compares the number of observations recorded as a functlo/l of 

observed composItion for sectlonal and Ilnear data from a partlcle wlth 50% "A". 

The actual partlcle composition IS represent::d by a vertical Ilne throuJh the 

50% composition pOint. Both Intercepts and sections produce n urnerous 

stereologlcal artlfacts; however, tne blas IS much worse for Intercepts than It 1::' 

for sections. A second comparison may be made in Figure 4.13 for sampllng of a 

partlcle wlth 80% "A". 

The parameter most commonly of Interest ln Image analysl3 based l,tJer(ltl(,n 

studies is the proportion of total measured area whlch constltutes I(;c~ ed ur 
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Table 4.1 

OBSERVAIIONAl FREQUENCY OF VARIOUS SECIION COMPOSITIONS FROM KNOWN PARTIClE COMPOSITIOUS 

(--------- ~CTU~l PARTICLE COMPOSITION ---------) 
Observed 2.50 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 97.50 
..... -----

0 53.75 36.20 25.65 19.25 14.45 10.70 7.50 5.20 3.00 1.35 0.25 
( 5 27.90 10.45 6.45 4,35 3.15 2.25 1.60 0.95 0.65 0.25 0.10 
( 15 14 25 28.75 11.85 7.55 5.20 3. 50 2.50 1.65 !.QO O. ~o 0.05 

( 25 1. 90 13.30 24.35 10.70 6.70 4.60 2.95 1.90 US 0.45 0.10 

( 35 0.70 4.15 13.85 23.35 10.60 6.40 4.05 2.55 1 .55 0.10 0.15 

( 45 0.40 1.90 5.55 12.65 22.90 Il.00 6.30 3.75 2.05 0.15 0.15 

( 55 0.30 1.25 3.10 6.15 Il.90 23. 10 Il.90 6. 15 3. 10 1.25 0.30 

( 65 0.15 0.75 2.05 3.75 6.30 Il.00 22.90 12.65 5.55 1.90 0.40 

( 75 0.15 0.70 1.55 2.55 4.05 6.40 10.60 23.35 13.85 4,25 0.70 

( 85 O. la 0.45 0.95 1.90 2.95 4. 60 6.70 10.70 24.35 13.30 1.90 

( 95 0.05 0,40 1.00 1.65 2.60 3.50 5.20 1.55 11.85 28.75 14.25 
( 100 0.10 0.25 0.65 0.95 1.60 2.25 3.15 US 6.45 10.45 27.90 

100 0.25 1.35 3.00 5.20 7.60 10.70 14,45 19.25 2U5 36 20 53.15 

CUMULATIVE OBSERVATIONAl FREQUENCY OF VARIOUS SECTION COMPOSITIONS FROM KNOWN PARTIClE COMPOSITIONS 

Observed ,--------- ACTUAl PARTIClE COMPOSITION ---------) 
..... _----- 2.50 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.0: 90.00 9 i .50 

0 53.75 36.20 25.65 19.25 14.45 10.70 7.60 5.20 3.00 1 .35 0.25 

5 81.ô5 46 65 32. 10 23.60 17.60 12.95 9.20 6.15 3.65 1.60 0.35 
15 95.90 75.40 43.~5 31.15 22.80 16.45 11.80 7.80 4065 2.00 0.40 

15 91 ~o 88.10 68.30 41.B5 29.50 21.05 14.75 9.70 5.60 2.45 0.50 

35 98.50 91.95 82. 15 65.20 40.10 27.45 18.80 12.25 7.15 3. 15 o .65 
45 98.90 94.85 87.70 77 .85 63.00 38.45 25.10 16.00 9.20 3.90 0.80 

55 99.20 96. 10 90.80 84.00 ]4.90 61.55 37.00 22. 15 12.30 5. 15 1. 10 
65 99.35 96.85 92.85 87.75 81.20 12.55 59.90 34.80 11.85 7.05 1.50 
15 99.50 91.55 34.40 90.30 85.25 18.95 10.50 SB .15 31.10 Il .30 2.20 
85 99 60 98.00 95.35 92.20 88.20 83.55 77.20 68.85 56.05 24.60 4.10 
95 99.65 98.40 96.35 93.85 90.80 87.05 82.40 76.40 67.90 53.35 1 a. 35 

100 99.75 99.65 97.00 94.80 92.40 89.30 25.55 80.15 74.35 63.80 46.25 

-------- - - -----

Observatl0n Frequency vs. Grade (Sectlonal Data) 
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Table 4.2 

08SERVATIONAl FREQUENCY OF VARIOUS INTERCEPT COMPOSITIONS FROM KNOWN PARTIClE COMPOSITIONS 

(--------- ACrUAl P~RTICLE COMPOSITION ---------) 
Obsemd 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 
_ ... _---- ... 

64.65 50.61 40.68 31.96 24.92 18.64 12.83 7.99 3.63 
( 10 7.26 6.05 4. 12 J.63 2.79 1.94 US 0.73 0.24 
( 20 8.96 7.02 5. 57 U6 3.53 2.91 1.94 1.21 0.73 
( 30 6.54 8.96 1. 5 1 5.81 U6 3.15 2.42 1.69 O.~8 

( 40 3.15 6.78 9.20 8.23 5.93 U6 3.15 1.94 0.97 
( 50 1.94 4.36 6.30 8.72 8.48 6.3 4036 2.66 US 
( 60 t.45 2.66 4.36 6.30 8.48 8.72 6.3 ~.36 1.94 
( 70 0.97 1.94 3. 15 4036 5.93 8.23 9.2 6. 7 B 3. 15 
( 80 0.48 1.69 2.42 3. 15 4,36 5.81 7.51 8.96 6.54 
( 90 0.73 1.21 1.94 2091 3.63 4036 5.57 7.02 8.96 
( 100 0.24 0.13 1. 45 1.94 2.79 3.63 4.t2 6.05 7.26 

100 3.63 1. 99 12.83 18.64 24,82 31 .96 40.68 50.61 64.65 

OBSERWIOUAL FREQUEIlCY OF VARIOUS INTERCEPT COHPOSlTlONS FROM KflOWN PARTlCLE COMPOSITIONS 

(--------- ACrUAL PARTICLE COHPOSITION ---------\ 
Observed 10.00 20.00 30. 00 40. 00 50.00 60.00 70.00 80.00 90.00 
--------

64.65 50. ô 1 40.68 31.Sô 24.82 18.64 12.33 7. 99 J.ô3 
10 71. 9 1 56.66 44.80 35.59 27.61 20.58 14028 8.72 3.87 
20 80.87 63.68 50.37 39095 31 .23 23.49 16.22 9 93 4.60 
30 87. 41 72.64 57.88 45.76 35.59 26.54 18.64 11.62 5 08 
'1 Il 90.56 79.42 61.08 53.99 41.52 31.00 21.79 13.56 6.05 
50 92.50 83.78 73.38 61.11 50.00 37.30 26.15 16.22 1.50 
60 93.95 86.44 77. ~ 4 6Ul 58.'8 46.02 32.45 20 sa ~.U 

70 94.92 88.38 80.89 7U7 64.41 54,25 41.65 27. 36 12.59 
80 95.40 90.07 83.31 76.52 68.17 60.06 49.16 36.32 19. 13 
90 96. 13 91.28 85.25 7U3 72.39 64,42 54.73 43.34 28.09 

100 96.31 92.01 86.70 81.37 75. ! 8 68.05 58.85 49.39 35.35 

Observatlon Frequency vs. Grade (Intercept Data) 

(after Jones 11 ) 
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( Figure 4.12 

Comparison of Intercepts & Sections 
(Particle • 50% Phase A) 
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Figure 4.13 

Comparison of Intercepts & Sections 
(Particle • 80% Phase A) 
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;REA FREQUENCY vs. GRAOE - SECHONlNG OF SPHERlCAl PARTlClES Table 4.3 

HEASURED AREA FRACHON OF vmous SECHON COMPOSITIONS FROM KNOWH PARTlClE COHPOSmOllS 

(--------- ACTUAl PARTlClE COHPOSmON ---------\ 
Observed 2.50 10.00 20.00 30.00 40.00 50.00 60. 00 70.00 80. 00 90. 00 91.50 
........ _--. 

0 48.39 29.54 18.89 12.91 8.18 5.83 3.67 2.14 0.91 0.30 0.03 
( 5 lUl 11.92 6069 Ul 2 18 1.14 1. 06 0.54 0.30 0.09 0.01 
( 15 14.43 31.21 13.60 1.93 4,94 3.00 1.93 1. 01 0.53 0.14 0.02 
( 25 0.91 14,61 31. 96 12.35 1.09 4.35 2.47 1.31 0.53 0.19 o.ot 
( 35 0.29 3.43 16.31 31.02 12.41 6.13 3.80 2.08 0.98 0.31 0.03 
( 45 0.13 1. 19 5.20 15.01 3D.38 12.99 6.50 3.28 1. 46 0.31 0.03 
( 55 0.08 0.69 2051 6.20 14.19 30.11 14.19 6020 2.51 0.69 0.08 
<65 0.03 0.31 1. 46 3.28 6.50 12.99 30.38 15.01 5.20 1. 19 0.13 
( 15 0.03 0.31 0.98 2.08 3.80 6.13 12.41 31. 02 16.37 3.43 0.29 
( 85 0.01 0.19 0.53 1.31 2. 41 4.35 1.09 12.35 31.96 14.61 0.9 T 
( 95 0.02 0.14 0.53 1. 01 1.93 3.00 4.94 1.93 13.60 31.21 14.43 
i 100 0.01 0.09 0.30 0.54 1.06 1.14 2.18 UI 6,69 11.92 35.51 

100 0.03 0.30 0.91 2.14 3.61 5.83 8.18 12.91 lU9 29.54 48.39 

CUHULATlVE MEASURED AREA FRACHON OF VARlOUS SECHON COHPOSmONS FROM KNOWN PARTlClE COMPOSnrONS 

(--------- ACTUAl PARTlCLE COMPOSmON ---------) 
Observed 2.50 10.00 20.00 30.00 40.00 50.00 60.00 10.00 80.00 90.00 91.50 
......... ----

0 48.39 29.54 18.89 12.91 8.18 5.83 3.61 2.14 0.91 0.30 0.03 
5 81.96 41.46 15.59 Il. Da Il.56 1.58 4.13 U8 1.21 0.39 0.04 

15 98.39 18.61 39.19 25.01 16.50 10.58 6.61 3.15 1.80 0.53 O. O~ 
25 99.36 93.28 11. 15 31.36 23.59 14.92 9.14 5.05 2.34 0.72 0.01 
35 99.65 96.11 81.52 68.38 36.00 21.66 12.94 1.13 3.31 1. 03 0.10 
45 99.18 91.91 ~2.12 83.39 66,38 34.64 19.44 10.41 4.18 1.40 0.14 
55 99.86 9UO 95.22 BU9 80.16 65.36 33.62 lUl 1.28 2.09 0.22 
65 99.90 98.97 96.69 92.31 81.06 18.H 64. 00 31.62 12.48 3.29 0.35 
15 99.93 99.28 9.:66 94.95 gO.86 d5.08 16.41 62.64 28.85 6.12 0.64 
85 99094 99.41 98.20 96.25 93.33 89.42 83.50 14.99 60.81 21.33 1. 61 
95 99.26 99.61 98.13 97.32 95.21 92.42 88.44 82.92 74041 58.54 16.04 

100 99.91 99.70 99. Dl 91.86 96.33 94.11 91.22 81. 03 81.11 10.46 SUI 
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Figure 4.14 

Sectioning of Spheres 
(Various Sphere Compositions) 
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free observations. This dlffers fiOm the observatlonal frequency of freo or 

locked sections, slnce observations must be weighted by their individual areas. 

The area frequency data from the sectlonlng model IS presented in Table 4.3 

and Figure 4.14. 

At flrst ~Iqht it appears that sectlonal observations glve only a very pOJr 

estlmate of the compositions of partlcles ln the "tru€''' assemblage. However, It 

should also be recalled that actual assernbages never conslst of a single 

pJ: tlcle compOSitIOn (wlth the exception of totally free assemblages, whlch do 

not suffer from stereologlcal blas of thls sort anyway'. It was seen ln the case 

of Sile related phenomena that additIOn of slze classes resulted ln a net 

cancellatlon of effects, so that the observed slze assemblage came to 

approxlmate the true slze élssemblage. A slmllar phenomenon IS observed when 

dlfferent parti cie compositions constltute a partlcle assemblage. 

Table 4.4 provldes three cases of what could be consldered as Ideallzed 

examples of partlcle assemblages. Assumlng random breakage one ml ght expect a 

feed to contaln Identlcal numbers of ail locked parti cie compositions. A tallings 

fram flotatlon of phase "A" would be heavlly blased towards low grade partlcles 

and free "8", while: a the concentrate would contaln mostly hlgh-grade and free 

"A" partlcles. A cleaner taillngs might be expected ta contam a large number of 

mtermedlate partleles, since most partlcles on either extreme of the 

composltlonal spectrum would be elther ln the eleaner concentrate or the 

rougher tadlngs. The table shows the expeeted cumulative area vs. observation 

grade for the three types of assemblage (Iabeled as Observed: Ali). 

When observations are collected from a particle assemblage It IS not known 

w hether or not the free observations are real or w hether they are stereologlcal 

dr tlfacts. Thus, It 15 also of use to look at how seetlonlng a; lers the relative 

fr equencles of va:-Ious locked compüsltlons, disregardlng the free observations 
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Table 4.4 

:IHULATION OF OBSERVATIONS FROM 4SSEHBLAGE; OF LOC~ED ~ARTJCLES 

Slmulated Feed S 1I11U 1 ated ConlT a 11 5 Slmulateô Clnr Ta Ils 
Cumulative 

Observed Actua 1 Observeô Actual Observed ~ctua 1 Observed 
ComposItIon .. _~--- .-------- ----- .. -------- ---_ .... ----.---

A11 Locked 411 Locked A II lèC~ ed 

0 0.00 10,73 0 O. 00 25.43 0.00 0.00 7 . S 2 0.00 
5 5.00 15,43 5.99 20.00 38.U 17.75 0.00 10 . ~ 2 3 08 

15 15. 00 23,19 15.81 50.00 57.05 43. 13 5.00 16. a 3 9 13 
25 15.00 30.73 25.~6 70.00 70.80 61 .89 12.50 23 09 18 Il 
35 35. ÙO 38.45 35.30 B5,00 S1.39 75,34 22.50 32 00 23 6' 
45 45,00 46,10 45.04 95.00 88.15 86.38 37.50 43. 19 41 93 
55 55, 00 53.90 54096 100.00 93.36 92.67 62.50 56 81 58 07 
55 65.00 61.55 64.70 100. 00 95.56 95.68 77 . 50 68.00 71.33 
75 75.00 69,27 14054 100.00 96,88 91.48 B 7 . 50 76. 91 81 8:l 
85 85.00 7Ul 94. Il 100.00 91.7\ 98.61 Q5.00 g3.91 30 21 
95 95.00 8U7 94.01 100.00 98.37 99.50 100.ÛO 89 58 96.92 

100 100.00 B 9,27 100.00 100,00 98.73 100.00 100.00 92. 18 100.00 
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Figure 4.15 

Assemblages of Spheres 
SectlonlOg of SImulated Feed 
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Figure 4.16 

Assemblages of Spheres 
SectioolO9 of $Imulated Talls or Con 
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Figure 4.17 

Assemblages of Spheres 
Sectlonlng of $Imulated Cleaner Talls 
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ent! rel y (1 abeled as Observed: Locked). 

Figures 4.15, 4.16 and 4.17 present the data graphlcally. The observed 

assemblage of locked sections proYldes a reasonable approXimation of the true 

assemblage for ail three cases. The data tends to be better when fre8 

observations are disregarded. For ail Intents and purposes an assemblage or 

locked sectlonal observations has the same distribution of measured at'ea \-s. 

grade as the parent assemblage of locked partlcles. The maccuracles Inher'ent 

ln generatmg Image analys!s data out5hadow the Inaccuracles due to stereolog 1. 

4.6: Stereologlcal Artlfacts as a Functlon of Section Size 

Comparison of Tables 4.1 and 4..3 shows that the stereologlcal blJS 

assoclated wlth measured area 15 less than that assoclated wlth obser-vatlonal 

frequerlcy. This implles that small occurrences (whlch possess a smaller area) 

contam a greater amount of stereologlcal blas than larger measurements. 

FIgu, '= 4.18 presents the expected assemblage of measured obser',at,ons 

from particles with 50% phase "A". The total assemblage of expect~rJ 

observations for su ch partiel es was presented in Figure 4.12; however, ln 

Figure 4.18 the data IS subdlvlded mto observatlonal frequencles for a lîumber 

of section SI zes. 

It IS seen that as the size of observations decreases the proportion of fi ee 

observations lncreases. For example, (1 n thls geometncal model), a sec:lon W lU, 

the same size as the partlcle (slze class #0) must always gl'le an tlccurate 

assessment of the partlcle composition. A section of slze class -0.5 Ylelds atout 

20% rree cbserv~tlons, increaslng to about 35% for sl::e class -1, 50% for 51:e 

ciass -2, anu about 70% for slze class SI nce both the frequency Clf 

observatlOf1S and the area of observations decrease rapldly wlth dlmlnlshlng 

size the net effect upon the overall area distributIon IS small. For eAamole, 
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Figure 4.18 

Effects of Section Size 
Sectlonlng ot Partiales wlth 50", Phase A 
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Tahle 4.3 showed that the expected area of free observations from a partlele of 

50% "A" would be only 11.6%. 

The Implications of the relatlonshlp between observed size and Ilberation 

become immedlatel y apparQnt W hen one consl ders that unslzed samples are 

sometlmes used to descrrbe size vs. Ilberation for a process stream. If Figur-e 

4.18 was Interpreted wlthout any prlor knowledge of the matenal maklng up the 

sample then it would appear that the sample consisted of varlous partlele sizes 

ranglng from coarse, locked materlal to fine, Ilberated matenal. Of course. such 

an observation would be consistent wlth what one would normally expect or 

even be looking for ln a metallurglcal process stream. In prevlous diSCUSSion It 

has been elaborated that due to a varrety of analytlcal limitations Ilberation 

studles should employ only nart owly sized samples; however, It must also be 

consldered that no size/ilberation data could be rellably extracted from a 5111gl<:: 

sample even If microscope conditions and processlng algonthm5 could be 

established such that IndlV!dual Image analysls observations were correct. 

4.7: Stereologlcal Correction of Sectloning Data 

Based upon the spherlcal seetl0nlng It IS possible ta formulate a ngorous 

stereologlcal correction or any one of a number of approxlmate solutions. Table 

4.3 descnbed the area frartlons of vanous section compositions produced by 

partlcles of known composition. Eacn of the eleven columns of the table IS an 

equation descrlblng the sectlonlng products of an Indlvldual parti cie. (One 

could add to this the equations for free "A" and free "B" partldes, \'/hlch WIll 

of course, produce only free "A" or free "B" sections). Thus, thlr teen equatlons 

are present to descrlbe thlrteen unknowns. the unknowns belng the 

frequencles of partlcles ln each compositIon class. 

The ngorous solution 15 obtalned by matrlx algebra. When the sectlonlng 
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data for free sectl::ms IS Included, Table 4.3 is a 13*13 square matnx. The 

observed trequency of sections ln each composition class (a * 13 

matrlx) IS multlplled by the inverse of the sectlonlng data matrlx to Yleld the 

true frequency of each partlcle type (a 1 * 13 matrlx). This method has been 

prevlOusly descrlheci by the author 12. 

The mathematlcally correct solution requires tao many calculatlons to be 

consistent wlth the need to provlde a simple stereological correction. A good 

approXImation may be made as a substltute. As seen ln the prevlous section the 

assemblage of locked sections provides a reasonable descri ption of the 

assemblage of locked partlcles. The only reason why a correctIon would be 

needed, for most pradlcal applications, IS that there are fewer loeked sections 

than loeked partIel es. Stereological C0rrGction may therefore be slmpllfled to the 

problem of dlstlngUlshmg stereologlcally generated free sections from those 

whlch arise from ... ctual free partlcles. 

Figure 4.19 presents data from Table 4.3 and illustrates the area fraction of 

free "A" sections expected as partleles wlth varlous amounts of phase "A" are 

observed. The data call be fit very weil by the 7ollowlng emplrlcal equatlon, 

labeled as "best fit equatlon" ln Figure 4.19: 

Free A = 10(2G - 2)/2 G = Partlcle grade (% A) 

It follows that the proportion of free "B" generated from the same partlcle 

Will equal 10<2( 1-G)-2)/2, or 1Q-ZG/2. 

The above equatlon allows data to be corrected ln a simple manner. Table 

4.5 Illustrates the assemblage of sections denved from the "idealized feed" 

par'tlcle assemblage of Table 4.4. Flrst, ail free observations are dlsregarded 

and the total frequency of loeked sections is summed up. Secondly, the above 

equatlùn 15 applled to see how much free area would be expected trom an 
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Figure 4.19 

Sectioning of Spheres 
Free Observations vs. CompOSition 
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assemblage of partlcles Identlcal to the observed assemblage of locked sections. 

For example, Table 4.5 reveals that 0.785 of the area consists of locked 

sections. If these were partlcles they would be expected to produce 0.614 

locked sections, 0.086 free "A" and 0.086 free .. S..... Thus, it follows that 

(0.785/0.614) locked partlcles would produce the observed assemblage of 0.785 

locked sections. This ratio IS 1.280, or the scaleup factor. Ail locked section 

values are multlplled by 1.280, the measured free "A" values are decremented 

by 1.280 * 0.086, and the number of free "B" values are decremented by 1.280 

* 0.086. This Ylelds the "corrected assemblage" ln Table 4.5, which may be 

compared to the "actual frequency" of varlous partlcle types ln the ideallzed 

assemblage (Figure 4.20). The procedure IS repeated for the other two Ideallzed 

assemblages ln Tables 4.6 and 4.7 (Figures 4.21 and 4.22). 

It may De observed that the approximation glves a reasonably close 

assessment of the orl glnal particle dlstri butlon. Remembering that the prl nClpal 

goal of the exerclse was ta estlmate the true amount of free "A" and free "8" 

ln the assemblages, the results of the correction may be compared to the 

"observed" sectiOnlng data and the "actual" parent assemblage: 

AREA% REPRESENTED SY FREE OSSERVATIONS 

Observed Corrected Actual 

Free Specles: A S A B A S 

Feed 11 % 11 % 0% 0% 0% 0% 
Con/Tls 25% 1% 3% -1% 0% 0% 
Clnr Talls 8% 8% -2% -2% 0% 0% 

TI/us, a relatlvely simple method IS proposed for reconstructing the parti cie 

distribution. 

Per !laps the most useful way to conduct a Ilberation study IS to slmply 

Illterpret the data as collected, th en ta declde whether or not the free 
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Table 4.5 

:ONVERSION OF SECTIONAL AREA' OBSERVATIONS TO ORIGINAL ASSEHBL~GE 
(ORIGINAL ASSEMBLAGE: IDEALIZEO FEEOI 

Campos 1t 1 on l nterva 1 A Il Locked PREDICTION Corrected ~ctual 
1 nterva 1 Mean' A Obs. Obs. Free A Locked Free B Assemblage F reQuenc) 

0 0.000 0.107 -0 003 0.000 
00-05 0.025 0.047 0.047 0.000 0.026 0.0,1 o 060 o 05(· 
05-15 Û .100 0.078 0.078 0.001 0.052 0.024 0.099 0.100 
15-25 0.200 0.075 0.075 0.001 0.059 0,015 0.096 O. 10(0 

2H5 0.300 0.017 0.071 0.002 0.066 0.010 0.099 0.100 
35-45 0.400 0.076 0.076 0.002 0.06S 0.006 0.U38 O. 10C 
45-55 0.500 0,078 0.078 0.004 0.070 0.004 0.100 O. \ 00 
55-65 0.600 0.076 0.076 0.006 0.068 0.002 0.098 O. lOG 
65-75 0.700 0.077 0.077 0.010 0.066 0.002 0.099 0.100 
75-85 0.900 0,075 0.075 0.015 0.059 0.001 0.095 O. 1 DG 
SH5 0.900 0.078 0.078 0, 024 0.052 O.Oûl v.099 C. 100 

95-100 0.975 O.OH 0.047 0.02 t 0.026 UOO 0.060 O.O5( 
100 1.000 0.107 -0.C03 0.000 

Total: 0.785 0.086 0.614 0.086 1.000 1.00e. 
5caleup: USO 0.110 0.7aS 0.110 
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Table 4.6 

COIl~ERSIOlj OF SECTIOIlAL AREA~ OBSERVATIOtlS TO ORIGINAL ASSEMBLAGE 
/ORIGINAL ASSEMBLAGE: IDEALlZED CLEANER rAILS) 

ComposItIon Interval Obs, Locked PREDICTION Carrected Actual 

Interval Mean~ A Freq, Obs, Free A Locked t ree B Assemblage Frequency 

0 0,000 0,078 -O,Olô 0,000 
00-05 0,025 0,026 0,026 0,000 0.014 0.012 0,032 0.000 
05-15 0,100 0,05ô 0.05ô 0.000 0.038 O.Old 0.069 0.050 
15-25 0.200 0.071 0.071 0.001 0.056 0.014 0,086 0,075 

25-35 û,300 0.089 0,089 0.002 0.076 0.011 0.109 0.100 
35-~5 0,400 0, 112 0.112 0,004 0.099 0.009 0,137 0,150 

45-55 Q,500 0.136 0.136 0,Q07 0.123 0,001 0,167 o.2:D 

55-65 0.600 0,112 0.112 0.009 0,099 0.004 0.137 0,150 
65-75 0,700 0,089 0.089 0.011 0,076 0,002 0,109 0,100 

75-85 0,800 0.071 0.071 0,014 0.056 0.001 0,086 0.075 
85- 95 0,900 0.056 0.056 0.018 0,038 0.000 0.Oè9 0,050 

95-100 0.975 0.026 0.026 0.012 0.014 0,000 0.032 0,000 

100 1.000 0.0 78 -0.0Iô 0.000 

Tata 1: 0.844 0.077 0,690 0.077 1,000 1.000 
Scaleup: 1.223 0,094 0,8H 0.094 
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Table 4.7 

CONVERSION OF SECTIONAL AREA% OBSERVATIONS TO ORIGINU ASSEMBLAGE 
10RIGINAl ASSEMBLAGE : IDE~lIZEO CON/TAIlSI 

Compos 1 t1 on Interval Obs. Locked PRE DICTION Corrected Actual 
Interval Hêan~ A Freq. Obs. F ree A locked Free B ~ssemblaqe Fr i!Quency 

0 0.000 0.254 0.031 0.000 
00-05 0.025 0.130 0.130 0.001 0.011 0.058 0.174 0.200 
&5-15 0.100 0.186 0.186 0.001 0.126 0.059 0.249 0.300 
15-25 0.200 0.137 0, 137 0,002 0.108 0.027 O. \ d4 0.200 
25-35 0.300 0,106 0,106 0.002 0.090 0.013 0.142 0.150 
35-45 0.400 0.074 0,074 0,002 J.065 0.006 0.099 O. \ 00 
45-55 0.500 0.046 0,046 0.002 0.041 0.002 o 06~ O.O~0 
55-è5 0.600 0,022 0.022 0.002 0.020 0,001 0.030 0.000 
65-75 0.700 0,013 0,013 0.002 0.011 0,000 0.018 0.000 
15-85 0.800 0.008 0.008 0.002 0.007 0.000 0.011 o 000 
85-95 0,900 0,007 0.007 0,002 0.004 0.000 0.009 0.000 

95-100 0,975 0.004 0,004 0.002 0,002 0.000 0.005 O.OÛO 
100 1,000 0.013 -0.013 0.000 

Tota 1 : 0,133 0,0\9 0.547 0, \67 1.000 \ .000 
Scaleup: 1 .340 0,026 0.733 0.223 
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Figure 4.20 

Reconstruction of Particle Assemblages 
Sectioning of Simulated Feed 
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Figure 4.21 

Reconstruction of Particle Assembl ages 
Sectioning of Simulated Talla or Con 
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Figure 4.22 

Reconstruction of Particle Assemblages 
Sectioning of Simulated Cleaner Tails 
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observations ln any given stream are significant or note The total measured 

area of free observations from sectioning of the idealized assemblages is 

relatlvely Insensltive to the nature of the assemblage. Values (from Table 4.4) 

were 22% for the feed assemblage (11% A, 11 % B), 26% for the con/tails 

assemblage (25% A, 1 % B), and 16% for the cleaner tai Is ass2mblage (8% A, 8% 

B). Thus, for every unit of locked observations there are about 1/4 area 

units of free artifacts in the feed assemblage, 1/3 area units in the con/talls 

assemblage and 1/5 area units in the cleaner tails assemblage. The rule for 

maklng a semi-quantit~tive estimation of the original assemblage is as follows: 

The area of free artlfacts 15 about 1/4 the area of locked observations, and 
will gener';!!ly Ile wlthin the limits 1/3 to 1/5, depending upon whether the 
locked section assemblage shows a composition distri butlon which is even, 
skewecJ t0waras low-grade/hlgh-grade particles, or centralized around 50% 
composlllon. 

In a unlform assemblage the free artifacts are evenly divided between the two 
phases; however, if the assemblage is blased towards particles of one phase 
(eg. average locked ;ection grade less than 40% or greater than 50%) then 
almost ail of the frel=; artlfacts will be of the predominant phase. 

To recreate the true area of free observations, slmply subtract about 1/5 to 
1/3 of the locked observations then scale the locked and free frequencies 
back to a total of one. 

The correction appears trivial, but provides a useful taol for making a fast 

assessment of whether free observations should be subjected to metallurgical 

Interpretation or discounted as stereological artifacts. Interesti ngl y, Petru k 13 

has used an empirical correction factor where he estimates the number of free 

artifacts to be about 0.15 of the total measured area. This correlates reasonably 

weil wlth the results of this modeling exercise, which suggests an average value 

of about 0.20. As previously mentioned, it is presumed that the model value of 

about 0.20 is an overcorrection. 

Obviously the ease with which a "simple correction" may be applied relies 
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upon the texturai complexity of the ore. In cases where the locked particles 

contaln several mineraI nuclei, smalt inclusions, dendrites, or othe," features 

such that the partlcle size is significantly larger than the grain size !t IS 

usuaily unnecessary to apply a stereological correction at ail. This model has 

been dt.'veloped exclusively for the treatment of data from relatlvel y simple 

locked particles where the parti cie slze is less than the gram size, and 

therefore where only a fe\'J interphase boundaries are expected. Any Increase ln 

texturai complexlty will be accompanied by a decrease in the stereologlcal blas; 

therefore, this discussion describes a limiting case, or a maximum correction 

which may be applied. 

4.8: Errors in Recalculated Assay Contri butions 

There are a number of ways ln which image analysis data may be 

presented. So far the discussion has Incl uded the number of observations vs. 

grade and the measured section area vs. grade. However, It IS also common 

to express results in terms of recovery jgrade relatlOnshlps. In this case It IS 

assay contribution vs. particle grade which is relevant. The assay contribution 

is equal to the measured area withln a grade class weighted by the grade of 

the class, and is expressed as a proportion of the total area of the phase of 

i~Jterest. 

It IS evi dent that the contrJ bution of free artifacts to the ove rail assay of 

a phase will exceed the contribution of free artlfacts to the total measured 

section area, since free observations are glven the highest weightlng. Table 4.8 

calculates the assay contrJ butions of free sections to the overall observ<ad 

grade. In theory the recalculated assay should equal the partlcle grdde; 

however, in Table 4.4 rounding errors are introduced due to the use of only 13 

grade classes. It may be observed that a partlcle wlth 50% "A" wl i 1 have d 
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;ONTRIBUTIOH OF VARIOUS TYPES OF MEASUREMEHTS TO THE OYERm • ASSAY' OF PHASE • r T ab le 4.8 

(--------- ACTUAl PARTIClE COMPOSITION ---------, 

Observed 2.50 10.0 20.0 JO.O 40.0 50.0 60.0 70.0 80.0 90.0 91.5 
.--- .. _--

0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2.5 0.89 0.30 0.11 0.10 0.01 0.04 0.03 0.01 0.01 0.00 0.00 

10.0 1.44 3.12 1.36 0.79 0.49 0.30 0.19 0.11 0.05 0.01 O. 00 
20.0 0.19 2.92 6.39 2.41 1.42 0.81 0.49 0.26 0.11 O. 04 0.00 
30.0 0.09 1. 03 4.91 9.31 3.12 2.02 I.U 0.62 0.29 0.09 0.01 
40.0 O. 05 0.48 2.08 6.00 12.15 5.20 2.60 1.31 0.58 0.15 0.01 
50. a 0.04 0.35 1.25 3.10 7.09 15.36 7.09 3.10 1.25 0.35 O. O~ 
60.0 0.02 0.22 0.88 1.91 3.90 7.79 18.23 9.01 3.12 0.72 0.08 
10.0 0.02 0.22 0.68 1.46 2.6& 4.11 8.68 21.11 11.46 2.40 0.20 
80.0 0.01 0.15 0.43 1. 04 1.98 U8 5,61 9.88 25.51 11.69 0.11 
90.0 O. 02 0.12 0.48 0.96 1.14 2.10 4,45 1.14 12.24 3U9 12.99 
91.5 0.01 0.08 0.29 0.53 1. 03 1.10 2.11 4.01 6.53 11.62 34,68 

100.0 0.03 0.30 0.91 2.14 3.61 5.83 8.18 12.97 18.89 2U4 48.39 

"Assay" 2.82 9.90 19.89 29.81 lU3 50. 00 60. 01 10.13 80 .11 30.10 97.18 
1 Free 0.03 0.30 O. !1 2.14 l.61 5.83 8.18 12.91 18.89 29.54 4a.J9 

Freel . 0.91 3. or U8 1. 15 9.20 11.61 14.61 18.49 23.58 32.19 49.19 

.' 
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reealeulated assay of 50% "A", 11.7% of which Is in the form of free artlfacts. 

In contrast, Table 5.3 shows that free "A" contrlbutes only 5.8% of the 

measured section area. A partlele wlth 90% "A" Will present 32.8% of Its "A" 

content as free artlfaets, as opposed to 29.5% of Its measured area, and 50 on. 

In this work stereological corrections are not applled dl rectly to assay 

contn bution data. Adjustments are made to the measured areas, and the assay 

contri butions calculated from the adjusted data set. However, It IS worthwlllie 

to 110te the magnitude of the stereoiogleal blas Indlcated by Table 4.8. In CJses 

where any signifieant quantity of particles contam over about 40% of the phase 

of interest, large contributions to the overall assay of that phase will be made 

by free sections. 

4.9: Summary of Stereological Phenomena and Corrections 

A summary of the stereologlcal phenomena relevant to Image analysis based 

liberatlon studies is as follows: 

1) Particle size is incorrectly estlmated. A range of slzes at or under the 
true size IS seen from a single partlcle Slze, wlth the blas mueh worse 
for Ilnear Intercepts than It is for sections. 

2) Partlcle grade IS Ineorrectly estlmated, wlth a range of grades Includlng 
free observations observed from a single partlcle composition. (Agaln the 
effect IS much worse for linear Intereepts th an It Is for sections). Srnall 
observations are more 1 i kely to appear free than large observations. 

3) As a result of (1) and (2) It IS found that a single partlcle composition 
Will glve rlse to large locked observations and small free observatIOns. 
Thus, It IS very Inadvlsable to attempt to denve slze vs. Ilberation data 
from a single unslzed sample. 

4) Measurements of cumulative area vs. grade are less affected by 
stereology than measurements of cumulative observatlonal frequency YS. 

grade. ThiS IS a result of the fact that the greatest degr es ot 
stereologlcal blas IS seen ln the smallest sections, whlch possess the 
smallest area. 

5) When vanous partlcle compositions are comblned together to slmulate real 
partlcle assemblages It IS found that some of the stereologlcal effects 
cancel. An assemblage of locked sections tends to appear the same as the 
parent assemblage of locked particles. However, the production of free 
artifacts 15 cumulative. 

6) Based upon (5) It IS pOSSible to make a simple stereologlcal correction by 
estlmatlng the area of free sections whlch would be expected due to 
stereology alone. ThiS amounts to about 1/4 of the locked area ln mûst 
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cases, with the split between the two possible phases determmed by the 
average 9 rade of locked sections. 

The treatment of sectlonrng data is much easier than the treatment of 

mtercept data. In essence, the results of the spherical model suggest that 

useful metallurglcal interpretations may be made from sectloning data without 

an inordmate amount of consideration of stereological effects. Caution must 

simply be exercised ln the metallurgical Interpretation of free observations. The 

same cannot be sald for Ilnear I~tercept data. The magnitude of the 

stereologlcal bias IS such that the locked intercept grade distribution IS 

slgnlficantly different from the locked partlele grade distn butlon. Thus, one 15 

obllged to con vert the raw data by means of a mathematical model. A vast 

amount of work has been performed for the conversion of 1 ntercept data to 

volumetrie data; however, the models ail reqUlre a large amount of data 

manipulation and are very sensitive to any type of error ln the data. Moreover, 

such models require a tradeoff between the eollect. . .:·n of vast amounts of 

texturai data or the use of slmplistic assumptlons. A review of the models and 

methodology for the correction of 1 i near Intercept data is not di rectl y relevant 

to thls diSCUSSion; however a Iist of pertinent references IS included ln the 

blbliography. Most Importantly, It IS only when worklng with section data that 

the raw information can provlde rellable data of direct metallurgleal Interest 

without conduct.ng studlt,3 speclfically to deflne mineralogical texture. It IS for 

thls reason that collection of section data was considered to be the preferred 

method for this study. 

The use of simpllstlc approximatIons to arrive at a stereologlcal correction 

for particle sectloning IS warranted by the faet that the orrginal data appears 

to provlde a reasonable deSCription of the parent assemblage, with the slngla 

exception that the number of free sections is overestlmated. When It comes 
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down to practlce any comprehensive stereolaglcal correction must be applled 

À "automatlcally", perhaps at the data compilation level, If It 15 to be used at ail. 

However, the application of any type of correction or transformation leads to 

the inevltable possibllity that useful data Is obllterated by poor model 

a5sumptions. Thus, ln cases where P- a raw data is usable (le. In any case 

where a range of compositions are comblned to form an assemblage) it is 

preferable ta work directly with untransformed data and ta use the simplest 

possible correction factor ta seml-quantltatively assess the contributions of 

stereologlcal bias to the observations. Comprehensive analysls of tl'1e sphencal 

particle model 

dissimilar from 

suggests the 

the "Iocking 

use of a correction factor whlch is not at ail 

factor" orlglnally proposed by Gaudin 3. 

187 



CHAPTER 5: ANALYSIS OF COPPER CIRCUIT DATA 

0.0 : Introduction 

ThiS chapter descrlbes Image analysis results for the BMS copper t:lrcuit. 

The work has the dual goals of Interpretlng the behaviour of the Brunswick 

copper Circuit and demonstrating the quantitative analysis of image analysis 

data. lep assays are used to construct a matenals balance for the varlous 

minerai species ln the Circuit. Structural data from image analysis IS then 

balanced agal nst the mass flow data, allowmg the path of locked and Il berated 

partlcles to be described. Stereological factors are taken into account ln the 

Interpretation of results. 

The copper Circuit study employed six samples which were separated by 

cyclosizer to provlde eighteen samples for Image analysis. The sample pOints 

and mnemonlcs are shown 1 n Figure 5.1. The slze ranges prepared USI ng the 

cycloslzer were the "A" or coarse fraction (+27 \.lm), the "B" or mtermediate 

fraction (+13 Ilm) and the "c" or fine fraction (+9 J,lm). Samples for Image analysis 

are Identlfied by the stream mnemonic with the slze range added as a suffix 

(eg. CF + "c" = CFC, or fine cleaner feed). The sizes reported aboye represent 

the theoretical cut-slzes based upon an S.G. of 5.0, and are appropriate for Cp 

and Px. Sphalerite is slightly coarser and galena finer than the numbers 

presented aboye. Particles reportmg to the cyclosizer overflow «9 \.lm) were not 

collected. 

The original copper circuit samples were analysed at McGili University 

by means of atomlc absorption (AA) for Cu, Zn and Pb. The slzed fractions were 

sent to the N.B. Research and ProductiYity Council (RPC) where they were 

analysed by ICP for Cu, Zn, Pb, Fe and S. Assays and size analyses are 

reported ln Table 5.1. The cyclosizer undersize masses and assays are 

calculated by dlfference. Pyrite could be reconstructed only for the sized 
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Brunswick Copper Circuit Sampling Points Figure 5.1 

3 

Telle tct 
lIulk Clrou" 
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1. 74, or Circuit Feed 
2. 76, or Rougher Fead 
3. RT, or CircuIt Talla 
4. CF, or Cleanar Faad 
5. CT, or Cleaner Talla 
6. eN, or Circuit Con 
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:CPPER CIRCUIT SllES, ASSAYS AND HETAlS DISTRliUTIONS 

ASSAY DATA 

Tota 1 'r 'S' "C 

RC014 Mm 100.0 18.1 36.8 20.8 
Cu 2.35 1. 09 1.91 2.41 
Pb 21. 08 24.02 26.16 23.10 
ln 1D.28 16.56 11. 16 8.91 
Fe ..... - 18.36 21.95 23.80 

RCOn Mass 100. a 13.1 30.1 lU 
Cu 3.13 1.46 2.15 2.85 
Pb lU8 28.69 JO. Il 27.60 
ln 8. 08 14. la 9.66 119 
Fe -.. -- 18.23 20.16 21.92 

RT Hm 100.0 21.0 40.2 21.1 
Cu 0.33 0.24 0.26 0.)4 
Pb 11.31 25.86 25.52 2U9 
Zn Il.04 14051 11. 14 10.51 
Fe ---. 19.01 21.74 22.60 

CF Hass 100.0 6.5 25.5 11.0 
Cu 1.41 5.16 4.71 5.59 
Pb 32.81 36.23 32.79 21.15 
Zn 5.11 4.31 5.01 5.87 
Fe --~- id. G; 20.48 21.31 

CT Hass 100.0 4.9 23.8 lU 
Cu 5055 US S.U US 
Pb 28.85 36.J3 31.90 26.46 
ln 4.11 4.3J 4.83 \.82 
Fe ---- 18.28 20.26 lue 

-
Ck Hm 100.0 13,4 25.2 11.5 

Cu 22.41 23.06 23.48 25.69 
Pb 5.91 4.12 4039 UO 
ln J.16 2.98 U5 2.30 
Fe _._. 29.28 28.32 21.75 
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U/F 

23.8 
3.8S Cu 

3Ut Pb 
Ul Zn 
..... -

39.3 
4,41 Cu 

33.32 Pb 
4096 Zn 
.... --

11.1 
0.51 Cu 

lUS Pb 
1.11 z~ 
..- .. -

51.0 
5.11 Cu 

11.08 Pb 
5.12 lr. 
........ 

51.9 
5.12 Cu 

21.51 Pb 
4.54 ln 
.. _ .. -

43,9 
20.JO Cu 
1.85 Pb 
J.84 Zn 
----

Jable 5.1 

HETAlS DISTRIBUTION BETWEEN SIZES 

'r 'S' T U/r 

8.6 30.9 21.4 39.1 
lU 3U 18,2 2U 
30.0 39.9 18.0 12.1 

U 23.1 15.4 55.4 
IL.2 JO.l 15,2 42.5 
22.9 36.1 16.3 24.1 

lU 32.0 2U 29.9 
19.9 31.6 21.0 21.6 
21.6 40.6 20.1 11. 2 

6.2 22.5 11.6 53,8 
1.2 25,5 14.4 5;.0 
5.4 24.1 lU 50.5 

4.1 23.3 12.9 59.1 
6.2 26.3 12.3 55.2 
4.4 24.1 lU 55.1 

13.8 26.4 20.1 39.8 
9.3 18.1 13,6 58.3 

12.1 21.1 12.8 53.4 

, 
~ , 

1 
'.1; 



samples, since this calculation required the sulfur assay. The method for 

recalculating pyrite assays was described ln Section 3.7. 

5.1: Size-by-size Analysis 

The data in Table 1 is typical of a set of data which might be collected for 

slze-by-size circuit analysis. Thus, it is useful to see how much information 

may be derived from the wet chemlcal data before examlning the addltlonal 

information provided by the microscoplc study. In practice it IS best to use the 

wet chemlcal data to reconstruct mass flows throug h the CI rCJit, slnce the wet 

chemical assays are superior to those which are recalculated from the Image 

analysis study. The Ilberation data 15 then used to descnbe the chélractenstlcs 

of matenal .1t various points ln the circuit. 

5.1.1: Mass Balancm9 

In order to make use of the wet chemical data it 15 necessary ta construct 

circuit balances. Data for ail size ra:îges is balanced uSlng the MATSAL program 

ln Tables 5.2 through 5.7. Ail size fractions of the cleaner taillngs requlred 

high adjustments to copper (about 30% of the measured assay). The fact that 

approxlmately the same adjustment is required in ail slze fractions Indicates 

that the error lay in the sample and not in the assays. In the plant the 

cleaner tailings from the first, second and third copper cleaners are comblned 

in a small sump which feeds by gravit y into the RC075 condltloner. The stream 

had to be sampled from the sump I1self, whlch contalns an Imperfectly mlled 

combination of the three sample streams. Thus, It was dlfflcult to obtal n a 

representative sample. Other than thlS, only sm ail adJustments are requlred to 

balance the data. 

The mass balanced data is used in Tables 5.7 to 5.11 to calculate the 

rougher and cleaner recoveries of the various specles ln the varlous SIle 
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( Table 5.2 

MASS BALANCE OF COPPER CIRCUIT DATA - TOTAL SAMPLE 

ATOHIC ABSORPTION ASSAY DATA 

Mass Cu Pb Zn 

74 100.0 2.35 27.08 10.28 
76 3.13 30.78 8.08 
RT 0.33 27.31 11.04 
CF 5.41 32.81 5.17 
CT 5.55 28.85 4.77 
CN 22.41 5.91 3.16 

MATBAL BALANCED DATA 

74 100.0 2.34 27.49 10.42 
7e 196.0 3.23 29.49 7.79 
RT 90.9 0.33 29.64 11. 14 
CF 105.0 5.73 29.36 4.88 
CT 96.0 4.15 31. 57 5.04 
CN 9.1 22.45 5.91 3.20 

MAGNITUDE OF ASSAY ADJUSTMENT 

74 -0.01 0.41 0.14 
76 0.10 -1. 29 -0.29 
RT 0.00 2.33 0.10 
CF 0.32 -3.45 -0.29 
CT -1.40 2.72 0.27 
CN 0.04 0.00 0.04 

ADJUSTMENT AS , OF ORIGINAL ASSAY 

74 -1 5 -3 
76 4 -3 -2 
RT 1 -7 5 
CF 10 -7 -3 
CT -29 6 2 
CN -2 0 1 

,\ 

~r 
1 , , 

'1 
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Table 5.3 

MASS BALANCE OF COPPER CIRCUIT DATA - COARSE FRACTION 

ICP ANALYSES (PYRITE CALCULATED) 

Mass Cu Pb Zn Py 

74 100.0 1.09 24.07 16.56 32.30 
76 1. 46 28.69 14. 10 29.20 
RT 0.24 25.86 14.52 28.60 
CF 5.16 36.23 4.31 22.50 
CT 4.65 36.33 4.33 24.50 
CN 23.06 4.12 2.98 15.80 

MATBAl BALANCED DATA 

74 100.0 1.08 25.07 15.52 30.03 
76 125.9 1. 52 27.81 13.23 28.81 
RT 96.3 0.24 25.88 16.00 30.59 
CF 29.6 5.69 34.07 4.24 23.08 
CT 25.9 3.24 38.37 4.41 24. 11 
CN 3.7 22.73 4.12 3.01 15.86 

MAGNITUDE OF ASSAY ADJUSTMENT 

74 -0.01 1. 00 -1. 04 -2.27 
76 0.06 -0.88 -0.87 -0.39 
RT 0.00 0.02 1. 48 1. 99 
CF 0.53 -2.16 -0.07 0.58 
CT -1.41 2.04 0.08 -0.39 
CN -0.33 0.00 0.03 0.06 

ADJUSTMENT AS % OF ORIGINAL ASSAY 

74 -1 4 -6 -7 
76 4 -3 -6 -1 
RT 1 0 10 7 
CF 10 -6 -2 3 
CT -30 6 2 -2 
CN -1 0 1 0 
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Table 5.4 

MASS BALANCE OF COPPER CIRCUIT DATA - MEDIUM FRACTION 

lCP ANALYSES (PYRITE CALCUlATED) 

Mass Cu Pb Zn pY 

74 100.0 1. 97 26.16 11.16 35.90 
76 2.35 30.17 9.66 33.30 
RT 0.26 25.52 11. 14 37.80 
CF 4.77 32.79 5.01 29.70 
CT 5.54 31.90 4.83 25.80 
CN 23.48 4.39 2.65 14.90 

MATBAl BALANCED DATA 

74 100.0 1.95 26.26 11.17 36.16 
76 168.4 2.46 29.29 8.69 32.90 
RT 92.7 0.26 27.98 11.84 37.82 
CF 75.7 5. 16 30.90 4.84 26.86 
CT 68.4 3.20 ~3. 72 5.07 28.13 
CN 7.3 23.44 4.39 2.68 14.97 

MAGNITUDE OF ASSAY ADJUSTMENT 

74 -0.02 0.10 0.01 0.26 
76 0.11 -0.88 -0.97 -0.40 
RT 0.00 2.46 0.70 0.02 
CF 0.39 -1.89 -0.17 -2.84 
CT -2.34 1.82 0.24 2.33 
CN -0.04 0.00 0.03 0.07 

ADJUSTMENT AS % OF ORIGINAL ASSAY 

74 4' -1 0 0 1 
76 5 -3 -10 -1 
RT 0 10 6 0 
CF 8 -6 -3 -10 
CT -42 6 5 9 
CN -0 0 1 0 
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" .. Table 5.5 

MASS BALANCE OF COPPER CIRCUIT DATA - FINE FRACTION 

ICP ANALYSES (PYRITE CAlCULATED) 

Mass Cu Pb Zn Py 

74 100.0 2.41 23.70 8.91 40.00 
76 2.85 27.60 7.79 33.30 
RT 0.34 26.39 10.51 37.80 
CF 5.59 27.75 5.87 29.00 
CT 5.35 26.46 5.82 30.30 
CN 25.69 4.60 2.30 8.50 

MATBAl BAlANCED DATA 

74 100.0 2.39 24.79 9.31 37. 13 
76 176.9 2.98 26.27 7.87 34.08 
RT 91. 9 0.34 26.57 9.93 39.64 
CF 85.0 5.84 25.96 5.65 28.06 
CT 76.9 3.75 28.20 6.00 30.11 
CN 8.1 25. 72 4.60 2.30 8.54 

MAGNITUDE OF ASSAY ADJUSTMENT 

74 -0.02 1.09 0.40 -2.88 
76 O. 13 -1.33 0.08 0.78 
RT 0.00 0.18 -0.58 1. 84 
CF 0.25 -1.79 -0.22 -0.94 
CT -1.60 1. 74 0.18 -0.19 
CN 0.03 0.00 0.00 0.04 

ADJUSTMENT AS % OF ORIGINAL ASSAY 

74 -1 5 4 -7 
76 5 -0 1 2 
RT 0 1 -6 5 
CF 5 -6 -4 -3 
CT -30 7 3 -1 
CN 0 0 0 0 
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Table 5.6 

MASS BALANCE OF COPPER CIRCUIT DATA - UNDERSIZE 

CALCULATED ASSAY DATA 

Mass Cu Pb Zn 

74 100.0 3.85 33.86 5.21 
76 4.41 33.32 4.96 
RT 0.57 34.45 7.21 
CF 5.71 34.08 5.12 
CT 5.72 27.51 4.54 
CN 20.30 7.85 3.84 

MATBAL BALANCED DATA 

74 100.0 3.84 33.62 5.80 
76 359.0 4.53 31. 59 5.06 
RT 83.4 0.57 38.77 6.22 
CF 275.7 5.73 29.41 4.71 
CT 259.0 4.79 30.80 4.78 
CN 16.7 20.23 7.86 3.67 

MAGNITUDE OF ASSAY ADJUSTMENT 

74 -0.01 -0.24 0.59 
76 0.12 -1.73 0.10 
RT 0.00 4.32 -0.99 
CF 0.02 -4.67 -0.41 
CT -0.93 3.29 0.24 
CN -0.07 0.01 -0.17 

ADJUSTMENT AS % OF ORIGINAL ASSAY 

74 ~ -1 5 -3 
76 4 -3 -2 
RT 1 -7 5 
CF 10 -7 -3 
CT -29 6 2 
CN -2 0 1 

{ 
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Table 5.7 

COPPER CIRCUIT MASS FLOWS AND RECOVERIES - TOTAL SAMPLE 

Cu Pb Zn 

MATSAl BALANCED ASSAYS 

74 100.0 2.34 27.49 10.42 
76 196.0 3.23 29.49 1. 79 
RT 90.9 0.33 29.64 11. 14 
CF 105.0 5.73 29.36 4.88 
CT 96.0 4.15 31. 57 5.04 
CN 9.1 22.45 5.91 3.20 

MASS UNITS 

74 2.34 27.49 10.42 
76 6.33 57.79 15.27 
RT 0.30 26.95 10.13 
CF 6.02 30.84 5.13 
CT 3.98 30.29 4.84 
eN 2.04 O.b~ 0.29 

STAGE RECOVERIES 

Rghr 95.1 53.4 33.6 
Clnr 33.9 1.7 5.7 
Circuit 87.1 2.0 2.8 
Reci rc Load 170.2 110.2 46.4 
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\ Table 5.8 

COPPER CIRCUIT MASS FLOWS AND RECOVERIES - COARSE FRACTION 

Cu Pb Zn Py 

MATSAl BAlANCED ASSAYS 

74 100.0 1.1 25.1 15.5 30.0 
76 125.9 1.5 27.8 13.2 28.8 
RT 96.3 0.2 25.9 16.0 30.6 
CF 29.6 5.7 34.1 4.2 23. 1 
CT 25.9 3.2 38.4 4.4 24. 1 
CN 3.7 22.7 4.1 3.0 15.9 

MASS UNITS 

74 1.08 25.07 15.52 30.03 
76 1. 92 35.02 16.66 36.27 
RT 0.23 24.92 15.40 29.45 
CF 1. 69 10.09 1. 26 6.84 
CT 0.84 9.94 1. 14 6.25 
CN 0.85 0.15 O. 11 0.59 

STAGE RECOVERIES 

Rghr 87.9 28.8 7.5 18.9 
Clnr 50.2 1.5 8.9 8.6 
Ci rcuit 78.4 0.6 0.7 2.0 
Recl rc Load 77.8 39.7 7.4 20.8 
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Table 5.9 

COPPER CIRCUIT MASS FLOWS AND RECOVERIES - MEDIUM FRACTION 

Cu Pb Zn Py 

MATBAl BALANCED ASSAYS 

14 100.0 2.0 26.3 11.2 36.2 
76 168.4 2.5 29.3 8.7 32.9 
RT 92.7 0.3 28.0 11.8 37. 8 
CF 75.7 5.2 30.9 4.8 26.9 
CT 68.4 3.2 33.7 5.1 28.1 
CN 7.3 23.4 4.4 2.1 15.0 

MASS UNITS 

74 1. 95 26.26 11.17 36.16 
76 4.15 49.34 14.64 55.41 
RT 0.24 25.94 10.97 35.06 
CF 3.91 23.40 3.67 20.35 
CT 2. 19 23.08 3.47 19.25 
CN 1 . 71 0.32 0.20 1. 09 

STAGE RECOVERIES 

Rghr 94.2 47.4 25.0 36. 7 
Clnr 43.8 1.4 5.3 5.4 
Circuit 81.6 1.2 1.8 3.0 
Reci rc load 112.2 87.9 31.1 53.2 
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Table 5.10 

COPPER CIRCUIT MASS FLOWS AND RECOVERIES - FINE FRACTION 

Cu Pb Zn Py 

MATBAl BALANCED ASSAYS 

74 100.0 2.4 24.8 9.3 37.1 
76 176.9 3.0 26.3 7.9 34.1 
RT 91.9 0.3 26.6 9.9 39.6 
CF 85.0 5.8 26.0 5.6 28.1 
CT 76.9 3.8 28.2 6.0 30.1 
CN 8.1 25.7 4.6 2.3 8.5 

MASS UNITS 

74 2.39 24.79 9.31 37.13 
76 5.28 46.47 13.92 60.27 
RT 0.31 24.42 9.12 36.43 
CF 4.96 22.05 4.80 23.84 
CT 2.88 21. 68 4.61 23.15 
CN 2.08 0.37 O. 19 0.69 

ST AGE RECOVERI ES 

Rghr 94.1 47.5 34.5 39.6 
Clnr 41.9 1.7 3.9 2.9 
Circuit 86.9 1.5 2.0 1.9 
Recirc Load 120.5 87.5 49.5 62.3 

1 
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Table 5.11 

COPPER CIRCUIT MASS FLOWS AND RECOVERIES - UNDERSIZE 

Cu Pb Zn 

MATSAl BALANCED ASSAVS 

74 100.0 3.84 33.62 5.80 
76 359.0 4.53 31. 59 5.06 
RT 83.4 0.57 38.17 6.22 
CF 275.7 5.73 29.41 4.71 
CT 259.0 4.79 30.80 4.78 
CN 16.7 20.23 7.86 3.67 

MASS UNITS 

74 3.84 33.62 5.80 
76 16.26 113.41 18.17 
RT 0.48 32.31 5.18 
CF 15.79 81. 07 12,98 
CT 12.41 79.77 12.38 
CN 3.37 1. 31 0.61 

STAGE RECOVERIES 

Rghr 97.1 71.5 71. 5 
Clnr 21.3 1.6 4.7 
Cl rcuit 87.7 3.9 10.5 
Rec; rc Load 323.1 237.3 213.5 
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CUI PB SEPI\RATION CIRC.UIT: Table 5. î2 

SUMMARY OF CIRCUIT RECOVERIES AND RECIRCULATING LOAOS 

Total Reci rc 
Rougher Cleaner Ci rcuit Load 

Copper 95.1 33.9 87.1 170 

Coarse 87.9 50.2 78.4 78 
Medium 94.2 43.8 87.6 112 
Fine 94.1 41. 9 86.9 121 
U/F 97.1 21.3 87.7 323 

Lead 53.4 1.7 2.0 110 

Coarse 28.8 1.5 0.6 40 
Medium 47.4 1.4 1.2 88 
Fine 47.5 1.7 1.5 88 
U/F 71. 5 1.6 3.9 237 

Zinc 33.6 5.7 2.8 46 

Coarse 7.5 8.9 0.7 7 
Medium 25.0 5.3 1.8 31 
Fine 34.5 3.9 2.0 50 
U/F 71.5 4.7 10.5 213 

Pyrite 

Coarse 18.9 8.6 2.0 21 
Medium 36.7 5.4 3.0 53 
Flne 39.6 2.9 1.9 62 
U/F 
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classes, and to calculate recirculating loads. The recovery data from these 

Tables is summanz€d ln Table 5.12. 

Tables 5.2 to 5.7 balance the flows and assays of the vanous size classes • 

but calculate each size class on the basis of 100 feed units. Thus, It IS not 

known from the balanced data how much of each slze class IS present at each 

sample point. As part of the overall interpretatlon of ci rcult performance it 15 

necessary to assess the relative abundances of the different Sile classes 

through the circuit. Thus, the experimental slze analyses must be somehow 

incorporated into the ove rail mass balance. 

The Incorporation of the various constraints mto a mass balance IS a tas\<. 

which is beyond the capaclty of most microcomputer-based balanclng programs. 

In effect, each sample point would have twenty assays (four specles tlmes 

five size classes, including the unsized sample) and the system would have 

eighteen nodes (unslzed = sum of ail size fractions for six sample pOints; four 

species balancing across three nad es, under whlch conditions the fifth specles 

would have to balance). Thus, a slmpler way of balanclng the data must be 

devised. 

The individual mass balances for the four slze fractions and the unslzed 

sample may be used ta calculate the relative proportions of each size class 

present in the feed. Table 5.13 shows the experimental slze analyses and the 

balanced mass flows for each of the SI ze classes, wlth the flows calculated en 

the basis of 100 feed unlts. The mdivldual sizes are comblned together ln 

proportions such that the recalculated screen analyses for the var/ous sample 

pomts approach the expenmental slze analysis as closely as possible (le. such 

that the sum of squared devlations between the recalculated and slze analyses 

is minimized). In the case of this data the best fit occurs with a feed 

composition of 21.2% coarse, 39.0% medium, 21.0% ft ne, and 18.8% ultrafl ne. Usmg 
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thls combination it is found that the recalculated size abundances at any given 

sample point do not (1Iffer from the measured size analyses by more than about 

3% for the maJority of the data points. 

Figure 5.2 shows the observed vs. calculated abundances of coarse, medium, 

fine and ultrafine material for ail sample points, and shows that the 

recalculated slze analyses trom the indlvidual mass balances tend to provide a 

good description of the measured screen analyses. Thus, only a slight error is 

mtroduced to the quantitative evaluation by treating the circuit as if it 

contalns 21% coarse, 39% medium, 21% fine and 19% ultraflne material in the 

feed, each of w hlch partitions accordi ng to its individual mass balance. 

Usmg the above approximation 1 ~ IS possi ble to construct a table showlng 

the quantitative flow of ail size classes of each minerai through the circuit 

(Table 5.14). The total mass flows through the circuit are calculated by adding 

together the welghted mass flows for the individual size classes (as described 

above). The distributions of the individual minerai specles between size classes 

are obtained uSlng the mass balanced assays. To illustrate: 

Cu ln CF Coarse 
Cu ln CF Medium 
Cu ln CF Flne 
Cu in CF U/F 

= 
= 
= 
= 

5.69 
5. 16 
5.84 
5.73 

Mass = 29.6 feed units 
Mass = 75.7 feed units 
Mass = 85.0 feed units 
Mass = 275.7 feed unlts 

(Table 5.3) 
(Table 5.4) 
(Table 5.5) 
(Tab le 5.6) 

Feed proportlons ar( 21.2 Coarse, 39.0 Medium, 21.0 Fine, 18.8 U/F. 

Total mass = .212(29.6) + .390(75.7) + .210(85.0) + .188(275.7) 
= 266.0 

Cu Assay = [ .212(29.6)(5.69) + .390(75.7)(5.16) + 
.210(85.0)(5.84) + .188(275.7)(5.73) ] / 266.0 

= 5.59% 

Cu (Coarse) = .212(29.6)(5.69) / (266.0)(5.59) = .080 
(Medlum) = .390(75.7)(5.16) / (266.0)(5.59) = .386 etc ..• 
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Observed vs. Calculated Sereen Analyses 
(Ali Size Classes) 

Recalculated Abundance 
Figure 5.2 

60 r-.-------- - -------------, 

50 

40 - o 0 

0 0 

0 0 

30 -
DO 

-)~ 
20 - \7-' " 

? " 
'V v 
0 0 Coar8e 

10 0 0 Medium 

\l Fine 
,~() 

t) Ultraflne 
--

0 
0 10 20 30 40 50 60 

Observed Abundance 

205 



COMPARISON BETWEEN RECALCULATED AND MEASURED SCREEt! ANAL VSES Tabl. 5.13 

MASS DISTRIBUTION WITHIN STREAM .... BALANCE OF INDIVIDUAL STREAMS 1 
(SCREEN ANALYSIS) (USIIiG ASSAY DATA) 

Total Coarse Medium Fine U/F Total Coares Medi um Flna U/F 

74 100.0 18.6 36.8 20.8 23.8 100.0 100.0 100.0 100.0 100.0 

76 100.0 13.1 30.7 16.9 39.3 196.0 125.9 168.4 176.9 359.0 

RT 100.0 21. 0 40.2 21.7 17.1 90.9 96.3 92.7 91. 9 83.4 

CF 100.0 6.5 25.5 17 .0 51.0 105.0 29.6 75 7 85.0 275.7 

CT 100.0 4.9 23.8 13.4 57.9 S6.0 25.9 68.4 76.9 259.0 

Ctl 100.0 13.4 25.2 17.5 43.9 9.1 3.7 7.3 8.1 16.7 

RECALCULATED SCREEtl ANALVSIS DIFFEREIlCE BETWEEIl MEASUREO AllO 

(FROM MASS BALAtlCED FLOWS) RECALCULATED SCREEIl AllAL VSES 

Coarse Msdlum Flne U/F Coares Madlum Flne U/F 

74 21.2 39.0 21.0 18.8 74 2.6 2.2 o 2 -5.0 

76 13.6 33.2 18.9 34.4 76 0.5 2.5 2.0 -4.9 

RT 22.2 39.4 21.2 17.2 RT 1.2 -0.8 -0.5 0.1 

CF 6.1 27.9 16.9 49.2 CF -0.4 2." -0.1 -1.8 

CT 5.6 27.2 16.6 50.6 CT 0.7 3.4 3.2 -7.3 

CN 11. 3 35.2 19.6 33.9 Cil -2.1 10.0 2. t -10.0 
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CALCULATED MASS DISTRIBUTIOIIS THROUGH THE COPPER CIRCUIT Table 5.14 

UHITS OF TOTAL FEEO 

COPPER Unsized Recale 

Grade Grade Total Coara. MediuM Fine U/F 

74 2.34 2.21 100.0 10.3 34.4 22.7 32.6 

76 3.23 3.14 279.5 18.4 73.0 50.0 138.0 

RT 0.33 0.33 13.5 2.2 4.3 3.0 4.0 

CF 5.73 5.59 266.0 16.1 68.8 47.1 134.1 

CT 4.15 4.09 179.2 8.0 38.6 27.4 105.3 

Cil 22.45 22.64 86.5 8.1 30.1 .9.8 28.6 

Stage Recoveries Rou9her: 95.2 87.8 94.1 94 1 91.1 

Cleaner: 32.5 50.0 43.8 41.9 21.3 

Circuit: 86.5 18.0 81.6 81 0 81.7 

Recirc Load: 179 78 112 121 323 

Product Gradea Feed 2.34 1.08 1. 95 2 39 3 84 

Tal1s 0.33 0.24 0.26 0.34 0.57 

R9hr Con 5.73 5.69 5.16 5.84 5.13 

CirCUIt Con 22.45 22.73 23.44 25.69 20.30 

UtlITS OF TOTAL FEEO 

LEAD Unslzed Recalc 

Grade Grade Total Coarae Medium Fine U/F 

74 27.49 27.08 100.0 19.6 31.8 19.2 23.3 

16 ~9. 49 29.31 213.2 21.4 71.0 36.0 78.7 

RT 29.64 29.06 98.2 19.5 37.4 18.9 22.4 

CF 29.36 29.52 115.0 7.9 33.7 17 .1 56.3 

CT 31. 57 31. 60 113.2 1.8 33.2 16.8 55 4 

CU 5.91 5.69 1.8 0.1 0.5 o 3 0.9 

Stage Recovenes Rou9h.r: 53.9 28.8 47.4 47.5 11. 5 

Cleaner: 1.5 1.5 1.4 1.1 1.6 

Ci rcuit: 1.8 0.6 1.2 1.5 3.9 

Reclrc Load: 113 40 8e 81 237 

Product Grades Fe.d 21.5 25.1 29.3 24.8 33.6 

Tal1. 29.6 25.9 28.0 26.6 38.8 

Rghr Con 29.4 34.1 30.9 26.0 29.4 

CirCUIt Con 5.9 4.1 4.4 4.6 1.9 

COUTItlUEO .....• 
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CALCULATED MASS DISTRIBUTIOIIS THROUGH THE COPPER CIRCUIT Tabl.5.'48 

" UNITS OF TOTAL FEED 

ZIIiC Un81Z.d Recale 
Grade Grade Total Coara. Medium Fine U/F 

74 10.42 10.fl9 100.0 30.8 40.7 18.3 10.2 

76 7.79 7.91 145.7 33.0 53.4 27.3 31.9 

RT 11. 14 11.40 97.6 30.6 40.0 17.9 9.1 

CF 4.88 4.88 48.1 2.5 13.4 9.4 22.8 

CT 5.04 5.04 45.8 2.3 12.7 9.1 21.8 

CN 3.20 3.00 2.4 0.2 0.7 0.4 1.1 

Stage Recoverles Rougher: 33.0 7.5 25.0 34.5 71.5 

Cl.anar: 4.9 8.9 5.3 3.9 4.7 

Circuit: 2.4 O. 7 1.8 2.0 10.5 

Rec;rc Load: 46 7 31 50 213 

Product Gradea F •• d 10.42 15.52 Il. 17 9.31 5.80 
Tai 1. 11. 14 16.00 Il.84 9.93 6.22 
R9hr Con 4.88 4.24 4.84 5.65 4.71 
Circuit Con 3.2 3.01 2.68 2.30 3.67 

UIIITS OF TOTAL FEED 

PYRITE Unaized Recale 
Grade Grada Total Coars. Medium Fine U/F 

74 22.5 49.9 27.6 
76 27.2 76.4 44.8 
RT 22.1 48.4 27.1 
CF 5.1 28.1 17.7 
CT 4.7 26.6 17.2 
Cil 0.4 1.5 0.5 

Stage Recover18s Rougher: 18.8 36.7 39.6 
Cl.anar: 8.6 5.4 2.9 
Circuit: 2.0 3.0 1.9 
Re .. 1 rc Load: 21 53 62 

Product Grades Fe.d 30.0 36.2 37.1 
Tai 15 30.6 37.8 39.6 
Rghr Con 23.1 26.9 28.1 
Circuit Con 15.9 15.0 5.8 

208 



Table 5.14 also contains data concerning stage recoveries and the grades of 

several of the streams, compiled from tables 5.2 through 5.12. This data IS ail 

that is usually requi red to conduct a comprehensive slze-by-size CI rcuit 

analysis. 

Since the flows through the circuit are obtained by a "best fit" 

combination of the mass balances for the indivldual sizes there is not perfect 

correspondence bet\'ieen the mass-balanced assays for the unsized sample and 

the recalculated assays from balances of the sized materlal. For example, the 

recalculated grade of copper in the cleaner feed is 5.59 (above) as compared to 

5.73 in Table 5.2. The mass-balanced assays for the unsized sample are shown 

as "Unsized Grade" in Table 5.14, and show a generally good correspondence 

with the recalculated stream assays. 

5.1.2: Circuit Analysis: Copper/Lead Separation 

The overall circuit recovery for copper is 86.5%, with a rougher recovery 

of 95.2% and a cleaner recovery of only 32.5%. Thus, a high reclrculatlng load 

is seen (179%). Analysis of ci rcuit recoveries on a size-by-size basis reveals 

that the highest recirculating loads originate ln the ultrafine fraction. Rougher 

recoveries increase as the size decreases (from 88% 1 n the coarse fraction to 

97% in the ultrafines); however, cleaner recoveries are lower ln the finer size 

fractions (decreasing from 50% for coarse particles to 21% for fine partlcles). 

This results in recirculating loads which :ncrease from 78% ln the coarse 

fraction to 121% in the fine fraction, and 323% ln the ultraflnes. 

Copper in the circuit feed tends to be fine. Whlle the overall grade of 

copper in the fE::ed is 2.34%, the grade of the coarse fraction IS only 1.08% while 

the grade of the ultrafines is 3.84%. Thus, desplte the lower rougher recovery 

of coarse partlcles it is found that their contribution to the tallings 15 
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relatively low. Circuit recovery for coarse copper is only 78%, with a coarse 

rougher tallings grading 0.24% copper. In contrast, ci rcuit recovery for 

ultrafmes is 88%, wlth an ultrafine rougher tailings of 0.57% Cu. Certainly the 

high reclrculatmg load of fine material must be held partly to blame for losses 

ln the fines. The coarse fraction contains 10.3% of the feed copper, and 

contribute losses equivalent to 2.2% of the feed copper. In the absence of a 

recirculating load the coarse losses would be expected to lie somewhere around 

(1-.878)*10.3, or 1.3% of the feed copper. The ultrafines contain 32.6% of the 

feed copper, and contribute losses equivalent to 4% of the feed copper. In the 

absence of a recirculating load the ultrafine losses would be expected to Ile 

somewhere around (1-.971 )*~2.6, or 0.9% of the feed copper. Thus, the rougher 

IS less efficient at recovering coarse copper, but ends up rejecting hlgh 

quantlties of fine copper as a result of the hlgh recirculatmg loads of fine 

material. 

Upgrading ln the rougher is not very efficient. The ove rail feed contalns 

about 2.3% Cu, as opposed to only 5.7% in the rougher concentrate. The bul k of 

the upgradlng IS accompllshed in the cieaners, where the grade is elevated to 

22.5%. The grade of the concentrate does not vary excesslvely between size 

classes, but mcreases as the size decreases from coarse to fine. The ultraflne 

fraction produces the low~st concentrate grade. Copper behavlour is typical of 

a cirCUit in whlch locking impedes coarse recovery and mechanlcal entramment 

lowers the concentrate grade. 

5.1.3: Circuit Analysis: Lead 

The overall circuit recovery for lead Is 1.8%, with an overall rougher 

recovery of 53.9% and a c1eaner recovery of 1.5%. Thus, a significant 

reclI culdtl ng load eXlsts (113%). Roug her recovery is stron gl y size-dependent, 
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increasing from 29% in the coarse fraction to 72% in the fine fraction. Cleaner 

recoverles are 1.5-2.0% in ail slze fractions. The reclrculating loads of lead 

vary from 40% for coarse lead to 237% for ultrafine lead. 

Lead behaviour IS dominated by the recovery of ultrafine material in the 

rougher. The lead grade of the final copper concentrate is about 4.1-4.6% for 

the coarse, medium and fine fractions but 7.9% for the ultrafine fraction. There 

is no obvious explanatlon for the relatively high levels of lead ln the 

concentrate. The cleaner recoveries ars not size dependent enough to suggest 

either a locklng or a mechanical entrainment mechanism as belng the dominant 

cause of lead contamination. 

5.1.4: Circuit Analysis: Zinc and Pyrite 

Zinc recoverles are 33% in the rougher and 4.9% in the cleaners, Yleldlng 

an overall recovery of 2.4%. Rougher recovery is strongly size-dependent, 

increasing from 7.5% in the coarse fraction to 71.5% in the ultrafines. Cleaner 

recoveries appear to decrease in the fmer sizes; however, overall circuit 

recovery of zinc is dominated by the high rougher recovery and high 

recirculating loads of ultrafines. Overall concentrate zinc levels decrease trom 

3.0% in the coarse fraction to 2.3% ln the fine fraction, but jump to 3.7% ln the 

ultrafines. Thus, both locking and entrainment could be factors ln zInc 

recovery. 

Less data is available for pyrite; however, PYrite behavlour appears to be 

similar to that of zinc. In the three sized fractions rougher recoverles Increase 

from 18.8% (coRrse) to 39.6% (fine). Cleaner recoverles appear to be strongly 

size dependent, wlth higher recoveries seen ln the coarse fraction. 
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5.1.5: Overall Ci rcuit Performance 

Rougher recovenes are size-dependent for ail species, wlth fine material 

showing hlgher recoveries than coarse material. While the ultrafine class IS a 

recalculated Glass and must therefore be treated more skeptically than the 

coarse, medium and fine classes, it appears that recoveries are about 71% for 

Pb. Zn (and Py?) and about 97% for Cu. In order" to explain the ultrafine Pb/Zn 

recoverles by mechanical entralnment the water recovery in the rougher would 

have ta exceed 71 %. It is estlmated ln Table 5.2 that the mass recovery 1 n the 

rougher IS Just over 50% of the rougher feed. Thus, the rougher concentrate 

would have to have a considerably lower pulp density than the rougher feed. 

Although a water balance was not conducted, this is clearly not the case. It 

o,.,ould appear, therefore, that Gn and Sp are at least partially flotable. Since 

lead shows greater rougher recoveries than ZinC in ail size fractions except the 

ultrafines It would appear elther that lead is mineralogically associated wlth 

copper (eg. Cp!Gn locking) or that galena IS more flotable than sphalerite. 

While the former is a distinct possibllity, the latter also makes sense, slnce the 

feed to the copper circuit is CuPb concentrate, in which the lead IS promoted. 

Since ultrafine materlal IS recovered strongly in the roughers it could be 

expected that ultraflnes will constitute a high proportion of the circuit 

contamination. However, offsetting this IS the fact that the cleaners 

aggressi vel y reject a larg:; proportion of ail specles. Under such conditions it 

would be expected both that mechanlcal entrainment would be minimal and that 

the hlghest levels of rejection would be seen in the ultraflne class, where 

flotation klnetlcs would be expected to be slow. In other words, given these 

contrasting expectations It is dif"l'h:ult to discern whether or not coarse 

contamination constitLltes a locking phenomenon or note It must also be 

recogni zed that the range of particle sizes is such that recovery in any of the 
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size ranges may represent some degree of mechanical entramment. 

It is difficult, therefore, to assign specifie mechanlsms to the recovenes of 

Pb, Zn and py ln the copper circuit. ChalcoPYrite losses to taillngs carry a 

more distinct signature, and suggest a locking problem. The size range of 

"coarse" chalcopyrite is t~ot hlgh enough for coarse lasses to be related to slow 

flotation kinetics. 

Sorne general comments may be made regardi ng overall ci rcult perfot'mance. 

It is evident that the rougher is operated in an aggresslve recovery-orlented 

mode. The amount of upgrading occurnng in this stage IS not spectacular, wlth 

circuit feeds ranging from 1.1 % to 3.8% copper and rougher concentrates 

ranglng from 5.2% to 5.8% copper. Since the target grade for the Circuit :s 

somewhere in the range of 25% copper a large amount of upgradmg 15 reqUi rc':l 

in the cleaners. It appears that the low grade of rougher concentrate 13 

ultlmately responsible for the high recirculatlng loads, whlch ln turn reduce 

the effective retention time of the roughers and requlre more aggresslve 

flotation, leading to increased mec;hanlcal entrainment, and 50 on. The CI rcult 

would P robabl Y benefit from lower reci rculatl ng loads, w hlch coul d be ach 1 eved 

by moving towards less aggressive roughlng. The cleaners could also be made 

to assume sorne of the recirculatlng load, perhaps by routlng the thlrd cleaner 

tailings to the rougher concentrate instead of the rougher feed. 

In summary, the size-by-slze data provides relatlvely Iittie indication of the 

recovery mechanisms, but is useful in provldlng a broader perspective on 

CI rcult performance and problems. LI beratlon data IS added ln an attempt to 

explain sorne of the speciflc problems whlch result ln the collection of a 

low-grade rougher concentrate and the passage of Gn, Sp and Py into the 

concentrate. 
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5.2: Liberation Data 

The calculation of relevant parameters for the image analysis samples 

requi res much data manipulation, and generates more tables than Is practical to 

Include wlth the data analysis. Thus, raw data and intermediate calculations are 

included as Appendix 1, and are described brlefly as follows: 

Tables A 1.1 to A 1.6 show the measured areas of various section types and 

grades. A given measured area (section) is c1assified by its type (eg. Cp/Px 

blnary) and Its grade (eg. 15% to 25% Cp). The data in these tables 15 

processed through the algorithm described in section 3.3.2 to determine the 

proportion of free section area in the 00-05 and 95-100 grade classes. The 

processed data IS converted into percentages of total observed area, and is 

presented in Tables AL 7 to A 1.24. 

Tables A 1.25 to A 1.42 show the frequency of observ3.tlon of vartous section 

grades. Sections are classifled as belng free, high-grade (>85%), medium grade 

(15-85%) or low-grade «15%). The principal behind the data reductlon IS ta 

combine the Information into as statistlcally relevant a deSCription of the sample 

as pOSSI ble, w hile retaJnI ng sufflclent information to form a meanl ngful 

descrtptlon of circuit performance. It was considered that the four descriptions 

of section grade given above could provide a useful description of circuit 

performë,nce while minlrr:zing the statlstlcal error of the observations. The 

tables record the frequency of observation of each of the four section grades, 

wlth calculatlons carrted out separately for each of the four measured minerai 

specles. 

Tables A1.43 to A1.60 calculate the distributions of various minerai 

observations into different section types and grades (eg. Area% of total Cp in 

the tLJrrn of fr'ee Cp, or as Cp/Gn sdctlons wlth 85-95% Cp). This data 15 tu rther 

processed ln Tables A1.61 to A1.78, ln whlch the ove rail sample grade is 
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recalculated and sectional grade/recovery data for the minerai specles 15 

presented. 

The division of area observations Into low-grade (00-15%), medium grade 

(15%-85%), high-grade (85%-100%) and free (100%) grade classes 15 shown ln 

Tables 5.15 to 5.18. The data is presented as area distributions Into the varlous 

section types, wlth ail types summing to 100% for a glven sample. Slnce locked 

sections contaln less of the minerai of Interest than do free sections It 

requlres considerably more section observations to contribute a percentage 

poi nt of area distri bution. For example, low-grade Cp observations (0-15%) have 

an average grade of about 7.5% Cp, meani ng that an average of 13.3 

observations are required to contribute the same amount of Cp area as a single 

free section of equlvalent size. MedIum grade observations (15%-85%) have an 

average of 50% Cp, anej thus requlre about two observations per percentage 

distribution, while high-grade particles (85%-100%) requi re only 1.1 observations 

to contri bute as much ~p as a 

observations tend to IÎave a 

free section. Consequently, the low-grade 

lower variance than the hlgh-grade and free 

observations. ThiS must be taken Into account ln the interpretation of the data. 

It should be possible to balance the structural data around the vanous 

sample pOints in much the same way as the assay data was balanced. A balance 

can be con d ucted desplte the fact that the observatIons are stereologlcall y 

biased, sin:e the suite of sections observed from a glven partlele type should 

n:,)t deper,d upon the number or types of other partlcies ln the assemblage. 

HoweVf".:r, ln order to perform a meaningfui balance It Is necessary to asslgn a 

V~, lance ta each of the "structural assays". 

The number of "mean events" recorded from the vanous samples was 

calculated Ifi SectIOn 3.5 (Table 3.14). The standard devlatlon of an assay 15 

equal to the square root of the number of counts whlch are recorded. Table 
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5.19 illustrates the procedure by which the standard deviations of the 

1 structural assays are calculated, with chalcopyrite in the circuit feed (sample 

74A) used here as an example. The sample assay (3.47% Cp) is multiplied by the 

number of mean events (5296) to yield a total number of "Cp events" (184, not 

shown on the table). The structural data for Cp in sample 74A shows that 2.62% 

of the measured Cp is low-grade, 25.21% is medium-grade, 12.03% IS high-grade 

and 60.14% is free (Table 5.15). It takes 13.3 low-grade events to contribute one 

chalcoPYrite event. Thus, the number of low-grade chalcopyrite events 15 

approximately 184 (total events) * .0262 (amount low-grade) * 13.3 (events per 

Cp event), or 64 low-grade events. Similarly, the number of medium-grade 

events is 184 * .2521 * 2, or 93; the hi g h-g rade events n umber 184 * .1203 * 
1.1, or 24. One free event is equivalent t::> one chalcopyrite event. Thus, the 

number of free events is equal to 184 * .6014, or 111 events. 

Since the variance in the number of measured events is numerically equal 

to the number of measured events, the relative standard deviation of the 

"structural assay" can be calculated as 10011N, where N 15 the estlmated 

number of mean events. Thus, the relative standard deviation of the assay for 

"Iow-grade Cp" is equal to 100/164 , or 12.5, and 50 ::''1. The relative standard 

deviations of the structural assays are calçulated for the coarse, medium and 

fine samples ln Tables 5.19, 5.20 and 5.21. It should be noted that the method 15 

an approximation, since ~ Poisson statistlcs are rigorously valld only when the 

events being measured are independent. The tact that the measured "structural 

assays" for the four structural types must add to 100% invalidates this 

requi rement, althoug h the calculated confidence 1 ntervals are good 

approximations for the purpose of mass balancing. 

Using the structural assays and the estimated confidence limits for the 

assays It is possi ble to perform a mass balance for ail section types around the 
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----------------------------------__________ ..... H'~ .......................... .. 

circuIt. The flows are obtalned fram the size-by-slze data (Tables 5.8, 5.9 and 

5.10) in w hich mass balances were canducted for the total flows of COMse, 

medium and fine minerais around the circuit. The data fram these tables has 

been converted from assays Into mlneralogy, and the total sulfide content 

normalized to 100%. The balances are presented ln Tables 5.22 ta 5.33, wlth the 

flaw data recorded as "Umts" at the top of the tables. (The total unlts of 

sulfides in the circuit feed equals 100.00). 

The balances are performed so as to mlnimlze the weighted sum of squar8d 

adjustments which must be made ta the structural data, wlth the variance of 

the structural assay used for welghting. (The assay variance IS the square of 

assay standard devlation, whlch ln turn IS the product of the assay and the 

relative standard deviatlon. Only the relative standard devlatlons ar~ shawn rn 

the tables). The tables show the original Image analysls data, the balanCl~d data. 

and the magnitude of the adJustments whlch had ta be made. A summary of 

recoveries and reci rculati ng loads through the rougher and cleaners 15 

presented ln Table 5.34. 
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LIBERATION DATA FOR CHALCOPYRITE Table 5.15 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

COARSE 74 76 RT CF CT CN 

00-15 2.62 2.20 3.67 4.10 6.81 0.79 
15-85 25.21 30.66 23.30 35.41 26.59 17.03 
85-100 12.03 17.28 42.30 12.64 11.66 17 .41 
Free 60.14 49.87 30.74 47.85 54.93 64.77 

Total 100.00 100. 01 100.01 100. 00 99.99 100.00 

MEDIUM 74 76 RT CF CT CN 

00-15 7.16 6.03 24.01 3.43 3.22 0.53 
15-85 25.42 24.22 34.37 26.23 27.02 10.90 
85-100 14.71 17.70 15.13 15.96 11 • 76 10.1& 
Free 52.65 52.05 26.49 54.38 58. 00 78.42 

Total 100. 00 100. 00 100. 00 100. 00 100. 00 100. 00 

FINE 74 76 RT CF CT CN 

00-15 17 • 73 15.45 23.20 9.02 3.89 0.42 
15-85 32.94 38.17 28.48 43.58 26. 16 7.29 
85-100 24.89 37.08 22.28 41.13 21 .27 12.94 
Free 24.43 9.31 26.04 6.27 48.67 79.35 

Total 99.99 100.01 100.00 100. 00 99.99 100.00 
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LIBERATION DATA FOR GALENA Table 5.16 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

COARSE 74 76 RT CF CT CN 

00-15 8. 13 6.38 7.61 1. 30 1. 05 4.31 
15-85 32.03 30.15 39.73 10.61 8.19 22.87 
85-100 4.18 5.46 6.58 4.59 4.91 6.39 
Free 55.65 58.00 46.08 83.51 85.84 66.43 

Total 99.99 99.99 100.00 100.01 99.99 100.00 

MEDIUM 74 76 RT CF CT CN 

00-15 5.48 2.73 4.28 0.88 0.70 9.51 
15-85 22. 11 13.98 15.29 6.83 5.55 4U.68 
85-100 5.62 3.95 4.77 2.99 2.41 17.08 
Free 66.79 79.33 75.66 89.30 91. 33 32.73 

Total 100. 00 99.99 100.00 100.00 99.99 100.00 

FINE 74 76 RT CF CT CN 

00-15 3.49 2.61 2.83 1. 93 2.03 2.19 
15-85 17.96 13.97 11.94 î3.52 9.20 8.44 
85-100 5.87 6.62 3.04 5.34 4.65 5.72 
Free 72.57 76.80 82.19 79.20 84. 12 83.64 

Total 99.89 100. 00 100.00 99.99 100.00 99.99 
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LIBERATION DATA FOR SPHALERITE Table 5.17 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

COARSE 74 76 RT CF CT CN 

00-15 2.07 1. 86 3.26 4.35 3.15 9.79 
15-85 31. 81 36.38 40.59 51. 76 36.55 52.14 
85-100 36.21 36.16 36.55 20.49 18.06 15.42 
Free 29.91 25.60 19.60 23.40 42.24 22.64 

Total 100.00 100.00 100.00 100.00 100.00 99.99 

MEDIUM 74 76 RT CF CT CN 

00-15 2.17 1.60 1. 25 3.75 3.14 7.43 
15-85 31. 55 28.33 23.31 32.79 29.83 39.64 
85-100 49.28 31.77 42.75 17.36 15.79 11.64 
Free 17.00 38.30 32.69 46.10 51. 25 41. 29 

Total 100.00 100.00 100.00 100.00 100.01 100.00 

FINE 74 76 RT CF CT CN 

00-15 3.62 5.00 1. 92 7.89 2.01 5.65 
15-85 40.85 41. 97 21. 72 42.72 32.16 33.66 
85-100 44.88 45.83 33.45 31.35 39.34 28.34 
Free 10.65 7.20 42.91 18.04 26.49 32.35 

Total 100.00 100.00 100.00 100.00 100.00 100.00 

f 
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,' .. LIBERATION DATA FOR IRON MINERALS Table 5.18 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

COARSE 74 76 RT CF CT CN 

00-15 0.80 0.99 1.08 1.09 0.57 3.39 
15-85 31.68 33.45 41. 18 33.56 19.11 41. 81 
85-100 37.40 35.76 40.58 30.58 32.39 24.72 
Free 30.12 29.81 17.16 34.78 47.94 30.08 

Total 100.00 100.01 100.00 100.01 100.01 100.00 

MEDIUM 74 76 RT CF CT CN 

00-15 0.73 0.60 0.33 0.58 0.49 2. 15 
15-85 22.39 19.42 12.95 20.19 19.74 35.67 
85-100 33.65 28.92 22.78 21.97 20.58 21. 83 
Free 43.23 51. 07 63.93 57. 26 59.20 40.35 

Total 100.00 100.01 99.99 100.00 100.01 100.00 

FINE 74 76 RT CF CT CN 

00-15 1. 28 1. 64 0.43 2.10 1. 25 3.71 
15-85 16.97 18.82 11. 61 30.52 17.02 27.80 
85-100 32.87 37. 10 21.36 39.26 21.03 21.38 
Free 48.88 42.44 66.60 28.12 60.69 47. 11 

Total 100.00 100.00 100.00 100.00 99.99 100.00 
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CALCULATIOtl OF ASSAY S'fAI/DARD DEVIATIOIIS - COARSE FRACTION Table 5.1'1 

Events par AasayX 13.3 2.0 1.1 1.0 

Events & Assays • OF EVEIITS ASSAY STD DEV" 

00-15 15-85 85-00 Frlle 00-15 15-85 85-00 Free 

74 Events 5296 

Cu 3.47 64 93 24 111 12.5 10.4 20.5 9.5 

Pb 30.57 1755 1037 73 901 2.4 3.1 11.7 3.3 

Zn 30.42 445 1025 631 482 4.7 3.1 4.0 4.6 

Fe 35.50 519 1196 736 562 4.4 2.9 3.7 4.2 

76 Events 6107 

Cu 4.68 84 175 53 143 10.9 7.6 13.7 8.4 

Pb 36.78 1911 1354 133 1303 2.3 2.7 8.7 2.8 

Zn 26.09 395 1159 623 408 5.0 2.9 4.0 5.0 

Fe 32.40 491 1440 773 507 4.5 2.6 3.6 4.4 

RT Events 6756 

Cu 0.83 27 26 26 17 19.1 19.6 19.7 24.1 

Pb 35.80 2454 1922 172 1115 2.0 2.3 7.6 3.0 

Zn 29.02 852 1592 775 384 3.4 2.5 3.6 5.1 

Fe 34.40 1010 1887 918 456 3.1 2.3 3.3 4.7 

CF Events 4636 

Cu 17.24 1043 833 133 181 3.1 3.5 8.7 7.4 

Pb 48.41 1227 1589 307 1074 2.9 2.5 5.7 3.1 

Zn 8.31 67 82 19 322 12.2 11. 1 22.9 5.5 

Fe 26.04 700 1250 267 282 3.8 2.8 6.1 5.9 

CT Events 2159 

Cu 15.42 302 177 4Z 183 5.8 7.5 15.4 7.4 

Pb 48.17 146 170 55 893 8.3 7.7 1,3.5 3.3 

Zn 8.29 ... 104 185 40 42 9.8 7.3 15.9 15.5 

Fa 28.13 255 444 119 257 6.3 4.7 9.2 6.2 

Ct! Events 4823 
Cu 72.31 367 1188 656 2259 5.2 2.9 3.9 2. 1 

Pb 5.17 143 114 17 166 8.4 9.4 24.1 1.8 

Zn 5.39 109 190 51 110 9.6 7.3 14.0 9.5 

Fe 17.13 1078 862 138 187 3.0 3.4 8.5 7.3 
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J 
CALCULATIOII OF ASSAY STAIIDARD DEVIATIONS - HEDIUM FRACTION T.ble 5.2.0 

Events par Assay" 13.3 2.0 1.1 1.0 

Events & Assays st OF EVE liTS ASSAY STO DEVX 

00-15 15-85 85-00 Free 00-15 15-85 85-00 Frae 

74 Events 2542 

Cu 1.97 5 32 20 15 43.3 17.8 22.2 25.7 

Pb 26.16 635 338 106 350 4.0 5.4 9.7 5.3 

Zn 11. 16 OZ07 125 17 189 6.9 8.9 24.1 7.3 

Fe 21. 95 161 352 297 95 7.9 5.3 5.8 10.3 

76 Events 7596 

Cu 2.35 24 119 69 53 20.6 9.2 12.0 13.7 

Pb 30.17 1843 1110 439 1193 2.3 3.0 4.8 2.9 

Zn 9.66 267 205 31 582 6.1 7.0 17.9 4 1 

Fe 20.76 336 893 542 604 5.5 3.3 4.3 4.1 

RT Events 2253 

Cu 0.26 5 3 1 108.9 45.5 62.4 99.7 

Pb 25.52 1841 395 94 152 2.3 5.0 10.3 8.1 

Zn 11.14 143 77 13 190 8.4 11. 4 27.8 7.3 

Fe 21.74 82 228 226 160 11.1 6.6 6.6 7.9 

CF Events 7778 

Cu 4.77 54 249 123 129 13.8 6.3 9.0 8 8 

Pb 32.79 1166 1338 440 1387 2.9 2.7 4.8 2.7 

Zn 5.01 46 53 13 348 14.8 13.7 28.2 5.4 

Fe 20.48 796 1045 299 734 3.5 3.1 5.8 3 7 

CT Events 7506 

Cu 5.U 31 156 143 196 18.0 8.0 8.4 7.1 

Pb 31.90 1028 1294 304 1389 3.1 2.8 5.7 2.7 

Zn 4.83 34 40 9 331 17.2 15.8 32.5 5.5 

Fe 20.26 637 907 260 779 4.0 3.3 6.2 3.6 

Cil Events 6197 

Cu 23.48 658 1217 389 438 3.9 2.9 5.1 4 8 

Pb 4.39 19 59 30 213 22.8 13.0 18.3 6.8 

Zn 2.65 208 134 30 54 6.9 8.7 18.2 13.6 

Fe 28.82 1769 1416 225 737 2.4 2.7 6.7 3.7 
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ft 
CALCULATlOIl OF ASSAY STAI/DARD DEVIATIOI/S - FINE FRACTION Tabl.5.2.' 

Events per AasilY" 13.3 2.0 1.1 1.0 

Eventa & AssilYs • OF EVENTS ASSAY STD DEV" 

00-15 15-85 85-00 Free 00-15 15-85 85-00 Fr88 

14 Eventa 8311 

Cu 2.41 41 .. 132 54 49 ".8 8.7 13.6 14.3 

Pb 23.10 917 708 125 1430 3.3 3.8 8.9 2.6 

Zn 8.91 358 605 360 19 5.3 ".1 5.3 11.3 

Fe 23.80 338 672 703 968 5.4 3.9 3.8 3.2 

16 Events 1042 

Cu 2.85 413 153 80 19 ".9 8.1 11. 1 23.1 

Pb 21.60 816 543 139 1493 3.8 4.3 8.5 2.6 

Zn 1.19 366 460 272 39 5.2 ".7 6.1 15.9 

Fe 21.92 338 581 619 655 5.4 4.1 4.0 3.9 

RT Events 7988 

Cu 0.34 84 15 1 7 10.9 25." 39.1 31.6 

Pb 26.39 195 503 69 1733 3.5 ".5 12.0 2.4 

Zn 10.51 215 365 304 380 6.8 5.2 5.7 5.3 

Fe 22.60 104 419 411 1202 9.8 4.9 4.9 2.9 

CF Events 3800 

Cu 5.59 255 185 94 13 6.3 1.3 10.3 21.4 

Pb 27.75 211 285 61 835 6.1 5.9 12.8 3.5 

Zn 5.81 235 191 16 40 6.5 7.2 11.5 15.8 

Fe 21.37 221 496 3 .. 5 228 6.8 4.5 5.4 6.6 

CT Events 2850 

Cu 5.35 19 80 35 H 11. 2 11.2 16.9 11. 6 

Pb 26.46 204 139 38 634 7.0 8.5 16.2 4.0 

Zn 5.82 A" 101 71 44 15.0 9.1 11.9 15. 1 

Fe 21. 58 103 209 140 373 9.9 6.9 8.5 5.2 

Cil Events 1551 

Cu 25.69 109 283 211 1539 9.8 5.9 6.1 2.5 

Pb 4.60 101 59 21 291 9.9 13.1 21.6 5.9 

Zn 2.30 131 111 53 56 8.1 9.2 13.7 13.3 

Fe 27.75 1031 1165 484 981 3.1 2.9 4.5 3.2 
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LIBERATION DATA FOR CHALCOPYRITE (COARSE FRACTION) Table 5.2Z 

74 76 RT CF CT CN 

Units 3.43 6.05 0.81 5.25 2.63 2.63 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 2.62 2.20 3.67 4.10 6.81 0.79 
15-85 25.21 30.66 23.30 35.41 26.59 17 . 0'3 
85-100 12.03 17.28 42.30 12.64 11.66 17.41 
Free 60.14 49.87 30.74 47.85 54.93 64.77 

RELATIVE STANDARD DEVIATION 

00-15 12.5 10.9 19.1 3.1 5.8 5.2 
15-85 10.4 7.6 19.6 3.5 7.5 2.9 
85-100 20.5 13.7 19.7 8.7 15.4 3.9 
Free 9.5 8.4 24.1 7.4 7.4 2. 1 

MASS BALANCED DATA 

00-15 1. 39 3.69 3.30 3.75 6.70 0.80 
15-85 20.75 27.89 29.90 27.56 37.20 17.90 
85-100 20.06 15.74 30.20 13.51 10.10 16.90 
Free 57.99 52.80 36.60 55.24 46.00 64.40 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -1.2 1.5 -0.4 -0.4 -0.1 0.0 
15-85 -4.5 -2.8 6.6 -7.9 10.6 0.9 
85-100 8.0 -1.5 -12.1 0.9 -1.6 -0.5 
Free -2.2 2.9 5.9 7.4 -8.9 -0.4 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 88 11 44 369 
15-85 86 33 66 137 
85-100 74 63 65 39 
Free 91 58 85 61 
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f( LIBERATION DATA FOR GALENA (COARSE FRACTION) Table 5.23 

'" 
74 76 RT CF CT CN 

Units 32.14 44.47 31.94 12.52 12.32 0.19 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 8.13 6.38 7.61 1. 30 1.05 4.31 
15-85 32.03 30.15 39.73 10.61 8.19 22.87 
85-100 4.18 5.46 6.58 4.59 4.91 6.39 
Free 55.65 58.00 46.08 83.51 85.84 66.43 

RELATIVE STANDARD DEVIATION 

00-15 4.4 4.5 3. 1 3.8 6.3 3.0 
15-85 2.9 2.6 2.3 2.8 4.7 3.4 
85-100 3.7 3.6 3.3 6.1 9.2 8.5 
Free 4.2 4.4 4.7 5.9 6.2 7.3 

MASS BALANCED DATA 

00-15 7.88 6.03 7.90 1. 25 1. 20 4.30 
15-85 36.51 29.05 36.60 9.80 9.60 23.00 
85-100 5.10 5.02 5.10 4.82 4.80 6.10 
Free 50.49 59.88 50.40 84.12 84.40 66.60 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-1E. -0.3 -0.4 0.3 -0.1 0.1 -0.0 
15-85 4.5 -1.1 -3. 1 -0.8 1.4 O. 1 
85-100 0.9 -0.4 -1. 5 0.2 -0.1 -0.3 
Free -5.2 1.9 d.3 0.6 -1.4 0.2 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 6 5 0 6 
15-85 9 4 0 10 
85-100 27 2 1 36 
Free 40 1 1 64 

.-
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LIBERATION DATA FOR SPHALERITE (COARSE FRACTION) Table 5.24 

74 76 RT CF CT eN 

Units 2~.51 31.56 29.31 2.25 2.04 0.20 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00--15 2.07 1.86 3.26 4.35 3.15 9.79 
15-85 31. 81 36.38 40.59 51.76 36.55 52.14 
85-100 36.21 36.16 36.55 20.49 18.06 15.42 
Free 29.91 25.60 19.60 23.40 42.24 22.64 

RELATIVE STANDARD DEVIATION 

00-15 4.7 5.0 3.4 12.2 9.8 9.6 
15-85 3.1 2.9 2.b 11. 1 7.3 7.3 
85-100 4.0 4.0 3.6 22.9 15.9 14.0 
Free 4.6 5.0 5. 1 5.6 15.5 9.5 

MASS BALANCED DATA 

00-15 2.35 2.40 2.30 3.67 3.10 9.50 
15-85 36.43 37.07 36.30 47.23 46.60 53.90 
85-100 37.05 36.18 37. 20 22.94 23.80 14.40 
Free 24.19 24.33 24.20 26.10 26.50 22.20 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 0.3 0.5 -1. 0 -0.7 -0.0 -0.3 
15-85 4.6 0.7 -4.3 -4.5 10. 1 1.8 
85-100 0.8 0.0 0.7 2.5 5.7 -1.0 
Free -5.7 -1.3 4.6 2.7 -15.7 -0.4 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 11 23 3 9 
15-85 9 10 1 9 
85-100 5 6 0 4 
Frûe 8 8 1 8 
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LIBERATION DATA FOR IRON MINERALS (COARSE FRACTION) Table 5.25 

~ 

74 76 RT CF CT CN 

Unlts 34.29 40.97 33.66 7.31 6.68 0.63 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 0.80 0.99 1.08 1.09 0.57 3.39 
15-85 31.68 33.45 41.18 33.56 19. 11 41.81 
85-100 37.40 35.76 40.58 30.58 32.39 24.72 
Free 30.12 29.81 17 .16 34.78 47.94 30.08 

RELATIVE STANDARD DEVIATION 

00-15 2.4 2.3 2.0 2.9 8.3 8.4 
15-85 3.1 2.7 2.3 2.5 7.7 9.4 
85-100 11.7 8.7 7.6 5.7 13.5 24.1 
Free 3.3 2.8 3.0 3.1 3.3 7.8 

MASS BALANCED DATA 

00-15 0.96 0.93 0.91 1. 01 0.78 3.43 
15-85 36.90 35.56 36.80 29.87 28.70 42.30 
85-100 40.83 39.03 41.10 29.52 29.80 26.60 
Free 21.31 24.47 21. 19 39.59 40.72 27.67 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 0.2 -0.1 -0.2 -0.1 0.2 0.0 
15-85 5.2 2.1 -4.4 -3.7 9.6 0.5 
85-100 3.4 3.3 0.5 -1.1 -2.6 1.9 
Free -8.8 -5.3 4.0 4.8 -7. 2 -2.4 

STAGE RECOVERIES 

'" RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 19 29 7 16 
15-85 15 12 2 15 
85-100 13 8 1 14 
Free 29 6 2 37 
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LIBERATION DATA FOR CHALCOPYRITE (MEDIUM FRACTION) Table 5.26 

74 76 RT CF CT CN 

Units 6.23 13.02 0.81 12.21 6.79 5.43 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 7. 16 6.03 24.01 3.43 3.22 0.53 
15-85 25.42 24.22 34.37 26.23 27.02 10.90 
85-100 14. 77 17.70 15.13 15.96 11. 76 la. 15 
Free 52.65 52.05 26.49 54.38 58.00 78.42 

RELATIVE STANDARD DEVIATION 

00-15 43.3 20.6 108.9 13.6 18.0 3.9 
15-85 17 . 8 9.2 45.5 6.3 8.0 2.9 
85-100 22.2 12.0 62.4 9.0 8.4 5.1 
Free 25.7 13.7 99.7 8.8 7. 1 4.8 

MASS BALANCED DATA 

00-15 0.63 2.54 1. 30 2.63 4.30 0.53 
15-85 16.35 24.25 52.00 22.41 31. 50 11. 00 
85-100 12.62 13.03 26.00 12.17 13.40 10.60 
Free 70.56 60.26 20.70 62.88 50.80 77.87 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -6.5 -3.5 -22.7 -0.8 1.1 0.0 
15-85 -9. 1 0.0 17 .6 -3.8 4.5 0.1 
85-100 -2.2 -4.7 10.9 -3.8 1.6 0.4 
Free 17.9 8.2 -5.8 8.5 -7. 2 -0.5 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 97 9 73 743 
15-85 87 22 59 210 
85-100 88 39 13 116 
Free 98 55 96 78 
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~ LIBERATION DATA FOR GALENA (MEDIUM FRACTION) Table 5.27 ,t 

74 76 RT CF CT eN 

Units 33.44 62.83 33.03 29.78 29.38 0.41 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 5.4/i 2.73 4.28 0.88 0.70 9.51 
15-85 22.11 13.98 15.29 6.83 5.55 40.68 
85-100 5.62 3.95 4.77 2.99 2.41 17.08 
Free 6t}.79 79.33 75.66 89.30 91.33 32.73 

RELATIVE STANDARD DEVIATION 

00-15 7.9 5.5 11. 1 3.5 4.0 2.4 
1.5-85 5.3 3.3 6.6 3.1 3.3 2. 7 
85-100 5.8 4.3 6.6 5.8 6.2 6. 7 
Free 10.3 4.1 7.9 3.7 3.6 3. 7 

MASS BALANCED DATA 

00-15 4.66 2.82 4.60 0.85 0.73 9.50 
15-85 19.56 13.17 19.30 6.38 5.90 40.70 
85-100 5.25 4.01 5.10 2.80 2.60 17.30 
Free 70.53 79.98 71.00 90.00 90.77 '32.50 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -0.8 0.1 0.3 -0.0 0.0 -0.0 
15-85 -2.5 -0.8 4.0 -0.4 0.4 0.0 
85-100 -0.4 O. 1 0.3 -0.2 0.2 0.2 
Free 3.7 0.1 -4.7 0.7 -0.6 -0.2 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 14 15 2 14 
15-85 23 9 3 26 
85-100 33 8 4 44 
Free 53 C: 1 113 
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LIBERATION DATA FOR SPHALERITE (MEDIUM FRACTION) Table 5.26 

74 76 RT CF CT eN 

Units 20.88 27.25 20.52 6.73 6.37 0.36 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 2.17 1.60 1. 25 3.75 3.14 7.43 
15-85 31. 55 28.33 23.31 32.79 29.83 39.64 
85-100 49.28 31. 77 42.75 17.36 15.79 11.64 
Free 17.00 38.30 32.69 46.10 51. 25 41. 29 

RELATIVE STANDARD DEVIATION 

00-15 6.9 6.1 8.4 14.8 17.2 6.9 
15-85 8.9 7.0 11.4 13.7 15.8 8.7 
85-100 24.1 17 .9 27.8 28.2 32.5 18.2 
Free 7.3 4.1 7.3 5.4 5.5 13.6 

MASS BALANCED DATA 

00-15 1. 51 1. 76 1.40 2.87 2.60 7.60 
15-85 29.01 29.22 28.80 30.49 29.90 40.90 
85-100 45.61 38.71 46.20 15.89 16.10 12. 10 
Free 23.87 30.31 23.60 50.76 51.40 39.40 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -0.7 0.2 0.1 -v.9 -0.5 0.2 
15-85 -2.5 0.9 5.5 -2.3 0.1 1.3 
85-100 -3.' 6.9 3.5 -1.5 0.3 0.5 
Free 6.9 -8.0 -9. 1 4.7 0.1 -1.9 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAO 

00-15 40 14 9 53 
15-85 26 7 2 31 
85-100 la 4 0 11 
Free 41 4 3 66 
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LIBERATION DATA FOR IRON MINERALS (MEDIUM FRACTION) Table 5.2Q 

74 76 RT CF CT CN 

Units 40.54 61. 51 39.34 22.17 20.97 1.20 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 0.73 0.60 0.33 0.58 0.49 2.15 
15-85 22.39 19.42 12.95 20.19 19.74 35.67 
85-100 33.65 28.92 22.78 21. 97 20.58 21.83 
Free 43.23 51. 07 63.93 57.26 59.20 40.35 

RELATIVE STANDARD DEVIATION 

00-15 4.0 2.3 2.3 2.9 3.1 22.8 
15-85 5.4 3.0 5.0 2.7 2.8 13.0 
85-100 9.7 4.8 10.3 4.8 5.7 18.3 
Free 5.3 2.9 8.1 2.7 2.7 6.8 

MASS BALANCED DATA 

00-15 0.47 0.47 0.37 0.66 0.49 3.60 
15-85 16.81 17.83 16.20 20.73 19.80 36.90 
85-100 32.65 28.78 33.00 21. 29 21.30 21. 10 
Free 50.07 52.92 50.43 57. 33 58.41 38.40 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -0.3 -0.1 0.0 0.1 0.0 1.5 
15-85 -5.6 -1.6 3.3 0.5 0.1 1.2 
85-100 -1.0 -0.1 10.2 -0.7 0.7 -0.7 
Free 6.8 1.8 -13.5 0.1 -0.8 -1.9 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 50 30 23 54 
15-85 42 10 6 61 
85-100 27 5 2 34 
Free 39 4 2 60 
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LIBERATION DATA FOR C~ALCOPVRITE (FINE FRACTION) Table 5.30 

74 76 RT CF CT CN 

Units 7.75 16.99 1. 01 15.99 9.24 6.75 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 17.73 15.45 23.20 9.02 3.89 0.42 
15-85 32.94 38.17 28.48 43.58 26.16 7.29 
85-100 24.89 37.08 22.28 41. 13 21.27 12.94 
Free 24.43 9.31 26.04 6.27 48.67 79.35 

RELATIVE STANDARD DEVIATION 

00-15 4.6 4.9 10.9 6.3 11. 2 9.6 
15-85 8.7 8.1 25.4 7.3 11. 2 5.9 
85-100 13.6 11. 1 39.1 10.3 16.9 6. 1 
Free 14.3 23.1 37.6 27.4 11.6 2.5 

MASS BALANCED DATA 

00-15 6.01 6.77 43.00 4..47 7.40 0.47 
15-85 13.07 31.58 39.50 31. 06 47.10 9.10 
85-100 17.44 32.70 17.50 33.64 45.50 17.40 
Free 63.61 29.01 0.00 30.83 0.00 73.03 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -11. 7 -8.7 19.8 -4.5 3.5 C.O 
15-85 -19.9 -6.6 11.0 -12.5 20.9 1.8 
85-100 -ï.5 -4.4 -4.8 -7, 5 24.2 4.5 
Free 39.2 19.7 -26.0 24.6 -48.7 -6.3 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 62 4 7 147 
15-85 93 12 61 430 
85-100 97 22 87 311 
Free 100 100 100 0 
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..,. LIBERATION DATA FOR GALENA (FINE FRACTION) Table 5.31 
., ... 

74 76 RT CF CT CN 

Un,ts 31.58 59.48 31.09 28.38 27.91 0.48 

DISTRIBl 'ION INTO VARIOUS PARTICLE TYPES 

00-15 3.49 2.61 2.83 1. 93 2.03 2. 19 
15-85 17.96 13.97 11.94 13.52 9.20 8.44 
85-100 5.87 6.62 3.04 5.34 4.65 5.72 
Free 72.57 76.80 82.19 79.20 84.12 83.64 

RELATIVE STANDARD DEVIATION 

00-15 5.4 5.4 9.8 6.6 9.9 3. 1 
15-85 3.9 4.1 4.9 4.5 6.9 2.9 
85-100 3.8 4.0 4.9 5.4 8.5 4.5 
Free 3.2 3.9 2.9 6.6 5.2 3.2 

MASS BALANCED DATA 

00-15 3.28 2.63 3.30 1. 91 1. 90 2.20 
15-85 14.70 13.29 14.80 11.65 11. 70 8.40 
85-100 4.12 4.86 4.10 5.70 5.70 5.70 
Free 77 .87 79.21 77.80 80.78 80.70 83. 70 

MAGNITUDE OF CHANGE (ABSOLUrE) 

00-15 -0.2 0.0 0.5 -0.0 -0.1 0.0 
15-85 -3.3 -0.7 2.9 -1.9 2.5 -0.0 
85-100 -1. 7 -1.8 1 . 1 0.4 1.1 -0.0 
Free 5.3 2.4 -4.4 1.6 -3.4 0.1 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 35 2 1 51 
15-85 42 1 1 70 
85-100 56 2 2 122 
Free 49 2 2 92 
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LIBERATION DATA FOR SPHALERITE (FINE FRACT~ON) Table 5.3l 

74 76 RT CF CT CN 

Units 17.39 25.94 17.03 8.90 8.56 0.35 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 3.62 5.00 1. 92 7.89 2.01 5.65 
15-85 40.85 41.97 21. 72 42.72 32.16 33.66 
85-100 44.88 45.83 33.45 31. 35 39.34 28.34 
Free 10.65 7.20 42.91 18.04 26.49 32.35 

RELATIVE STANDARD DEVIATION 

00-15 5.3 5.2 6.8 6.5 15.0 8.7 
15-85 4.1 4.7 5.2 7.2 9.7 9.2 
85-100 5.3 6.1 5.7 11.5 11. 9 13.7 
Free 11. 3 15.9 5.3 15.8 15. 1 13.3 

MASS BALANCED DATA 

00-15 2.76 3.21 2.70 4.18 4.10 5.90 
15-85 32.24 36.46 32.20 44.66 45.00 35.00 
85-100 47.33 44.37 47.70 38.04 38.30 30.50 
Free 17.62 15.97 17.40 13.24 12.60 28.60 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -0.9 -1.8 0.8 -3.7 2. 1 0.3 
15-85 -8.6 -5.5 10.5 1.9 12.8 1.3 
85-100 2.4 -1.5 14.3 6.7 -1.0 2.2 
Free 7.0 8.8 -25.5 -4.8 -13.9 -3.8 

STAGE RECOVERIES 

RECIRC 
RGHR CLNR CIRCUIT LOAD 

00--15 45 6 4 73 
15-85 42 3 2 69 
85-100 29 3 1 40 
Free 28 8 3 35 
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LIBERATION DATA FOR IRON MINERALS (FINE FRACTION) Table 5.33 

.... 

74 76 RT CF CT CN 

Units 43.17 69.54 42.40 27.15 26.37 0.78 

DISTRIBUTION INTO VARIOUS PARTICLE TYPES 

00-15 1. 28 1. 64 0.43 2.10 1. 25 3.71 
15-85 16.97 18.82 11. 61 30.52 17.02 27.80 
85-100 32.87 37.10 21. 36 39.26 21.03 21.38 
Free 48.88 42.44 66.60 28.12 60.69 47.11 

RELATIVE STANDARD DEVIATION 

00-15 3.3 3.8 3.5 6.1 7.0 9.9 
15-85 3.8 4.3 4.5 5.9 8.5 13.1 
85-100 8.9 8.5 12.0 12.8 16.2 21.6 
Free 2.6 2.6 2.4 3.5 4.0 5.9 

MASS BALANCED DATA 

00-15 0.61 1.06 0.53 1. 89 1.80 4.90 
15-85 14.03 18.15 13.80 24.94 24.90 26.20 
85-100 30.52 34.23 30.60 39.88 40.30 25.60 
Free 54.87 46.58 55.07 33.30 33.00 43.30 

MAGNITUDE OF CHANGE (ABSOLUTE) 

00-15 -0.7 -0.6 0.1 -0.2 0.6 1.2 
15-85 -2.9 -0.7 2.2 -5.6 7.9 -1.6 
85-100 -2.4 -2.9 9.2 0.6 19.3 4.2 
Free 6.0 4.1 -11. 5 5.2 -27.7 -3.8 

STAGE RECOVERIES 

~ RECIRC 
RGHR CLNR CIRCUIT LOAD 

00-15 70 7 15 181 
15-85 54 3 3 108 
85-100 45 2 2 81 
Free 28 4 1 37 
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SUMHARY OF mOVERIES AND RECIRCULATlNG LOADS FOR BALANCED DATA Table 5.3<; 

ROUGHER CLEAKER meurt HCIRCUlmHG lOAD 

Cp 'r 'B' 'C' U/F 'A' T T U/F 'r T 'C" U/F T T "C" U/F 

Total 81 94 94 91 50 44 42 21 17 81 87 88 71 109 119 323 

00-15' 88 91 62 Il 9 4 44 13 ; 369 143 141 
15-85% 86 81 93 33 22 12 66 59 61 131 210 m 
85-00% H 88 97 63 39 22 65 13 81 J9 116 J 11 
Free 9\ 98 100 58 55 100 85 96 \00 61 18 0 

Gn 'f "B" "C' U/F 'A" T "C" U/F 'f '8' 'c' U/F 'r T "CO U/F 

Total 28 41 48 12 2 38 88 88 2ll 

oo-m 14 35 11 6 H 51 
15-85l 23 42 9 10 26 10 
85-00\ 21 33 St 8 3t 44 122 
Free 40 53 49 0 64 113 91 

Sp T T T U/F "A" "B' T U/F 'r 'B' "C' U/F 'r T 'C" U/F 

total 2S 14 12 1\ II H 114 

oo-m Il 40 45 23 14 6 9 53 Il 
1!-85~ 9 26 42 10 1 3 2 31 61 
BI-OO\ 10 29 6 4 3 0 11 4fi 
Free 41 28 8 4 8 3 H j~ 

p) 'r '8' 'c' U/F 'r '8' 'C" U/F "r "8' .C' U/F 'r T T UfF 

Total 18 36 39 20 52 61 

DO, g% 19 50 10 29 JO 23 E 16 54 181 
H-m 15 42 54 12 la b 3 15 61 lG~ 

81-00\ 13 21 4S 8 5 2 14 34 81 
Free 29 39 28 6 31 60 31 
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5.3 : Statistical Slgnlficance of Liberation Data 

It was stated in Section 3.6 that verification of the accuracy of 1 i beration 

data lies largely ln the degree to whlch the data is internally consistent or 

useful in maklng meanlngful metallurglcal Interpretations. It is desirable ta use 

thls test to see whether or not useful Information may be detected in the data 

set; however, by subjecting the data to mass balanclng internai conslstency is 

assured. Thus, It IS necessary to assess the consistency of the unbalanced data 

mdependently from the usefulness of the balanced data. 

The asslgnment of a quantitative test parameter ta describe the quallty of 

the structural data is not an easy task. AdJustments will be needed under ail 

circumstances, slnce no analyt!cal method 15 perfecto However, sorne method 

must be establlshed to determine whether the required adjustments are 

acceptable or unacceptable. This discussion provides an approxlmate statlstlcal 

method whlch may be used to arrive at a numerical description of the 

usefulness of the data set. 

For the purpose of this exercise It IS assumed that the wet chemlcal data IS 

essentlally accu rate, and that the mass unlts of each minerai flowlng through 

ef\ch sample POint have been estlmated wlth a fair degree of precIsion (or at 

least wlth more precIsion than that wlth w hich structural 1 nformatlon may be 

collectedl. Thus, the môss balanced flow unlts ln Tables 5.3 to 5.5 are 
" 

consldered to be ·'true" data, agalnst whlch the structural data must be 

aJJusted. ThiS 15 a slmpllfYlng assumptlon whlch asslgns ail error ln sampllng 

and assaying to the Image analysis data. 

Sources of error ln the structural information may be resolved Into 

statlstlcal error (scéitter due to sampllng statistics) and actual Inaccuracy or 

ImpreCISion of the structural information. The test of the Image analyser IS 

whether the useful Information in the data set (informatIOn whlch alds ln 
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achieving a balance) outweighs the useless information (information whlch must 

be altered to achieve a balance). 

If one imaglned an image analyser whlch collected no useful structural 

Information at ail but s:mply responded randomly to the presence of a sample, 

one would find that the best matenals balance would be one in whleh It was 

assumed that there was no structural difference from sample pOint to sample 

point. Ali variations between individual samples would be eonstrued as error ". 

Ali analyses would b~ adjusted to a single "mean analysis" in order to create é.I 

balance. 

One test of the Image analysis data 15 a comparison of the variance whlch 

is eliminated from the structural balance by including the structural data (le. 

how much the balanced data varies from a "mean analysls") as compared to how 

large an adJustment must be made to create the balance. In other words, ln a 

sUite of samples wlth structural variations the Image analysls data should be 

able to deteet the structural variations, allowlng a balance to be formed by 

maklng smaller adJustments than those whlch would be made by assuml/1g ail 

structural data to be constant. 

It 90es wlthout saylng that in order for the Image analyser to suceessfully 

detect dlfferences between samples, some real dlfference must eXlst. One could 

Imagine a case ln whlch no structural partltlonlng occurs wlthln a processlng 

CI rcuit (eg. ail Cp floats regardless of partlcle 9 rade). In such a case It woul d 

be ImpOSSI ble ta test tLe Image anal ySls data, SI nce one woul d not k now 

whether there were real differences between sample POints whlch the Image 

analyser falled to dlstinguish or whether there actually were no dlfferencès 

from point to pOint. However, even in such a data set one would still deteet 

scatter ln the Image analysis results, requlrlng sorne adJustment to be rnade te, 

correct the data back to the mean analysis. Thus, the magnitude of requlred 
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adjustments is a measure of the error of the method, while the magnitude of 

non-required adjustments (le. differences whlch perslst after balancing) is a 

measure of the accuracy of the mathod. 

The method which is used to test the data is ANOVA, or analysis of 

variance. For each slze class of each mInerai four structural types (00-15%, 

15-85%, 85-100%, Free) have been measured across six sample points, yielding 24 

pleces of data. Slnce the sum of ail structural types must be 100% the data for 

one of the structural types IS redundant. The data set can therefore be 

completely descrtbed by three mean analyses (for three of the structural types) 

and flfteen pleces of data (three types over f!ve sample points). The data set 

therefore contai ns 15 degrees of freedom. 

For any glven set of samples there is an "average composItion" which may 

be used at dll sample points to mlnlmlze the sum of squared adJustments made 

ta the data set. In cases where the assays ail have equal variance this average 

composition IS eq ual to the mean composition, wlth the total sum of squared 

adjustments be' '1g equal to N82 (w here N IS the number of sample pal nts and 

82 IS the variance of the data set). In thls example the variances of the assays 

dlffer and the assays are not completely Independent (slnce they must sum ta 

100%). The best average composition was determlned by an Iterative method. 

The surn of squared adJl'stments (welghted by the assay variance) reqUired ta 

fit the data ta a constant composition IS designated (S8tctal), and IS a measure 

of the variation of data from pOint ta pOint ln the circuit. 

When the rlata IS adJusted ta create the optimum balance the sum of 

squared changes whlch must be made to the data IS some number between zero 

and (8StDtal). The requi red changes are attributed to error, and are deslgnated 

~SS8lrOl). Any var Idtlon between sample pOints whlch dld not have ta be 

ellfnll1ated ln the balanced data IS an Indication of real sample dlfferences after 
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data adjustment, designated (SSdata). This sum of squares is numerically equal 

to (SStxrtal - SSerrcr). The statlstical signlficance of data variations from poir.t 

to point in the circuit is measured by the degree to which (SSdata) exceeds 

(SSerr). 

The degrees of freedom associated wlth the balanced data set may be 

calculated by considering the additional constralnts which are imposed upon the 

balanced data as compared to the raw data. The data must satlsfy three nodal 

constrai nts: 

76 ;; RT + CF (Rougher Feed ;; Rougher Tails + Cleaner Feed) 
CF ;; CN + CT (Cleaner Feed ;; Cleaner Con + Cleaner Ta11s) 
76 ;; 74 + CT (Rougher Feed ;; CHcuit Feed + C1eaner Ta11s) 

from which it also follows that: 

74 ;; RT + CN (Ci rcuit Feed ;; Rougher Feed + C1eaner Concentratel 

Thus, three non-redundant balanclng equations exlst for each of three 

structural types (under which conditions the fourth type will have to balance, 

and SOIS redundant). Nlne degrees of freedom are used by the balanclng 

constralnts, leavm9 six degrees of freedom with whlch to account for error. 

(SSdata) IS therefore distributed among the nlne degrees of freedom (DFddl<t ;; 

9) while (SSerror) IS dlstrrbuted among SIX degrees of freedom (DFerror ;; 6). 

The si gnificance of the structural data is ev al uated by comparl ng the 

reductlon of variance attnbutable ta balancm9 constralnts (SSdata / DFd<lta), 

or (MSdata) to the resldual error (SSerror 1 DFaror), or (MSenu-). The ratIO 

of (MSdata / MSt>rror), or F*, may be compared to the standard one-talled 

F-test for slgnlflcance. For example, the 90% slgnlflcance level for F(9,6) 15 

equal ta 2.9. A ratio of over 2.9 mdicates that the data IS more si gnlficant than 

the data adJustments wlth 90% probablilty. 

Statlstlcal interpretatlon of the data must be carrred out cautlousl y, slnce 
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calculated parameters less than the critical F-ratio indlcate simply that the sum 

total of statistlcal sampling error and measurement error were not significantly 

smaller than the real differences from sample point to sample point. This could 

rnean any of the following: 

2) 
3) 

The variations ln real structural makeup of the sample from 
point did not change enough to be detected, given the 
events whlch were measured. 
The data reduction ratio was not sufficlently hlgh. 
The Image anal yser collected Incorrect data. 

pOint to 
number of 

Statlstical data for the copper circuit samples is presented in Tables 5.35 

to 5.38 for the four different minerais. The values of SStDtal, SSdata and 

SSa"rtr are glven, along with the best average composition (Comp*) for the 

calculatlon of SStxrtal, the degrees of freedom and the val ues of F*. 

As an approXimatIon to determtne the more SI gnlficant elements of the data 

set tl1e F-ratios for the individual structural types is Included, assumlng flve 

degrees of freedom for the raw data and two for the balanced data. Three 

degrees of freedom are used by the nodal constraints. This approach IS not 

strrctly correct, slnce the balanced data optimIses the total sum of squared 

adjustments rather than the sum for any Indivldual composltlonal type; 

moreover, the distribution of material into any one of the composltional types is 

not totally Independent of the amount in the other types (since they must add 

to 100%). Howeyer, the calculated F* ratios for the indlvldual structural types 

proYlde a broad /ndlcatlOn of which types retaln SI gnlflcant differences between 

sample pOints ln the balanced data. A "significant" ratio at the 90% level is 

somewhere around nlne for the indlvidual composltlonal types. As wlth any 

statlstlcal companson, the larger the sample size the lower the detection Iimit 

for slgnlflcant events. Thus It IS found that the mlneraloglcal analyses, whlch 

are dlYlded Into four possible structural types over SIX sample pOints, reqUire 
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STATISTICAL SIGIIIFICAIICE OF STRUCTURAL DATA - CHALCOPVRITE Tilble 5.35 

Cp Coarse SS(Total) SS(Err) SS(Oata) OF (Tota 1) OF(Err} OF (Oata) F. 

Total Comp. 118e.1 165.1 1020.9 1~ 6 9 4.1 

00-15X 1.2 874.6 60.8 813.8 5 2 3 8.9 

15-85% 20.7 229.5 78.7 150.7 ~ 2 3 1.3 

85-00X 16.1 32.6 15. 1 17.5 5 2 3 0.8 

Free 62.0 49.3 10.5 38.9 5 2 3 2.5 

Cp Medium SSnotal) SS(Err) SS(Oata) OF(Total) DF(Err) OF(Oata) Ft 

Total Comp. 342.4 60.9 281.6 15 6 9 3.1 

00-15X 0.5 84.9 19.5 65.4 5 2 3 2.2 

15-85X 12.3 176.0 15.0 161. 0 5 2 3 7.2 

85-00X 11.8 27.2 17.0 10.2 5 2 3 0.4 

Free 75.4 54.3 9.3 45.0 5 2 3 3.2 

Cp Fm8 SS(Total) SS(Err) SSCOata) OF(Total) OF(Err) DF(Oata) F* 

Total Comp. 3643.6 1260.4 2383.3 15 6 9 1.3 

00-15X 0.6 1203.9 529.5 674.4 5 2 3 o 8 

15-85% 13.9 446.0 138.8 307.3 5 2 3 1 5 

85-00X 28.6 416.3 87.1 329.2 5 2 3 2,5 

Free 56,9 1577 4 505.0 1072,4 5 2 3 1.4 
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· STATISTICAL SIG/IIFICAtiCE OF STRUCTURAL DATA - GALEtlA + SULFARSEtlIDES Table 5.31. 

il.. 

Gn Coarse SS(Total) SS(Err) SS(Data) OF (Tota 1) DF(Err) DF(Data) F. 

Total Camp. 4284.0 165.3 4118.7 15 6 9 16.6 

00-15" 1.8 1755.7 9.8 1745.9 5 2 3 118.3 

15-85" 15.3 2062.1 57.4 2004.7 5 2 3 23.3 

85-00X 5.2 95.9 88.5 7.4 5 2 3 0.1 

Free 77.7 370.3 9.5 360.8 5 2 3 25.4 

Gn Itedium SS(Total) SS(Err) SS(Data) DF(Total) DF(Err) OF(Data) F. 

Total Comp. 5649.5 044.4 5605.2 15 6 9 84.2 

00-15X 0.9 1818.0 6.5 1811.6 5 2 3 186.2 

15-85X 8.2 1492.7 31. 5 1461. 2 5 2 3 30.9 

85-00X 3.7 277.4 5.3 272.1 5 2 3 34.1 
Free 87.2 2061.4 1.1 2060.3 5 2 3 1300.8 

Gn Flne SS(Total) SS(Err) SS(Oata) DF(Total) OF(Err) OF(Data) F· 

Total Comp. 563.3 252.3 311. 0 15 6 9 0.8 

00-15X 2.3 60.5 4.6 55.9 5 2 3 8.2 
1~-a5X 10.6 256.2 72.6 183.6 5 2 3 1.7 
85-00X 4.7 224.7 165.3 59.4 5 2 3 0.2 

Free 82.4 22.0 9.9 12.1 5 2 3 0.8 

.' 
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STATISTICAl SIGNIFICAtlCE OF STRUCTURAL DATA - SPHAlERITE Tabl. 5.31 

Sp Coarse SS(Total) SS(Err) SS(Data) DF(Total) DF(Err) OF (Data) F. 

Total COIIIp. 430.5 226.4 204.1 15 6 9 0.6 

00-15" 2.4 185.4 116.7 68.7 5 2 3 0.4 

15-85" 38.0 67.6 54.6 13.0 5 2 3 0.2 

85-00" 34.4 123.9 5.1 118.8 5 2 3 15.6 

Frse 25.2 53.5 49.9 3.8 5 2 3 0.0 

Sp Medium 55(Totall S5(Err} S5(Data) OF (ToUl) DF(Err) DF(Oata) Ft 

Total Comp. 555.5 110.0 445.5 15 6 9 2.7 

00-15" 1.7 174.0 27.8 146.1 5 2 3 3.5 

15-85" 36.3 46." 5.7 40.7 5 2 3 4.8 

85-00" 28.5 79.8 1.8 77.9 5 2 3 28.6 
Free 33.5 255." 14.7 180.7 5 2 3 1.6 

Sp Fine SS(Total) SS(Err} SS(Oata) OF (Total l DF(Err) OF(Data) F. 

Total Comp. 756.5 635.9 120.6 15 6 9 0.1 

00-15" 3.1 267.6 203.0 64.6 5 2 3 0.2 

15-85" 34.7 165.3 137.3 27.9 5 2 3 0.1 
85-00X 45.1 71.6 60.2 11.3 5 2 3 o 1 

Free 17 .1 252.1 235.3 16.7 5 2 3 0.0 
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STATISTICAL SIGNIFICAUCE OF STRUCTURAL DATA - IRON HINERALS Table 5.38 

Px CoarS8 SS(Total) SS(Err) SS(Data) OF(Total) OF(Err) OF(Data) F. 

Total Comp. 1055.2 504.2 551.1 15 6 9 0.7 

00-151 0.9 259.3 162.0 97.3 5 2 3 0.4 
15-851 34.3 173.7 117.4 56.3 5 2 3 0.3 
85-001 39.1 33.5 2.6 31.0 5 2 3 8.0 

Free 25.7 588.7 222.2 366.5 5 2 3 1.1 

Px Medium 55 (Total) SS(Err) SSCOata) OF(Total) OFCErr) OF (Data) F. 

Total Comp. 756.6 3)3.8 H2.9 15 6 9 0.9 

00-151 0.4 5215.6 221. 7 304.9 5 2 3 0.9 
15-851 19.0 114.0 54.3 59.6 5 2 3 0.7 
85-00X 25.1 39.8 19.9 19.9 5 2 3 0.7 

Free 55.5 76.3 17.9 58.5 5 2 3 2.2 

Px Flne SS(Total) SS(Err) SS(Data) OF (Total) OF (Err) OF (Data) Ft 

Total Comp. 1707.1 808.4 898.7 15 6 9 0.7 

00-15X 0.6 917.8 432.1 485.7 5 2 3 0.7 
15-85X 16.2 164.0 79.4 84.6 5 2 3 0.7 
85-00X 38.4 87.3 47.1 40.2 5 2 3 0.6 

Free 44.8 538.0 249.8 288.2 5 2 3 0.8 
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a lower F ratio for significance than the individual structural types, whlch 

consist of only one measurement pe: sample point. 

The calculations indicate that significant partitioning of structural types 

was observed for Cp and Gn in the coarse samples, for Cp, Gn and probably 

Sp in the medium samples, and for none of the minerais in the fine samples. 

Thus, of the twelve minerai analyses (four minerais over three slzes) It IS 

found that four or probably five contain data variations which cannot be 

attributed to chance. 

The converse case is one in which it can be proven that the variations 

observed between samples are random. This condition is Indicated by F-raClo 

which is sufficiently low to say that data inconslstencies are slgnlficantly 

higher than the variations between data measurements. In th,s case the crltlcal 

F-ratio for the minerai analyses is 0.2, reveallng that no mferences may be 

made about the behaviour of fiY1e spnaler ite. This does not necessarily mean 

that anything went wrong with the analysis, since this is exactly the result 

that one would expect if sphalerite jrains did not partition differentlally ln the 

circuit according to their composition. The result simply reveals that the 

balanced data for fine sphalerite contains no useful Information, 50 that ail 

compositional types of fine sphalente should be consi dered to behave 

identically. 

The results of this statistical analysis are qUlte positive, since they 

indicate that the analyser recorded data whlch, in the cases of several of the 

analyses, showed internally consistent and statistlcally slgniflcant variations ln 

the relative abundances of the dlfferent structural types through the circuit. 

There are definite limits to thls type of data analysis, Sin,:: It does not prove, 

for example, whether the data IS "good" or "bad". However. the observation of 

systematic variations which cannot be attributed to chance provldes a P031tlve 
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affirmatlo'1 that the image analyser collected structural data in a "'on-random 

manner whlch helped to explain the behaviour of locked particies tl 'ugh +he 

Circuit. 

5.4: Circuit Interpretation using Liberation Data 

The mass flows of coarse, medium and fine minerai species through the 

COlJper circuit has previously been discussed in Section 5.1. However, it was 

found 1 n the slze-by-size analysis that the mechanisms for the recoveries of 

the varlous species could not be adequately explained. This discussion focuses 

upon Interpretation of mechanistic phenomena. 

Data for the coarse and medium slze classes is considered to be good. Data 

for the fine slze class was pushing the analytical limits of the equipment 

(particle slze 9-13 ~m), and there are indications from the recalculated grades of 

the ternary /quaternary sections (Table 3.17) that samples 76C and CFC may 

have undergone overly aggressive processlng. Thus, calculated rougher and 

CI.eaner recoveries for thls size class may not be correct. Furthermore, none of 

the fine samples contained structural variations large enOl,gh and consistent 

enough to pass tne F-test for data significance. It is expected that the fine 

fraction contalns useful structural data, but that the variance of this data IS 

hlgh. Consequently, most of the Interpretation rests upon data from the coarse 

and medium slze classes. 

The balanced Ilberation data for Cp is presented ln Table 5.39, wlth 

stereologlcally corrected data in Tahle 5.40. Similarly, data for galena IS found 

in Tables 5.41 and 5.42, sphalerlte in Tables 5.43 and 5.44, and Iron minerais 

(PYrltA) in Tables 5.45 and 5.46. 

The methodology for stereological correction IS i IIustrated 1 n Table 5.47 for 

coarse chalcoPYrite 1 n sample 74A, and follows the simplifled procedure 
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previously outlined in Chapter 4 (section 4.7). The adjustment proceeds as 

follows: 

1) The structural assays (area units) are converted back 1 nto events by 
divldlng them by thelr mean grade. The total number of locked events 
(le. 81.72) IS recorded. 

2) llsrng the equatlon developed ln Section 4.7 the expected proportions 
of free Cp, other free, and locked section area are calculated for 
partlcles of grade 7.5%, 50.0% and 92.5%. 

3) The events are treated as if they represent a partlcle assemblag~. nIe 
expected number of locked sections IS calculated from the recorded 
number of events and the expected proportion of locked section::.. A 
total of 63.0 locked sectlollS would be expected from the assemblage of 
81.7 events. Thus, the scalmg factor is calculated as belng 81. 7/63.0, 
or 1.296. 

4) The events are multlplied by the scaling factor to estlmate the number 
of locked partlcJes. The expected amount of free Cp artlfacts IS 

calculated by multiplYlng the partlcle counts by the e..<pected 
proportion of free Cp, The total artlfacts are subtracted trom the 
observed free partlcles to Yleld the corrected partlcle sUite. 

5) Partlcles are multlplied by thelr grade to reconstruct the area 
distribution. If thls was an exact correction then the sumrned ared 
distribution 'Nould exactly equai 100%. Slnce thls IS only ail 
approXimatIon the recalculated grade falls (tYPlcally) between 99% al'd 
101%, and IS scaled back to 100%. 

In general the uncorrected data IS used to make circuit Interprt:tatICJl1 ..... 

The corrected data IS used only to determlne the range of Interpretations 

which may be made for the behavlour of free partleles. In cases where a rang~ 

of values is glven for the dlstnbutlo" Into free partlcles the range 

corresponds to the uncorrected and corrected values. It IS known thal th~ 

uncorrected value IS too hlgh (slnce sorne stereologlcal artltacts dre present) 

and that the corrected val ues IS tao low (since the stereologlcal correction 

overcorrects the data). For example, free Cp ln sample 74A IS 57.~9% 

(uncorrected) and 45.24% (corrt::eted). Thus, the true amount of fret! Cp 111 

sample 74A IS 45-58%. 
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BALAIlCED LIBERATIOtl DATA FOR CHALCOPYRITE (ALL FRACTIOtlS) Table 5.39 

COARSE 74 76 RT CF CT CIl Recoveru •• Rec;rc 

Rghr Clnr Total Load 

Un1ts 3."3 6.05 0.81 5.25 2.63 2.63 

00-15 1. 39 3.69 3.30 3.75 6.70 0.80 BB 11 .... 369 

15-85 20.75 27.89 29.90 2:.56 37.20 17.90 86 33 66 137 

85-100 20.06 15.14 30.20 13.51 10.10 16.90 H 63 65 39 

Free 57.99 52.80 36.80 55.2" "6.00 6 ..... 0 91 58 85 61 

HEDIUM 74 76 RT Cf CT CN Recover1es Recirc 

Rghr Clnr Total Load 

Un,ts 6.23 13.02 0.81 12.21 6.79 5.43 

00-15 0.63 2.5" 1. 30 2.63 4.30 0.53 97 9 73 743 

15-85 16 35 24.25 52.00 22.41 31.50 11.00 87 22 59 210 
85-100 12 62 13 03 26.00 12.17 13.40 10.60 88 39 73 116 
Fraa 70.56 60.26 20.70 62.88 50.80 77.87 98 55 96 78 

FIllE 74 76 RT CF CT Cil Recov8r1es Rec1rc 

Rghr Clnr Total Load 

Un1te 7.75 16.99 1. 01 15.99 9.24 6.75 

00-15 6.01 6 77 43.00 4.47 7.40 0.47 62 4 7 147 
15-85 13.07 31 SB 39.50 31.06 47.10 9.10 93 12 61 430 
85-100 17.44 32.70 17.50 33.64 45.50 17.40 97 22 87 311 
Frse 63.61 29.01 0.00 30.83 0.00 73.03 100 100 100 0 
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STEREOlOGICAllV CORRECTEO DATA fOR CHALCOP~RITE (ALL FRACTIOtlS) T.abla 5.40 

'-

COARSE 74 76 RT CF CT CN Racov8n8s Rac 1 rc 

R9hr Clnr Totitl Lo.d 

Unlts 3.43 6.05 0.81 5.25 2.63 2.63 

00-15 1.80 4.72 4.34 4.78 8.34 1.03 aa 11 44 355 
15-85 26.93 35.66 39.28 35.12 46.33 2 .03 as 33 66 13:: 
85-100 26.03 20.13 39.68 17.22 12.58 21.75 74 63 64 37 
Free 45.2" 39.48 16.71 42.89 32.75 54.19 94 63 92 55 

~tEDIU'" 74 76 RT CF CT CN Racovar18s R8c, rc 

R9hr Clnr Tot.a 1 loaà 

Unlts 6.23 13.02 0.81 12.21 6.79 5.43 

00-15 0.80 3.24 1. 60 3.36 5.43 0.68 97 9 75 743 

15-85 20.65 30.86 64.19 28.68 39 79 14.15 87 22 60 210 

85-100 15.94 16.58 32.09 15.57 16.92 13.64 88 39 75 116 

Free 62.61 49.32 2.12 52 39 37 86 71 52 100 61 100 66 

FIllE 74 76 RT CF CT Cil Recoverles Rec.rc 

R9hr C lnr Tota 1 Loau 

7 75 16.99 1. 01 15 99 9.24 6.75 

00-15 8 34 8.93 43 00 5.92 7 40 o 63 62 106 

15-85 18.14 41. 66 39.50 41.07 47.10 12 29 93 13 59 310 

85-100 24 19 43 13 17.50 44 48 45.50 23.50 97 22 85 224 

Frae 49.34 6.29 0.00 8.~4 0.00 63.57 lZ8 314 112 0 

'-
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BALAIlCED LIBERATIO/l DATA FOR GALENA (ALL FRACTIONS) Table 5.41 

COARSE 74 76 RT CF CT Ctl Recover;e. Reclrc 

Rghr Clnr Total Load 

Unlts 32.14 44.47 31.94 12.52 12.32 0.19 

00-15 1.88 6.03 7.90 1. 25 1. 20 4.30 6 5 0 6 

15-85 36.51 29.05 36.60 9.80 9.60 23.00 9 4 a 10 

85-100 5.10 5.02 5.10 4.82 4.80 6.10 27 2 1 36 

Free 50.49 59 88 50.40 84.12 84.40 66.60 40 1 1 64 

~IEDIUII 74 76 RT CF CT CN Recovenss Reclrc 

Rghr Clnr Total Load 

Unlts 33.44 62.83 33.03 29.18 29.38 0.41 

00-15 4.66 2.82 4.60 0.85 0.73 9.50 14 15 2 14 

15-85 19.56 13.11 19.30 6.38 5.90 40.70 23 9 3 26 

85-100 5 25 4.01 5.10 2 80 2.60 17.30 33 B 4 44 

Free 10 53 19.9B 71.00 90 00 90.77 32.50 53 0 1 113 

FIllE 74 76 RT CF CT eN Recovenes ReC1rc 

RShr Clnr Total Load 

UnIte 31.58 59.48 31.09 28.38 27.91 0.48 

00-15 3.28 2 63 3.30 1. 91 1 90 2.20 35 2 1 51 

15-85 14.70 13.29 14.80 11. 65 11.70 8.40 42 1 1 70 

85-100 4 12 4.86 4.10 5.70 5.70 5.70 56 2 2 122 
Free 17.87 79.21 77.80 80.78 BO.70 83.70 49 2 2 92 
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STEREOlOGICAllV CORRECTED DATA FOR GALEtlA (ALL FRACTIONS) T.ilb 1" 5.42 

--
COARSE H 76 RT CF CT CN Recev.ries Recirc 

Rghr Clnr Total Load 

Unlts 32.14 44.47 31.94 12.52 12.32 0.19 

00-15 9.77 7.60 9.79 1 62 1. 56 5.50 6 5 a 6 
15-85 45.27 36.64 45.36 12.72 12.45 29.42 10 4 0 11 
85-100 6.33 6.33 6.32 6.25 6.23 7.80 28 2 36 

Fraa 38.63 49.42 38.52 79.41 79.76 57.28 45 79 

I-lEDIUI~ 74 76 RT CF CT Ctl Recevarles Reclrc 

Rghr Clnr Total load 

Umts 33.44 62.83 33.03 29.78 29.38 0.41 

00-15 6.06 3.71 5.99 1. 11 0.95 11. 92 14 15 2 14 

15-85 25.45 17.32 25.12 8.31 7.66 51. 05 23 B 2 26 
85-100 6 83 5.27 6.64 3.65 3.37 21. 70 33 8 4 43 

Fraa 61.66 73.70 62.26 86.93 88 02 15.34 56 0 0 125 

FItlE 74 76 RT CF CT CU ReCOVar19S Rilc,rc 

Rghr Clnr Tota 1 LOdcl 

Unlts 31.58 59.48 31.09 28.38 27.91 0.48 

00-15 4 31 3.46 4.33 2.50 2 49 2.99 34 2 51 

15-65 19.29 17.45 19.41 15.27 15.33 11.42 42 70 

85-100 5.41 6.39 5.36 7.47 7 41 7.75 56 2 2 122 

Fr99 70.99 72.70 70.89 74.76 74.71 77.84 49 2 2 93 

253 



BALA/lCED LIBERATIOII DATA FOR SPHALERITE (ALL FRACTIOIIS) Table 5.43 

( 
COARSE 74 76 RT CF CT CN Rllcover;es Reclrc 

R9hr Clnr Total Load 

Unlts 29.51 31.56 29.31 2.25 2.04 0.20 

00-15 2.35 2.40 2. JO 3.67 3.10 9.50 11 23 3 9 

15-B5 36.43 37. 07 36.30 47.23 46.60 53.90 9 la 1 9 

85-100 37.05 36.18 37.20 22.94 23.80 14.40 5 6 0 4 

Free 24.19 24.33 24.20 26.10 26.50 22.20 8 B 1 8 

~IEOIUI-4 74 7E RT CF CT CN Recovenes ReClrc 

R9hr Clnr Total Load 

Unlts 20.88 27.25 20.52 6.73 6.37 0.36 

00-15 1. 51 1. 76 1. 40 2.87 2.60 7 60 40 14 9 53 

15-85 29.01 29 22 28.80 30.49 29.90 40.90 26 7 2 31 

B5-100 45 61 38.71 46.20 15.89 16.10 12. la 10 4 0 11 
l'rae 23.87 30.31 23 60 50.76 51.40 39.40 41 4 3 66 

FIllE 74 76 RT CF CT eN Recoverles RaClrc 

R9hr Clnr Total Load 

Unlts 17.39 25.94 17.03 8 90 8.56 0.35 

00-15 2.76 3.21 2.70 4.18 4. la 5.90 45 6 " 73 

15-85 32.24 36 46 32.20 44.66 45.00 35.00 42 3 2 69 
85-100 47.33 44 37 47.70 38.04 38 30 30.50 29 3 1 40 

Free 17.62 15.97 17.40 13.24 12.60 28.60 28 8 3 35 
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STEREOlOGICALLY CORRECTED DATA FOR SPHALERITE (ALL FRACTIOIIS) Table 5.44 

COARSE 74 76 RT CF CT CN Recover1es ReCl rc 

Rghr Cl nr Total Load 

Unite 29.51 31.56 29.31 2.25 2.04 0.20 

00-15 3.07 3.13 3.01 ~. 56 3.B6 11.~9 10 23 3 9 

15-65 47.66 48.36 47.53 58.67 57.96 65.18 9 10 1 8 
85-100 48.48 47.19 ~8. 71 2B.50 29.60 17 .~1 4 5 0 4 

Free 0.79 1.32 0.76 8.27 8.58 5.91 

HEDIUIt 14 76 RT CF CT Cil Recover1es Recl rc 

Rshr Clnr Total Lo .. d 

Unite 20.88 21.25 20.52 6.73 6.37 0.36 

00-15 1. 98 2.35 1. 83 3.62 3.28 9.~3 38 14 8 51 

15-85 38.11 39.01 37.70 38.49 37. H 50.73 2~ 7 2 30 
85-100 59.92 51.69 60.41 20.05 20.32 15 01 la 4 a la 

Frea 0.00 6.94 O. 00 37.84 3B 65 2~.B~ 

FIllE 74 76 RT CF CT Cil Recover18s Rec 1 rc 

Rshr Cl nr Tota 1 Load 

Un1t!! 17.39 25.94 17.03 B.90 8.56 0.35 

00-15 3.36 3.81 3.27 4 81 ~.69 7.68 

15-85 39.16 43.39 38.98 51. 41 51 49 .5.56 

85-100 57 49 52.80 57.75 ~3. 79 43.82 39 70 

Free 0.00 0.00 0.00 0.00 o 00 7.06 

-
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BALAI/CED LIBERATION DATA FOR IRON HIIIERALS (ALL FRACTIOIIS) Table 5.45 

COARSE 74 76 RT CF CT CN Racover;es Raclrc 

R9hr Clnr Total Leall 

Umts 34.29 40.97 33.66 7.31 6.68 0.63 

00-15 0.96 0.93 0.91 1. 01 0.78 3.43 19 29 7 16 

15-85 36.90 35.56 36.80 29.87 28.70 42.30 15 12 2 IS 

85-100 40 83 39.03 41.10 29.52 29.80 26.60 13 8 1 14 

Fra. 21. 31 24.47 21.19 39.59 40.72 27.67 29 6 2 37 

~fEDIUM H 76 RT CF CT CN Recoverles Reclrc 

Rghr Clnr Total Load 

Unlts 40.54 61. 51 39.34 22.17 20.97 1. 20 

00-15 0.47 O. -47 0.37 0.66 0.49 3.60 50 30 23 54 
15-85 16.81 17.83 16.20 20.73 19.80 36.90 42 10 6 61 
85-100 32.65 28 78 33.00 21.29 21.30 21.10 27 S 2 34 
Frse 50.07 52.92 50.43 57 33 58.41 38.40 39 4 2 60 

FlUE /4 76 RT CF CT CN Recoverles Ree, rc 

Rghr Clnr Total Leall 

Un,ts 43.17 69.54 42.40 27.15 26.37 0.78 

00-15 0.61 1. 06 0.53 1. 89 1. 80 4 90 70 7 15 181 
15-85 14.03 18 15 13.80 24.94 24.90 26.20 54 3 3 108 
85-100 30.52 34 23 30.60 39 88 40.30 25.60 45 2 2 81 

Free 54 87 46.58 55.07 33.30 33.00 43.30 28 4 1 37 
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STEREOLOGICALL V CORRECTED DATA FOR IRON MIIIERALS (ALL FRACTIOIlS) T.ible 5.46 

COARSE 74 76 RT CF CT ':N Recoverisa Recirc 

Rghr Cln,. Teta l Load 

Units 34.29 40.97 33.66 7.31 6.68 0.63 

00-15 1. 22 1.<'2 1. 15 1. 31 1. 01 4.34 19 29 7 16 

15-85 46.89 4S.67 46.69 38.70 37.25 53.46 15 12 2 15 

85-100 51.89 51.23 52.15 38.24 38.68 33.62 13 B 1 lS 

Fraa 0.00 0.88 0.00 21.75 23.06 8.58 

MEOIU~l H 76 RT CF CT CN Recov.riaa Reclrc 

Rghr Clnr Tota l Load 

Unlts 40.54 61. 51 39.34 22.17 20.97 1. 20 

00-15 0.63 0.63 0.50 0.85 o 63 4.55 48 29 21 52 
15-85 22.86 23.84 22. 09 26.75 25.56 46.62 40 9 6 58 
85-100 44.39 38.48 44.99 27.47 27.50 26.66 26 5 2 32 

Fraa 32.12 37.05 32.42 44.93 46 31 22.17 44 3 2 75 

FIllE 74 76 RT CF CT CN Recoverlsa Recl rc 

Rghr Clnr Total Load 

Un\ts 43.17 69.54 42.40 27.15 26 37 0.78 

00-15 0.84 1. 45 0.73 2.56 2 ..... 6.48 69 7 14 179 

15-85 19.25 24.78 18.95 33.83 33.80 34.67 53 :3 3 107 

85-100 4'.87 46.14 42.01 54.10 54.71 33.88 45 2 1 80 

Fraa 31'\.05 27.03 38.31 9.51 9.04 24.96 14 B 1 15 

257 



EXAI4PLE OF STEREOLOGICAL CORRECTION FOR CP IN SAMPLE 74A Table 5.47 

IIEAII Fraa Cp Other Fr •• Locked 

ARE A MEAN EVEtlTS 

UIIITS GRADE PER UIIIT EVEIITS 10 A (2G-2)12 10 A (-2G)12 

00-15 1. 39 7.5X 13.33 18.53 0.0071 0.3540 0.639 

15-85 20.75 50.0X 2.00 41.50 0.0500 0.0500 0.900 

85-100 20.06 92.5X 1. 08 21.69 0.3540 0.0071 0.639 
Free 57.99 100.0X 1.00 57.99 

Locked : 81.72 

EXPECTED LOCKED EXPECTED FREE CP PARTICLE RECALC SCALED 
SECTIOIIS PARTICLES ARTIFACTS SUITE AREA AREA 

00-15 11.8 24.0 0.2 24.0 1.8 1. 80 
15-85 37. J 53.8 2.7 53.8 26.9 26.93 
85-100 13.9 28.1 9.9 28.1 26.0 26.03 
FREE 58.0 45.2 45.2 45.24 

63.0 105.9 12.8 45.2 151.1 99.9 100.00 

SCALEUP: 1.296 
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5.4.1: Chalcopyrite 

It was found in Section 5.1 that chalcopyrite rougher recoveries increased 

as a function of diminishlng Slze, but that the cleaner recovery was lower ln 

the fine size fractions. Table 5.39 shows the structural information for 

chalcoPYrite in the copper CI rCUlt, with the stereologlcall y corrected data 

presented ln Table 5.40. Data for fine chalcoPYrite must be Interpreted 

cautlously since this minerai was the most difflcult to properly identify, 

especlally ln the fine samples. 

Chalcopynte in the circuit feed is Imperfectly liberated. Free observations 

make up 45-58% of the coarse Cp and 63-71 % of the medium Cp (49-64% of the 

fi ne Cp). Composites have a tendency to be hl gh-grade. For example, the 

85%-100% class contains approxlmately the same quantity of material as the 

15%-85% class. Low-grade material makes up only a small fraction of the feed. 

Ali grades of chalcopyrite-bearlng sections show good recovery in the 

rougher, wlth the highest recovery seen for free sections. Sorne free 

chalcopy rite may be lost ln the coarse fraction; however, almost ail of the fr e' 

chalcoPYrite ln the medium slze fraction and ail of the chalcoPYrite ln the fine 

fraction of the rougher tallings may be accc'unted for by stereology. The only 

type of chalcoPYrite whlch appears to be recovered poorly IS th~ low-grad~ 

component of the fine material. 

In the c\eaners recovery IS strongly dependent upon composition. Free 

chalcoPYrite shows recovenes of 58-63% (coarse) and 55-61% (medium). No free 

Cp is seen ln the fine rougher tallings. Whlle the latter flndlng ma}' not be 

trusted, it certalnly suggests that the amount of free Cp ln the fine rougher 

taliings IS low. In contrast, the lowest grade of locked partlcle (0-15% Cp) 

shows circuit recovenes of only 11% (coarse), 9% (medium) and 4% (fine). The 

Intermedlate grades show Intermedlate recovenes. Consequently, the 
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recireulatlng load is composed largely of loeked partiel es. 

Cleaner recoveries of locked particles decrease both as a functlon of 

lower grade and finer slze. Thus, it is seen that coarse, free Cp exhibits 

recoveries of 58-63% while frne, low-grade Cp shows only 4-5% reeovery. Both 

slze and grade seem to have approximately equal effect. This certainly Impedes 

separation efficlency, slnce (for example) a fine particle with 85-100% Cp has a 

cleaner recovery of 22%, somewhere between that of a coarse partlele with 

15-85% Cp (33%) and that of a coarse partiele with 0-15% Cp (11%). Thus, grade 

control in the cleaners results in the rnevitable reeirculation of large amounts 

of hlgh-grade fines. 

Total circuIt recoveries are highest for free chalcopyrite, at 85-92% 

(coarse), 96-100% (medium) and 100% (fine). Loeked particles over 15% grade 

have recoveries of about 60-80%, wlth size appearing to affect the magnitude of 

the reclrculating load more than it effects the final recovery. Low-grade 

partlcles (15% Cp) appear to have size-dependent recover/es, with losses 

experienced ln both coarse and fine partldes, but especlally in the fines. 

In summary It is found that the rougher recovers more or less ail of the 

free chalcopyri!e, and about 75-95% of the locked chalcopyrite. In the cleaners 

the recover/es are low, since even coarse, free chalcoPYrite exhlbits only about 

a 60% recovery. Recoveries of fine partlcles and locked partlcles in the cleaners 

are even lower, ranglng from about 4% to 40%. The comblnatlon of high rougher 

recovery and low cleaner recovery results in the buildup of high recirculatlng 

loads of locked Cp-bearing partlcles and fine Cp particles of ail grade, whlch 

contribute to overall tailrngs losses. 
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5.4.2: Galena 

Table 5.41 summarizes the Il beratlon data for galena, w hile Table 5.42 

presents the stereologically corrected data. Since galena was the easiest minerai 

to identify, data for galena does not show as high a vanance ln the fine 

fraction as the data for chalcopyrite. COl1sequently, ail fractions may be 

interpreted with approxlmately the same confidence. It should be remembered 

that "galena" as defined for the image analysis study includes sulfarsenlde 

species. Thus, a small leakage of free material into the concentrate may 

rejJresent the recovery of tetrahed rite and other accessory minerais. However, 

the assay of lead in the final concentrate is 4-5% in ail image analysls size 

fractions, so that the majority of "9alena" observations must actually be lead 

sulfide. 

Galena in the feed shows a reasonable degree of IlberatlOn, ranglng trom 

39-51% free in the coarse fraction to 62-71% free in the medium fraction and 

71-78% free ln the fine fraction. The locked observations are spreacl 

approximately evenly over the spectrum of possible grades. 

Galena behavlour in the rougher Indlcates beyond any doubt that galena 15 

recovered by flotation. The recovenes of free galE:ma are 40-45% (coarse), 

53-56% (medium) and 49% (fine). This may be compared wlth composites of 

15-85% galena, which exhlblt recoveries of 9-10% (coarse), 23% (medium) and 42% 

(fine). Composites with low galena content exhlblt very low flotatlon recoveries 

of 6% (coarse), 14% (medium) and 34-35% (fine). 

The fact that recovery IS posltively linked to galena content ln ail size 

classes shows that galena IS recovered by flotation. However, the tendency of 

fine particles to be recovered more strongly than coarse partlcles 15 opposite 

to that whlch would be expected from a flotatlon mechanlsm (at least ln th,s 

range of partlele sizes), and shows that at least part of the galend reco'lery IS 
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attnbutable to mechanlcal entrarnment. This is reinforced by the fact that the 

selectlvlty of recovery as a function of composition dlminishes as the size 

becomes fmer. 

Cleaner recovenes follow an opposite trend to those of the rougher. In the 

cleaners the recovenes of ail grades of lead are low, but ln the case of both 

coarse and medium galena are maximlzed ln low-grade locked partlcles. This 

Indlcates a predomlnantly passive recovery mechanism in the cleaners, 

presumably by locking to chalcoPYrite. The differential flotatlon recovery of 

low-grade vs. high-grade partlcles is not seen in the fine fraction, Indlcating 

that ln this fraction mechanlcal en tramment probably contributes more to lead 

contamination than locklng. 

The recovery of free galena in the rougher lead5 to the bulldup of a 

reclr~ulating load of 64-79% (coarse), 113-125% (medium) and 92-93% (fine). 

Thus, the cleaner has a throughput of galena mass whlch is approxlmately 

equa: to the galena content of the feed. Srnce the :i1o.jonty of the cleaner feed 

conslsts of free galena It IS free galena whlch predomlnates as the source of 

concentrate contamination. In the final copper concentrate a total of 57-67% of 

the coarse galena IS free, versus 15-33% of the medium galena and 78-84% of 

the fine galena. ThiS is more than can be accounted for by sulfarsenides. 

However, in the coarse and medium fractions of the concentrate the proportion 

of galena whlch IS free 15 lower than that that of the cleaner tallings, showlng 

tl1at coarse galena IS selectlvely reJected. ThiS suggests that galena flotabliity 

IS slight or negligible at this pOint, and that the predominant recovery 

mechanlsm IS mechanical entrai nment, with some recovery also attn butable to 

locking. 

The ,'ecovery of galena to the final concentrate can be directly attnbuted 

to the flotation of galena in the roughers. Since galena has only moderate 
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rougher flotabliity relative to chalcopyrite It is hard to determlne whether the 

change in galena recovery between the rougher and the cleaners IS attnbutable 

to the non -aggressive flotatlon in the cleanlng circUits or due ta sorne chemlcal 

change w hlch occurs between roughln 9 and cleanlng. 

A numbel- of meehanlstns could be 1 nvoked to expiai n dlfferentlal flotablll ty 

of galena between the rougher and the cleaners. However, one Interestlng 

possibllity is that the depresslon of galena wlth sulfur dloxlde requlres 

aeratlve condltIOf"\S. Sulfur dloxlde IS a reduclng agent ln the absence of 

oxygen but a powerful catalyst to oXldatlon when oxygen IS present. It IS 

possible that galena IS almost totally flotable ln the roughers, but Interacts 

wlth S02 followlng the introductIOn of oxygen in flotatlon, laundertng, and 

pumping of concentrate to the cleaners. Un der such clreumstanees the rougher 

recovertes of free galena would be expeeted to be about 50%, SI nee fresh 

material would be almost totally reeovered while reelrculatlng mater lai would be 

almost totally reJected. This correlates weil wlth the experimental observations, 

and suggests that some test work should be carned out eoncernlng the 

respc r)se of galena to Increased ccndltlonlng tlme prtor to flotatlon and/or 

aeratlon following 502 addition. 

In summary, It appears that galena IS recovered in the roughers as a 

result of flotatlon and mechanlcaf entrai nment. LI beratlon is a minor factor 1 n 

the recovery of galena in the cleaners, but is overshadowed by the probable 

entralnment or possible flotatlon of free galena. Attempts to reJeet galena from 

the eoncentrate shou!d focus upon reasons for the flotatlon of free galena ln 

the rougher, and possible differentlal flotabliity of galena between the rougher 

and the cleaners. 

263 



5.4.3: Sphalerrte 

Liberation data for sphalerite is presented in Table 5.43, wlth the 

stereol091cally corrected data presented ln Table 5.44. It should be recalled 

from the F-tests that the data adJustments required to create a balance for 

fine sphùlente were slgnlficantly larger than the measured dlfferences between 

samples. Thus, no Interpretation can be made from the fine sphalente data. It 

must be assumed that ail grades of fine sphalente behave identlcally. In other 

words, the recoverres of ail types are consldered to be equal to 34% ln the 

rougher and 4% ln the cleaners, as Indlcated by the wet chemlcal balance. 

Sphalerlte ln the feed IS predomlnantly locked. The stereologlcal corrections 

applled to the data reveals that ail free sphalerite in the Circuit feed may be 

explalned by stereology. ThiS IS not surprlslng, since the copper cirCUit feed IS 

a cleaned concentrate from the CuPb cirCUit, ln which sphalente was not 

supposed to be flotable. In most of the copper ci rcult streams the observed 

free sphalerite may be explained by stereology alone, wlth the exceptIOn of the 

coarse and medium cleaner streams. Slnce these are the streams ln whlch 

sphalerite is the least abundant they are also the streams ln whlch the 

variance of the spha:::rlte observations is the greatest. Thus, It IS considered 

that free sphalente does rot contribute slgnificantly to overall contamination of 

the copper concentrate. The interpretatlon of sphalerite behaviour will focus 

exeluslvely upon the behaviour of locked particles. 

Recovery of sphalente ln the rougher IS both size-dependent and 

grade-dependent. Low-grade partlcles are recovered at the highest rate, 

sllowlng that a locklng meehanism is partially responsible for recovery. The 

reeoveries of low-g rade partieles arl3 10-11 % (Coarse) and 40-41 % (Med i um), as 

opposed to the recoverres of hlgh-grade partlcles, wh,ch equal 4-5% (Coarse) 

and 10% (Medium). 
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As an approximation, one mlght assume that the recovenes of high-grade 

sphalente partlcles are a measure of sphalente entralnment/flotatlon. Thus, the 

amount of mechanlcal entrai nment or flotation recovery ln the roug her coul d be 

estimated as about 5% (coarse) and 10% (fine). If thls IS the case then the 

considerably hlgher recoverles of low-grade and medium-grade sphalerlte 

particles must be attributed to passive recovery by locklng. In other words. 

locking appears to be a major cause of sphalente recovery ln the coarse and 

medium size fractions. 

The size dependence of sphalente recovery also targets mechanlcal 

entrainment as a rougher recovery mechanlsm. The wet chemlcal data Indlcates 

overall rougher recovenes of 7% (coarse), 25% (medium) and 34% (fine). Thus. 

mechanlcal entralnment may be consldered to be as predominant a rougher 

recovery mechanlsm as locklng. 

A slmilar flotatlon response IS seen in the cleaners. The recovery of 

low-grade sphalente IS about 23% (coarse) and 14% (medium), whlle 

medlum-g rade sphalerite shows recoveries of 10% (coarse) and 7% (med 1 um). 

Hlgh-grade sphalente shows recovenes of only 6% (coarse) and 4% (medIum). 

Thus, lockm9 15 tl1e predominant recovery mechanlsm ln the coarse and medium 

slze fractions, although mechanical entralnment IS probably predominant ln the 

fi ne fraction. 

In summary, sphalerite in the feed 15 alrnost totally locked. Recovery III 

both the roughers and the cleaners rllay be attn buted to a combmatlon or 

locklng and mechanlcal entralnment, wlth locklng provldlng the dominant 

recovery mechanlsm ln the coarse and possibly the medium fractions, and 

mechanical entrainment provldlng the domInant reco'/ery mechanism ln the fine 

fraction. There i5 no Indication of sphalerite flotablllty. 
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5.4.4: Iron Minerais (Pyrite) 

Liberation data for pyrite Is shown ln Table 5.45, with stereologically 

corrected data shown in Table 5.46. 

Pynte appears not to be significantly liberated ln the coarse feed, since ail 

free observations ln 74A, 76A and RTA can be accounted for by stereology. 

However, Ilberated pynte is seen ln the medium frac:tion (32-50%) and in the 

fine fraction (38-55%). The behavlour of pynte in the rougher and ln the 

cleaners IS more or less Identlcal to that of sphalente, and IS Interpreted ln 

the same manner. Thus, only a brief deSCription of pyrite behaviour is given. 

Pynte recovenes ln the rougher vary as a functlon of partlcle grade and 

partlcle Slze, wlth partlcle 31ze representlng the domiY1ant factor. Wlthln a glven 

size class r.::covenes are hlgher ln the low-grade particle types. Thus, 

recovenes of locked pyrite range from 13-19% (coarse), 27%-50X (medium) and 

45-70% (fine). Whlle the effects of 10ckJng may clearly be seen, there IS Iittie 

doubt that mechanlcal entrain ment IS the dominant recovery mechanlsm. There 

is no indication of pynte flotablilty. 

In the cleaners recovery vanes as a functlon of composition more than as a 

function of size. Recoveries are 8-29% (coarse), 5-30% (medium) and 2-7% (fine). 

Thus, it IS found that locklng IS the dominant reCO'.'Cï/ iIIechanlsm ln the 

cleaners. Hm .... ever, it is also found that free pyrita accounts for 8-28% of the 

concentrate pynte contamination in the coarse fraction, 22-38"; in the medium 

fraction and 25-43% in the fine fraction. ThiS IS a result of the large 

abundance of free pyri~e in the rougher concentrate, and shows the 

persistence of mechanical entrainment ln the cleaners. Again there is no 

indication of pyr;te flotabilîty. 
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5.5: Overall Ci reuit Interpretation 

Gathering ail of the above information, it is found that the rougher 

recovers a huge quantity of mate ri al by mechanical entrainment. This IS 

revealed by the strongly size-dependent recoverles of ail 5peCIes calculated 

from the wet chemlcal assays. Entralnment ln the ultraflnes IS calculated as 

being about 70%. ThiS is not a reasonable number for mechanlcal entralnment; 

however, Ilberation data for the coarse, medium and fine slze fractions 15 

consistent wlth mechanlcal entralnment as a fine recovery meChatllsm. It 15 

possible that the materlals balance for ultraflnes exaggerates the ultraflne 

reclrculatmg load, since data for the ultraflnes IS recalculated. It IS dlso 

pOSSI ble that sllmlng IS an accessory mechanlsm. 

Copper appears to fi Jat weil ln the rougher, although open-circuit 

recoverles are obscured by the hlgh magnitude of the reclrculatlng load. It 

appears that ln an open Circuit losses would be predomlnant!y ln the form of 

low-grade composites; however, the huge amount of reclrculatlng fines leads to 

losses of ail grades of fine Cp under the current operatlng mode. Thus, copper' 

losses ln the current operation must be attrrbuted largely to the fines. 

Galena floats ln the roughers. Agal n the open-cI rcuit recovenes are hard to 

predict, since there IS eVldence suggestlng that the reclrculatmg load may 

haVI: a signiflcantly lower flotabliity than the fresh feed materla/. However, the 

recovery of free feed ~alena as a resu!t of true flotatlon Is at least 40%, and 

may even approach 100%. It IS found that the mass of galena ln the roughûr 

concentrate 15 about the same as the mass of galena 1 n the feed. 

There îs no evidence that pyrite or sphalerlte float in the roug her, 

although significant quantîties are recovel-ed by mechanlcal entralnment and 

locking. 

The cleaners ùssume the burden of reJecting the large quantitles of 
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entrained materlal in the rougher concentrate. The liberatlon data shows that 

recovery of locked gangue (Gn,Sp,Py) is significantly higher than the recovery 

of free gangue, Indlcating that flotatlon is not the predominant gangue 

recovery mechanlsm. However, mechanlcal entrainment 15 still signitlcant. 

Concentrate contamination appears to be a mixture of fine entralnment and 

locked recovery. 

The flotabliity of galena seen ln the rougher disappears ln the cleaners. 

It cannot be determined with certainty whether thls is a result of the less 

aggressive flotatlon ln c1eaning, or whether thls reflects an actual change 

in galena flotabillty. The tact that locked galena is recovered at a sigmficantly 

hlgher rate than free galena suggests the latter. 

One thmg whlch has not been established IS that iocked particles are 

locked to chalCOPYrite. For example, sphalente and pyrite are known to 

associate closely ln the ore, and could be expected to account for a slgniflcant 

number of locked sphalerite and locked PYrite parti cl es. Tables A 1.43 to A 1.60 

Jnclude calculat/Ons of the percentage of blnary area ln Cp blnanes. These 

values are summarlzed ln Table 5.48. (For example, ln the "A" fraction of the 

final concentrate a total of 52% of the blnary Gn area was in the form of Gn/Cp 

bJnarles). This data is not mass balanced, and is presented as calculated from 

the raw Image analyser d"'ta. 

In reference ta Table 5.48 It is seen that locked géllena ln the feed is not 

predomlnantly assoclated wlth chalcopyrite. In the cleaner feed and tallings the 

degree of association wlth Cp is only margmally hlgher. However, ln the cleaner 

cO/lcentrate about 50% of the locked galena IS locked to chalCOPYrite. Thus, 

about half of the locked galena in the concentrate IS present as a result of 

flotat/On of the chalcopy rite component. 

Bmary sphalerlte in the flotation feed is not associated wlth chalcopYrite ln 
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PERCENTAGE OF BINARY AREA IN CP BINARIES Table 5.48 

STREAM 

Size 74 76 RT CF CT CN 

Galena IIA n 3 3 1 8 7 52 
IIS" 10 5 10 6 7 47 
IfC" 5 20 4 17 19 46 

Spha 1. "A" 1 3 7 17 19 73 
"B" 15 22 36 17 19 69 
"C" 59 88 18 58 41 80 

Pyrite flA" 2 9 4 65 60 89 
"B" 7 23 10 51 57 89 
"c" 45 95 9 84 46 88 
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the coarse fraction, but IS 59% assoclated with chalcopyrite in the fine fraction. 

(This probably reflects more non-Cp locklng ln the coarse fraction, as opposed 

to more Cp-Iockrng rn the f:n8 fraction. It is Ilkely that most of the Sp/Cp 

associations 1 n the coarse fraction are ternary Sp/Py lep, whlch is not counted 

here). In the cleaner concentrate the sphalerite binaries are about 70-80% 

Sp/Cp, showlng that most of the locked Sp ln the concentrate IS recovered due 

to locklng wlth chalcopyrite. 

Py rite 1 n the feed IS not assoclated wlth 

fraction, but IS 45% assoclated wlth chalcopyrite ln 

chalcopy rrte in the coarse 

the frne fraction. (This 

phenomenon IS explalned the same way as for sphalerrte, above). In the cleaner 

feed, cleaner tallrngs and rougher concentrate the maJorrty of the locked pyrrte 

IS assoclated wlth chalcoPYrite. In the cleaner concentrate about 85-90% of the 

locked pyrrte contamination may be explained by lockrng to chalcoPYrite .. 

It is difficult to asslgn precise quantitative figures to the relative 

Importance of locklng and mechanlcal entrarnment as mechanlsms for concentrate 

contaml nation, slnce in an envI ronment w here rnaterlal 1 S mechanlcall Y entrarned 

at least some of the locked recovery (and even sorne of the free Cp recovery) 

may be attrr buted to mechanlcal entrai nment. However, an estimation may be 

made, based upon the mass distrr butions calculated 1 n Table 5.14 and the 

Ilberation data ln Tables 5.39 to 5.46. In Table 5.14 It was found that about half 

of the lead contamination an ~ sphalerrte c0ntamlnatlon (and presumably half of 

the pyrite contamination) orrgrnated from the ultraflnes. This material may be 

consldered to be liberated, and IS presumably recovered by mechanical 

entrai nment. Of the remal nlng contami nation, about half orr gl nates in the 

medium size class, which may be used to evaluate recovery mechanlsms. 

Table 5.42 reveals that about 85% of the galena ln the "B" fraction 

of the concentrate IS locked. Table 5.48 shows that of thlS, about 50% IS 
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associated with Cp. Thu~ It is estimated that 50% of the Gn contamination 18 

ultrafine, 20% :ocked to Cp, and 30% unassociated wlth Cp (entrained/floatûd). 

Table 5.44 shows that about 75% of the sphalerite ln the "B" fraction of the 

concentrate IS locked. Of thls, about 75% IS locked to Cp. Thus, it IS estlmated 

that 50% of the sphalerlte IS ultraflne, 30% locked to Cp, and 20% unassoclated 

with Cp (entrai ned). 

Table 5.46 shows that about 80% of the PYrite in the "B" fraction of the 

concentrate IS locked. Of this, about 90% IS assoclated wlth Cp. Thus, about 50% 

of the pyrite is ultrafine, 35% associated wlth Cp, and 15% unassoclated wlth Cp 

(entralned). 

Thus, it is found that ln the measured size classes (ie. down to 9\lm) locklng 

15 slightly more important than mechanlcal entralnment as a contamination 

mechanism. However, slnce about half of the total concentrate contamlni'ltlon 

occurs ln the ultrafines the ove rail contribution of mechanlcal entralnment ta 

contamination is more 1 n the order of 65-80%. 

5.6: Suggested Process Modifications 

Although the principal goal of tt)is work is to demonstrate the process by 

which liberation data may be collected, compiled and tnterpreted, it Is also of 

interest ta continue the analysis to the point where process recommendations 

are made. 

It IS evident fram the analysis that several prablems present themsel ves ln 

the cOl=per Circuit. Gangue IS recovered prtmanly by mechanical entralnment, 

with some contr"'lbution due to locking. The ultraflnes are especially responslble 

for entrained contamination. Locklng Is a second problem, responslble for about 

30-35% of the Sp!Py contamination and about 20% of the Gn contamination. Thé 

9 reater relatIve contri b utlon of entrai nment to lead contdml nation IS caused b J 
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the fact that free galena floats ln the roughers, and IS therefore present ln 

considerable quantities in the cleaners. There Is no indication that any of the 

ml neral species show SI gnificant flotation response in the cleaners. It is 

predlcted that in an open circuit copper would be lost predominantly in the 

form of law-grade coarse composites; however, due to high recirculating loads 

It IS found that losses of fine Cp predomlnate. 

The major problems ln the copper circuit may be summarized as follows: 

1) Presence of ultrafines in the feed, which are below the requlred 

2) 

liberation size and hlnder separation due to thelr slow flotation 
kinetics and tendency towards hlgh mechanical entralnment. 

Over-aggresslve rougher flotatlon, whlch resul"(s 
massive quantltles of fine, free gangue and 
responslble for the high reclrculating loaus of 
cleaners. 

in the entralnment of 
whlch IS ultlmately 

fine matenal from the 

3) Flotatlon of galena ln the rougher, whlch results ln a need for hlgh 
levels of lead reJectlon ln the cleaners. Not only does thls result ln 
lead contamination of the concentrate, but It also leads Inevitably to 
Increased reclrculation of fine copper ln the cleaner tallings, resultlng 
ln fine copper losses. 

Possible solutions for U,e Circuit problems are as fo"ows: 

1) In the absence of any circuit modifications, benefits could bd derived 
from lowenng the recirculating loads of free gangue and fine copper. 
It IS possible that lowenng the aggresslveness of rougher flotation 
could be beneflclal. Less gangue would pa~~ Into the cleaners, 
requiring less upgrading and a lower reclrculating load of copper. 
The Increased r'etention tlme and lower copper load of the roughers 
Gould very weil offset the effects of less aggresSlve flotatlon, and 
result ln o'/erall Improvements. 

2) The dlfferentlal flotatlon behavlour of galena in the rougher and the 
c1eaners should be investlgated, as prevlously discussed. If the 
depression of galena requlres SOdalr, as opposed to S02 by Itself, It 
is possible that the RC076 condltloner could be used for aeratlon prlor 
to flotatlon. 

3) Better size control ln the CuPb cleaners would send less ultrafmes to 
the copper circuit. Perhaps two-stage cyclonll19 would be beneflGlal. If 
tbls IS not pOSSI ble then a coarser 9 ri nd ml 9 ht be warranted, SI nce 
liberation IS conslderably less of a problem than entramment. 
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4) The cleaners should be carefully monltored ta be sure that their stage 
efficiencles are approximately equal. Si nce the cleaners are sequentlal, 
the hiqh recirculating loads of fine copper could orlginate from any 
one of the cleaners if too much upgrading was attempted ln :l single 
ban k of flotatlon cells. 

5) The cleaners could be arranged in countercurrent mode (le. 
recirculation of cleaner talls to the feed of the precedlng cleaner). 
This mtght be espectal! y beneftctal in combtnation wtth (1). 

5.7: Copper Circuit Analysis - Conclusions 

It has been demonstrated that the use of 1 i beration data to deserl be CI reult 

performance has resulted in the production of a much more useful analysis of 

circuit performance than that whlch can be obtalned from size-by-size anatysls 

al one. Certalnly this woulc not always be the case, sinee under certain 

circumstances the partlc,:e slze distribution of the feed would be coarse enough 

for locklng and mechanical entrainment to carry characterrstlc size signatures. 

However, in the case of the BMS Circuit it impossible to ellminate mechanlcal 

entrainment as a recovery mechanlsm even for the coarser size classes, whlle 

locking may perslst even in the fines. 

One of the major criteria for successful data interpretatlon IS that It be 

possible to formulate some type of quantitative description of CI rcult 

performance. Thts does not necessanly mean that a quantitative interpretation 

has to be made; hcwever, interpretation of unbalanced Itberatlon data is, no 

easier than Interpretation of unbalanced assay data. A lot of useful information 

may be lost simply due ta supenmposed data scatter. 

In summary, the copper Circuit liberatlon data provides a coherent and 

loglcal description of circuit performance whlch has been used to formulate a 

number of fixed suggestions concernlng how circuit performance could be 

improved. The combination of wet assay data and Ilberation data provldes a 
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powerful tool for drcuit analysis, each providlng information which may not be 

., .... obtained from the other. The success of the study is largely attributable to the 

use of a quantitative approach. Several tests were made in the course of 

analysis to reaffirm as weil as possible that the data was correct, and data 

adJustments were ail made on the basis of statlstical confidence intervals. The 

data was comblned sufficiently ta provlde statistically useful information, while 

still extracting enough information to make a comprehensive circuit 

j nterp retation. 

," 

'~ 
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CHAPTER 6 : DISCUSSION 

6.1 : Facilities and Methods for Image Analysis Based Liberation Studies 

Desplte the large number of image analysis based liberatlon studles whlch 

have been conducted there IS almost no published data concernmg eQulpment 

setup parameters or measurement algorithms. This IS surprrslng, since these 

factors have great bearrng upon the quallty of the results which are obtalned. 

In its original conception this work was intended ta be an analysis of the 

Brunswick copper and zinc circuits, wlth image analysis used as a prlncloal 

analytical method. It was assumed that since image analysis basad Ilberation 

studies appear commonly in literature the technology had already been 

developed, and that the level of sophistication requlred to conduct a Ilberation 

study was littie more than ta prepare the samples and "turn the machine on". 

However, saon after commencement of the work at RPC It was dlscovered that 

the existing methodologles were Inadequate for fine partlcle analysls, and that 

alternatives had to be devised. ThiS led to a shlft ln the focus of thls work 

from the Brunsw ick ci rcuit Itself to the anal ysis of and methodol091es for 

1 i beration work. 

Image analysis llata acquisition IS accompllshed by means of an Interplay 

between equipment, unit operations such as the IPS 1 nstructlons "[J, THINN" or 

"DELIN" (as described ln Chapt&r 2), and the sequence Oï unit operations 

required to collect accurate liberation data. These may be respectlvely referred 

to as "hardware", "firmware" and "software", Image analysis studles almoc;t 

unlversally refer to the hardwar~ which IS employed, and sometlmes glve a 

description of one or more of the fi rmware oper"atlons. However, these 'lre of no 

use If the sequence of processing operatIOns does not lead to the acquIsition of 

correct Il beration data. 

The limitations of Image analysls studles have been dlscussed ln detall ln 
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Chapter 2, and arise from a number of factors ranging from the physlcs of the 

process (eg. resolutlon loss due to beam :>enetratlon, minimum image acquisition 

times) to limitations of the hardware (eg. Iimits imposed by pixel or gray level 

resolutlon) to limitations of the discriminatory algorithms (eg. taise locklng vs. 

false liberation, or grade preservation vs. structural preservation). These 

impose a number of constraints upon the types of samples which may be IJsed 

and the types of data which may be collected from a given sample. Thus, it IS 

Inadequate simpl y to descri be the hardware and the image anal ysis results 

unless the methodologies have been clearly described and the Inherent 

problems recognized and accounted for. 

ThIl following discussion summarizes the major research groups involved in 

two-dimensional liberation work and reviews published information concernlng 

their methodologles for conducting liberation studles. Stereologlcal correction 

methods are discussed w here appl icahle. 

6.1.1 : CANMET, (Canada), W. Petruk 

The CANMET group headed by W. Petruk is unquestionably one of the most 

productive and prolific mineralogical research groups in the minerai processlng 

industry. Initiai work was conducted on a Quantimet 720 image analyser, WhlCh 

was a hard-wired optical system which provided a wlde vanety of unIt 

operations but reiatively little capaclty for t'le development of advanced 

algorithms. In the mid-80's the group acquired an SEM-based Kontron (ISAS II) 

system, identical ta the one employed in this study. 

Apparently, the original Quantimet studies were hlghly labour intenSIve. 

Petruk states that "whenever a minerai cannat be properly detected, an 

operator interactive image editor, which is an integral part of ail large Image 

analysers, can be used ... "13. However, thls mode of seml-automated operatIon 

276 



does not even come close to exploiting the capabilities of the Kontron system, 

and is presumably no longer used for routine work. The discriminatory 

algorithms used on the Kontron system have never been published. 

Petruk has published a methodology for presenting image analysis data 14. 

It is stated that "in sorne instances the mill products can be analysed dlrectly 

without screenlng into fractions, but in other Instances, particularly if the mill 

product is coarse grained, it has to be scroened". It appears that early 

liberation work on the Quantimet 720 was conducted predominantly upon 

unsized samples, presumably in an attempt to reduce total analytical time. 

In a subsequent publication 15 work was carried out to assess the 

difference in observed liberation between screened fractions and composite 

samples. The apparent liberation (area% free) of sphalerite, chalcoPYrite and 

galena was measured in unsized samples (-lOl1m to -37I1m, and +3711m to -208I1m) and 

reassessed by mathematically combining data from closbly sized fractions. The 

proportion of the area in locked sections may be presented as follows: 

Area Percent age in Locked Part i c les 

Unsi zed Si zed 

Sp Cp Gn Sp Cp Gn 

-371lm 29 27 37 15 12 9 
37-208j.1m 67 57 .• 74 69 62 65 

adapted from Petruk 1 5 

It was explained in Chapter 2 that the use of unsized samples increases the 

effective packing denslty of the sample, leading ta an Increased number of 

POint contacts and the production of false locking. In the fine fraction ail three 

minerai specles show at least twice as much locklng when an unsized sample 15 

used, leading one to assume that the sample data cantains at least as many 
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false locked observations as true locked observations. This is not ~,.3 great a 

problem in the coarse size ranges, since the equipment does not operate as 

close to its resolution limit and locked vs. touching sections can be more 

readily discriminated. In the coarser size ranges stereologlcal effects 

predominate, with the apparent liberation in the top-sizes decreaslng (as shown 

previously in Fig 4.18). Petru k states that "the reason for the dlscrepancy 

between results obtained by measuring narrow size range fractions and wlde 

size range fractions is not readily apparent ... ", but attributes the error to 

sample preparation. He rightly concludes that only narrow size range samples 

are representative enough for image analysis studies of m,Il products, but still 

advocates the use of wide size range screen fractions for collectlng 

semi-quantitative data. 

Petru k has also i nvestigated stereological phenomena. Tests were carried 

out with samples of sized, unliberated particles produced by heavy liquid 

fractionation. 13 The results showed that about 10-15% of the area of unll berated 

grains appeared as free grai ns. An empi rical correction of factor of 15% was 

suggested. It appears that this correction has rarely been applied; however, as 

mentioned in Section 4.7, Petruk's correction agrees quite weil with the 

correction sug gested by the spherical sectioning model. 

Petruk clalms that the best materials balances are obtalned by using the 

raw ap parent mi neral li beration data 16. It was exp 1 ai ned ln Section 5.1.1 that a 

an exact balance should be possible using uncorrected data. In cases where the 

correction is inexact (ie. probably ail cases) the application of a stereologlcal 

correction will add variance to the balance instead of reduclng variance. (It 

was for this reason that stereological correction was applled after mass 

balancing in Chapter 5). Nonetheless, Petruk's correction factor is correct in 

principle and appears to be correct in magnitude, and could be beneflclally 
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applied to the balanced data. 

One area in which Petruk's work is difficult to understand is his Icwer size 

limit for analysis. In several of his studies liberation data is presented right 

down to a size of 31.lm, even where analysis involves optical lignt microscopy.17 

This implles the ability to discriminate features a fraction of a micrometer in 

size, as weil as the ability to perform image processing without obliterating any 

features above this fractional size. Such an ability was judged in this work to 

be clearly beyond the capability of even the IBAS II system. In fact, in this 

study even the "fine" size range (9-13 !lm) was more or less at the analytlcal 

limits of the equipment for ail minerais except galena when using a practical 

set of operating conditions and image acquisition time. 

6.1.2 : Mintek, (S. Africa), Oosthuyzen 

Oosthuyzen appears to be the only researcher to have published his 

discnminatory algorithm. 1S The eqUipment is a Leitz TAS image analyser, which 

is essentially a Leitz optical microscope interfaced to a digitizer and a 

computer. The discriminatory algorithm is illustrated in Figure 6.1, and 

proceeds as follows: 

a) An image is acquired, contalning "ore" (Iight) and "gangue" (dark). 
b) A binary image is stored, contalnlng ail gangue-bearing partlcles. 
c) A bi nary image is stored, containi ng ail ore-beari ng particles. 
d) The gangue image is dilated. 
e,f) The dilated gangue image is combined with the ore image using the 

800lean [AND] operator. 'The resultant "marker" Image is stored. This 
marker image conslsts of ail ore pixels adjacent to gangue pixels. 

g,h) Ali ore particles which contain at least one marked pixel are called 
locked partlcles. 

While the algorithm is logically correct, it is susceptible to even the most 

trivial of data errors. For example, there is no provision whatsoever for the 
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Image Analysis Processing Aigorithm (Oosthuyzen)'8 Figure 6. t 
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discrimination of locked from touchmg particles, and there is no allowance for 

any type of relief effect. (Halo effects are not seen in optlcal microscopy; 

however, optical studies are much more susceptible to pr'Oblems generated by 

relief and surface defects). The presence of a single misidentified pixel at the 

boundary of the particle is sufficient to categorize the parti cie as locked. The 

algorithm may be applicable to perfect samples which are perfectly prepared 

and analysed at a size weil above the resolution limlt of the microscope, it IS 

far too simplistic to be of any use for BEI or fine particle work. 

6.1.3 : GIPSY, Virginia Polytechnical Institute, Yoon et. al. 

The general image processlng system (GYPSY) is based upon a Leitx optlcal 

microscope whlch collects images on a television camera19• The images are 

transmitted to a VAX 11/780 computer. The linear resolutlon of the digltized 

image is 100-5000 pixels, making this one of the highest resolutlon systems ln 

use. 

Images are divided into discrete segments by looking for edges. Thus, ln 

contrast to systems which identify each pixel the Gypsy system assumes that 

any group of pixels without a distinct boundary region constltutes a partlcle. 

In the most simple of terms, boundaries are found by looking for areas in the 

sample where the pixel gray level undergoes an "S-shaped" change - le. the 

gray level drops off from one gray level and stabilizes at another. The 

individual segments are then identified. 

It does not appear that thls system is currently being used to perform 

liberation studies; however, it is worth mentioning simply due to the resolution 

of the system and the edge discrimination algorithm. 
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6.1.4 : GRAAIM, (Laval University, Canada), Sérubé et. al. 

The system IS a modular Image analyser conslstlng of a Leltz microscope. a 

video scanner, a digltlzer, and a PDP 11-03 computer. 20 The system has a 

relatively good resolution of 307,200 pixels, or a Ilnear resolutlon ln excess of 

500 pixels. 

Most of the software for the system is custom deslgned. Initiai processrn9 

is by the use of digital filters, whlch include two fllters for the reductlon of 

halo effects and crack effects. li beratlon measurements are carrred out u pon 

samples which may contain particles of a single or of several size classes. The 

defi nition of "several" IS not elaborated upon; however, ln the absence of 

specifications dellneatlng the number of size classes whlch may be treated 

simultaneously it is assumed that unslzed samples are sometlmes analysed. 

The objective lens IS chosen such that 100-150 partlcles are dlsplayed ln 

each image field. The sampllng grrd of the Image IS then chosen such that thE 

smallest particles occupy about 100 pixels. The Image fllters are set 

interactively, depending upon the effective magnlflcatlon belng employed. <\ 

"Iiberation" fllter is used so that a part1cle must contain some speclfled area 

proportion of the minor phase before belng classlfled as locked. The suggestecJ 

value IS 5%, but It is acknowledged that thls IS toc hlgh for studle3 Includlng 

base metal sulfl des. LI beratlon measu rements are cond ucted USI ng the "LIBER" 

algorithm, whlch quantifies the partlcle grade'; and tabulates the Image analysis 

results. No mention is made of the procedures whereby touched sections are 

dlfferentlated from locked sections. 
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6.1.5 : QEM*SEM, CSIRO, {Australia} Reid et. al. 

The QEM*SEM system consists of a computer-controlled SEM with an energy 

dispersive X -ray detector and a backscattered electron detector. In backscatter 

studies it Is quoted that particles may range in size from 5~m to 500~m, and that 

typically the speed of analysls is about 500 partlcles in the 53-1061Jm slze range 

per hour. 21 Liberation measurements are made by use o( linear intercepts or 

by use of area data. No information is published concerning the alQorithm for 

processlng the area data. Consideration is given to the correspondence between 

image analysis assays and chemlcal assays, and to the reproducibility of 

liberation measurements. However, there is no indication that any metho.i has 

been devised for verlfying the accuracy (as opposed to precision) of the 

structural 1 nformatlon. 

6.1.6 : Summary 

Unfortunately there are few facilitles conductlng image analysis based 

liberatlon studles, and even fewer conductlng such studies using scannlng 

electron mlcroscopy. Thus, there 1$ not a wealth of publ ished information upon 

whlch to draw. Several groups are not rnentloned in the above discussion, 

among whom are B.R.G.M. (France), Barbery et. al.; Imperial College (England), 

Jones et. al.; MINTEK (S. Afrlca), King et. al. These researchers conduct 

Ilberation studles uSlng linear intercepts, whlch are changed to volumetrlc 

abundances by means of relatlvely complex mathematical transformations. 

While numerous descriptions of equlpment and transformation methodologles 

are presented for facilities performlng IInear liberation analysis it would appear 

that the facllities have not been wldely used for applied studies. The major 

application appears to be ln the formulation of 1 ntegrated comml n utlon/II beratlon 

mouels, ln whlch (typically) drill core samples are charactenzed by means of 
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linear intercepts, and the data used to predict grindlng requlrements. This 

field of endeavour is only indirectly related to this research, and 15 therefore 

not revlewed. A list of publications is Included in the bibliography. 

6.2 : Stereological Correction 

In general stereological corrections are not applled to two-dimenslonal 

1 i beration data. None of the aforementioned groups Indieate that they routl nely 

correct sectionmg data in any manner. This IS largely due to the reasonable 

interprelabllity of the uncorrected data. In contrast, linear Intercept data must 

al ways be transformed before i nterpretatlon. Thus It IS found that althoug h the 

literature abounds wlth stereologlcal corrections the vast majorlty âre 

applicable only to linear studies; a number of these are referenced ln the 

blbliography. 

In the case of sectioning data It appears that few liberation solutions have 

been proposed. The only corrections of whieh the author IS aware are the 

solutions proposed by Gaudin3 (le. the original "Iockmg factor"), the 

approximation provided by Petruk 6, the spherlcal sectloning model presented 

in the current work, and a recent attempt by Lin et. al. 22. 

The work by Lin et. al. is partleularly mteresting, slnce It attempts to 

generate random complex partieles on a purely mathematlcal basls, then to 

slmulate their random sectionlng. The simulation of partlcle growth IS named 

PARGEN, and allows the used to determlne (for example) tendencles towards 

elongatlon, rates of growth (and thE:refore oartlcle slze) of the lanous 

mi nerals, tendencles of various speeles to r)ucleate (le. to form partleles W Itn 

several iTllneral nuclei), etcetera. ThiS allows a sectlonmg matrlx to be 

constructed whlch in theory should closely simulate the actual expected 

assemblage of sections from a given assemblage of partlcles. The actual 
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transformation of data is simllar to the matrix approach which has been 

descrl bed here for the spherical sectioning model. 

The use of a random particle generator to provlde the sectioning matrix is 

an inherently more useful approach than the use of spherical particles with 

planar boundaries, and may actually provide a much more definitive solution to 

the problem of two dimensional data transformation. However, the simulation 

requires some type of texturai evaluativ:1 of each ore whlch is to be modeled, 

in order to assure that the simulated particle assemblage closely emulates the 

particles in the actual sample. Thus, no single solution can be proposed. The 

transformation of the data therefore becomes labour intensive and reliant upon 

the avallability of the particle generator for every application. 

In contrast, the spherlcal model used here is not intended to provlde an 

absolute transformation, but rather a set of generai guidelines for determinmg 

the range of values which the particle assemblage might assume. Since the 

spherical correction is known and Intended to be an overcorrection, the 

methodology 15 expected to be applicable in a very simple manner to a wide 

variety of minerai assemblages. The models of Lin et. al. and Hill et. al may be 

considered to be complementary, and attempt to satisfy slightly dlfferent 

obJecti ... es. 

The models of Lin €~ al. and Hill et. al have both been criticized by 

Barbery 10. In the former case it appeared that the calculated partlcle volumes 

were not consistent wlth theoretical val ues calculated from the slmulated section 

areas. Thus, the model may still requlre refinement. In the latter case the 

spherlcal sectlonlng model was publlshed 12 wlth cumulative area frequencles 

misleadlngly compared to Jones' model for linear Intercept observation 

frequencles 11 • Barbery concluded that the sectlonlng model falled to correctly 

predlcr cumulative observation frequencles for partlcle sectloning, and 
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presented a solution for the simple case of spheres wlth 50% composition. In 

actual fact the dat..l of Hill et. al. agreed perfectly wlth Barbery's solution for 

the 50% case. The cnticism arose fram a misunderstandlng whlch has been 

subsequently corrected.23 

6.3 : Independent Study of the Brunswick Copper Circuit 

Petruk has conducted several liberation studles upon the Brw",swlck Mlnlng 

and Smelting circuit. While the majority of this work focuses upon the ZinC 

circuit, one study was conducted in whlch data was Included for the feed, 

concentrate and tallings of the copper/lead separation clrcultY This work was 

conducted using the Quantimet 720 Image analyser, and it appears that unsized 

samples were used for the analysis. 

The copper circuit followed a slightly different flowsheet at the tlme that 

Petruk's survey was conducted. A conditioner was located in between the 

rougher and the first cleaner, and tailings from the second and thlrd copper 

cleaners entered thls conditioner (instead of belng routed back to the rougher 

feed, as per current praetice). The screen analysis of the copper coneentrate 

was 2.8% "A", 47.7% "B", 16.9% "c" and 32.5% "ultrafines", uSlng the Sile 

deflnitior"Js employed in Chapter 5. In comparison, the sereen analysis obtalned 

for the copper coneentrate in thls study was 13.4% "A", 25.2% "B", 17.5% "C" 

and 43.9% "ultrafines". It would appear that the sereen slze distribution 15 not 

quite as narrow at the present tlme as it was ln past years, alth0ugh the mean 

size is perhaps a little flner. 

Clrculatlng loads in the rougher (le. 1st cleaner taillngs) and ln the eleaner 

(2nd and 3rd cleaner tallings) were about 7% and 89%, resDec.tlvely. ThiS 

compares to a total reclrculating load of 96% calculated ln thls study. In the 

CI reuit coneentrate is was estlmated that free partleles aeeounted for 35% of the 
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sphalerlte, 90% of the galena and 90% of the chalcopyrite. In comparison, it was 

estimated in Section 5.5 that free sections accounted for about 70% of the 

sphalerite and 80% of the galena. Chalcopyrite was not calculated, but is 

somewhere ln excess of 90%. 

Petruk's study and the current study were conducted upon different 

circuit arrangements separated by a wide time lapse. Thus. it is difficult to 

make any conclusions concerning the similarities or differences between 

Ilberatlon results. However, it Is interesting to note that the reclrculatlng loads 

are about the same, and that ln both studles substantlal amounts of free 

matenal enter the copper concentrate. It appears that roughl y simi lar 

phenomena were observed. One point of interest is the conditloner between the 

rougher and the cleaners. The functlon of this conditioner is not mentloned in 

Petruk's study; however, the Circuit arrangement IS very simllar to the 

proposed CirCUIt modification made ln Section 5.6, in which it was postulated 

that a conditloner might be needed for lead depression in the rougher, and 

that the thlrd cleaner tailings mlght be routed to the first cleaner feed. It 

would be Interestmg to know why this conditioner was Incorporated into the 

origInal CirCUit design. 

6.4: Project Summary 

The analysis conducted ln this study has been detailed, and 90es weil 

beyond the scope of most liberation studles. Most of the work has been geared 

towards demonstratlng the valldlty of various procedures and approximations, 

and elaboratl ng upon the several pitfalls that may be encountered w hen 

conductlng Ilberation work. It is relevant, therefore, to summarize the 

factors whlch are consldered to be essential for the collection of useful 

IlberatlOn data: 
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1) The sample should be prepared according to a proper procedure whlch 
mlnlmlzes differential settling, fractionation and inclusion of air 
bubbles. The use of an inert filler materlal is recommended. The 
sample should Je polished carefully so as to mlnlmlze relief and 
surface imperfections. 

2) Samples should always be sized, with no more than about four screen 
classes per sample. 

3) The SEM should be operated at the 10west practical accelerating 
voltage, depending upon the available analytlcal tlme. A value of 10 kV 
is suggested, with a maximum suggested value of 15 kV. The beam 
current must be mai ntained at a con.ctant l'''vel. 

4) The magnification should be chosen such that about 50-100 sections 
are visi ble in eactl frame, or such that the largest section has a 
diameter no more than about 1/10 of the image diameter. 

5) Gray le .. '~ls should be chosen such that no minerais whlch are to be 
quantified go off scak:. 

6) Some image flltering is advantageous and aids ln subsequent Image 
processlng by the liberation algorithm. 

7) The processing algorithm must be developed accordlng to sound 
principles. There should be an efficient method for dlstlngulshlng 
between locked and touching sections; however, alteratlons must te as 
si i ght as possi ble. 

8) If it iS possi ble to classlfy partlcles wlth less than about 5% 
contamination as being "free", then free sections may be Identlfled at 
the macnine level. However, If It is important to distinguish between 
low-grade locked particles and zero-grade partlcles th en thls ,s best 
accomplished by extrapolation of the data set. Llmited confidence may 
be placed in the interpretation of any single pixel. 

9) Data should be reduced by a ratio of at least about 300-400 to one If 
quantitative data IS to be analysed. 

10) If the data IS to be balanced the statistical preCISion of the vanous 
measurements must be taken i nto account. 

11) Stereologlcal correction 15 not strictly necessary; however, If -:he data 
is left uncorrected then it must be remembered that (usuall y) about 20% 
of the locked partic1e area may De expected to appear as free section 
area. The dat.l i nterpretation should be modlfied accord Ingl y. 

The data verification procedures and statlstlcal tests conducted ln thls 

study cannot be considered essential to routine mlneraloglcal analysis. They 
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hava been included simply to test the integrity of the processing algorithm to 

as great an extent as possible. A subsequent study would not require so 

rigorous an error analysis. Similarly, there are cases in which the data analysis 

may be a lot more compara'!:ive than quantitative, ln whlch case mass balancing 

may not be necessary and the calculation of data confidence intervals may not 

be reqUi red. The author has published such a study, uSing the .s.ame equipment 

and image processing algorithm as used ln this work. 24 

In conclusion, it is found that the image analyser is a useful tocl which 

a"ows quantitative data to be collected on a scale which has never before 

been possible. However, the methodologles are still developmental. The high 

precision of image analysis results must not be mlstaken for high accuracy; nor 

must simple data tests such as recalculated grades be taken as indications that 

struct~ral data is correct. Nonetheiess, it IS possible by the careful and 

Judicious design of image analysls software to c.ollect data which is useful, and 

whicn may be made to extract circuit data which is unavallable fram 

size-by-slze analysis or fram less quantitative manual microscopie methods. 
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CHAPTER 7 ~ CONCLUSIONS 

The procedures for conducting two dimenslonal image analysis studles by 

means of image analysis have been cntically appralsed. It has been found that 

such liberation studies are very dependent upon the sarnple type, the 

equipment operating parameters, and the processing algorithms whlch are used. 

Sorne accepted procedures, such as the use of widel y slzed samples or attempts 

to extract size-by-size liberation data from a single sample, are shown to be 

fundamentally unsound. 

Most research operations do not publish thelr processlng algorlthms; 

however, in one published example It was found that while the processlng 

algorithm was logically correct, in actual fact it would not be appropnate for 

fine particle analysis. An algorithm had to be custom developed ln thls thesis 

for fine particle work. 

Conventional tests for the quality of image analysis data (eg. recalcula:ed 

grade, data reproducibility) are inadequate. In fact, the construction of an 

image analysis algorithm to rigorously preserve grade relatlonshlps may, ln 

sorne cases, lead to the collection of poorer structural data. Thus, It 13 

impossible to tell from existing data sets whether or not structural Information 

is correct. A number of tests have been devised to verlfy Integnty, although 

no single, authoritative test can be formulated. 

In practical studies operating under econOrT'IC constraints a balance must be 

achieved between processing tlme and data quallty. Processmg tlme IS usuallj 

dictated by cost, and the required number of partlcle counts IS usually 

dictated by statlstics. It is therefore necessary to optlmize the analytlcal 

procedure as much as possible so that high quallty data ~ay be assembled 

within fixed time constralnts. Guidelines have been developed for maxlmlzlng the 

speed of image acquisition and for balanclng analytlcal tlme between Image 
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acquisition and Image processing. The processing algorlthm is streamllned ta 

operate as efflciently as possible. 

Data must be reduced appropriately 50 that observations have a reasonable 

precision. It is demonstrated that when observations are welghted by thelr 

variance it 15 possible to conduct a materlals balance whlch bears statlstically 

relevant information and whlch is compatible with mass balanced data from wet 

chemical analyses. This greatly expedites the Interpretation of data, and aIJows 

the greatest possi ble amount of quantitative information to be extracted from 

the study. 

It has been found that uncorrected sectioning data provides an acceptable 

description of the parent partlele assemblage, with the single exception that the 

amount of free matenal Is overestlmated. A simple model has been used to 

estimate the magnitude of the bias, and easily applicable procedures have been 

developed ta compensate for It. 

In an analysis of the Brunswick copper circuit it was found that 

size-by-slze data did not provide a very gaod description of circuit 

performance, since the observed phenomena could not be conclusively 

Interpreted. The addition of quantitative liberatlon data allowed a useful 

Interpretation of circuit performance to be made, leading to recommendatlons 

for circuit Improvement .• 

It has been found, therefore that image analysis provides a useful taol for 

circuit analysis, but that the technique is still in its developmental stage. This 

work has developed and demonstrated procedures for the collection of image 

analysis data in an accu rate, quantitative and cost effective manner. 
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APPENDIX 1 

IMAGE ANALYSIS DATA AND IMTERMEDIATE CALCULATIONS 



l 

SAt.IPLE 74: ~IEASURED AREA (100' S of J.III12) AS A FUNCTION OF 

SECTIOI! TYPE AllO ORADE 

Section Grade (X of first-mentioned type) Eg. 

COARSE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 5160 39 72 26 26 6 43 
CpjGn 285 45 7 5 12 13 0 
Cp/Sp 133 15 7 a 15 24 11 

Gn/Sp 5790 1700 750 596 362 287 350 
Px/Sp 1180 179 27 43 40 85 39 
Px/Gn 912 36 181 297 292 443 585 
Px/TQ 7390 1300 800 859 800 1080 1360 
Cp/TQ 18600 248 118 59 38 69 15 
Gn/TQ 6030 6170 2640 1480 911 656 510 

Sp/TQ 3760 2740 1210 1480 1050 1160 992 

MEDIUM 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 991 22 15 4 5 6 6 
Cp/Gn 62 15 2 3 3 1 1 

Cp/Sp 79 41 16 4 2 0 1 
GnjSp 335 177 37 45 24 27 28 
Px/Sp 46 20 3 3 5 1 0 
Px/On 40 28 24 18 28 32 64 
Px/TQ 914 122 100 111 89 105 103 
Cp/TQ 1860 215 82 34 25 16 18 
On/TQ 913 589 243 200 92 80 67 

Sp/TQ 827 255 94 115 114 73 104 

FIllE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 1580 108 21 10 7 5 3 
Cp/Gn 13 4 0 0 0 a 0 
Cp/Sp 65 43 8 6 2 1 1 
Gn/Sp 97 17 8 9 8 6 6 
Px/Sp 8 4 1 0 0 0 0 

Px/On 143 17 8 14 20 19 17 
Px/TQ 900 311 141 93 100 97 104 
Cp/TQ 1260 831 240 98 57 46 44 

Gn/TQ 1470 484 213 138 125 82 60 

SplTQ 1360 302 96 85 73 88 9B 

A1 

TABLE Al. 1 

"Cp ln Cp/Px Blnaries 

65-75 75-85 85-95 95-00 

38 64 39 760 
32 33 34 93 
26 13 7 89 

264 306 237 7980 
87 132 366 347 

881 1420 3370 4050 
1200 1680 2240 554 

24 Il 58 37 

323 245 204 110 

1110 1490 2560 1730 

65-75 75-85 85-95 95-00 

6 9 20 160 

1 5 IS 41 
0 3 5 49 

14 27 22 1520 

2 7 24 61 

95 \19 313 497 
103 164 293 216 

14 20 10 29 
33 n 41 15 

101 157 276 204 

65-75 75-85 85-95 95-00 

3 6 20 63 

0 0 2 23 

0 2 9 46 

6 6 10 1290 

0 1 5 58 

35 33 100 103 

125 168 425 338 

26 29 69 108 

52 43 45 90 

112 185 276 131 



SAMPLE 76: 

COARSE 

Cp/Px 

Cp/Gn 

Cp/Sp 

Gn/Sp 

Px/Sp 

Px/Gn 

px/Ta 

Cp/Ta 

Gn/Ta 

Sp/Ta 

~tEDIU'" 

Cp/Px 

Cp/an 

Cp/Sp 

Gn/Sp 

Px/Sp 

Px/Gn 
px/Ta 

Cp/Ta 
Gn/TQ 

Sp/Ta 

FUIE 

Cp/Px 

Cp/Gn 
Cp/Sp 

Gn/Sp 
Px/Sp 

Px/Gn 

px/Ta 

Cp/TQ 

Gn/Ta 

Sp/Ta 

r 

MEASUREO AREA (100'. of IJm 2
) AS A FUIICTION OF 

SECTIOII TYPE AllO GRADE 

Section Grade (X of flrst-mentioned type) E9. 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

6660 324 306 113 152 70 75 

48 15 40 19 46 47 29 

338 107 47 46 31 17 73 

7720 4090 2090 1250 876 633 678 

183 211 116 81 145 151 146 
136 324 275 372 325 448 616 

2080 1410 970 1080 825 1110 1100 

12400 254 239 79 155 125 84 

4540 4070 1950 891 878 554 355 

3440 2200 1200 1320 1270 821 647 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

4530 308 126 85 63 41 36 

26 13 7 9 20 1 14 
191 165 29 19 15 Hl 14 

1880 412 206 156 156 87 64 

32 20 24 22 20 17 47 

101 93 74 69 95 113 141 
990 224 124 158 163 186 123 

1910 362 104 84 49 59 55 
1120 541 326 188 113 134 83 

631 361 242 151 172 163 174 

00-05 05-15 ,15-25 25-35 3!o-45 45-55 55-65 

1230 192 28 9 9 3 4 
12 4 1 0 0 0 0 
60 65 16 6 3 2 0 
59 2 1 1 1 2 1 
12 5 1 0 0 0 0 

138 3 1 2 1 1 1 
1010 321 125 99 70 77 101 
1050 735 288 180 87 52 39 
1550 378 165 114 82 57 62 

997 434 237 156 118 76 76 

A2 

TABLE A1. 2 

~Cp in Cp/Px Bin&r;es 

65-75 75-85 85-95 95-00 

160 101 90 1660 

42 36 188 142 

27 14 13 131 

518 505 467 12200 

231 314 680 602 

1050 1500 3040 2470 

1300 1190 1970 577 

92 78 125 0 

210 105 47 17 

820 820 716 348 

65-75 75-85 85-95 95-00 

41 37 96 895 

1 18 47 52 
8 9 23 59 

60 65 69 6420 

43 68 155 135 

225 342 899 702 

230 194 234 59 
21 9 22 6 
70 38 54 20 

112 218 385 75 

65-75 75-85 85-95 95-00 

4 10 20 15 
0 0 3 8 
1 1 16 64 

3 1 7 1020 
0 0 5 14 
3 3 2 4 

129 196 412 225 
30 51 136 115 
42 45 60 213 
94 169 262 144 



SA~IPLE RT: 

COARSE 

Cp/Px 

Cp/Gn 
Cp/Sp 

Gn/Sp 

Px/Sp 

Px/Gn 

Px/TQ 

Cp/TQ 

Gn/Ta 

Sp/TQ 

MEDIU/l 

Cp/Px 

Cp/Gn 

Cp/Sp 

Gn/Sp 

Px/Sp 

Px/Gn 

Px/TQ 

Cp/TQ 

Gn!TQ 

Sp/Ta 

FIllE 

Cp/Px 

Cp/Gn 

Cp/Sp 

On/Sp 

Px/Sp 

Px/Gn 

Px/TQ 

Cp/Ta 
On/TQ 

Sp/Ta 

MEASURED AREA (100'8 of ~ma) AS A FUNCTION OF 

SECTIOII TYPE AND GRADE 

Section Grade (~ of first-mentloned type) Eg. 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

4010 96 17 22 15 4 3 

39 2 18 4 13 1 9 

855 135 109 36 68 102 136 

5870 3050 1770 1060 843 655 417 

2 0 4 2 1 0 0 

260 300 334 215 342 395 457 

9070 2230 2100 1730 1580 1930 2170 

33600 596 253 97 87 36 54 

9340 10000 5780 2980 2150 1400 1080 

11000 5760 2850 1930 1430 1590 1750 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

1740 40 11 3 7 1 1 

8 15 1 2 Z 2 2 

134 79 19 5 3 2 7 

458 90 48 21 21 14 28 

11 17 5 7 2 5 7 

13 27 20 19 22 29 44 

560 43 20 41 32 28 41 
807 197 31 9 3 4 5 
491 295 94 45 39 38 15 

221 108 56 38 36 61 51 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

2050 33 7 3 2 3 1 

a 3 1 1 2 1 1 

40 43 8 3 2 0 1 

623 122 58 31 21 16 14 

39 29 6 10 9 10 13 

44 21 19 17 21 30 34 

217 63 22 24 30 26 33 

572 101 17 5 3 1 3 

301 175 77 59 25 21 24 

225 96 41 32 32 29 30 

A3 

TABLE Al.3 

~Cp in Cp/Px Binarles 

65-75 75-85 85-95 95-00 

2 2 3 33 

3 6 14 34 
74 170 633 1250 

441 552 558 10600 
0 8 0 1 

524 1110 2210 1900 

2660 3690 !l440 2210 
19 8 23 " 975 558 396 92 

1730 1990 3320 1460 

65-75 75-85 85-95 95-00 

4 1 2 24 

6 10 14 23 

2 0 0 2 

11 17 19 1460 

11 23 32 44 

51 116 300 509 

49 83 108 55 
1 2 0 6 

15 20 10 2 

56 ao 208 150 

65-75 75-85 85-95 95-00 

1 2 1 19 
1 2 9 12 

0 0 2 3 

10 14 16 1670 

19 29 96 160 
48 79 194 131 

49 73 137 33 

1 2 1 0 

11 6 5 3 

41 S2 89 41 



SAHPLE CF. MEASURED AREA (100'. of ~m2) AS A FUNCTION OF 

SECTIOtl TYPE AllO GRADE 

SectIon Grade (X of flrst-mentloned type) Eg. 

COARSE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 5520 1340 886 58S 439 295 214 

Cp/Gn 196 50 17 21 15 24 29 

Cp/Sp 161 48 26 32 16 51 41 

Gn/Sp 784 236 179 122 176 121 162 

Px/Sp 96 27 23 8 6 12 11 

Px/Gn 1070 266 189 143 147 167 175 

Px/TQ 3100 776 6~7 748 439 749 596 

Cp/TQ 4790 1560 951 837 473 557 383 

Gn/TQ 5420 1750 813 561 403 428 352 

Sp/TQ 5990 1240 507 432 433 400 453 

MEDIUM 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 4280 452 246 135 100 68 50 

Cp/Gn 17 14 11 14 6 4 4 
Cp/Sp 48 37 29 9 17 34 21 

Gn/Sp 1050 152 124 78 79 82 64 

Px/Sp 16 30 18 14 19 18 21 

Px/On 70 91 59 58 49 50 66 
Px/TQ 493 199 134 119 133 159 187 
Cp/TQ 884 367 213 240 136 105 109 
Gn/TQ 1610 342 139 79 61 59 48 

Sp/TQ 1330 386 155 99 100 86 48 

FWE 00-05 05-15 ,15-25 25-35 35-45 45-55 55-65 

Cp/Px 459 196 70 20 23 10 11 
Cp/On 12 7 1 1 1 1 a 
Cp/Sp 24 36 12 7 1 4 ~ .. 
Gn/Sp 87 16 9 6 5 4 6 
Px/Sp 13 7 1 a 1 0 3 
Px/On 47 16 6 4 4 9 la 
Px/TQ 243 163 64 49 47 46 60 
Cp/TQ 164 228 112 74 43 40 37 
Gn/TQ 564 130 66 42 37 29 28 
Sp/TQ 275 235 133 57 38 29 33 

A4 

TABLE Al.4 

XCp in Cp/Px Binaries 

65-75 75-85 85-95 95-00 

235 164 366 4080 

32 22 48 167 

28 49 37 48 

176 160 190 19500 

22 49 51 42 
223 313 677 1060 
867 1000 1230 575 

307 399 291 153 

285 291 273 123 
354 366 313 209 

65-75 75-85 85-95 95-00 

38 35 66 1060 

4 13 29 66 

21 24 88 600 

64 74 88 9340 

43 44 131 258 
105 169 273 370 
239 296 300 183 

95 56 114 60 

22 45 27 6 

79 55 B3 19 

65-75 75-85 85-95 95-00 

15 14 18 43 
1 5 7 9 

5 15 73 14 
5 6 1 157 
1 5 13 10 
9 12 16 6 

63 81 99 15 
32 54 113 33 
11 12 6 4 

25 46 49 10 



SAMPLE CT: MEASURED AREA (100'9 of ~mz) AS A FUNCTIOt' OF 
SECTION TYPE AND GRADE 

Section Grade (X of flrst-mentioned type) Eg, 

COARSE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 4540 868 273 206 136 129 51 
Cp/Gn 54 14 12 9 13 17 10 
Cp/Sp 51 60 47 15 37 9 20 

Gn/9p 961 156 169 103 85 50 53 

Px/Sp 102 40 33 23 12 43 28 

Px/Gn 2B4 lOB 100 56 42 45 83 

Px/TQ 574 192 105 190 108 134 196 

Cp/TQ 1280 529 208 147 91 79 54 

Gn/TQ 1180 401 208 131 119 67 107 

Sp!TQ 1230 304 159 89 150 82 116 

MEDIUM 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 4630 528 356 198 116 108 96 

Cp/Gn lB 11 1 7 3 11 8 
Cp/Sp 2 47 29 36 23 24 41 

Gn/5p 1230 132 103 74 82 55 62 

Px/5p 54 50 42 22 30 31 34 

Px/Gn 62 87 44 69 43 46 49 

Px/TQ 328 113 94 86 118 59 102 
Cp/lQ 49:, 226 185 160 71 64 93 

Gn/TO 993 201 70 45 40 31 21 

Sp/lQ 568 318 102 108 83 47 48 

FINE 00-05 05-15 15-25 25-35 35-45 45-55 55-65 

Cp/Px 547 37 18 15 17 14 14 

Cp/Gn 7 5 2 2 1 1 2 

Cp/Sp 7 20 8 7 1 3 4 

Gn/Sp 78 14 7 5 5 3 2 

Px/Sp 8 8 3 3 1 1 1 

Px/Gn 10 12 5 5 5 8 9 

Px/TC 121 43 17 16 10 8 18 
Cp/TC 85 89 32 16 13 10 10 

Gn/TC 195 53 24 10 4 15 4 

Sp/TC 141 34 19 12 8 10 12 

A5 

TABLE A1.5 

"Cp in Cp/Px Binarie9 

65-75 75-85 85-95 95-00 

55 61 80 1390 
19 22 53 57 

9 20 34 70 
79 66 158 9110 

31 83 167 272 

119 111 365 449 

163 292 365 136 

15 3 43 8 
59 62 75 43 

89 83 119 31 

65-75 75-85 85-95 95-00 

63 57 6B 1610 

7 12 42 42 
30 14 51 115 

43 70 55 8970 

41 65 191 204 

82 134 226 106 

153 175 159 32 

41 45 47 30 

25 7 14 7 

53 45 59 26 

65-75 75-85 85-95 95-00 

13 21 36 '87 

1 3 8 17 

2 2 3 36 

1 2 1 609 
1 3 8 17 

12 25 52 64 

13 22 45 4 
12 12 17 21 

3 4 5 0 

14 18 41 7 



SAHPLE CN: 

COARSE 

Cp/Px 

Cp/Gn 

Cp/Sp 

Gn/Sp 

Px/Sp 

Px/Gn 

Px/TQ 

Cp/TQ 

Cn/TQ 

Sp/TQ 

~tEDIUt.l 

Cp/Px 

Cp/Gn 

Cp/Sp 

Gn/Sp 

Px/Sp 

Px/Gn 

Px/TQ 

Cp/Ta 

GnlTa 

Sp/Ta 

FIllE 

Cp/Px 

Cp/Gn 

Cp/dp 

Gn/Sp 

Px/Sp 

Px/Gn 

px/Ta 

Cp/TQ 

Gn/TQ 

Sp/TQ 

MEASURED ARE A (100'S of ~m2) AS A FUtlCTION OF 

SECTIOII TYPE AND GRADE 

Sectlon Grade (X of flrst-mentioned type) Eg. 

00-05 05-15 15-25 25-35 35-45 45-55 !i5-65 

4130 1440 1010 602 755 71'1 513 

44 69 27 31 35 49 28 

69 112 154 204 208 116 157 

750 46 25 24 7 36 18 

25 32 29 30 26 18 20 

71 12 38 30 27 32 18 

2520 18!'O 1070 813 689 674 618 

1320 893 777 879 701 773 668 

8660 796 276 200 250 131 60 

5820 2030 934 356 397 269 168 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

1760 470 336 270 288 239 226 

15 11 13 11 7 14 11 
33 37 53 28 31 30 45 

250 13 6 4 3 3 4 
4 8 5 5 8 12 21 

19 11 4 4 10 5 8 
230 139 107 89 58 53 74 

66 124 108 83 101 57 70 
787 106 42 23 11 7 4 
590 219 65 37 12 14 12 

00-05 05-15 15-25 25-35 35-45 45-55 55-65 

459 99 64 53 40 46 43 
6 4 1 2 4 5 3 

23 33 11 12 12 17 15 

B9 6 1 2 1 1 1 
3 4 1 1 1 2 1 
7 4 2 4 1 3 2 

243 104 37 20 26 22 12 
28 34 28 22 23 24 29 

427 39 8 6 3 4 3 

363 53 22 10 6 10 7 

A6 

TABLE A1.6 

"Cp in Cp/Px Binar,es 

65-75 75-85 85-95 95-00 

514 822 1730 19100 

112 110 165 278 
197 298 553 5600 

4 3 37 2000 

32 97 124 281 

34 60 107 175 

551 752 670 234 

869 919 1580 1090 

57 33 13 0 

126 135 173 66 

65-75 75-85 85-95 95-00 

241 344 561 10900 

22 25 80 144 
54 76 156 238 

5 1 6 84 

16 22 38 44 
16 31 43 46 
84 109 43 15 

103 94 148 47 

8 6 5 2 

20 16 10 6 

65-75 75-85 85-95 95-00 

38 65 173 3250 

4 8 25 45 

9 22 66 519 

1 1 2 370 

0 2 8 33 

4 3 11 14 

16 11 13 1 

25 38 106 148 

2 5 6 3 

10 13 7 4 



5amp le: RC074 COARSE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAMPlE : l00sl rab le ~ 1.7 

Part1c1e Grade (\ of Fmt MentlOOed Phase - ego Cp ln Cp/Px 81nams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 0.00 O.OC 0.12 0.04 0.04 0.01 0.01 O. 06 0.11 0.06 O. 00 
Cp/Gn 0.01 0.01 0.01 0.01 0.02 0.02 0.00 0.05 0.05 0.06 0.03 
Cp/Sp 0.02 0.02 0.01 O. a 1 0.02 0.04 0.02 0.04 0.02 0.01 0.01 
Cp/TQ 0.21 0.41 0.20 0.10 0.06 O. 11 0.02 O. 04 0.02 0.10 0.06 
C~/All 95.85 0.35 ua 0.34 0.16 0.15 0.19 0.11 0.20 0.20 0.23 0.10 1.53 

Px/Cp 0.00 0.06 0.11 0.06 0.01 0.01 0.04 0.04 0.12 0.06 0.00 
Px/Gn 0.01 0.06 0.30 0.49 0.49 0.14 0.91 1.41 2.36 5.61 ua 
Px/Sp 0.29 0.30 0.04 0.01 0.01 0.14 0.06 0.14 0.22 0.61 0.46 
Px/TQ 1.55 2.16 1.33 1.43 1.33 1. 80 2,26 2.00 2.80 3.13 0.92 
Px/AlI 41.14 1.84 U9 1.18 2.06 1.96 2,69 US 3.65 ua 10.01 U6 lU) 

Gn/Cp 0.03 0.06 0.05 0.05 0.00 0.02 O. 02 O. 01 0.01 0.01 O. 01 
Gnl PA 3.98 5.61 2.lô 1.41 0,91 0.14 0.49 0.49 0.30 0.06 0.01 
Gn/Sp 2.08 2.83 1. 25 0.99 0.60 0.48 0.58 O.U 0.51 0.39 0.10 
Gn/lQ 1.11 10.21 4,39 2,46 1.52 1. 10 US 0.54 0.41 0.34 0.18 
Gnl A11 28.60 13.19 18.17 8.06 4098 3.09 2.33 1.94 1.48 \.23 0.81 0.16 15.10 

Sp/Cp 0.01 0.01 0.02 0.04 0.02 0.04 0.02 O. 01 0.01 0.02 0.02 
Sp/Px 0.46 0.61 0.22 0.14 0.06 0.14 0.01 O. 01 0.04 0.30 0.29 
Sp/Gn 0.10 0.39 0.51 0.44 0.58 US ua 0.99 1.25 1.83 2.08 
Sp/TQ 3.18 4.56 2.01 2.46 1.75 1.93 1.6\ 1.85 2.48 U~ 2.11 
Sp/All 48.03 4,36 5.58 2.17 3.09 2.41 2.59 2.35 2.92 3.19 1.41 5.09 9.61 

A7 



Sa~ple: RC014 MEDIUM FREQUENCY OF VARIOUS 08SERVATIO~S AS A PERCENTAGE (SAMPlE : 1001) Tab le A 1.8 

! ... Partlcle Grade (lof First Mentloned Phase· eg. Cp in Cp/Px Binmes) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px 0.12 0.29 0.20 0.05 0.01 0.08 0.08 0.08 0.12 0.26 0.18 
Cp/GR 0.19 0.20 0.03 0.04 0.04 0.01 0.01 0.01 0.01 0.20 O. 14 
Cp/Sp 0.36 0.54 0.21 0.05 0.03 0.00 0.01 O. 00 0.04 0.01 0.03 
Cp/lQ 1. 97 2.83 1. 08 0.45 0.33 0.21 0.24 0.18 0.26 0.13 0.00 
Cp/ A 11 85.20 2.64 3.86 1.51 0.59 0.46 0.30 0.34 0.28 0.49 0.66 0.35 3.32 

P~/Cp 0.18 0.21 0.12 0.08 0.08 0.08 0.01 0.05 0.20 0.29 0.12 
PA/Gn O. Il 0.31 0.32 0.24 O. JI 0.42 0.84 1.25 1.51 4.12 3.18 
r),/sp 0.24 0.26 0.04 0.04 0.01 0.01 0.00 0.03 O. O~ 0.32 0.24 
Px/TQ 1.02 1.61 1. 32 1.46 1.11 1.38 U6 1.36 2.16 3.86 2.38 
PA/AlI 41.93 1.62 2.50 1.1~ 1.82 1.68 1.8~ 2.26 2.68 4.01 8,58 5.91 11.32 

Gn/Cp 0.14 0,10 0.01 0.01 0.01 0.01 0.04 0.04 0.03 0.20 0.19 
Gn/Px J.18 4.l2 1.51 1.25 0.84 0.42 0.31 0.24 0.32 0.31 0.11 
Gn/Sp 2.14 2,33 0.49 0.5~ 0.32 0.36 0.31 0.18 0.36 0.29 0.03 
Gn/IQ 5.81 1.15 3.20 2.63 1.21 1. 05 0.88 0.43 0.62 0.54 0.14 
Gn/ A Il 33.45 11.32 14040 5.32 4,49 2.38 1. 84 1.66 0.89 1.l2 1.39 0.53 21. 0 1 

Sp/Cp 0.03 0.01 0.04 0.00 0.01 0.00 0.03 0.05 0.21 0.54 0.36 
Sp/P x 0.14 0.32 0.09 0.03 0.00 0.01 0.01 0.04 0.04 0.26 0.24 
Sp/Gn 0.03 0.29 0.36 0.18 0.31 0.36 Q.32 0.59 0.49 2.33 2.14 
Sp/TQ 2,88 3,36 1.24 1.51 1.50 0.96 1.31 1.33 1.01 3.63 2.23 
Spi Ali 64.06 3.16 4.03 1.12 1.72 1.88 1.33 1.18 2.01 2.60 6.16 4,91 3.17 

AS 



Sample: RC074 FINE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAHPlE : 1001) Table A1.'l 

Particle Grade (lof Fmt Mentioned Phase - eg. Cp in Cp/Pl 81nams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 UI50 1. 0000 

Cp/h 1.33 1.56 0.30 0.14 0.10 0.07 0.04 0.04 0.09 0.29 0.22 
Cp/Gn 0.06 0.06 0.00 0.00 0.00 a.oo 0.00 0.00 UO 0.03 0.03 
Cp/Sp 0.55 0.62 0.12 O. 09 O. Dl 0.01 0.01 O. 00 0.03 0.13 O. la 
cp/la 1.21 12.04 3.48 1.42 0.83 0.61 0.64 0.38 0.42 1. 00 0.11 
Cp/AlI 60.68 11.21 14.28 3.90 1.55 0.96 0.15 0.10 0.42 0.14 1.45 1. 12 U5 

Px/Cp 0.22 0.29 0.09 0.04 0.04 0.01 0.10 0.14 Q.l0 1.56 1.33 
Px/Gn 0.23 0.25 0.12 0.20 0.29 0.28 0.25 0.51 0.48 1.45 1.22 
Px/Sp 0.04 0.06 0.01 0.00 0.00 0.00 0.00 0.00 0.01 a.ol o. 06 
PA!TQ 3.14 UO 2.04 1.35 1.45 1.40 1.51 1.81 2,43 6.16 4,63 

Px/AIl 36.98 3,64 5.10 2.26 1.59 1.18 1.15 1.85 2.46 Ul 9.24 U4 22.&1 

Gn/Cp 0.01 0.03 0.00 O. 00 o. 00 0.00 0.00 0.00 0.00 0.06 0.06 
Gn/Px 1.22 1.45 0.48 0.51 0.25 0,28 0.29 0.20 0.12 0.25 0.23 
Gn/Sp 0.20 US 0.12 0.13 0.12 0.09 0.09 0.09 0.09 0.14 0.10 
Gn/IQ 4,92 1.Gl 3.08 2.00 1.81 1.19 0.81 0.15 0.62 0.65 0.41 
Gn/ Ali 48.40 6.31 8.13 3.68 2.64 2.11 1.55 1. 25 1.04 0.81 1. la 0.80 2U5 

SP/Cp 0.10 O. Il 0.03 0.00 0.01 0.01 0.03 0.09 0.12 0.62 0.55 
SPIPx 0.06 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.06 0.04 
Sp/Gn 0.10 0.14 0.Q9 0.09 0.09 0.09 0.12 0.13 0.12 0.25 0.20 
Sp/lQ UO 4,31 1.39 1.23 1. 06 1. 21 U2 1.62 2.68 4.00 1.90 
Spi Ali 10.43 3.86 4.72 1.52 1.32 1. 16 1.38 1.56 1. 84 2,93 4.92 2.69 !.il 

A9 



Sa~p le: RCOl6 COARSE FREQUEHCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAMPlE : 100l) Table AI. 10 

Part le le Grade (lof Fmt Ment ioned Phase - ego Cp in Cp/Px Binaries) 

0,0000 0.0250 0.1000 0,2000 0.3000 0,4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 0.11 0.41 0..4 0.16 0.22 0.10 0.11 0.23 0.15 0.13 0.10 
Cp/Gn 0.00 0.02 0.06 0.03 0.01 0.01 0.04 0.06 0,05 0.21 0.21 
Cp/Sp 0.12 0.15 0,01 0.01 0.04 0.02 0.11 0,04 0.02 0.02 0.02 
Cp/lQ 0,08 0.31 0.35 0.11 0.22 0.18 0.12 0.13 0.11 0.18 0.00 
cpt AlI 91.91 0.31 1. 01 0.91 0.31 0.55 0.37 0,38 0.46 0.33 0.60 0.32 2.41 

Px/Cp 0.10 0.13 0.15 0,23 0, Il 0.10 0.22 0.16 0,44 0,47 0.11 
Px/Gn 0,20 0.47 Q.40 0,54 0,41 0.65 0.89 1. 52 2. Il 4,39 2.98 
Px/Sp 0.20 0.30 0.11 0.12 0.21 0.22 0,21 0,33 0.45 0.98 0.10 
Px/Tg 1.41 2.04 1. 40 U6 1. 19 1.60 1.59 1.88 1.12 2.84 0.83 
Px/AlI 5o.g1 1. 91 2,94 2.11 2.44 1.98 2.51 2.91 3.89 4.18 8.68 4.62 10.21 

Gn/Cp 0.21 0,21 0.05 0.06 0,04 0.01 0.07 0.03 0.06 0.02 0.00 
Gn/Px 2.98 4,39 2.17 U2 0, B9 0.65 0.41 0,54 0.40 0.41 0.20 
Gn/Sp 3.19 5,90 3.02 1.80 1.26 0.91 0.98 0.75 0.13 0.67 0.32 
Gn/Tg 3.10 5.88 2.82 1. 29 1.21 0.80 0.51 0,30 0.15 0.01 0.02 
Gn/ Ali 30.16 10,68 16,44 8.05 4,67 3.46 2.43 2.03 1.62 1.34 1.23 0.54 17.36 

Sp/Cp 0.02 0.02 0,02 0.04 0.11 0.02 0,04 0.07 0.01 O. 15 O. 12 
Sp/Px 0,10 0.98 0.45 0.33 0.21 0.22 0.21 0,12 0.11 0.30 0.20 
Sp/Gn 0.32 0.67 0.73 0.15 0.98 0.91 1.26 1.80 3.02 5.90 3.19 
Sp/TQ 2.40 3.18 1.13 1.91 1.83 1.19 0.93 1. 18 1. 18 1. 03 0.44 
Spi Ali 50.43 3.43 U5 2.94 3.03 3,13 2.34 2.45 3,17 4,44 1.40 4,55 U5 

A10 



Sample: RCOl6 MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAHPLE : 100') Table AI. Il 

Particle Grade (lof FlrSt Hentloned Phase - eg. Cp ln Cp/Px Blnams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 0.99 1. 36 0.55 0.31 0.28 0.18 0.16 0.18 0.16 0.42 0.35 
Cp/Gn O. 05 0.06 O. 03 0.04 0.09 O. 00 0.06 O. 00 O. 08 0.21 0.13 
Cp;Sp 0.64 0.13 0.13 0.08 0.01 0.01 0.06 0.04 0.04 o. la 0.08 
Cp/lQ 1.32 1.59 0.46 0.31 0.22 0.26 0.24 0.09 O. 04 0.10 0.03 
Cp/ A11 83.63 3.00 3.13 1.11 0.81 0.65 0.52 0.52 0.31 0.32 0.83 0.59 J.81 

Px/Cp 0.35 0.42 0.16 0.18 0.16 0.18 0.28 0.31 0.55 1.36 0.99 
Px/Gn 0.24 0.41 0.33 0.30 0.42 0.50 0.62 0.99 1.51 3.96 2,95 
p(/Sp 0.03 O. 09 0.11 0.10 0.09 0.01 0.21 0.19 0.30 0.68 0.48 
PxtTQ 0.19 0.99 0.55 0.10 0.12 0.82 0.54 1. 01 0.85 1. 03 0.26 
Px/Ali 52.91 1.40 1.91 1.14 1.28 1.38 1.51 1.65 2.51 3.21 1.03 4,61 19.22 

Gn/Cp 0.13 0.21 O. 08 0.00 0.06 O. 00 0.09 0.04 0.03 0.06 0.05 
Gn/Px 2.95 3.96 1.51 U9 0.62 0.50 0.42 0.30 0.33 Ul 0.24 
Gn/Sp 1. 25 1. 81 0.91 0.69 0.69 0.38 0.28 0.26 0.29 0.30 0.15 
Gn/TQ 1.36 2.38 1.44 0.83 0.50 G.S9 0.31 0.31 0.11 0.24 Ui 
Gn/ Ali 43.36 5,69 8.36 3.93 2.51 1. 87 ua 1. 15 0.92 0.81 1. 01 0.52 28.40 

Sp/Cp O. 08 0.10 0.04 0.04 0.06 0.07 0.01 0.08 0.13 0.13 0.64 
SPI Px 0.48 0.68 0.30 0.19 0.21 O. 01 0.09 O. la 0.11 0.09 0.03 
Sp/Gn 0.15 0.30 0.29 0.25 0.28 0.38 G.69 0,69 0.91 1.81 1.25 
Sp/TQ o. a6 1.59 1. 01 0.66 0.16 0.12 0.11 0.49 0.96 1.10 O.ll 
Sp/All 11.38 1.56 2.68 1.69 1. 15 1.31 1. 25 1.61 1.36 2.10 4,32 2.25 1.34 

A11 



Sa~p le: Re076 FlHE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCEHTAGE (SAHPLE : 100') Table ALIz. 

Partlele Grade (lof First Mentloned Phase - ego Cp in Cp/Px 8lnaries) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 0.9750 1.0000 

Cp/Px 2.88 3.28 0.48 0.15 0.15 O. 05 0.07 0.07 0.17 0.34 0.21 
Cp/Gn 0.05 0.07 o J2 0.00 0.00 0.00 0.00 O. 00 0.00 0.05 O. 05 
Cp/Sp 0.89 1. 11 0.27 o. la 0.05 O. 03 0.00 0.02 O. 02 0.27 U7 
Cp/IQ 9.19 12.58 4,93 3.08 1. 49 0.89 0.67 0.51 0.87 2.33 1.11 
cpt A II 49.40 13.01 17. 04 5.70 3.34 1.69 0.98 0.74 0.60 1. 06 2.99 2.23 1.22 

Px/Cp 0.21 0.34 0.17 0.07 0.07 0.05 0.15 0.15 0.48 3.28 2.88 
Px/Gn 0.05 O. 05 0.02 0.03 O. 02 O. 02 O. 02 0.05 0.05 O. 03 0.01 
Px/Sp 0.07 O. 09 0.02 0.00 o. 00 0.00 0.00 0.00 0.00 0.09 0.09 
P~/IQ UO 5.49 2.14 1. 69 1.20 1.32 1.13 2.21 3.35 1.05 3.85 
Px/A Il 38.84 4,53 5.97 2.34 1.80 1.28 1.39 1.90 2.41 3.88 10.45 6.83 18.38 

Gn/Cp 0.05 0.05 0.00 0.00 0.00 0.00 0.00 O. 00 0.02 0.07 0.05 
Gn/Px 0.01 O. 03 0.05 0.05 O. 02 0.02 0.02 0.03 O. 02 0.05 0.05 
Go/Sp 0.03 0.03 0.02 0.02 0.02 0.03 O. 02 0.05 0.02 0.12 0.13 
Go/TQ 4.62 6.47 2.82 1.95 1.40 0.98 1. 06 0.12 0.17 t. 03 0.62 
Gn/ A II 53.68 4.71 6.59 2.89 2.02 1.44 1. 03 1.09 0.80 0.82 1.27 0.85 22.82 

SPI Cp 0.27 0.27 0.02 0.02 0.09 0.03 0.05 0.10 0.27 1.11 0.89 
SPI Px 0.09 O. 09 O. 00 0.00 0.00 O. 00 0.00 0.00 0.02 0.09 0.07 
Sp/Gn 0.13 0.12 0.02 0.05 0.02 0.03 O. 02 0.02 0.02 0.03 O. 03 
Sp/IQ 4.11 7. 43 4.05 2.67 2.02 1.30 1.30 1.51 2.89 4.48 2040 
Spi A Il 59.96 5.18 7.90 4.09 2.74 2.04 1.37 1.37 1.73 3.20 5.71 3.38 1.33 

... 
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Samp le: RGHR Ils COARSE FREQUENCV OF VARIOUS OBSERVATIONS AS A PERCENT AGE (SAMPlE : 100S) Table 41.13 

Partlcle Grade (lof First Mentioned Phase· ego Cp ln Cp/Px 8lnams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 O. iOOO 0.9150 1. 0000 

Cp/Px 0.12 0.13 0.02 0.03 9.02 0.01 UO 0.00 0.00 ua 0.00 
Cp/Gn 0.00 0.00 0.02 0.01 0.02 O. O~ O. 01 0.00 0.01 0.02 0.01 
Cp/Sp 0.06 0.18 0.14 0.05 O. os 0.13 0.18 0.10 0.11 0.83 0.65 
(p/TQ 0.51 0.18 O. J3 0.13 0.11 0.05 0.01 0.02 0.01 0.03 O. Ù 1 
Cp/All 93.84 0.69 1. 08 0.52 0.21 0.24 0.19 0.26 0.13 0.24 0.68 0.61 1.05 

Px/Cp O. 00 O. 00 O. 00 0.00 0.00 0.01 O. 02 0.03 0.02 0.13 0.12 
Px/On 0.10 0.39 O.H 0.28 0.45 0.52 UO 0.68 1.45 2.89 1.18 
Px/Sp 0.00 0.00 0.01 0.00 0.00 o.oa 0.00 0.00 0.01 0.00 0.00 
Px/TQ 1.30 2.91 2.14 2.26 2.06 2.52 Ul 3,41 4.81 1.10 2,89 
Px/AlI 49.35 1.40 1.11 1.19 2.54 2,51 3.04 3.45 4.\9 6.10 10.1\ 4.18 5,82 

Gn/Cp 0.01 O. 02 0.01 0.00 0.01 0.00 0.02 0.01 0.01 O. 00 o. 00 
Gn/Px 1.18 2.89 1.45 0.68 0.60 0.52 0.45 0.28 O.U O.3! 0.10 
Gn/Sp 1.36 3098 2.31 1.38 LlO 0.86 0.54 0.58 0.12 O.ll 0,30 
Gn/TQ 1. 46 13.06 7.55 3.89 2.81 1.83 1.41 1.21 0.11 0.51 0.11 
Gn/ A 11 21.00 11.61 IU4 11.32 5.96 4.52 3.20 2.42 2.13 1. 91 1.64 0.51 13.84 

SplCp 0.05 0.83 0.22 0.10 0.18 O.ll 0.09 0.05 0.14 0.18 0.06 
Sp/Px G.DO ua D. 01 0.00 0.00 0.00 UO 0.00 0.01 O. 00 D.OO 
Sp/Gn 0.30 0.13 0.12 0.58 0.54 0.86 1.10 1.38 Ul ua 2.16 
Sp/TQ 5.06 1.52 3.12 2.52 1.87 2.08 2.19 2,26 2.60 4.33 UI 
Spi AlI 39.99 6. 01 9. 08 4061 3.19 2.59 3.06 3.48 3.69 5.06 8.49 Ul 6. j6 

A13 



Sample. RGHR TlS MEDIUM FRfQUENCY OF VARIOUS 08SERVmOHS AS A PERCENTAGE (SAMPlE : 100%) Table A1.I~ 

Part1Cle Grade (, of FHst Mentioned Phase - ego Cp ln Cp/Px 8lnams) 

O. 0000 O. 0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px Q.45 O. ~9 0.16 0.04 0.10 0.01 0.01 O. 06 0.01 0.03 0.04 
Cp/Gn 0.12 0.22 0.01 0.03 0.03 0.03 0.03 O. 09 0.15 0.21 0.10 
Cp/Sp 0.93 1.11 0.28 0.01 0.04 0.03 0.10 0.03 0.00 0.00 O. 01 
Cp/!Q 2.53 2.92 0.46 ù.13 0.04 0.06 0.07 O. 01 O. 03 0.00 O. 00 
Cp/ A Il 81.84 4.03 4,91 0.92 0.28 0.22 0.13 0.22 0.19 0.19 0.24 0.16 Q.65 

Px/Cp O. 04 0.03 0.01 O. 06 0.01 0.01 0.10 0.04 0.16 0.59 0.45 
Px/Gn 0.19 0.40 0.30 0.18 0.33 0.43 0.65 0.16 1.11 4.45 3.11 
Px/Sp 0.16 0.25 0.01 0.10 O. 03 0.01 0.10 0.16 O. J4 0.41 0.22 
pxm 0.65 0.64 0.30 0.61 0.41 0.42 0.10 0.13 1.23 1.60 0.13 
Px / A Il 45.44 1.05 1.32 0.68 1. 05 0.85 0.93 1.56 1.69 3.46 7. 12 4.51 30.34 

Gn/Cp 0.10 0.21 0.15 0.09 0.03 0.03 0.03 0.03 O. 01 0.22 0.12 
Gn/Px 3.11 4,45 1.12 0.16 0.65 0.43 0.33 0.18 0.30 0.40 0.19 
Gn/Sp 0.18 l.H 0.11 O.ll 0.31 0.21 0.42 0.16 0.25 0.28 O. Il 
Gnm 3.32 4.38 1. 40 0.61 0.58 0.56 0.22 0.22 0.30 0.15 0.00 
Gn/A II 48.09 1.31 10.31 3.98 1.83 1.51 1.23 0.99 0.10 0.86 1. 05 0.42 21.59 

Sp/Cp 0.01 0.00 0.00 O. 03 0.10 0.03 0.04 0.01 U8 1.11 0.93 
Sp/Px 0.22 0.41 0.34 O.IS 0.10 0.07 0.03 0.10 0.07 0.25 0.16 
Sp/Gn 0.11 0.28 0.25 0.16 0.41 0.21 0.31 0.31 O. Il 1.34 0.18 
Spm 1. 05 1.60 0.83 0.56 0.53 o.gl 0.16 0.83 1. 19 3.09 2.23 
SpI A II 69.18 1. 40 2.36 1. 42 0.92 1. 16 1. 22 1.14 1.32 2.16 5.85 ua 1.08 

A14 



- ---- -------------------------------------------

Sallple: RGHR as FINE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SANPlE : 1001) Table A1.IS 

Partlcle Grade (, of Fmt Nentloned Phase' eg. Cp ln Cp/Px 81Rarles) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 0 •• 2 0.50 0.11 0.05 0.03 0.05 0.02 O. 02 0.03 0.02 ua 
Cp/Gn 0.04 0.05 0.02 0.02 0.03 0.02 0.02 Q.02 0.03 0.14 0.11 
Cp/Sp 0.55 0.65 0.12 0.05 0.03 0.00 0.02 0.00 0.00 0.03 0.03 
Cp/lQ 1.31 1.52 0.26 0.08 0.05 0.02 0.05 0.02 0.03 0.02 0.00 
Cp/ A 11 93.15 2.31 2.72 0.50 0.18 0.14 0.08 0.09 0.05 0.09 0,20 0.14 0.31 

Px/Cp 0.00 0.02 0.03 0.02 0.02 0.05 0.03 O. 05 0.11 0.50 0.42 
Px/Gn 0.16 0.32 0.29 0.26 0.32 0.45 0.51 0.12 1. 19 1.93 1.98 
Px/Sp 0.42 0.44 0.09 0.15 0.14 0.15 0.20 0.29 0.44 1.45 1. 15 
Px/TQ 0.80 0.95 0.33 û.jo D.45 0.39 0.50 0.14 1. 10 2.01 0.50 
Px/All 4U6 1.38 1.12 O.H 0.18 0.92 1. 04 1.24 1.80 2.84 U4 4.05 31.19 

Gn/Cp 0.11 0.14 0.03 0.02 0.02 0.02 0.03 O. 02 0.02 O. 05 0.04 
Gn/Px 1. 98 2.93 1.19 0.72 0.51 0.45 0.32 U6 0.29 0.32 0.16 
Gn/Sp 1.20 1.84 0.88 0.47 0.32 0.24 0.21 0.15 0.21 0.24 0.11 
Gnm 1.92 2.64 1.16 0.89 0.38 0.32 0.36 0.11 0.09 0.08 0.05 
Gn/ A 11 5o.aO 5.22 7.55 3.26 2. la 1.22 1. 03 0.92 0.59 0.60 0.68 0.35 25.69 

Sp/Cp 0.03 0.03 0.00 0.'0 0.02 O. 00 0.01 0.05 0.12 0.65 0.55 
Sp/P~ 1. 15 U5 0.44 0.29 0.20 0.15 0.14 0.15 0.09 0.44 0.41 
Sp/Gn 0.11 O.l' 0.21 0.15 0.21 0.24 D.ll 0.41 US U4 1.10 
spm \. 01 1.45 0.62 0.48 0.48 0.44 0.45 0.62 0.78 1.34 0.62 
Spi A 11 10.97 2.36 3.17 1.21 0.92 0.91 0.83 0.94 1.28 1. 81 4,21 2.19 a 42 
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Sallp le: RGHR CON COARSE FREQUENCY OF VARIOUS OBSERVmONS AS A PERCENTAGE (SAHPlE : 100l) Table A1.lb 

Partlele Grade (lof First Hentioned Phase - eg. Cp ln Cp/Px Binams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 0.9750 1.0000 

Cp/P~ 1.42 2055 1. 69 1.12 G.a4 0.56 0.41 0.45 0.31 0.70 0.61 
Cp/Gn O. 08 0.10 0.03 0.04 0.03 O. 05 0.06 O. 06 0.04 0.09 0.08 
Cp/Sp 0.07 0.09 O. 05 0.06 0.03 0.10 O. 08 0.05 0.09 0.07 0.00 
Cpm 1.95 2.91 1. 81 1.59 0.90 1.06 0.73 0.58 O.lô 0.55 0.09 
Cp/ A Il 67.33 3.53 5.10 3.58 2.81 1.19 1.16 1.21 1.15 1.21 1. 41 0.18 1.68 

Px/Cp 0.61 0.10 0.31 D.45 0.41 0.56 0.84 1. 12 1.69 2.55 1. 42 
PA/Gn 0.28 0.51 0.36 0.21 0.28 0.32 0.33 0.42 0.60 1.29 D.90 
PA/Sp 0.02 O. 05 0.04 O. 02 0.01 0.02 0.02 0.04 0.09 0.10 0.02 
PA/rQ 0.99 1.48 1. 19 1.42 0.84 1.42 1. 13 1.65 1.90 2.H 1. 09 
Px/ A 1\ 57.65 1.90 2.13 1.91 2.16 1.53 2.33 2.32 3.23 4028 6,21 3.45 10.24 

Gn/Cp 0.08 0.09 0.04 O. 06 O. 06 0.05 0.03 0.04 0.03 0.10 O. 08 
Gn/Px 0.90 1.29 0.60 0.42 0.33 0.32 0.28 0.21 0.36 0.51 0.28 
Gn/Sp 0.22 0.45 0.34 0.23 0.33 0.23 0.31 0.33 0.30 0.36 0.22 
GnlTQ 2.32 3.33 1.55 1.01 0.17 0.81 0.67 0.54 US 0.52 0.23 
Gn/ Ali 39.11 3.52 5.16 2.52 1.78 1.49 1. 41 1.29 1. 19 1.25 1. 48 0.82 38.91 

SPI Cp 0.00 O. 01 0.09 0.05 0.08 0.10 0.03 0.06 0.05 0.09 0.01 
Sp/Px O. 02 0.10 0.09 O. 01, 0.02 0.02 0.01 0.02 O. 04 0.05 0.02 
Sp/Gn 0.22 0.36 0.30 0.33 0.31 0.23 0.33 0.23 O.H 0.45 0.22 
Sp/TQ 1.81 2.36 0.96 0.82 0.82 0.16 0.86 0.61 0.10 0.60 0.24 
SPI A Il 83. 09 2.06 2.89 1.46 1.25 1.23 1. 11 1.24 0.98 1. 13 1.19 0.55 1.83 
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Sample: RGHR CON MfDIUN FRfQUENCY OF VARIOUS OBSERVATIONS AS A PERCEHTAGE (SAHPlE : 100l) Table A1.I~ 

Partlele Grade (lof Flrst Ment loned Phase - ego Cp ln Cp/Pl Blnaries) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 UOOO 0.9150 1.0000 

Cp/Px 1.18 1.94 1. 06 0.58 0.43 o.a 0.22 0.16 0.15 0.28 0.22 
Cp/Gn 0.04 0.06 0.05 0.06 0.03 0.02 0.02 0.02 0.06 0.12 0.08 
Cp/Sp 0.05 0.16 0.12 0.04 O. 01 0.15 0.09 0.09 0.10 0.38 0.32 
Cp/TQ 0.92 1.58 1.11 1. 03 0.58 D.45 0.41 0.41 0.24 0.49 0.26 
Cp/ A11 16.95 2.19 3.14 2.40 1.11 1.11 0.91 0.19 0.68 0.55 1.28 Ul 6.81 

Px/Cp 0.22 0.28 0.15 0.16 0.22 0.29 0.43 0.58 1. 06 1.94 1. 18 
Px/Gn 0.26 0.39 0.25 0.25 0.21 0.22 0.28 0.45 0.13 1.11 0.61 
Px/Sp 0.01 0.13 0.08 0.06 0.08 0.08 0.09 0.18 0.19 0.59 o 49 
Px/TQ 0.54 0.86 0.58 0.51 0.51 0.68 0.80 1. 03 1.21 1.29 0.53 
Pxl AlI 58.88 1. 08 1.66 1.06 Q.98 1.08 1.21 1.61 2.24 3.25 UO 2,81 19.02 

Gn/Cp 0.08 0.12 0.06 0.02 0.02 0.02 0.03 0.06 0.05 0.06 0.04 
Gn/Px 0.61 1.11 0.13 Q.45 0.28 0.22 0.21 0.25 0.25 0.39 0,26 

Gn/Sp 0.29 0.65 0.53 0.34 0.14 0.35 0.28 0.28 0.32 O. J8 0.20 
Gn/TQ 1.04 1.41 0.60 0.14 0.26 Q.2~ 0.2\ 0.09 0.\9 0.12 0.00 
Gn! A 11 45.97 2. 08 3.42 1.91 1.14 0.90 0.84 0.12 0.68 0.81 0.95 0.50 40.06 

Sp/Cp 0.32 0.38 0.10 0.09 0.09 0.15 0.01 0.04 0.12 0.16 0.05 
Sp/Px 0.49 0.59 0.19 0.18 0.09 0.0& 0.08 0.06 0.08 0.13 0.01 
Sp/Gn 0.20 D.38 0.32 U8 D.28 US 0.34 0.34 0.53 0.65 0.29 
SP/TQ \. 21 1.66 0.61 0.43 0.43 0.31 0.21 0.34 0.24 0.36 0.08 
Spi A11 82.01 2.22 3. 01 1.28 0.98 0.89 0.95 0.10 0.11 0.91 1.30 0.49 ua 
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Sample: RGHR CON FINE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAMPlE : 1001) Table AI. /a 

Part i c le Grade (lof FI rst Kent lOned Phase - eg. Cp ln Cp/Px Blnams) 

O. 0000 0.0250 0.1000 0.2000 0.3000 0.4000 UOOO 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 4.11 6.21 2.22 0.63 0.13 0.32 0.35 0.48 0.44 0.51 0.36 

Cp/Gn 0.21 0.22 0.03 0.03 0.03 0.03 0.00 0.03 0.16 0.22 0.08 

Cp/Sp 0.16 1. 14 0.J8 0.22 0.22 0.13 0.06 0.16 0.48 2.31 O ... 

CpilQ U5 1.23 3.55 2.35 1.36 1.21 1.11 1. 01 1.11 3.58 1. 05 

Cp/AlI 45.61 10.1l 14.81 6.18 3.23 2.35 1.14 1.59 1.68 2.19 6.69 1.93 1.20 

PA/Cp 0.36 0.51 0.44 0.48 0.35 0.32 0.13 0.63 2.22 6.21 4.31 

PA/Gn a .lB 0.51 0.19 O. 13 O. Il 0.29 0.32 0.29 a .l8 0.51 0.19 

PA/Sp 0.19 0.22 0.03 0.00 0.03 O. 00 0.10 O. 03 0.16 0.41 0.21 

PA/IQ 3.92 5.11 2.03 1.55 1.49 1.46 1.90 2. 00 2.S1 3.14 Q.48 

PA/AlI 42.64 U5 6.41 2.10 2.16 2.00 2.06 3.04 2.95 5.33 10.21 5.25 10.29 

Gn/Cp O. 08 0.22 0.16 O. 03 O. 00 0.03 0.03 0.03 o 03 0.22 0.21 

Gn/Px 0.19 0.51 0.38 0.29 0.32 0.29 0.13 0.13 0.19 0.51 0.38 

Gn/Sp 0.32 0.51 0.29 0.19 0.16 0.13 0.19 0.16 0.19 0.22 0.11 

Gn/TQ 2.10 4. 12 2.09 1.33 1.11 0.92 0.89 0.35 0.38 0.19 0.00 

Gn/All 53.15 3.28 5.36 2.92 1.84 1.65 1.36 1.24 0.61 0.19 1.14 0.10 25.30 

Sp/Cp 0.44 2.31 0.48 0.16 0.06 0.13 0.22 0.22 0.38 1.14 0.16 

Sp/Px 0.21 0.41 0.16 0.03 O. la o. 00 0.03 O. 00 0.03 0.22 0.19 

Sp/Gn 0.11 0.22 0.19 0.16 0.19 0.13 0.16 0.19 0.29 0.51 0.32 

Sp/TQ 4.14 1.45 4,22 1. 81 1.20 0.92 1. 05 0.19 1.46 1.55 0.32 

Spi A Il 62.22 4,96 10.40 5. 04 2.16 1.55 1.11 1.46 1.20 2.16 3,42 1.59 UÔ 

'., 
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Samp1e: ClNR TlS COARSE fREQUENCY Of VARIOUS OBSERVATIONS AS A PERCEHTAGE (SANPLE : 100') Table AI. 1'1 

Particle Grade (lof First Mentloned Phase· ego Cp in Cp/Px 81nams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 0.9750 1. 0000 

Cp/Px 2,85 3.55 1.12 0.84 0.56 0.53 0.21 0.22 0.25 0.33 0.19 
Cp/Gn 0.03 0.06 0.05 0.04 0.05 0.07 0.04 0.08 0.09 0.22 0.17 
CP/Sp 0.08 0.25 0.19 0.06 0.15 0.04 O. OB 0.04 0.08 0.14 US 
cpm 1. 61 2.16 0.85 0.60 O. JI 0.32 0.22 0.06 0.01 O. Id O. 03 
Cp/A11 75. Il 4.57 6.01 2.21 1.54 1.13 0.96 0.55 0..0 0.43 0.86 0.46 5.11 

Px/Cp 0.19 0.33 0.25 0.22 0.21 0.53 0.56 0.84 1. 12 3.55 2.8! 
Px/Gn 0.15 0.44 0.41 0.23 0.11 0.18 0.34 0.49 0.45 1.49 I.2B 
Px/Sp 0.08 0.16 0.13 0.09 0.05 0.18 0.11 0.13 0.34 0.68 0.41 
Px/TQ 0.74 0.78 0.43 0.18 0.44 0.55 0.80 0.61 1. 19 1.49 0.56 
Px/AH 55.99 1.16 1.72 1.22 1.32 0.87 1.43 1.81 2.12 3.10 7.21 U9 16.9S 

Gn/Cp 0.11 0.22 0.09 0.08 0.04 0.07 0.05 0.04 O. OS 0.06 O. Dl 
Gn/Px 1.28 t. 49 0.45 0.49 0.34 0.18 0.17 0.23 0.41 0.44 0.15 
Gn/Sp 0.16 0.64 0.69 0.42 0.35 0.20 0.22 0.32 0.27 0.6~ O. S4 
GnlTQ 1.06 1.64 0.85 U4 0.49 0.21 0.44 0.24 0.25 O.ll 0.11 
Gn/ A11 44.90 2.66 3.98 2.08 1.51 1.21 0.73 0.8B 0.83 0.98 1.45 0.88 3U8 

Sp/Cp 0.08 0.14 0.08 0.04 0.08 0.04 0.15 0.06 0.19 0.25 O.Od 
Sp/Px 0.41 0.68 0.34 0.13 0.11 0.18 0.05 0.09 0.13 0.16 ua 
Sp/Gn 0.54 G.65 0.27 Ul il.22 Q.20 0.l5 0.42 0.69 0.64 0.16 
Sp/TQ 0.77 1.24 0.65 0.36 0.61 0.33 0.47 0.36 0.14 0.49 0.13 
Spi A 11 82.01 1.79 2.71 1.34 0.85 1.03 0.75 1. 02 0.94 1.36 1.53 O.U 4.11 

A19 



Sallple: mR ilS MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SANPLE : 1001) TableA1.Zo 

Partiele Grade (lof Fmt Mentioned Phase - eg. Cp in Cp/Px Binmes) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 1.21 2.35 1.59 0.88 0.52 0,48 0.43 0.28 US 0.30 0.19 
Cp/Gn 0.06 O. O~ 0.00 0.03 0.01 0.05 0.04 0.03 0.05 0.19 0.15 
Cp/Sp O. 01 0.21 0.13 0.16 C la 0.11 0.18 0.13 0.06 0.23 0.23 
Cp/IQ 0.54 1. 0 1 0.82 0.11 0.32 0.29 0.41 0.18 0.20 0.21 0.10 
Cp/ A Il 71.18 1.82 3.62 2.54 1.19 0.95 0.92 1. 06 0.63 0.57 0.93 0.61 1.33 

Px/Cp 0.19 0.30 0.25 0.28 0.43 0.48 0.52 0.88 1. 59 2.35 1.21 
PI/Gn 0.28 0.39 0.20 0.11 O. 19 0.20 0.22 0.31 0.60 LOI 0.41 
p(/Sp 0.08 0.22 0.19 0.10 0.13 O. \4 0.15 0.18 0.29 0.05 0.65 
Px/TQ 0.28 0.50 0.42 0.38 0.53 0.44 0.45 0.68 0.78 0.11 0.14 
PxiA Il 59.32 0.83 1.42 1. 06 1.01 1.28 ! 27 1.34 2.11 3.25 U2 2,41 19.61 

Gn/Cp 0.15 0.19 U5 0.03 0.04 0.05 0.01 0.03 0.00 0.05 0.06 
GniPx 0.41 1. 01 0.60 0.31 0.22 0.20 0.19 0.31 0.20 0.39 0.28 
Gn/Sp 0.29 0.59 0.46 0.33 0.37 0.25 0.28 0.19 0.31 0.25 O. 03 
Gn/TQ 0.68 0.90 0.31 0.20 0.18 0.14 0.09 0.11 0.03 0.06 0.03 
Gn/AII 49.09 1.60 2.68 1.42 0.93 0.80 0.64 0.51 0.64 0.54 0.14 0.40 39.95 

Sp/Cp 0.23 0.23 0.06 0.13 0.18 O. Il 0.10 0.16 0.13 0.21 0.01 
SP/P, 0.65 0.85 0.29 0.18 O. 15 0.14 0.13 0.10 0.19 0.22 0.08 
Sp/Gn 0.03 0.25 0.31 0.19 0.28 0.25 0.31 0.33 0.46 0.59 0.19 
Sp/TQ 1.20 1.42 D.45 0.48 0.37 0.21 OJI 0.24 0.20 U6 0.12 
Spi A Il 81.62 2.12 2./4 1.12 0.99 0.98 0.70 0.82 0.82 0.98 1.28 0.50 5.34 
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Sallple: CLHR "LS FINE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAHPLE : 100S) Table ALzI 

Particle Grade (s of Flrst Mentl0ned Phase - eg, Cp ln Cp/Px 81nams) 

0,0000 0,0250 0.1000 0,2000 0,3000 0,4000 0.5000 0,6000 0,1000 0.8000 0.9000 o.mo 1.0000 

Cp/Px \.12 1.56 C,16 0.63 0,12 0.59 0.59 O. S5 0,89 U2 Ul 
Cp/Gn 0.11 0.21 0.08 0.08 0.04 0.04 O. 08 0.04 0.13 0.34 0,23 
Cp/Sp 0.30 0.85 0.34 0.30 0.04 0.13 O. Il 0.08 0.08 0.13 O. 08 
Cp/TQ 1.15 3.li 1.35 ua 0.55 0.42 0.42 0.51 0.51 0.11 U6 
Cp/ A II 64.73 4.33 6.38 2.54 1.69 1.35 1.18 Ul 1. 18 1.61 2.11 1.69 9.34 

Px/Cp 0.91 1.52 0.89 0.55 0.59 0.59 0.12 0.63 0.16 1.56 1. 12 
px/Gn 0.40 0.51 0.21 0.21 0.21 0.34 0.38 0.51 1. 06 2.10 1.39 
Px/Sp 0.21 0.34 0,13 0.13 0.04 0.04 0.04 0.04 O. Il 0.34 0.23 
Px/TQ LU 1.82 0,12 0.68 0.42 0,)4 0.16 0.55 0.93 1.90 0.11 
Px/ A 11 41.~8 1.02 U8 1.94 1.56 1.21 1.31 1.90 1.13 1.81 UO 2.92 23.80 

Gn/Cp 0.23 0.34 0,13 0.04 0.08 0.04 0.04 0.08 0.08 0.21 0.11 
Gn/PA 1.l9 2.20 1.06 0.51 0.38 0.34 0.21 0.21 0.21 0.51 0,40 
Gn/Sp 0,40 0,59 0.30 C.21 0.21 0,13 0.08 0.04 O. 08 0.04 0.00 
Gn/TQ 1.44 2.24 1.01 0.42 0.11 0.&3 0.11 O.ll 0.11 0.21 0.00 
Gn/ Ali 56,55 3.41 U1 2.49 1. 1 a U5 1.14 0.51 0.46 0.55 0.91 0.51 25.89 

Sp/Cp O. 08 0,13 0.08 0.08 0.11 0.13 0.04 0.30 0.34 0.85 0.30 
Spl?x 0,23 0,)4 0,13 0.04 0.04 0,04 0.04 0.13 0.13 0.34 0.21 
Sp/Gn O. 00 0.04 0.08 0.04 0.08 0.13 0.21 0.21 Q.30 O. ~9 Il.40 
SpJlQ 0.89 LU 0.80 0.51 0.34 0.42 0.51 0,59 0,16 1.13 0.30 
SpI A II 82.44 1.20 1.94 1. 10 0.68 0,63 0.12 0.80 1.23 1.52 J.51 1.21 2.96 
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Sallple: ClNR CON COARSE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAHPlE : lOOl) Table AI.Zz. 

Partlcle Grade (lof Fmt Hentloned Phase· eg. Cp ln Cp/Px 8lnams) 

0.0000 D. 0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px 1.34 2.63 1.85 1. la 1.38 1.31 0.94 0.94 1.50 3.16 2.13 
Cp/Gn US 0.13 0.05 0.06 O. 06 0.03 0.05 0.20 0.20 0.30 0.20 
Cp/Sp 0.11 0.20 0.2B UT a .3d 0.21 0.29 0.36 0.54 1.01 O.H 
cpm 1. 02 1.63 1. 42 1.61 ua 1.41 1.22 1.59 1.68 2.89 I.H 
Cp/AIl 15.44 2.54 ua 3.60 3.14 3.11 3. 03 2.50 3.09 3.93 7.36 UT 42.69 

Px/Cp 2.13 3.16 1.50 0.94 0.94 1.31 1.38 1. la 1.85 2.63 1.34 
Px/Gn 0.00 O. 02 0.07 0.05 O. 05 O. 06 0.03 0.06 O. Il 0.20 0.12 
Px/Sp O. 03 O. 06 0.05 0.05 O. 05 0.03 0.04 0.06 0.18 0.23 Q.08 
PxJTQ 2.24 3.46 1.96 1. 49 1.26 1.23 1. 13 LOI 1.37 1.23 0.35 
P~/ A11 56.44 4041 6.70 3.58 2.54 2,29 2.63 2,58 2.23 3.51 U8 1.89 6,93 

Gn/Cp 0.20 O. JO 0.20 0.20 O. 05 O. 09 O. 06 0.06 O. 05 O. Il 0.08 
Go/Px 0.12 0.20 O. " 0.06 O.OJ 0.06 0.05 0.05 0.01 0.02 0.00 
Go/Sp 0.06 0.08 0.05 0.04 O. 01 0.01 0.03 0.01 O. a 1 O. 07 0.01 
Go/TQ 1.13 1.46 0.50 0.J7 U6 0.24 0.11 0.10 O. 06 0.02 0.00 
Go 1 A 11 89. 13 1. 5 1 2.04 0.86 0.68 0.55 0.45 0.26 0.22 0.18 0.24 0.15 l.7ê 

Sp/Cp 0.65 1. a 1 0.54 0.36 0.29 0.21 0.38 0.37 0.28 0.20 O. Il 
Sp/Px 0.08 0.23 0.18 0.06 O. 04 0.03 U5 0.05 O. 05 O. 06 0.03 
Sp/Go O. 01 0.01 0.01 0.01 0.03 0.07 0.01 0.04 0.05 0.08 0.06 
Sp/TQ 2.33 3.11 1.71 0.65 0.13 0.49 0.31 0.23 0.25 O. J2 0.12 
SpI A Il 82.06 3.12 5. 02 2.44 1. 08 1. 08 0.80 0.75 0.70 0.63 0.66 0.32 1.34 
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Sample: ClNR CON MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAMPlE : 100l) Table A1.23 

Partiele Grade (lof Fmt Ment ioned Phase - eg. Cp ln Cp/Px 81nams) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9750 1.0000 

cp/Px 1.45 2.54 1. 81 1. 46 1.55 1.29 1.22 1.30 1.86 3.0l 1.82 
Cp/Gn 0.02 0.06 0.07 0.06 0.04 0.08 0.06 0.12 0.13 0.43 0.36 
CP/~p 0.00 0.20 0.29 0.15 0.11 0.16 O.H U9 0.41 0.84 0.58 
Cp/TQ 0.31 0.61 0.58 0.45 0.55 0.31 0.38 0.56 0.51 0.80 0,25 
Cp/A11 12.43 1. 78 3.46 2.75 2.12 2.30 1.83 1.90 2.21 2.91 5.10 3. 01 58.13 

Px/Cp 1.82 3.03 1. 86 1. 30 1.22 1. 29 1. 55 1.46 1.81 2.54 1.45 
Px/Go 0.05 0.06 0.02 0.02 0.05 0.03 0.04 0.09 0.11 0.23 0.11 
Px/Sp 0.02 0.04 0.03 0.03 0.04 0.06 0.11 0.09 0.12 0.21 0.13 
pxfTQ 0.41 0.15 0.58 0.48 0.31 0.29 0.40 0.45 0.59 0.23 0.00 
px/All 66.05 2.30 3.88 2.48 1.83 1.63 1.&7 2.11 2.08 2,69 3.21 1.69 U8 

Gn/Cp 0.36 U3 0.13 0.12 0.06 0.08 0.04 0.06 0.01 0.06 0.02 
Gn/Px 0.11 0.23 0.17 0.09 0.04 0.03 0.05 0.02 0.02 0.06 0.05 
Gn/Sp 0.05 0.01 0.03 O. 02 0.02 0.02 0.02 0.03 0.01 0.03 0.04 
Gn/lQ 0.41 0.51 0.23 0.12 0.06 0.04 0.02 0.04 0.03 0.03 0.01 
Gnl A 11 95.29 0.92 1.31 0.56 0.35 0.18 0.16 0.13 0.15 0.13 0.18 0.12 0.53 

Sp/Cp 0.58 0.84 0.41 0.29 0.24 0.16 0.11 0.15 0.29 0.20 0.00 
SpiP~ 0.13 0.21 0.12 0.09 0.11 0.06 0.04 0.03 0.03 0.04 0.02 
Sp/Gn 0.04 0.03 0.01 0.03 0.02 0.02 0.02 0.02 O. 03 0.01 U5 
Sp/lQ 0.93 1. 18 0.35 0.20 0.06 0.08 0.06 0.11 0.09 0.05 0.02 
Spi Ail 90.83 1.68 2.26 0.89 0,60 0.44 0.32 0.29 O.ll 0.41 0.31 0.09 U9 
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Sample: CLHR CON FINE FREQUENCY OF VARIOUS OBSERVATIONS AS A PERCENTAGE (SAHPLE : 1001) Table A1.llf 

Partlcle Grade (% of Fmt Hentloned Phase - eg. Cp ln Cp/Px 81nanes) 

0.0000 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 0.98 1.58 1. 02 0.85 0.64 0.13 0.69 0.61 1.04 2.16 2.03 
Cp/Gn 0.06 0.06 0.02 0.03 0.06 0.08 0.05 0.06 0.13 0.40 0.30 
Cp/Sp O. JI 0.53 0.18 0.19 0.19 0.27 0.24 0.14 0.35 1.05 0.11 
Cp!TQ 0.21 0.54 0.45 0.35 0.31 0.38 0.46 0.40 0.61 1.69 1.28 
Cp/A 11 15.90 1.68 2.71 1.66 1.42 1.26 1.47 1.44 1.21 2.12 5.90 4.39 58.83 

Px/Cp 2.03 2.76 1. 04 0.61 0.69 0.73 0.64 0.85 1.02 1.58 0.98 
Px/Go 0.06 0.06 0.03 0.06 O. 02 0.05 0.03 0.06 0.05 0.18 0.16 
P ~/Sp 0.05 0.06 0.02 0.02 0.02 0.03 0.02 0.00 0.03 0.13 0.10 
Px/IQ 1.23 1.66 0.59 0.32 0.41 0.35 0.19 0.26 0.18 0.21 0.02 
Px lA Il 13.61 3.Jl 4,55 1.68 1.01 1. 13 1. 16 0.88 1.16 1.28 2.09 1.25 6.84 

Go/Cp 0.30 0.40 0.13 0.06 0.05 0.08 0.06 0.03 0.02 0.06 0.06 
Gn/Px 0.16 0.18 O. 05 0.06 O. Dl 0.05 0.02 0.06 0.03 0.06 0.06 
Gn/Sp 0.10 0.10 0.02 O.Ol 0.02 0.02 0.02 0.02 0.02 0.03 0.02 
Gn/IQ 0.54 0.62 0.13 0.10 O. 05 0.06 O. 05 0.03 0.08 0.10 0.03 
Gn/ A Il 89.84 1. 10 1.29 0.32 0.26 0.14 0.21 .0.14 0.14 0.14 0.26 0.18 5.98 

Sp/Cp 0.11 1.05 0.35 0.14 0.24 0.21 0.19 0.19 O. 18 0.53 O. JI 
Sp/Px 0.10 0.13 0.03 O. 00 O. 02 0.03 0.02 O. 02 0.02 0.06 O. 05 
Sp/Gn 0.02 0.03 O. 02 0.02 0.02 0.02 0.02 0.03 0.02 o. la 0.10 
Sp/IQ 0.57 0.85 0.35 0.16 0.10 0.16 0.11 0.16 0.21 0.11 0.00 
Sp/A 11 90.71 1. 41 2.06 0.15 0.32 0.31 0.48 0.l4 0.40 0.41 0.80 0.51 1.39 

A24 



Sanple: RCOi4 COARSE FREQUENCV OF VARIOUS OBSERVATIONS lable A 1.l~ 

Chalcopynte SamplU Cp Observat 100S\ 

Free Occurrences 1.53 36.9 
H19h Grade (85-100) 0.33 8.0 
Med. Grade (15-81) 1.36 32. ) 
Low Grade (Oo-tl) Q.93 22.4 

Iron Minera 15 Salp le' Px Observations' 81nary Px \ 

Free Occurrences 11.41 21.9 VIth Hlgh Cp (85-100) 0.33 
H19h Grade (8HOO) 15.38 29.4 ~lth Hed. Cp (15-85) 2.35 
Med. Grade (15-85) 20.99 40.1 Wlth LOIl Cp (00-15) 0.33 
Low Grade (CO-151 Ul 8.\ VIth No Cp 96.98 

Ga lena + Arsen Ides SamplU Gn Observatlonsl 81nary Gn \ 

Free Occurrences 15.10 21.1 ~lth H19h Cp (85-10Q) 0.31 
Hlgh Grade (85-100) 1.23 1.1 Wlth ~ed. Cp (IH5) 0.63 
Med. Grade (15-85) 23.11 3U ~lth LOIl Cp (00-15) 0.52 
Law Grade (00-15) 31.96 4408 Wlth No Cp 98.54 

Spha lente Samp leI Sp Observat 10nS% 81nary Sp l 

Free Occurrences 9.61 18.1 Wlth H19h Cp (8HOO) 0.18 
H19h Grade (85-100) lUI 24.1 Wlth ~ed. Cp (15-m 1.34 
Med. Graâe (15-85) 19 .92 3U Wlth LOIi Cp (QO-15) 0.35 
Law Grade (00-15) 9.93 19.1 Wlth No Cp 98.13 
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~----------------------------------- --------------- -- ----

Sallp le. RC014 MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS Table Al. Z,-

Cha lcoPYrlte Sa~p le' Cp Observat Ions' 

Free Occurrences 3.32 22.5 
HI9h Grade (85-100) 1.01 6.8 
Med. Grade (1 s-a 5 ) 3.91 26.9 
Law Grade (00-15) U9 43.9 

Iron MIneraIs Sa~plU Px Observat Ions' Blnary Px , 

Free Occurrences 11.l2 33.3 Wlth High Cp (85-100) 2.85 
H19h Grade (85-100) 14049 21. 8 Wlth Med. Cp (15-85) 4,21 
Med. Grade (15-85) 16.15 31. 0 With Lav Cp (00-15) 2.60 
LOll Grade (00-15) 4.12 1.9 Wlth No Cp 90.28 

Galena t Arsenldes Sallp le' Gn Observat 10ns% Blnary Gn l 

Free Occurrences 21.01 31.6 Wlth High Cp (85-100) 1.58 
Hlgh Grade (85-100) 1.92 2.9 Wlth Med. Cp (15-85) 0.99 
Med. Grade (15-85) 11.90 26.9 Wlth lOIl Cp (00-15) 1.83 
Law Grade \ 00-15) 25.12 38.6 Wlth No Cp 95. iO 

Spha lente Samp lel Sp Observat lonsl B1nary Sp , 

Free Occurrences 3.11 10.5 Wlth Hlgh Cp (85-100) 0.91 
Hlgh Grade (85-100) 11.13 32.6 Wlth Hed. Cp (15-85) 3.39 
Med. Grade (15-85) 13.15 36.9 Wlth Lov Cp (00-15) 8.85 
Law Grade (00-15) 1.19 20. a Wlth No Cp 8i.85 
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Sallp le: RCOH FINE FREQUENCY OF YARIOUS OBSERVATIONS Table A1.z.t 
"'t 

j 

Cha Icopynte Sallpld Cp Obsmat 10ns~ 

Free Occurrences 2.35 6.0 
Hlgh Grade (85-100) 2.51 6.5 
Med. Grade (15-85) 8.91 22 .1 
Low Grade (00-15) 25.49 64.8 

Iron MInerais Sallp leI Px Observat 10nsl B lnary Px 1 

Free Occurrences 22.81 36.3 Wlth High Cp (85-100) 5.28 
Hlgh Grade (85-100) 16.48 26.2 Wlth Med. Cp (15-85) 8.18 
Med. Grade (15-85) 14,93 23.1 Vith Low Cp (00-15) 29.16 
lo .. Grade (00-15) 8.13 13.9 With No Cp 56.11 

Galena t Arsenldes 5amp lal Gn Observatlonsl 81nary Gn 1 

Free Occurrences 21.45 4U Wlth Kigh Cp (85-100) 0.85 
Hlgh Grade (85-100) 1.90 3.1 Wlth Med. Cp (15-85) 0.00 
Med. Grade (15-85) 13.15 25.5 Wlth Low Cp (00-15) U9 
Low Grade (00-15) 15. Il 29.3 .ah No Cp 9U6 

Spha lm te Sallp lei Sp Observat lonsX 81nary Sp 1 

Free Occu rrences 1.61 5.7 Wlth Hlgh Cp (85-100) 6.91 
H19h Grade (8HOO) 7.61 25.1 Wlth Med. Cp \15-85) 8,64 
Med. Grade (IH5) Il.10 39.6 Wlth Low Cp (00-15) 3U9 
Low Grade (00-15) 8.58 19.0 Wlth Ho Cp 49.46 
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Samp le: Rem COARSf FREQUENCY OF VARIOUS OBSERVATIONS Table Al. ZB 

-
!}~ .. 

ChalcopyrIte Sa~p lel Cp Observat Ions' 

Free Occurrences 2.41 30.5 
HIgh Grade (85-100) 0.92 11.4 
Med. Grade (15-85) 3.l8 41.8 
Low Grade (00-15) 1.32 16.3 

Iron MIneraIs Samp leI Px Observat ionsl B inary Px l 

F ree Occurrences 10.27 20.9 Wlth High Cp (85-100) 1.11 
HIgh Grade (85-100) 13.30 27. 1 Wlth Med. Cp (15-85) 6.80 
Med. Grade (15-85) 20.68 42.1 Wlth Low Cp (00-15) 2.17 
Low Grade (00-15) 4,84 9.9 With No Cp 89.33 

Galena + Arsenldes Samp lel Gn Observat ions' Blnary Gn , 

Free Occurrences 17.36 24.9 Wlth High Cp (85-100) 1.34 
HI9h Grade (85-100) 1.11 2.5 Wlth Med. Cp (15-85) 1. OS 
Med. Grade (15-85) 23.59 33.8 Wlth Low Cp (00-15) 0.06 
Low Graoe (00-15) 21.12 3U Wlth No Cp 91.56 

Spha ler1te Samp lel Sp Observat lonsl Blnary Sp l 

Free Occurrences 1.85 15.8 Wlth HI9h Cp (85-100) 0.15 
HIgh Grade (85-100) 11.94 24.1 Wlth Med. Cp (15-85) 1. 49 
Med. Grade (15-85) 21.49 43.4 Wlth Low Cp (00-15) 1. 11 
Law Grade (00-15) 8.28 16.7 Wlth No Cp 91.25 
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Sample: RCD76 MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS Table Al. z't 

.. 
Cha 1 cOPY rJ te Sallp leI Cp Observat lonsl 

Free Occurrences 3.81 23.6 
Hlgh Grade (85-100) l.H U 
Med. Grade (15-85) U6 26.6 
Law Grade (OO-lS) 6.13 41.1 

Iron MIneraIs Sallp lel Px Observat 10ns1 B \Rary Px \ 

Free Occurrences 19.22 40.9 Wlth H19h Cp (85-100) 3.95 
High Grade (85-100) 11.10 24.9 Wlth Med. Cp (15-85) 9.66 
Med. Grade (15-85) 12.80 21.2 With Lov Cp (00-15) 11.99 
Low Grade (00-15) 3.31 1.0 Wlth No Cp lUI 

Galena t Arsenldes SaIIPlel Gn Observat 10ns~ 81nary Gn l 

Free Occurrences 28.40 50.1 Wlth HIgn Cp (8HOO) 1.69 
H19h Grade (85-100) 1.53 2.1 Wlth Med. Cp (15-85) 1.54 
Med. Grade (15-85) 12.66 22.4 Wlth Low Cp (00-15) 0.51 
Low Grade (00-15) 14.05 2U Wlth No Cp 96.15 

Spha lente Sallp lel Sp Observat 10nSl B lnary Sp 1 

Free Occurrences 1.34 1U Wlth H19h Cp (85-100) 1.59 
Hl9h Grade (850100) 6.58 23.0 Wlth Med. Cp (15-85) 4.15 
Med. Grade (15-65) 10.41 36.6 Wlth Low Cp (00-15) \1.01 
Low Grade (00-15) 4.14 lU Wnh No Cp a2.15 
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SallPle: Rcon FINE FREQUENCY OF mrous OBSERVATIONS Tab,e AL 30 

ChalcopyrIte Samp 1 el Cp Observat Ions' 

Free Occurrences 1.22 2.4 
HI9h Grade (85-100) 5.23 10.3 
Med. Grade (15-85) 14.10 27.9 
Low Grade (00-151 30.05 59.4 

Iron MIneraIs Samp leI Px Observat Ions' Binary Px 1 

Free Occurrenm 18.38 30.0 With Hlgh Cp (85-100) 6,40 
HIgh Grade (85-100) 11.28 28.3 Vith Hed, Cp (15-85) lUO 
Med. Grade (15-85) 15. 00 24,5 Vith Law Cp (00-15) 12,10 
Low Grade (00-15) lUO 11.2 With Ho Cp 8,10 

Galena + Arsenldes Sallp leI Gn Observat lonsl Blnary Gn l 

Free Occurrences 22.82 49.3 Wlth Hi9h Cp (85-100) 9.60 
H19h Grade (85-100) 2.11 4.6 Vith Hed. Cp (15-85) 1. 60 
Med. Grade (15-85) 10,09 21.8 Vith Law Cp (00-15) 11.20 
Low Grade (00-15) 11.29 24.4 With No Cp 11.60 

Spha lmte Sallp le' Sp Observat Ions' B Jnary Sp 1 

Free Occurrences 1.33 3.3 VIth High Cp (85-100) 13.91 
HI9h Grade (85-100) 9.09 22.7 VIth Hed. Cp (15-85) 12,86 
Hed. Grade (15-85) 16,53 41.3 VIth Low Cp (00-15) 51.88 
Low Graae (00-15) 13.09 l2.7 VIth No Cp 11.29 
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Sal1p le: RGHR HS COARSE FREQUENCY OF VARIOUS OBSERVATIONS Table AUI 

Cha 1 copyrl te Sal1pld Cp Observatl0nsl 

Free Occurrences 1. 05 11. 1 
H19h Grade (8S-10Ql 1.55 25,2 
Med. Grade (15-85) 1.l9 29.0 
Law Grade (00-15) 1.17 28.7 

Iron MHera 15 Sallp lel Px Observat 10ns\ B lnary Px \ 

Free Occurrences 5.82 11.5 Wlth Hlgh Cp (85-100) 0.07 
Hlgh Grade (85-100) 14.90 29.4 Wlth Med. Cp (15-85) 0.86 
Med. Grade (lS-85) 25.22 49.8 VIth law Cp (00-15) 2.45 
Law Grade (00-15) 4.11 9.3 Wlth Ho Cp 96,53 

Galena t Arsenldes Sal1pld Gn Observat 10ns% B lnary Gn S 

Free Occurrences 13.84 11.5 With High Cp (85-100) 0.13 
Hlgh Grade (85-100) 2.15 2.7 Wlth Med. Cp (15-85) 0.19 
Med. Grade (15-85) 31.46 39.8 Wlth Lo' Cp (00-15) 0.01 
low Grade (00-15) 31.55 lU Wlth No Cp JUS 

Spha ierJte Sal1p leS Sp Observat 10nsl B lnaq Sp l 

Free Occurrences 6.36 10.6 Wlth Hlgh Cp (85-100) i.45 
H19h Grade (85-100) 12.82 21.4 Wlth Med. Cp (15-85) 1.l8 
Med. Grade (15-85) 25.15 42.9 Wlth law Cp (00-15) t.l4 
low Graae (00-'5) 15.08 25.1 Wlth No Cp 85.03 
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Samp le: RGHR TlS M~DIUM FR~QUENCY OF YARIOUS 08S~RVATIONS T ab 1 e AI. 32. 

Cha 1 copy rIte Samplel Cp Qbsmat 10nsl 

Free Occurrences 0.65 5.4 
Hlgh Grade (85-100) 0.40 3.3 
Med. Grade (15-85) 2.11 11.8 
Low Grade (00-15) 8.94 13.5 

Iron Mmrals Samplel Px Observat Ions' 81nary Px 1 

Free Occurrences 30.34 55.6 ~lth High Cp (85-100) 0.46 
Hlgh Grade (85-100) 11.64 21.3 ~ith Med. Cp (15-85) 2.51 
Med. Grade (15-85) 10.23 18.7 VIth Lov Cp (00-15) 6.48 
Low Grade (00-15) 2.37 U Wlth No Cp 90.49 

Galena t Arsenldes Samplel Gn Observat Ions' B Jnary Gn 1 

Free Occurrences 21.59 41. 6 Vith High Cp (85-100) 1.68 
Hlgh Grade (85-100) 1. 48 2.8 Wlth Med. Cp (15-85) 2.00 
Med. Grade (15-35) 11. 16 2U Wlth Lov Cp (00-15) 1. 84 
Low Grade (00-15) 11.68 34.1 Wlth No Cp 94.41 

Spha ler1te SampleS Sp Observat Ions' 8inary Sp 1 

Free Occurrences 1.08 23,4 With Hlgh Cp (85-100) 0.16 
Hlgh Grade (85-100) 9.94 32.9 Wlth Med. Cp (15-85) 5.90 
Med. Grade (15-85) 9.44 31.2 Wlth Low Cp (00-15) 21. 91 
Low Grade rOO-15) 3.15 12.4 Wlth No Cp 11.91 
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Samp le: RGHR TlS FINE FREQUENCY OF mrous OBSERVATIONS Table A1.33 

ChalcoPYrite Samp leI Cp Observat ionsl 

Free Occurrences 0.37 5.4 
HI9h Grade (85-100) 0.34 5.0 
Hed. Grade (15-85) 1.12 lU 
Low Grade (00-15) 5. 03 13.3 

rron MInera 15 Sample' Px Observat lonsl 81nary Px \ 

Free Occurrences 31. 79 51.5 Mith Hlgh Cp (85-100) 0.10 
HI9h Grade \ 85-160) 10.99 lU With Med. Cp (15-85) 1.88 
Med. Grade (15-85) 9.36 16.9 Wlth Lov Cp (00-15) 5.99 
Law Grade (00-15) 3.10 5.6 Wlth No Cp 92.03 

Ga lena + Arsenldes Sample' Gn Observat 10nsl 8mry Gn l 

Free Occurrences 25.69 52.2 Mlth Hlgh Cp (85-100) 1.61 
Hl9h Grade (8HOO) 1. 03 2.1 Wlth Med. Cp (15-85) 0.88 
Med. Grade (15-85) U2 19.8 Wlth Low Cp 100-15) 0.54 
Lo~ Grade (00-15) 12.16 2509 Wlth No Cp 96091 

Spha lm te SallplU Sp Observatlonsl Qlnary Sp S 

Free Occurrences B.42 29.0 Mlth H19h Cp (8HOO) 0.49 
Hlgh Grade (85-100) 1.06 24.3 Wlth Med. Cp (15-85) 1.73 
Med. Grade (15-85) 8.02 21.6 Wlth Law Cp (00-15) 9.80 
Low Grade (00-15) 5.53 19.1 Mlth No Cp 81.9l 
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SdllP le: RGHR CON COARSE FREQUENCY Of VARIOUS OBSERVATIONS Table Al. 3~ 

Cna 1 copyn te Sallp les Cp Observat lonsl 

Free Occurrences 1.68 23.5 
Hlgh Grade /8HOO) 2.19 6.1 
Med. Grade (15-85) 13.57 41.5 
Law Grade 100-15) 9.24 28.3 

Iron Hlnerals Sallp les Px Observat lonsS 8 Jnary Px , 

Free Occurrences 10.24 24.2 With High Cp (8HOO) 7.84 
H19h Grade (85-100) 9.72 22.9 Wlth Ked. Cp (15-85) 32,25 
Ned. Grade (15-85) 17 .16 41.9 Wlth Low Cp (00-15) 23.81 
lo~ Gracie 100-15) 4.63 10.9 Wlth Ho Cp 36.05 

Galena + Arsenldes Sallp Ifl Gn Observat 10nSI e lnary Gn , 

Free Occurrences 38.91 64.0 Wlth High Cp (85-100) 1.19 
Hlgh Grade (85-100) 2.31 1.8 Wlth Med. Cp (15-85) 3.18 
Med. Grade (15-65) 10.93 18.0 Wlth Low Cp (00-15) 1.86 
lOW Grade (00-15) 8.68 lU Wtth Ho Cp 93. 16 

Spha lerlte S8IIples Sp ObservatlonSl B lnary Sp , 

Free Occurrences f.83 10.8 Wlth Hlgn Cp (85-100) 1.66 
H19h Grade (85-100) 1.13 lQ.3 Wlth Med. Cp (15-85) 10.31 
Med. Grade (IH5) 8.40 49.1 Wlth low Cp (00-15) 3.65 
Law Grade (00-15) 4,95 29,2 Wlth Ho Cp 84,38 
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-------------------------------------------------------.............. . 

Samp le: an»R CON MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS Table AUS' 

• 
Cha 1 copy rIte Sallplel Cp Observat Ions' 

Free Occurrences 6.81 19.5 
High Grade (8HOO) 2.15 9.3 
Med. Grade (15-85) 8.16 35.4 
Low Grade (00-15) 5.93 15.7 

Iron MIneraIs Sallplel Px Observat lonsl Blnary h \ 

Free Occurrences 19.01 46.3 VIth HI9h Cp (85-100) J.ll 
~19h Grade (8HOO) 1.81 19.1 VIth Med. Cp (1S-S5) 21. sa 
Med. Grade (15-85) 11.49 17. 9 VIth Low Cp (00-15) 13.11 
Low Grade (00-15) 1.14 6.7 Wlth Ho Cp 51.58 

Ga lm + Arsen Ides Samp leS Gn Observat lons1 81nary Gn \ 

Free Occurrences 40.06 lU VIth HI9h Cp (85-100) 2.15 
HI9h Grade (85-100) 1. 45 2.1 Wlth Med. Cp (15-85) 2.51 
Med. Grade (15-85) 7.01 13.0 Wlth Low Cp (00-15) 1. 10 
lo~ Graae (00-15) ua lU mh Mo Cp 94.18 

Spha lerl te Sallplel Sp Observat lons\ Bmry So , 

Fm Occurrences 4038 24.4 Wlth H19h Cp \85-100) 9.24 
HI9h Grade (85-100) 1.19 10.0 ~lth Med. Cp (15-85) 8.81 
Med. Grade (lI-85) 6.53 36.4 Wlth Low Cp (00-15) 2.81 
Law Grade (00-15) 5.22 19.1 Wlth No Cp 19.14 
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Salp le: RGHR CON FINE FREQUENCV OF VARIOUS OBSERVATIONS Table AI. 3b 

( 
ChalcoPYrite Samp le~ Cp Observat Ions' 

Free Occurrences 1.20 2.2 
HIgh Grade (85-100) S.62 15.9 
Med. Grade (15-85) 19.56 36.0 
Law Grade (GG-15) 24. 94 45.9 

Iron MIneraIs Salpld Px ObservatlonsS Blnary Px , 

Free Occurrences 10.29 11.9 With H19h Cp (8HOO) 4,38 
HIgh Grade (85-100) 15.52 21.1 VIth Med. Cp (15-85) 24.18 
Med. Grade (15-85) 20.23 35.3 With LOIl Cp (00-15) 49.26 
lov Grade (00-15) 11. 32 19.1 Vith No Cp 22.18 

Galena + Arsenldes Samp leI Gn Observat Ions' Blnary Gn , 

Free Occurrences 25.30 54.1 Wlth Hlgh Cp (85-100) 4,43 
Hlgh Grade (85-100) 1.84 4.0 Wl th Med. Cp (15-85) U6 
Med. Grade (15-85) 10.46 22.6 Wlth lOIl Cp (00-15) 6,29 
Lav Gnde (OG-l5) 8.64 18.1 Wlth No Cp 84.62 

Spha lente Samp les Sp Observat 10nsl B Inary Sp l 

Free Occurrences 2.66 7.0 Wlth Hlgh Cp (8HOO) 21.02 
Hlgh Grade (85-100) 5.01 13.3 Wlth Med. Cp (IH5) 16.15 
Med. Grade (IH5) 14.74 39.0 Wlth Law Cp (00-15) 18.63 
Lov Grade (00-15) 15.36 40.1 Wlth No C~ 38.20 

l '. 
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Sample: cm HS comE FREQUENCY OF VARIOUS OBSERVATIONS Table AI.31 

Cnalcopyf1te Sallplel Cp Observat lons% 

Free Occurrences 5.71 23.2 
High Grade (8HOO) 1.32 5.3 
Med. Grade (15-85) 7.22 29.0 
Low Grade (00-15) 10.58 4l.5 

Iron MIneraIs Sallplel Px Observat lons% Blnary P~ \ 

Free Occurrences 16.95 l8.5 Wlth H19h Cp (85-100) 2.11 
algh Grade (8HOO) IUO 28.0 Wlth Med. Cp (15-85) 19.98 
Hed. Grade (IS-8S) Il.88 21.0 Wlth low Cp (00-15) lU4 
Low Grade (00-15) 2.81 6.5 Wlth Ho Cp 42.91 

Ga lena t Arsenloes Sallp lel Gn Observat Ions' 81nary Gn , 

Free Occurrences 31.88 68,8 Wlth HI9h Cp (85-100) 3.48 
HIgh Grade (85-100) 2.33 U Wlth Med. Cp (15-85) 3.80 
Hed. Grade (15-85) 8.23 lU Wlth Low Cp (00-15) 0,16 
LCW Graoe (00-15) 6.&4 12.1 mh No Cp 91.95 

Spha lerHe Sallplel Sp Observat lonsl 81nary Sp \ 

Free Occurrences U3 23,5 Wlth H19h Cp \85-1001 2,68 
HI9h Grade (8HOO) 1. 98 11.0 ~lth Med. Cp (IH5) 0.02 
Med. Grade (IH5) 1.28 40.5 WH" Low Cp (00-15) 4.11 
Low Grade (00-15) 4.50 25.0 Wlth No Cp 85.18 
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Salp le: cm TlS MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS Table AL 38 

Cha lcopynte Sanp lel Cp Observatlonsl 

Free Occurrences 1.33 32.1 
Hlgh Grade (8HOO) 1. 60 1.0 
Ned. Grade (15-85) U6 31.1 
Low Grade 100-15) U3 23.8 

Iron MIneraIs S41P lel Px Observat lonsl Blnary Px 1 

Free Occurrences lUI 48.4 VIth H19h Cp (85-100) 3.14 
Hlgh Grade (85-100) 7.39 18.2 VIth Med. Cp (15-85) 28.21 
Ned. Grade (15-85) 11.31 28.0 Vith Low Cp (00-15) 22.68 
Law Grade 100-15) 2.24 5.5 Vith No Cp 45.91 

Galena j Arsenldes Samp lei Gn Observat lonsl 8mry Gn % 

Free Occurrences 39.95 18.5 VIth Hlgh Cp (8HOO) 4.09 
Hlgh Grade IdS-l00) 1.14 2.2 VIth Med. Cp (15-85) 2,66 
Hed. Grade 115-85) 5.54 10.9 wlth Low Cp (00-15) 1.33 
Low Grade 100-15) 4,28 U Wlth Ho Cp 91.93 

Spha 1er! te Samp lel Sp Observatlonsl B lnary Sp \ 

Free Occurrences 5.34 29.1 Wlth Hlgh Cp (8HOO) 5.82 
Hlgh Grade 185-1001 1.19 9.1 Wlth Med. Cp (15-85) 11. 14 
Med. Grade l15-85) UO 34,8 Wlth Low Cp (00-15) 2.71 
Law Graae (00-15) 4,86 26.4 Wlth No Cp 80.27 
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Suple: ClHR TlS FINE FREQUENCY OF VARlOUS OBSERVATIONS Table Al. 3" 

.& 

Cha Icopyf1te Sa~p Id Cp Obsmat 10nsl 

Free Occurrences 9.34 26.5 
Hlgh Grade (85-100) (.40 12.5 
Med. Grade (15-85) 10.82 30.1 
Low Grade 100-15) 10.72 JO.4 

Iron MIneraIs Sa~p le' Px Observat lonsl 81nary p~ , 

Free Occurrences 23.80 45.3 Wlth Hl9h Cp (85-100) 12.79 
Hl9h Grade (8HOO) 8.92 11.0 Wlth Mad. Cp (15-85) 24.92 
Med. Grade (15-85) IUO 2..0 Vith lov Cp (00-15) 140 13 
low Grade 100-15) 1.21 13.1 VIth No Cp 48.16 

Galena + Arsenldes Samp lu Go Observ at lonsl 810ary Gn \ 

Free Occurrences 25.89 59.6 VIth Hlgh Cp (85-100) ua 
Hlgh Grade (8HOO) U( 3.6 VIth Med. Cp (15-85) U2 
Med. Grade (15-85) 7.19 16.5 wlth Lov Cp (00-15) 3,47 
Law Graae IGO-15) 8.83 20.3 Wlth No Cp as. Il 

Sphaler1te Sallple% Sp Observ at lonsl B lnary Sp l 

Free Occurrences 2096 tU Wlth Hl9h Cp (SHOO) 3.34 
Hlgh Grade 185-100) U8 27.2 Wlth Ned. Cp (15-851 lUS 
Med. Graae (IH5) 6.68 38.0 Wlth Law Cp (00-15) 18.06 
Low Grade (00-15) 3.15 17.3 ~lth No Cp 60.54 
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Sa~ple: ClNR CON COARSE FREQUENCY OF VARIOUS OBSERVATIONS Table A1.'10 

l .. 
Chalcop)rlte Sallple1 Cp Observat lons1 

Free Occurrences 42.69 lo.s 
Hlgn Grade (85-100) 12.34 lU 
Med. Grade (IH5) 22.39 26.5 
Law Grade 100-11) 1. 14 8.4 

Iron Mlnera)s Sallplel Px Observatlonsl Blnary Px , 

Free Occurrences 6.93 1\.9 .lth Hlgh Cp (85-100) 26.58 
Hlgh Grade (85-100) 6.17 lU mh Hed. Cp (15-85) 45.30 
Hed. Grade (15-85) 19.36 44.5 .lth Law Cp (00-15) 19.94 
Lov Grade (00-11) 11. 10 25.5 Wlth No Cp 8.18 

Galena + Arsenldes Sallplel Gn Observat lonsl Blnary Gn 1 

Free Occurrences 3.72 3402 .ith Hlgh Cp (8HOO) 18.75 
Hlgh Grade (85-100) 0.39 3.6 Wlth Hed. Cp (15-85) 26.63 
Hed. Grade lI5-85) 3.21 19.5 Wlth Law Cp (00-15) 7.68 
Law Grade 100-15) 3.55 l2.1 Wlth No Cp 46.94 

Spha)er1te Sallplel Sp Observat lonsl Blnary Sp l 

Free Occurrences 1.34 U Wlth Hlgh Cp (85-100) 28.11 
Hl9h Grade (85-100) 0.99 5.5 Wlth Med. Cp (15-85) 42.34 
Hed. Grade (15-85) 7.41 41.1 Wlth Low Cp (00-15) 5.46 
Lov Grade (00-15) 8.14 45.4 Wlth No Cp 23.42 
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Samp1e: ClNR CON MEDIUM FREQUENCY OF VARIOUS OBSERVATIONS lable A1.'11 

ChalcoP1rlte Sa~p 1 el Cp ObservatlonsS 

Fm Occurrences ~8.13 66,( 
HlgR Grade (8S-100) 8.11 9.3 
Med. Grade (15-85) li. 08 lU 
Low Grade (00-15) \.25 6.0 

Iron MIneraIs Samp lel Px Observatlonsl Blnary h \ 

Free Occurrences 8.38 24.1 Wlth Hlgh Cp (85-100) 23.01 
Hlgh Grade (85-100) 4090 14,4 Wlth Med. Cp (15-85) 49.18 
Med. Grade (15-m 14.49 42.1 Wlth lOIl Cp (00-15) 18.92 
Low Grade (00-15) 6.18 18.2 Wlth No Cp UO 

Ga lena ! Arsen Ides Sup leS Gn Observat lonsl 8lWY Gn , 

Free Occurrences 0.53 11.2 Wlth Hl9h Cp (850100) 10.04 
Hlgh Grade (8HOO) 0.30 6.3 Wlth Med. Cp (15-85) 21. 19 
Med. Grade (15-8~) 1.66 35.3 Wlth Low Cp (00-15) 1.98 
Law Grade (00-15) 1.13 41.2 Wlth No Cp 4U8 

Spha ler1te Salp leI Sp Observatlonsl Blnary Sp l 

Free Occurrences 1.49 16,2 Wtth Hlgh Cp (8HOO) 31.25 
K19h Grade (8HOO) 0.46 5.a Wlth ~ed. Cp (lH5) lUI 
Med. Grade (15-85) U8 lU Wlth Low Cp (00-15) 4040 
Low Grade (00-15) 3.94 43.0 Wlth No Cp lé. ~B 
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Sallp le: CLNR CON FINE FREQUENCY OF VARIOUS OBSERVATIONS TableA1.'i2.. 

Cha 1 copyrl te Sa~p lel Cp Observat lonsl 

Free Occurrences 18.83 70.0 
H19h Grade (85-100) 10.29 12.2 
Med. Grade (15-85) 10.\8 12.6 
Law Grade (00-15) 4.40 5.2 

Iron Mlnerals Samp lel Px Observ at lOnsl Blnary Px % 

Free Occurrences 1.84 25.9 Wlth Hlgh Cp (85-100) 33.84 
Hlgh Grade (85-100) 3.H 12.7 Wlth Med. Cp (lH5) 39.37 
Nad. Grade (15-85) 8.30 31.4 wlth Lov Cp (00-15) 18.10 
Lov Grade (00-15) 7. 91 30.0 Wlth No Cp 8.69 

Galena 1 Arsenldes Samp lel Gn Observat lOOsl Blnary Gn , 

Free Occurrences 1.98 58.8 Wlth Hlgh Cp (85-100) 29.24 
H19h Grade (85-100) 0.44 U Wlth Med. Cp (15-81) 11.94 
Med. Grade (lH5) U6 13.3 Vith Low Cp (DO-11) 1.32 
Law Grade rOO-15) 2.39 2U Wlth No Cp 41.51 

Spha lerne Samp lel Sp Observat lonsl 81nary Sp , 

Free Occurrences 1.39 14.9 ~lth Hlgh Cp (8HOO) 31.67 
Hlgh Grade (85-100) 1.31 14.1 Wlth Med. Cp (15-85) 30.53 
Med. Grade (15-85) 3.06 33.0 Wlth Lov Cp (00-15) 11. 45 
Lov Grade (00-15) 3.53 38.0 wlth ~o Cp lU6 
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Sample' RCOH COARSe Am \ DISTRIBUTION OF TOTAl HlHeRH AS PARllClES OF A GIVEN GRADE m TYPe i able 41. '13 

1 Partlcle Grade fS of Flrst Hentl0ned Phase - ego Cp ln Cp/Px 81nams) 

Type Total 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 O. ecoo 0.9000 0.9150 1. 0000 

Cp/Px 11.67 0.00 0.26 0.94 0.51 0.68 0.20 1.69 1.14 U5 2.l0 0.00 
Cp/Gn 1.58 0.01 0.29 0.09 0.10 0.31 0.43 0.00 1.41 1.13 2.00 1. 09 
Cp/Sp 4.71 0.02 0.10 0.09 0.16 0.39 0.79 0.43 1.19 0.6B 0.41 0.45 
CplTQ 15.90 0.16 1.62 1.55 1. 16 1. 00 2026 0.59 1.10 ua 3,42 2.36 
Cp/ AlI 100.00 0.35 2.21 2.61 1.93 ua l.61 2.11 5.50 6,14 8.14 3.90 60.14 

Px/Cp 0.76 O. 00 O. 02 0.06 0.05 O. 08 0.01 0.01 O. 08 0.25 0.15 0.00 
Px/Gn 34.69 O. 00 0.02 0.16 0.39 0.51 0.91 1.53 2.10 4,91 13.26 10.19 
PK/Sp 3.89 0.02 U6 0.02 0.06 0.01 0.19 0.10 0,27 0.46 1.44 1. 18 
Px/TO 3D.55 0.10 0.51 0.10 1. 13 1. 40 2.36 3.57 3.67 5.88 8.81 2.36 
Px/Al! 100.00 0.12 0.68 0.94 1.62 2.05 l.53 5.27 6.11 11.56 23.61 13.73 lO.12 

Gn/Cp 0.75 0.00 0.02 0.04 0.06 0.00 0.04 0,04 0.02 O. Dl 0.25 0.24 
Gn/P) 12 .O~ 0.31 2.01 1.14 1.62 1.44 U6 1.01 1.28 0.89 0.10 0.02 
Gn/Sp 10.63 0.19 1. 04 0.92 1. 10 0.89 0,86 1. 29 1.13 1.50 1.31 ua 
Gn/TQ 20.91 Ù.65 3.19 3.24 2.72 2.24 2.02 1.88 1.39 1.10 1. 1 J 0.66 
Gn 1 A 11 100.00 1.22 6.91 5.94 5.50 4.56 UO 4.29 3.82 3.63 1.88 1.30 55.65 

Sp!Cp G.38 0.00 0.00 0.01 0.04 Q.02 0.06 0.05 0.03 O.Oj 0.01 O. O~ 
Sp;P~ 2.90 0.04 0.11 0.14 0.14 O. 08 0.22 0,12 0.16 0.11 0.83 0.08 
Sp/Gn 22.95 O. 01 0.12 0.32 0.41 0.13 0.14 1. 12 2.16 3.11 U2 6.JO 
Sp/TQ 43.87 0.29 U2 1.25 2.30 2.18 3. 00 3.08 4.02 6.11 11.93 B 21 
Spi AlI 100.00 0.34 1.14 1.12 2.89 3.00 4,03 4038 6.31 1.42 20 .16 15.4\ 29 91 
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Sallple. ReOl4 MEDIUM mA x DISTRIBUTION OF TOTAL MINERAL AS PARTIClES OF A mEN GRADE AND TYPE Table Al. 41{ 

Partlcle Grade (X of First MentlOned Phase - eg, Cp ln Cp/Px 81naries) 

Type Total 0,0250 0,1000 0,2000 0,3000 0,4000 0,5000 0,6000 0,1000 0,8000 0,9000 o,mo 1,0000 

Cp/Pl 12,15 0,05 0.46 0.!3 0.21 0.42 0.63 0,15 0,88 1.50 3.75 2.85 
Cp/Gn 7.01 0.08 0.31 0.08 0.19 0.25 0, la 0.13 0,15 0,83 2,82 2,13 
Cp/Sp 4.01 0,14 0.8S 0,11 0,2\ 0, 17 0.00 0.13 0.00 0.50 0,94 0,41 
CplTQ 24.01 0.18 4.48 3,42 2.13 2.09 1.61 2.25 2.04 3.34 !.dB 0.00 
Cpi Ail 100, 00 1. 05 6, Il ua 2,82 2.92 2,40 3.25 3.01 Ul 9.38 5,39 52.6\ 

Px/Cp 1.90 0.01 0,01 0,06 0.06 0.08 0, la 0, la 0.09 0,39 0.65 0,29 
P c/Gn 2U9 0,01 0, 09 0,16 0.18 0.37 0,53 1.26 2.18 3. 13 9.25 1.13 
P~/5p 1.13 0.02 a ,OT 0.02 O. Dl 0.07 0,02 0.00 0,05 0.18 0,71 0,58 
PxITQ 28.26 0.06 0,40 0.66 1. 09 1.17 !.T2 2, 03 2.31 Ul 8,66 5,18 
Px/Ail 100, 00 0.10 0,62 0,89 1.36 1.68 2,36 3,39 U9 8.01 19.21 14.38 43,23 

Gn/Cp 1.55 0.01 O. 06 0,04 0.01 0.02 0.02 O. 08 0.09 0.07 0,56 0,59 
Gn/Px 9. fi 0,25 1.31 1. 00 1.19 1.01 0.61 o.TO 0.53 ua 1. 05 0,53 
Gn/Sp 5.68 0.11 0.14 0.31 0.56 O.4Q 0.56 0.10 0,41 0.90 0.83 0.08 
GnJTQ 16,88 0.41 2,46 2, 03 2.51 1.54 1.61 1.68 0.91 1.57 1.54 O.U 
Gn / A Il 100,00 0.90 1.58 3.38 4,28 3,03 2.93 3.16 1.99 3,35 3.99 1.6l 66.19 

Sp/Cp 4,84 O. 00 0.03 0.04 0.00 0.02 0.00 0,01 0.11 0.76 2,19 l.56 
SP/Px 2.90 0.03 0.14 0.08 O. 04 0.00 0.03 0.18 0.12 0.14 1. 07 1. 01 
Sp/Gn 25,50 0.00 0.13 0,32 0.25 0.66 0.80 0,85 1.81 1.16 9.45 9.40 
SplTQ 49,16 0.32 1.51 1.12 2.05 2.71 2.11 3.70 4.19 7.45 14.74 9.81 
Spi Ail 100. 00 0.l6 1.82 1.55 2,33 l.39 3.00 4.81 6.35 10.11 21.45 21.84 11.00 
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Sallp le: RC074 FINE AREA l DISTRIBUTION OF TOTAL HINERAL AS PARTICLES OF A GrYEN GRADE AND TYPE Table AI.'15 

. Partlele Grade (lof Fmt Mpnt'oned Ph'~e - eg. Cp ln Cp/Px Blnartesl 

Type Total 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 10.14 0.35 1.62 0.63 0.45 0.42 0.38 0.21 0.32 0.12 2.11 2.21 
Cp/Gn 0.64 O. 02 0.06 0.00 0.00 0.00 0.00 0.00 o. 00 O. 00 0.11 0.29 
Cp'Sp COI 0.14 0.65 0.24 0.27 0.12 O. 08 0.09 0.00 0.24 1.22 1.03 
Cp/1Q 60.72 2.41 12.49 1.22 4042 3.43 3.46 3.97 2.74 l.49 9.34 i.71 
Cp/ A Il 100.00 2.91 14.82 8.09 5.14 3.97 3.91 U3 3.05 4045 13.53 11.36 24 43 

Px/Cp 6.91 0.01 0.06 0.04 0.03 0.04 0.08 0.13 0.22 0.52 3.01 2.18 
Px/Gn 8.01 0.01 O. 05 O. 05 0.13 0.25 0.29 0.32 0.76 0.82 2.19 2.55 
Px ISp 0.31 0.00 O. 01 O. 01 0.00 0.00 O. 00 0.00 O. 00 0.02 0.14 0.12 
Px/TQ 35.89 0.17 0.96 0.87 0.86 1.24 1.50 1. 93 2.71 4.16 Il.84 9.64 
Px / A II 100. 00 0.19 1.09 0.91 1.02 1.52 1.81 2.38 3.68 U2 11.18 15.09 48.88 

Gn/Cp 0.38 0.00 0.01 0.00 0.00 0.00 O. 00 0.00 O. 00 0.00 0.18 O. 19 
Gn/Px 5.13 0.10 0.49 0.32 0.51 0.33 0.47 0.59 0.48 0.31 0.15 0.76 
Gn/Sp 2. 01 0.02 0.08 0.08 0.13 0.16 0.15 0.18 0.21 0.24 0.44 0.33 
Go/lQ 19.92 0.42 2.37 2.09 2.03 2.45 2.0\ 1.16 1.18 1.69 1.98 1.34 
Gnl A II 100. 00 0.54 2.95 2.49 2.68 2.94 2.62 2.53 2,41 1.23 3.35 2.63 72.57 

Sp/Cp 8.29 0.02 0.08 0.04 0.00 0.C4 0.05 O. 11 0.39 0.59 3.51 3.42 
SPIPX 0.75 0.01 O. 05 0.02 0.00 0.00 O. 00 0.00 0.00 0.07 0.l3 o.n 
Sp/Gn 5. 12 0.02 0.09 0.11 0.17 0.22 0.28 0.44 0.58 Q.59 1.4\ 1.1\ 
spm 75. 19 0.57 2.78 \.77 2.35 2.69 4.06 5.42 1.23 lU4 22.10 Il.17 
Spi A Il 100.00 0.61 3.01 \.H 2.52 2.95 4,38 5,97 8.20 11.90 28.21 16.61 10.65 
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Sa~ple: Rcm CDARSE AREA l DISTRIBUTION OF TOTAL MINERAL AS PARTICLES OF A GIVEN GRADE AND TYPE Tab Je AI.% 

"Î 

PartlcJe Grade (lof First Ment loned Phase - eg. Cp ln Cp/Px 8inams) 

llpe lota l 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px lU3 O. 05 0.95 1.79 0.99 1.11 1.02 1.31 3.21 2.3i 2.16 t. 96 
Cp/Gn 12.B4 O. 00 O. 04 0.23 0.17 0.54 0.69 0.51 0.86 0.84 4,94 4.04 
Cp/Sp 4,51 0.06 0.31 0.21 0.40 0.36 0.25 1.28 0.55 0.33 0.34 0.36 
Cp/IQ 14.95 O. 04 0.14 1.39 0.69 LaI 1.82 1. 41 1. 88 1.82 3.28 O. 00 
Cp/A Il 100. 00 0.15 2.04 3.69 2.25 4.48 3.18 4.51 6.55 5.34 10.92 U6 49.31 

Px/Cp 3.81 0.01 0.04 0.08 0.20 0.13 0.15 0.38 0.33 1.03 1.22 0.30 
PI/Gn 31.90 0.01 0.14 0.23 0.41 0.54 0.94 1.55 3.08 5. 03 11.41 8.44 
Px/Sp J. 49 0.01 0.09 0.10 0.10 0.24 0.32 0.37 0.68 1.05 2.57 1.97 
Px/IQ 26.93 0.10 0.59 0.81 1. 36 1.38 2.33 2.11 3.81 3.99 7.43 2.36 
Px/AlI 100.00 0.14 0.85 1.23 2.13 2.30 3.13 5.06 1.90 11.10 22.69 13. 07 29.81 

Gn/Cp 0.19 0.02 0.09 0.03 0.06 0.06 0.11 0.13 o 06 0.15 0.01 0.00 
GO/PA 12.25 0.25 1.41 1.45 1.52 1.19 1.08 0.94 1.26 1.06 1.41 0.64 
Gn/Sp IU6 0.32 1.91 2.02 1.81 1.69 1.53 1.96 1.15 1.95 2.03 1. 04 
GnlfQ 10.90 O. JI 1.96 1. 88 1.29 1. 69 1.34 1. 03 0.11 0.41 0.20 0.08 
Gn/ A Il 100.00 0.89 5,49 5.38 U8 4.63 4.06 4.06 3.18 3.11 3.70 1.16 58.00 

Sp/Cp 1. 49 0.00 0.01 0.01 0.04 0.14 0.04 0.09 0.15 0.18 0.45 ua 
$p/Px 4.26 O. ai 0.32 0.30 O. J3 0.21 0.36 0.41 0.21 0.44 0.89 0.62 
Sp/Cn 48.05 0.03 0.22 0.48 0.13 1.28 1. 49 2.47 4.12 7.81 11.33 12.05 
SplTQ 20.60 0.20 1. 04 1.13 1. 86 2.39 1.93 1.83 2.10 3.09 3.03 1.40 
Sp/AII 100.00 0.28 1.58 1. 91 2.96 4.08 3.82 4.80 1.24 11.51 21.11 14.45 21.60 
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Samp le: Re07S MEDIUM AREA , DISTRIBUTION OF rOTAl HINERAl AS PARTIClES OF 4 GlVEN GRADE AND TYPE fable A1.n 

Partlcle Grade (X of Fmt Mentioned Phase· ego Cp ln Cp/Px 81nams\ 

Type Total 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px 22. la 0.33 1.82 1. 49 1.51 1.49 1.21 1.28 1.10 1.15 5.12 4059 
Cp/Gn 6.44 0.02 0.08 o. 08 0.16 0.47 0.03 0.50 0.04 0.85 2.50 1.10 
Cp/Sp 6.22 0.22 0.98 0.34 0.34 0.36 0.47 0.50 0.33 0.43 1.23 1. 04 
CplTQ 12.99 0.44 2.14 1.23 1.49 1. 16 1.75 1.95 0.87 0.43 1.17 0.35 
Cp/AlI 100.00 1. 01 5.02 3.15 ua 3.48 3,46 U3 2,94 3.4& 10.02 7.68 52.D5 

Px/Cp 8.90 0.02 0.11 0.09 0.14 0.11 0.24 0.44 0.10 1.18 3.24 2.56 
Px/Gn 2(.78 0.02 O. Il 0.17 0.24 0.44 0.66 0.99 1 84 3.20 9.47 7.64 
Px/Sp U4 0.00 0.02 0.06 0.08 0.09 o. la 0.33 o. J5 0.64 Ul 1.24 
Px/TQ 10.11 0.05 0.26 0.29 US 0.16 1. 09 0.86 1.88 1.82 2,46 0.61 
Px/A11 100.00 0.09 0.51 0.61 1. 02 1.41 2.09 U3 ua 6.81 lUI 12.11 51.01 

Gn/Cp 0.15 0.01 O. 06 0.04 0.00 O. 01 0.01 0.15 0.08 0.01 0.14 0.13 
Gn/Px 8.01 0.21 1.11 0.84 0.83 0.69 0.10 0.10 0.59 0.13 1. 03 0.64 
Gn/Sp 5.18 0.09 0.51 0.51 0.58 0.11 0.54 0.41 0,S2 U4 0.16 0.41 
Gn/Ta 6.06 0.10 0.61 O.BO 0.69 0.56 0.82 0.61 0.60 0.11 0.60 0.24 
Gn/ Ali 100.00 0.40 2.34 2.19 2,10 2.09 2.06 1.93 1.19 1.81 2.54 1.42 19.33 

Sp/Cp 8 19 0.01 0.05 0.04 0,06 0.13 0.18 0.21 0.31 0.53 3.41 3 16 
Sp/h ua 0.06 0.36 Q.31 0.30 0.43 Q.20 0,28 0.35 0.44 0.41 0.1t 
Sp/Gn 25.81 0.02 0.16 0.30 0.41 0.59 1. 00 2.15 2.51 3.19 8.52 6.36 
spm 24040 0.11 0.83 1. 11 1. 04 1.58 1. 87 2.40 1.80 UI 7.96 1.68 
SpI AlI 100. 00 0.20 1.40 1.16 1.81 2.13 3.25 5.03 4,91 8.11 20,31 11.46 3d. JO 
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Sa~ple: Re016 FINE AREA , DISIRIBurrOH OF TOIAl HINERAL AS PARTIClES OF A GIYEN GRADE AND T IPE hble A1.~8 

Partlcle Grade (X of Fmt Hentl0ned Phase - eg, Cp ln Cp/Px Blnams) 

Type Tota 1 0,0250 0,1000 0,2000 0,3000 0,4000 0,5000 0,6ûOO 0,7000 0,8000 0,9000 0,9750 l, 0000 

Cp/Px 1Q.l8 0,55 2,50 0,73 0,35 0,4] Q.20 D.31 0,36 1.04 2,34 1.52 
Cp/Gn 0,82 a ,01 0,05 0.03 0, 00 0,00 0,00 0,00 0, 00 0,00 0,35 0,38 
CP/Sp 5,99 0, Il 0,85 0,42 0,23 0,16 0,13 0, 00 0,09 0, la 1.88 1.97 
cplla 13.50 1.15 9,51 1.50 7,03 4053 3,39 U5 2,73 5.31 15,94 12,70 
Cp/ Ali 100, 00 2,48 12.91 8,67 1.62 5,16 3.71 3,36 3,19 6,46 20,51 16,57 9.31 

p ~/Cp 15.01 0,01 0,08 0.08 O. OS O,C. O. 06 0.21 US 0.89 6.83 6,49 
P~/Gn 0,37 0, 00 0.01 0.01 0,02 0, 02 0.02 0.02 0,08 0,09 0,07 0,02 
Px/Sp 0,40 0,00 0.02 0.01 0,00 0,00 0,00 0.00 O. 00 0.00 0.18 0,19 
px/Ta 41.18 0.24 1.27 0.99 1.17 1.11 1.52 2.39 3.57 6.20 14,65 8.67 
Px/ Ail 100.00 0.26 1.38 1. 08 1. 24 1. 19 1.60 2.63 3.90 7. 18 21.73 15.37 42.44 

Gn/Cp O.U 0.00 0.02 O. 00 0.00 O. 00 0.00 O. 00 O. 00 0.05 0.21 0.17 
Gn/Px 0.64 O. 00 0.01 O. 03 0.05 O. 02 0.03 O. 03 O. 08 0.05 0.16 0.17 
Gn;Sp 1.11 O. 00 O. 01 0.01 0.02 O. 02 0.06 0.03 0.12 0.05 0.36 0.42 
Gnm 21.01 0.39 2. 18 1.90 1. 91 1.89 1.64 2.14 1.69 2.07 3.11 2. 02 
Gn/ Ail 100.00 0.40 2.22 1.95 2.04 1.94 1.73 1.21 1. 89 2.21 3.84 2.78 76.80 

Sp/Cp 12.22 0.04 O. 15 0.02 O. 03 ua 0.09 0.17 0.39 1. 19 5.44 4.71 
~DI Px D.91 0.01 0.05 ua 0.00 0.00 0.00 O. 00 0, 00 0.07 0.42 0,36 
Sp!Gn 0.81 O. 02 0.01 0.02 0.08 0.04 0.09 O. 06 O. 01 O. 07 0.17 0.14 
SplTQ 18.85 0.64 ta3 ua 4,35 4.39 3.53 4.H 6. Il 12.56 21,91 12.68 
SpI A 11 100.00 0.70 4.29 4,H 4.46 4042 3.72 4,46 6,57 13.90 21.93 17 .89 7.10 
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Sallp le: RGHR ilS com E mA , DISTRIBUTION OF TOTAl MINERAl AS PARTIClES OF ~ GIVEN GRADE AND TYPE T ab le A l 'li 

Partlcle Grade (, of Fmt Mentloned Phase' eg. Cp ln Cp/P~ 81namsl 

Type Total 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9110 1.0000 

Cp/Px 1.50 0.09 0.37 0.13 0.25 0.23 0.08 0.01 0.Q5 0.06 0.10 0.01 
Cp/Gn 1.11 0.00 0.01 0.14 0.05 ua o. 02 0.21 0.08 a 18 0,48 O. J5 
Cp/Sp 55.41 0.04 0.52 0.83 0.41 1.04 1.95 3. Il 1.98 : . 19 11.14 lUI 
CpllQ 10. il 0.31 2.27 U3 1.11 UJ 0.69 1.24 0.51 0.24 0.19 0.15 
CPI A 11 100.00 0.50 J.16 3.03 1.81 2.19 2.13 !,DJ 2.61 5 6d !J. 12 19.1B JO 14 

Px/Cp 0.83 0.00 0.00 0.00 0.00 0.00 O. 01 0.03 0.06 0.05 0.33 O.H 
Px/Gn 20.51 0.01 0.12 0.26 0.25 0.53 0.16 1. 06 1.41 3.41 1.66 5.11 
Px/Sp 0.03 0.00 O. 00 0.00 0.00 0.00 o. 00 o. 00 0.00 0.02 0.00 o ùD 
Px/iQ 61.40 0.10 0.86 1.52 2.00 2.43 3.11 5.01 1.11 11.36 18.85 8.19 
Px/A Il 100.00 O. la 0.98 1. 88 2.25 2,97 4048 6.10 8.H 14.86 2U4 13.14 11 .16 

Gn/Cp 0.15 0.00 0.01 0.01 0.00 a 02 0.00 0.03 0.01 0.06 0.01 O. 00 
Gn/P~ Ul 0.15 0.96 0.91 0.68 0.19 0.86 0.89 0.65 1. 16 1. Il 0.31 
Gn/Sp IU3 0.20 1.33 I.H U8 1.41 1.42 1. 09 1.l4 1.92 2. 18 0.96 
Gn/TQ 30.33 0.62 US 5.03 3.89 3. ; 4 3.04 2.82 2.91 1.94 US D.n 
Gn 1 A 11 100.00 0.91 6.64 1.54 5,96 6.02 5.33 U3 4,98 5.09 4091 1. 06 46 Dd 

Sp/Cp 2.2: 0.05 0.25 0.14 O. 09 0.22 0.21 0.16 0.10 0.35 0.49 O. Il 
Sp IP, O. al 0.00 0.00 0.01 O. 00 0.00 0.00 o. 00 0.01 0.01 O. 00 J.OO 
Sp!Gn 32. 01 0.02 0.22 0.44 0.53 0.67 1.12 2.03 2.98 5.70 11. 04 1.10 
Sp!TQ 46.01 0.39 2.32 2.29 2.33 2.30 3.20 4,22 Ul UO 12.02 5.1l 
SpI A Il 100.00 0.46 2.80 2.88 2.91 3.19 U2 6.42 1.96 12.46 11.55 lHO 19 ta 
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Salop le RGHR ilS MEDIUM AREA l DISTRIBUTION OF TOTAL HlNERAl ~S PARTIClES OF A GIVEN GRADE AND TYPE T ab le AI. 50 

.. Partlele Grade (lof Fmt Mentioned Phase· eg. Cp ln Cp/Px 81nams) 

T tpe T ota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 o.mo 1. 0000 

Cp/Px 12.09 0..6 2.41 1.32 0.54 1.69 0.30 0.36 1.69 0.48 1.08 1.16 
Cp/Gn 22.3S 0.12 0.90 0.12 a .J6 G.48 0.60 0.12 U3 4.82 1.59 1.11 
(p/Sp 14. 11 0.94 4.15 2.29 0.90 0.72 0.50 2.5J 0.84 0.00 O. 00 0.59 
(pITQ 24.90 2.11 lU6 J.13 I.6J 0.12 1.20 1.81 0.42 0.96 0.00 o 00 
Cpl A 11 100.00 4.09 19.93 1.46 J.43 3.61 2.11 5.(2 1.48 6.26 8.61 U6 26.H 

PI/Cp 2.61 O. 00 0.01 0.01 0.04 0.01 0.02 0.13 0.01 0.28 1. 13 0.93 
PI/Gn 20.81 O. 01 O. 08 ~. lJ 0.18 0.28 0.45 0.83 1. 12 ua 8.45 1.39 
PI/Sp 2,55 O. 01 O. 05 O.d O. 01 0.03 0.08 0.13 0.24 0.58 0.90 O.U 
P,/lQ la. la o. al 0.13 O. Il 0.38 0.40 O.H 0.88 1. 01 2.08 3.04 !.SI 
PI lA 11 100. 00 O. 06 0.28 0.29 0.61 0.11 0.99 1.91 2.50 5.83 13.51 9.21 63.9l 

Gn/Cp 1.66 0.01 0.07 0.10 0.09 0.ù4 0.05 0.06 0.01 0.04 0.10 0,41 
Gn/Px 9.64 o 21 1.56 1.21 UO 0.92 0.75 0.69 0.69 0.83 1.26 UÔ 
Gn/Sp 5.42 0.01 0.47 0.50 O.ll O.U 0.36 0.81 0.40 0.71 0.89 0.38 
Gn /fQ 1.62 0.2! 1.53 0.98 0.70 0.81 0.99 0.41 o.s5 0.83 0.41 O. Ou 
Gn/ AlI 100.00 0.64 3.64 2.19 1.91 2.21 2.15 2.09 1.11 2,41 J. J2 1.45 15.66 

$p/Cp 10.16 0.00 0.00 0.00 0.04 O. 19 O. 01 0.12 0.24 1. 04 4.81 ua 
Sp/Px J.62 0.02 0.22 0.32 0.23 0.19 0.17 O. Da 0.34 0.21 1. 05 0.14 
Sp/Gn lUI 0.01 0.13 0.23 0.23 0,17 0.48 0.86 1. 0 1 2.63 US 3,51 
Sp!TQ lUI 0.12 0.14 0.17 0,18 0.99 2, 09 2.10 2.69 U9 11.83 10,02 
SpQl1 100. 00 O. 16 1.09 1.32 1.21 2,14 2.81 3, Il 4.21 8.33 14.30 18.44 32.69 
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Sl~ple: RGHR ILS FINé ARéA; DISTRIBUTION OF TOTAL HINfRAl ~S pmlClES OF 4 GIVfN GRADE AND TYP( laD 1 e 41 SI 

Part ,cle Grade (\ of Fmt Ment 10ned Phase· eg. Cp ln Cp/PI Slnanes) 

Type Tota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.5000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 13.11 0.13 3.51 U9 0.96 0.85 t.59 0.64 0.14 1.10 0.96 0.00 
Cp/Gn 21.76 0.01 0.32 0.21 0.32 US 0.53 0.64 U4 l.lU 5.61 1.11 
Cp!Sp 13.61 0.91 Ul 1.10 0.96 O. i5 0.00 0.64 0.00 0.00 1.91 ~ 07 
Cp, Ta 25.36 1.30 10.13 3.61 1.59 1.18 0.53 1.91 0.14 1.10 U6 ua 
Cp: A 11 100.00 4.01 19.13 1.01 3.83 Li3 2.66 3.83 2.23 5.10 12.44 9,84 :604 

Px/Cp 2. 15 0.00 0.00 0.01 0.01 0.01 O. 05 0.04 0.07 0.18 0.94 0.85 
PIIGn 14036 0.01 0.01 0.12 0.16 0.11 0.41 0.65 1. 06 2.00 5.52 4.04 
Px/Sp 1. 01 0.02 0.09 0.04 0,09 0.11 0.16 0.25 0.42 0.13 2.13 U6 
PxIlQ 9.87 0.04 0.20 O. U 0.23 0.38 0.41 0.63 1. 08 1.85 3.90 1. 02 
P~/AI1 100.00 0.01 0.36 0.31 0.49 0.11 1.09 1.56 2.63 4.16 13.09 US 6UO 

Gn/Cp 0.51 0.01 O. Dl 0.02 0.01 0.02 0.02 0.06 0.03 0.04 0.13 o 12 
Gn!Px 1.26 0.16 0.94 0.16 0.10 0.66 0.12 0.61 0.51 o .ll 0.91 0.49 
Gn/Sp taC 0.10 0.59 0.56 0.45 0.41 0.39 0.41 0.34 0.54 0.10 0.33 
GnlTO 5.25 0.15 0.85 0.14 0.85 0.48 Q.51 UO O. J1 0.23 0.22 O. H 
Gn! AlI 100.00 0.41 2.41 2.09 2.01 1.16 1.64 1.11 1.32 1.55 1.96 1 08 81 H 

Sp!Cp 6,51 0.00 0.02 0.00 0.00 0.03 0.00 0.09 0.16 OH 2 90 2.14 
Sp/?x 1.98 0.15 0.14 0.45 0,44 0.10 ua 0.42 o 54 o 37 2. Ù 1 2 10 
Sp/Gn 22,24 0.01 0.12 0.22 0.23 0.41 0.62 Ul 1.61 Ul S.U 5 96 
SplTQ 20.37 0.14 0.14 0.63 0.14 o 9a 1.11 1.38 2.21 3.20 6.16 3.01 
SPI AlI 100. 00 O. lO 1.61 1.29 1.41 1.85 2.11 2.86 ua 1.63 19.58 13.87 4291 
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Sm le RGHR CON COARSE AREA 1 DISTRIBUTION OF TOTAl MINERAL AS PARTIClES OF A GrVEN GRADE AND T IPE Table 41. 52.. 

( 
Partlele Grade (lof Flrst Mentioned Phase - ego Cp ln CD/Px Blnarles) 

ripe Tota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.90~0 0.9750 1.0000 

Cp/Px 22.U 0.22 1.19 2.10 2.09 2.08 1.15 1.52 1.95 1.55 3.90 3.69 
Cp/Gn US 0.01 O. 06 0.04 0.01 0.07 0.14 0.21 0.21 0.21 0.51 0.49 
C~ISp 2.03 o 01 0.06 0.06 0.11 o.oa 0.30 0.29 0.23 0.46 0.39 0.02 
COIIO 25.00 0.30 US 2.25 2.91 2,24 3.30 2.12 2,55 3.78 3. 10 0,)3 
(0 1 AlI 100.00 0.55 3.\5 4045 5.25 4.47 5.49 4.14 4.99 6.01 1.91 4.12 4US 

Px/Cp 23.10 0.05 0.14 0.21 0.46 0.55 0.95 1.10 2.66 U8 7.79 4.71 
Pl/Gn lUI 0.02 0.11 0.24 0.28 0.38 0.54 0,68 1. 01 1.62 3.94 2.99 
PI/Sp 0.89 0.00 0.02 0.03 0.02 0.02 0.04 0.04 0.10 0.25 0.30 0.08 
PljTQ 28.56 0.08 0.10 0.81 1.45 1. 13 2.42 2.31 3.92 5.17 1.15 3.62 
Pl/AlI 100.00 0.16 0.93 1.30 2.20 2.08 3.95 4.13 7.69 11.61 19.17 11.41 34.18 

Gn/Cp 0.69 0.00 0.02 0.02 0.04 0.05 0.05 0.04 0.06 0.06 0.18 0.11 
Gn/PI U3 0.05 0.28 0.26 0.21 0.29 0.34 0.36 0.41 0.62 0.98 0.59 
Gn/Sp 3.53 0.01 0.10 0.15 0.15 O.H 0.25 0,40 0.50 0.52 0.10 0.41 
GniTO 1.B4 0.12 0.11 0.66 0.69 0.66 0.81 0.86 0.81 0.95 1. 00 0.49 
Gn / Ail 100.00 0.19 1. 11 1.08 1. 15 1.28 1.51 1.66 1.79 2.15 1.86 1.11 83.51 

SP/CP 4.19 0.00 0.09 0.24 0.20 0.40 0.62 0.13 0.54 0.51 1. 05 0.90 
Sp/P. 2.24 0.01 0.11 0.24 0.16 O. 11 0.15 O. 09 0.14 0.45 0.59 0.19 
Sp/Gn 21.74 0.01 0.46 0.18 1.18 US 1.41 2.51 2.08 3.48 1.17 2.80 
Sp!TQ 41.81 0.58 3.02 1.41 3.15 4.21 U6 6.61 6.03 1. 12 US 2.94 
SpI A 11 !(j0. 00 0.66 3.69 3.12 ua 6.29 1.10 9.50 8.19 11.56 lU6 UJ 23040 
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Sup le: RG~~ CON HEDIUM AREA , DISIRIBUTlD~ OF TOTAL MINERAL 4S PAR1lClES OF ~ GIVEN GRADE ~NO mE Table 11.',3 

.. Partlcle Grade (S of Flrst Hentloned Phase· eg. Cp ln Cp/PI 8lnarles) 

Type Total U.0250 0.100u 0.2000 0.3000 0.4000 UOOO 0.6000 0.7000 0.8000 0.9000 0.9150 1.0000 

CplPx 14.03 0.23 1.55 1.69 1.39 1.17 1.11 1. 03 0.91 0.96 2.04 1.61 
Cp/Gn 2.46 0.01 O. 05 O. 08 0.14 O.OB 0.01 0.08 O. la 0.36 ua 0.60 
Cp/Sp 8.06 0.01 0.13 0.20 0.09 0.23 0,\8 0.43 0.50 o 66 2.12 2,49 
CpiTQ 2Ul 0.18 1.26 1.88 2.H 1.81 1.30 2,25 ua 1.54 U: ~. 01 
Cp lA 11 100.0C 0.44 1.99 3.84 4.10 3.56 l.62 3.19 3.80 1.52 9.18 € 18 It Jd 

Px/Cp 14,31 0.02 0.09 O. 09 0.15 0.26 0.44 0.18 1.22 2.55 5,21 3.45 
Pl/Gn 9.46 0.02 0.12 0.15 0.23 0.25 0.32 0.51 0.95 1.15 3. 18 1.98 
PI/Sp 4041 0.01 C. 04 0.05 0.05 0.10 0.12 0.16 U9 0.46 UO 1.45 
Pl/TQ 14.56 O. 04 0.26 0.35 0.46 0.69 1. 03 1.45 2.11 3. 01 3.50 1.56 
Px / A11 100.00 0.08 0.50 0.64 0.89 1. 30 1.91 2.91 4.13 1.82 13.14 8.43 51 26 

Gn/Cp 0.53 0.00 O. 03 O. 02 0.01 O. 02 O. 02 0.03 0.09 0.08 0.12 a 09 
Gn/h l gO 0.04 0.26 0.32 0.30 0.25 0.24 0.28 0.39 0.45 0.19 o 51 
Gn/Sp 3.81 0.02 0.15 0.24 0.22 O. JO 0.39 0.31 0.43 0.51 0.16 O. ·13 
GnlTQ 2040 O. 06 0.33 0.21 0.23 0.23 0.28 0.28 0.15 0.35 0.2J 0.00 
Gn / A 11 100.00 0.12 0.16 0.85 0.16 0.81 0.93 0.96 1.06 1.45 1.90 1.09 19.30 

Sp,Cp 5.99 ua uù 0.22 0.29 ua 0.11 0.46 0.29 1.05 Ul 0.5: 
Spi Pl U6 0.13 0.62 0.40 ua ua 0.41 0.52 0.44 0.65 1.2; 0.11 
Sp/Gn 23,26 0.05 O. JO 0.61 0.81 1. 16 1.86 2.15 2.41 4049 6.19 2.96 
Sp(1Q 18.59 0.32 1.15 1. 40 1.34 !.BI US 1.30 2.50 1 99 Ud o 84 
Sp" A 11 100.00 O. sa 3.16 2,69 UB 3.73 4098 4,43 5.10 8.18 12.30 5 05 H 10 
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Sa~ple RGHR CON FlHf AREA \ DISTRIBU1ION OF TOTAL HINE"Al AS PARTlCLES OF A GlVEN GRADf AND T tPE Table AI. 5'1 

Partlele Grade (lof First Mentloned Phase - eg. Cp ln Cp/Px Blnarles) 

1 ype Total 0.0250 0.1000 0.2000 0.3000 O .• 000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px 18.62 0.56 3.23 2.31 0.99 1.52 0.82 1. 09 1.13 1. 85 2.61 1.85 
Cp/Gn 2. S9 0.03 0.12 O. 03 0.05 O. 01 O. 08 0.00 0.12 0.66 1. 04 0.40 
Cp:Sp 18.01 O. 10 0.59 0.40 0.35 0.46 0.33 0.20 0.58 1. 98 10.84 2,25 
Cp/TG 54045 0.63 3.16 3.69 3.66 U4 3.30 3.66 3.69 1. 13 16.11 5.31 
C~/ A Il 100. 00 1.32 1.10 6.43 5.05 U8 U4 4.95 6.12 11.61 31.32 9.81 6.21 

Pi/Cp 35.61 O. 02 0.16 0.2( 0.39 0.38 0.43 1.20 1.21 U5 15.29 11. 49 
PIIGn 4,55 O. 03 O. 14 0.10 O. la 0.14 0.39 0.52 0.55 0.83 1.25 0.51 
Pi/ Sp 2.42 0.01 0.06 0.02 O. 00 0.03 O. 00 0.16 O. 06 0.35 1. 01 0.12 
Pi/TC 29.23 0.21 1.41 1. Il 1. 21 1.63 1.99 3.12 3.82 5.62 1.12 1.21 
Px/ A II 100.00 0.33 1.11 1.41 1.11 2.18 2.82 4,99 5.64 11.65 25.21 13.98 28. 12 

Gn/Cp 1.12 0.01 0.01 0.10 0.03 0.00 0.05 0.06 0.01 0.08 0.63 0.63 
Gn/Px 5. 11 0.01 0.16 0.24 0.21 0.40 Q.45 0.24 0,28 0.48 1.43 1. 16 
Gn/Sp 3.08 0.02 0.16 0.18 0.18 0.20 0.20 0.36 0.35 0.48 0.63 0.34 
Gn/lO 10.89 0.21 1.29 1.31 1.25 I.H 1.44 1.61 0.16 US 0.54 0.00 
Gnl A Il 100. 00 0.26 1.68 1.83 1.13 2.06 2.13 2.32 U6 1.99 3.22 2.13 19.20 

5p/Cp 19.21 Ù. 08 1.51 0.64 0.32 O. Il 0.43 0.90 1. 05 2.06 6.96 5. al 
Sp/P x 3.11 0.05 0.28 0.21 0.06 0.26 0.00 O. 13 0.00 O. Il 1.35 1.26 
Sp/Cn 9.91 O. 02 0.15 0.26 0.32 0.52 0.43 0.64 0.90 1.55 3.09 2.09 
Sp/IQ 49.00 0.10 5. 05 5.11 3.61 l.26 3. Il 4,25 3.16 1.90 9.41 2. 09 
Spi 411 100.00 0.34 1. 05 6.83 ua 4.21 3.91 5.93 5.11 11.68 20.38 10.41 lB.04 
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Saliple: ClNR Ils COARSE AREA X DISTRIBUTION OF TOTAL MINERAL AS PARTlClES OF A GlVEN GRADE AND hPE IlDle A1.SS 

Part1ele Grade (lof Fmt Hent10ned Phase - eg. Cp ln Cp/P, 81nams\ 

Type Total 0.0250 0.1000 0.2000 0.3000 0.4000 0.1000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/Px 22.31 0.68 3.3e 2.12 2,41 2.12 Ul 1.19 1.50 1.90 UO 1.16 
Cp/Gn 5.62 0.01 0.01 0.09 0.11 0.20 0.31 0.21 U2 ua U6 1.54 
CP/SP 4. li 0.02 0.23 0.31 0.18 ua 0.18 0.41 US 0.62 1.19 0.70 
Cp ITQ 12.30 0.38 2.06 1.62 1.12 1.42 1.14 1.25 0.41 0.09 UI O. JO 
Cpl Al) 100.00 1. 09 1. J 2 UO 4040 Ul 4.15 3. Il 2.67 3.30 7.35 UI 54 lJ 

Px/Cp 23.43 0.01 0.09 O. U 0.19 0.24 0.15 0.94 1.61 2,52 9.02 7.86 
Px/Gn 10.90 0.01 0.12 0.23 0.19 0.19 0.26 0.18 0.96 1. 03 3.1~ 3.53 
Px/Sp 4058 0.01 0.05 0.08 0.08 0.06 0,15 0.19 0.25 0.17 1.14 1. 12 
Px/TQ 13.15 0.05 0.22 O. 2~ 0.66 0.50 0.11 1.36 1.32 2.70 3.79 1.53 
PxWI 100.00 0.08 0.49 0.69 1. 12 0.98 2.03 3.01 4020 1.01 18.35 14.04 41.94 

Gn/Cp 0.66 0.01 0.05 0.04 0.05 0.04 0.08 0.01 0.0& 0.09 0.11 0.06 
Gn/Px 4.02 0.01 0.34 0.21 0.33 0.11 0.21 0.23 0.36 O. ]( 0.90 0.J2 
GnlSp 5.10 0.01 0.14 0.31 0.29 0.31 0.23 0.29 Ul 0.49 1.12 1. 19 
Gn/TQ 4,37 0.06 0.31 0.39 0.36 O.U 0.31 0.59 0.38 0.46 0.62 0.38 
Gn/ A 11 100.00 0.15 0.90 0.94 1. 03 1. la 0.83 1.19 1.32 1.18 2.96 1.95 d5 84 

Sp/Cp 6.82 0.02 O. U 0.16 O. Il 0.33 0.18 0.90 0.43 UJ 2020 O. d 1 
SpfPl 1.40 0.10 U8 0.68 U8 0.46 U8 0.29 0.66 1.Ol 1.4) Ù .14 
Sp/Gn 2U4 0.13 0.64 0.54 0.91 0.86 1.02 2.08 2,94 Ut 5.12 dl 
Sp/TQ 21.61 0.19 1.24 1.30 1. 09 2.44 1.61 2.84 2.54 2.11 4,36 1 23 
SPI A 11 100. 00 0.45 2.10 2.61 2.54 4.09 3.15 6. Il 6.56 1D.a2 13.15 Ut Il.24 
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Sj~ple ClNR Ils MEDIUM AREA X DISTRIBUTION OF TOTAL MINERAL AS PARTICLES OF A GIVEN GRADE AND lYPE Table AI. 5(, 

'of 
l 

4 Part lcle Grade (X of Fmt Ment loned Phase· eg. Cp ln Cp/Px 81narles) 

Type Tota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 O.SOOO 0.9000 0.9150 1.0000 

CplPx 19.0( 0.24 1.86 2.51 2.09 1.63 1.90 2.03 1.55 1.61 2.16 1.46 
CplGn U3 0.01 0.04 0.01 0.01 0.04 0.19 0.11 0.11 0.34 1.33 1. 15 
CPI Sp UO J 00 0.17 0.20 0.38 0.32 0.42 0.87 0.74 0.39 1.62 1.19 
Cp 1 Ta 12.5l 0.11 0.80 1.31J U9 LOO 1. 13 1.97 1. 01 1.27 U9 0.77 
Cp/AlI 100. 00 0.36 U6 4.02 4024 3.00 3.65 5.03 3,48 3.61 6.59 5.17 58.00 

Px/Cp 18.27 0.01 0.09 0.15 0.25 0.51 0.72 0.93 1. 86 3.82 6.37 3.54 
Px/Gn 7.18 0.02 D.12 0.12 0.28 0.23 0.31 0.39 0.71 1.44 2.13 1.39 
Px/Sp 6.22 0.01 0.07 0.11 0.09 0.16 0.21 0.27 0.38 0.70 2.30 1.91 
Px/TQ 8.53 0.02 0.15 0.25 0.35 0.63 0.66 0.82 1.44 1. 88 1.92 0.42 
Pxl AlI 100.00 0.06 0.43 0.64 0.97 1.54 1.90 2.42 4045 7.83 13.32 1.26 59.20 

Gn/Cp 0.50 0.01 0.04 0.02 0.02 0.03 0.06 O. 02 0.05 0.01 0.10 0.13 
Gn/Px 3.1 ( 0.03 0.23 n.21 0.25 0.20 0.23 0.26 0.49 0.36 ua 0.62 
Gn/Sp 3.03 0.02 0.13 0.21 0.23 0.33 0.28 0.38 0.31 0.57 0.50 0.06 
Gn/lQ Ul 0.04 0.20 0.14 0.14 0.16 0.16 0.13 0.18 0.06 0.13 0.07 
Gn/All 100.00 0.09 0.61 0.65 0.64 0.73 0.73 O. T9 1. 03 0.99 1.51 O. B8 91.33 

Sp/Cp 6.54 0.06 0.22 û.12 0.38 0.10 0.51 0.59 1. 08 0.99 1.81 O. 08 
Sp IPx 8.88 0.16 0.82 0.56 0.5l 0.5B 0.66 0.77 0.66 1.44 1.92 G .19 
$p/Gn 19.29 0.01 0.24 0.60 0.55 1. 06 1. 18 2.10 2.21 3.: 2 5.08 l.15 
Sp/TQ 14.04 0.29 1.36 0.81 US 1.42 1. 00 1.23 1.59 1. ~ 4 2.27 1. OS 
Spi A Il 100. 00 0.51 2.63 2.15 UI 3.16 3.36 4.69 5.54 7. 49 11.08 4.11 51.2: 
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i 

Sample: ClNR TlS FINE ~REA , DISTRIBUTION OF TOTAL MINERAL AS PARTIClES OF A GIVEN GRADE INO TIPE Table AI.)1 

AI. Part lcle Grade (X of Fmt Mentloned Phase· eg. Cp ln Cp/Px 81nams) 

Type Total 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 0.9750 1. 0000 

Cp/Px 25.09 0.15 0.81 0.79 0.99 1.50 1.54 1. 85 2. 00 3.70 1.14 4.62 
Cp/Gn 4,26 0.02 0.11 0.09 0.13 O. 09 0.11 0.26 0.15 0.53 1.59 1.18 
Cpi Sp 3.93 0.04 0.44 0.35 0.46 0.09 O.ll 0.53 0.31 0.35 0.59 0.43 
Cp!TQ 18.05 0.36 1.96 1.41 1. 06 1. 15 1. 10 1.32 1.85 2. Il 3.31 2.36 
CPt A 11 100. 00 0.56 3.33 2.64 2.64 1.82 3.08 3.96 4,32 6.10 lU9 Ug l8. cl 1 

Px/Cp 12.84 0.06 0.39 0.45 0.42 0.60 0.15 1.10 1. 13 1.55 3.59 2.19 
Px/Gn 13,23 0.03 0.13 0.11 0.16 0.22 0.43 0.58 0.91 2.16 5.04 Ul 
PA/Sp 2.12 0.02 O. 09 0.06 O. la 0.04 O. 05 0.06 0.08 0.26 0.18 0.58 
Px/TQ 11. 13 0.09 0.46 0.31 0.52 0.43 0.43 1. 16 0.98 1.90 4.31 0.42 
Px / Ali 100.00 0.19 1. 01 0.99 1.20 1.19 1.67 2.91 3.09 5.86 13.18 7.25 60.69 

Gn/Cp 2.08 O. 02 0.11 0.08 0.04 0.11 0.07 0.08 0.19 0.22 0.62 0.54 
Gn/Px 7.25 0.11 0.11 0.69 0.49 0.49 0.55 G.41 0.48 0.55 1.48 1.21 
Gn/Sp 1.11 0.03 0.19 0.19 0.21 0.27 0.21 0.16 0.10 0.22 0.12 0.00 
Gn/TQ U4 0.12 0.13 0.66 0.41 0.22 1. 03 0.33 0.29 O.U 0.62 0.00 
Gn 1 A 11 100.00 0.28 1.14 1.62 1. 15 1. 10 1.85 0.99 1. 06 1.43 2.84 1.81 84. 12 

Sp/Cp 15.58 0.02 0.11 0.15 0.23 0.61 0.57 0.23 1.85 2.42 6.81 2.58 
Spi Px U9 O. 05 0.30 0.23 0.11 0.15 0.19 0.23 0.19 0.91 2.11 2.40 
SplGn 14.02 0.00 0.04 0.15 O. Il 0.30 0.57 1.14 1.32 2.12 U1 3 SI 
Sp/TQ 35.82 0.20 1.29 1.44 1.36 1.21 1.89 2.72 3.11 5.45 13.96 2.58 
Spi A1l ,00. 00 0.27 1. 74 1.97 1. 82 2.21 3.22 Ul 1.68 10.90 28.21 lUI 26. '9 
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Sa~ple' ClNR CON COARSE AREA , DISTRIBUTION OF TOTAL MINERAL AS PARTlClES OF A Glm GRADE AND TYPE Table AI. 5"8 

(, 
Part lclé Grade IX of Fmt Hpnt loned Phase - eg Cp in Cp/Px Blnanes) 

Type Tota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px 11.49 O. 05 0.40 0.56 0.50 0.84 0.99 0.85 1.00 1.82 4,32 l.15 
Cp/Gn 1.39 O. 00 0.02 0.01 O,Ol 0.04 0.01 O. 05 0.22 0.24 0,41 0.30 
Cp/5p U2 0.00 0.03 0.09 0.11 0.23 0.16 0.26 0.38 0.66 ua 0.96 
(pllQ 15. 03 0.04 0.2\ 0.43 0.13 0.18 1. 01 1. Il 1.69 2.04 3.94 2.95 
Cp! A Il 100. 00 0.10 0.10 1. 09 1.43 1.d9 2.30 2.27 l.29 4.11 10.0& 1.36 64.11 

Pl/Cp 37.92 0.23 1.31 1.31 1.22 Lil 2.8fl 3.60 1.l5 6.42 10.29 5.66 
PX/Go 2.27 G.OO 0.01 O. 06 0.07 0.09 0.13 û.09 0.19 0.38 0.16 0.50 
PI/Sp 2.41 0.00 0.03 0.05 UI 0.08 o.or o. la 0.18 0.62 0.89 0.33 
PxllQ 21.32 0.24 1.50 1.10 1.94 2.19 ua 2.94 3.06 U8 4.19 1.50 
PIfA 11 100.00 0.48 2.91 3. Il 3.30 1.99 5.12 6. 72 6.18 12.19 16.13 7.99 30. 08 

Gn/Cp 9.14 O. 09 0.54 0.12 1. la O.ll 0.80 0.69 0.71 0.11 2. 03 1.40 
Gn/Px 1.44 O. 05 0.35 0.39 0.33 O. 2~ 0.5;1 0.53 0.69 0.99 0.35 0.00 
Gn/Sp 4.01 O. 03 0.11 0.16 0.24 0.09 0.11' 0.35 0.09 O. 08 1.09 1. 15 
Gn/TQ 1599 0.51 2.60 1.80 1.96 3.26 2.14 1. 18 1.30 0.86 0.38 0.00 
Gn/A 11 100.00 0.68 3.64 3.07 3.62 3.96 4.05 2.74 2.19 2.64 3.85 2.55 6U3 

Sp/Cp 26.31 0.21 1.11 1. 84 1.83 1.94 1.19 3.86 UI 3.81 3. Il 1.81 
Sp/Px 5.12 0.03 0.38 0.60 0.30 0.25 0.28 0.48 0.65 0.12 0.89 0.54 
Sp/Gn 4,52 0.03 0.11 0.02 0.04 0.22 0.56 0.13 0.52 0.62 1.28 0.99 
Sp/lQ 41.35 0.98 6.27 5.71 3.30 4091 4.15 1. Il 2.12 3.34 4,81 1.99 
501 Ail 100.00 1.32 8.48 8.23 5.46 1.31 6.18 1.58 8.30 a.48 10.09 5.33 11.04 
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Sa~ple: ClUR CON MEDIUM AREA , DISTRIBUTION OF TOTAl HlNERAl AS PARTlClES OF A GIYEN GRADE AND Tm Table AI. SI 

Partlele Grade (lof Fmt Mentlonad Phase - eg. Cp ln Cp/P~ S1Ranes) 

Type Tota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1.0000 

Cp/P~ 11.47 0.05 0.34 0.49 0.59 0.84 0.81 0.99 1.23 2.00 U8 2040 
Cp/Gn 1.42 0.00 0.01 0.02 0.02 0.02 0.05 0.05 0.11 0.15 O. ~2 0.41 
Cp/Sp l. 06 u.OO O. Dl O. 08 0.06 0.09 0.11 0.20 U8 O.U 1.02 0.76 
Cp 'IQ 3.62 0.01 0.09 0.16 0.18 0.29 D.21 0.31 0.52 0.55 0.97 0.33 
Cpl A Il 100. 00 0.06 0.41 0.14 0.85 1.24 1.24 1.54 2.14 l. U 6.19 3.96 18.42 

Px/Cp 41. u 1 0.22 1.46 1.19 1. S8 2.35 3.11 4.49 4091 6.99 11.00 6.82 
PUGn 1.83 0.01 0.03 0.02 0.03 0.10 0.06 0.12 0.29 0.64 1.01 0.51 
PX/Sp 2.90 0.00 0.02 0.03 0.04 0.08 0.16 0.33 0.29 0.46 0.d9 0.61 
PxITQ UI 0.05 0.36 0.56 0.69 0.60 0.69 1. 15 1.53 2,21 1.01 0.00 
Px/ A Il 100.00 0.28 1.81 2.39 2.64 tU 4.02 6. la 1.02 10.36 13.90 1.93 4US 

Gn/Cp 21.80 0.55 2.61 1.67 2.20 1.41 2.34 1.40 2.51 3.41 3.31 1.14 
Gn/?! 11.43 0.11 1.44 2.01 1.60 1. 01 0.83 2.00 0.94 1. 01 Ul 2.9J 
Gn/Sp ua O. oa 0.43 0.40 0.40 0.40 0.50 0.80 1.17 0.21 1.80 2.44 
Gnm 18.35 0.63 3.54 2.81 1.30 1.41 1.11 0.80 1.87 1.60 1.50 0.65 
Gn/A Il 100. 00 1.41 8.08 6.95 1.51 4.41 4.84 5.01 1.55 6.41 9.92 1. 16 31.13 

)p/Cp 1~. 41 0.40 2.33 2.11 1.42 2.6! 2.24 2.78 1.93 6.34 4,98 0.00 
Sp/PI 1.69 0.09 0.51 0.66 0.12 1.2& 0.90 0.12 0.51 0.60 ua o sa 
Sp/Gn 1.31 0.03 0.09 0.03 0.22 0.24 0.22 0.27 0.42 0.12 1.15 Ut 
Sp!TQ 16.3t 0.6! 3.28 1.94 1. 66 0.71 1.05 1. 08 1.09 1.91 1.35 0,5 d 
5p/411 100.00 1.16 6.27 4,91 1.03 4.91 4.41 US 5.91 9.57 9.16 2,48 41 29 
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Sa~p le. CUIR CON FINE AREA 1 DISTRIBUrrON OF TOTAL MINERAL AS PARTICLES OF A GIVEN GRADE AND TYPE Table AI. (.0 

Partiele Grade (lof Fmt Mentioned Phase - ego Cp ln Cp/Px Binaries) 

Type Tota 1 0.0250 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.1000 0.8000 0.9000 0.9150 1. 0000 

Cp/Px 9.91 a 03 0.21 0.28 0.34 0.34 0.50 0.56 0.51 1. 12 3.35 2.66 

Cp/Gn 1.24 O. 00 0.01 O. 00 O. 01 O. 03 O. 05 0.04 0.06 O. ,. 0.48 0.40 

Cp/Sp 3.50 O. a 1 0.01 a. 05 O. 08 O. la 0.18 0.19 0.14 0.38 1. 28 1. 02 

Cp/Ta 5.95 O. 01 0.01 0.12 0.14 0.20 0.26 0.37 0.38 0.65 2.05 1.69 

Cpt AlI 100. 00 0.06 o.Jl 0.45 0.51 0.68 0.99 1.16 1.14 2.29 1.11 5.77 79.35 

Px/Cp 38.09 0.35 1.90 1.43 1.25 1.89 2.53 2.64 4.08 5.63 9.80 6.59 

PA/Gn ua O. 01 0.04 0.04 0.13 O. 04 0.16 0.13 0.31 0.26 1. 09 1. 01 

P~/Sp 1.94 0.01 0.04 O. 02 O. 03 0.04 0.11 O. 07 O. 00 0.18 0.79 0.64 

PxjTQ 9.56 0.21 1. 14 0.81 0.66 1. 14 1.21 0.79 1.23 0.91 1.29 0.11 

Px,' A11 100.00 0.58 3.13 2.31 2.08 3.12 4.01 3.63 5.62 7. 04 12.96 8.41 41. Il 

Gn/Cp (,82 0.11 0.56 0.36 0.27 0.21 0.56 0.54 0.31 0.18 0.80 0.87 

Gn/Px 4.01 0.06 0.25 0.13 0.21 O. I~ 0.34 0.13 0.63 0.l6 0.80 0.81 

Gn/Sp 1.14 0.03 0.13 0.04 0.13 0.09 O. Il 0.13 0.16 0.18 0.40 0.33 

Gn/Ta 5.18 0.19 0.81 0.36 0.40 0.27 0.45 0.40 0.31 0.89 1. 21 0.44 

Gn / A 11 100.00 0.39 1.81 0.89 1.07 0.80 1. 45 1.21 1.41 1.61 3.22 2.50 83.64 

Sp/Cp 39.40 0.45 2.45 1.64 1.00 2.23 3.16 2.68 3.12 3.27 11. 04 8.34 

Sp/Px 4.23 0.06 0.30 0.15 0.00 0.15 0.37 0.22 0.26 0.30 1.34 1. 09 

Sp/Gn 5.83 0.01 0.07 0.01 0.11 O. 15 0.19 0.22 0.52 0.30 2.01 2.18 

Sp/Ta 18.19 0.33 1. 97 1.64 1. 12 0.89 1. 86 1.56 2.60 3.81 2.34 0.00 

Spi A11 100.00 0.86 UO 3.50 2.23 3.42 5.58 4.69 6.51 7.74 16.73 lUO 32.35 
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Sample: Re014 COARSE mA DIS1RIBUlIONS AS VARIOUS TYPES AND GRADEIRECOVfRV Dm Table Al. '.1 

A- Hlneral DIstrIbutions 

Samp le lov-Grade Hed i UI Grade Hlgh Grade Free , of 91nams 
Grade (OO-m) (15-85\) (85-100') ( 100l) NI th Cp 

(AIl Grades\ 
Cp 2.54 2.62 25.21 12.03 60.1. 
Px 38.08 0.80 31.68 31.40 30.12 1.94 
Gn 21. Il 8.13 32.0l 4.18 55.65 3.22 
Sp 32.14 2.07 31. 81 36.21 29.91 1.44 

Total 99.89 

MINERAL GRADE/RECOVERY RElATIOHSHIPS 

Cp Grade 61.3 66.1 76.9 83.1 86.9 89.7 92.8 9404 96.8 98.6 99.8 100.0 
Recovery 100.0 99.1 91.4 94.1 92.8 90,4 86.7 84. a 18.5 12.2 64. a 60.1 

Px Grade 12.9 75.4 19. a 81.3 83.1 85.7 88. t 90.1 93. t 95.8 99,2 100.0 
Recovery 100.0 99.9 99.2 98.3 9U 9U 91.1 85.8 19.1 61.5 43.8 30.1 

Gn Grade 38.0 46.0 63.2 lU 82.6 88.3 92.6 95.9 98.1 99.4 99.9 100 .0 
Recomy 100.0 SU 91.9 85.9 80.4 15.9 11.6 61.3 63.5 59.8 5U 5U 

Sp Grade 61.8 61.3 lU 18.1 82.9 86. a 89. a 91.3 93.7 96.1 99.1 100.0 
Recovery 100.0 99.1 97.9 96.2 93.3 90.3 86.3 81.9 75,5 66.1 45.4 2~. 9 
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S~r,p le RC014 MeOIUN AREA DISTRIBUTIONS AS V'RIOUS TYPES AND GRADE/RECOVERl DATA Tab le AI. (,2. 

Minerai DistrIbutIons 

Saap le law-Grade Med iUI Grade Hlgh Grade Free , of 9 i nams 
Grade (00-15l1 ( 15-85%) (85-100%) ( 100X) W 1 th Cp 

(Ali Grades) 
Cp 6.31 1. 16 25.41 14.77 52.65 
Px 40.06 0.1j 22. J 9 JU5 43.23 6.65 
Gn 31.46 5048 22. Il 5.62 66.19 9050 
Sp 22.18 2. 17 31.5\ 49.28 11 . 00 14.56 

Talai 100.01 

MINERAL GRADE/RECOVERY RELATIOHSHIPS 

Cp Grade 42.6 SU 10.6 81.8 86.8 90.5 92.8 9U 96.4 98.3 99.8 100.0 
Recovery 100.0 99.0 92.8 88. a 85.2 82.3 19.9 1&.1 7 J • 6 61. 4 58.0 52.7 

Px Grade 76.9 19.3 82.9 ~5. 4 87.6 89.5 9U 93.2 95.0 96. B 99.4 100.0 
Recovery 100.0 99.9 99.3 98.4 97.0 95.3 93. ° 89.6 84.9 76.9 57.6 43.2 

Gn Grade 47 .3 56.5 lU 80.7 88.1 92. 1 9U 97.3 98.3 99.3 99.9 100.0 
Recoverï 100.0 99. 1 94.5 91.1 86,9 83.8 8Q.9 77.7 75.8 12.4 68.4 eU 

Sp Grade 61.7 67.4 75.5 19.0 82.3 85.7 81.9 90.3 92.6 9U 98.6 100.0 
Recovery 100.0 99.6 97. 8 9U 93.9 90.5 81.6 82.7 76,4 66.3 38. a 11. 0 
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Sallple: RC014 mE ARB DISTRIBUTIONS AS VARIOUS lYPES AND GRADE/RECOVERY Dm Table 41. (,3 

Minera 1 D1Strlbut 10ns 

Samp le lo~-Grade Med 1 UI Grade H19h Grade Frp.e \ of B1nanes 
Grade (00-15l) (15-85%) (8HOO\) (100X) Wlth Cp 

(AlI Grades) 
Cp 9.63 11.13 32.94 24,89 24.43 
PI 46.19 1.28 16.91 32.81 48.88 45.36 
Gfl 2U6 l.49 Il.96 5098 12 51 5.05 
Sp 15.11 U2 40.8: 4U8 10.65 58.15 

Tota 1 101.69 

MINERAL bRADE/RECOVERY RElATIONSHIPS 

Cp Grade 24,5 33.3 5U 71.9 dO.3 85. ~ 89.6 93.1 94 9 965 H.! 1 Ù Ù 0 
Remery 100.0 91.1 8U 14.2 63.0 65.1 61.1 5U 53 a 49.3 JU 24 j 

Px Grade 74,2 18.6 85.1 87.9 89.7 91.6 93.1 94,5 95,9 91.2 SU 100 Ù 
Recovery 100.0 99.8 98.7 97.8 96.7 95.2 93.3 91.0 81.3 81.1 64.0 4B l 

Gn Grade 51.3 65.0 lU BU au 93.3 95.8 91.6 ~8 8 99 j 9 l 9 lOG J 
Recovery 100.0 B.5 96.1 94.0 91.3 88.4 B5.8 83.3 eu 78. : lU i2c 

Sp Grade 53. 1 60 .1 72.2 76.2 79.6 82.3 85.1 87. 9 90.6 94.0 98.1 100 Q 
Recomy 100.0 99.4 96.4 94,4 91.9 89.0 84,6 78.6 10.4 lU 2U 1 C é 
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Sar.p le. ~C016 (O~RSE AREA DISTRIBUTIONS AS VARIOUS TYPES AND GRADE/RECOVERY DAIA Table Al. b~ 

( Minera 1 DIstrlbut Ions 

Samp le Low-Grade Med 1 UII Grade H19h Grade Free , of Blnams 
Grade 1 00-15l) (15-m) 18H00' ) (100') Wlth Cp 

(All Grades) 
Cp US 2.20 3US 11.28 49.81 
PA 3U4 0.99 33.4\ 35.16 29.81 8.95 
Gn IUJ 6.J8 JO.15 5.46 58.00 U4 
Sp 30.61 U6 36. J8 36.16 25.60 2.16 

Iota 1 100.00 

MINERAL GRADE/RECOVfRY RElATIONSHIPS 

Cp Grade 61.2 63.5 /1.5 79.5 82,8 81.6 90.1 93.5 96.4 98.0 99.1 100.0 
Recomy 100.0 99.8 91.8 94.1 91.9 81.4 83,6 19.0 12.5 61. 1 56.1 H.9 

Px Grade 10.2 12.9 11.1 79.9 83.0 85.3 81.9 90.4 93.2 95.8 99.2 100.0 
Recovery 100.0 99.9 99.0 91.8 95.7 93.4 89.6 8406 16.7 65.6 42.9 29.8 

G,1 Grade 42.9 50. 1 65.6 16.2 83.4 89.0 93.0 96.0 98.0 99.3 99.9 100.0 
Recovery 100.0 99. 1 93.6 88.1 83.6 78.9 14.9 70.8 67.0 63.5 59.8 58.0 

Sp Grade 61.9 66.3 12.9 77.0 81.0 85.0 87.7 90.2 92.8 95.7 99.1 100.0 
Recovery 100.0 99.7 98.1 96.2 93.3 89.2 85.4 80.6 13.3 61.8 40.1 2U 
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Sa~ple: Rcm HEDIUM AREA OISTRIBUTIONS AS 'IARIOUS TYPES AND GRAOE/RECOVER~ om lable 41.[,5 

M10era 1 01strlbut Ions 

Sa~p le law-Grade HedluM Grade H19h Grade Free , of B lnanes 
Grade (OO-m) (15-m) \8HOO') ( 1001) Wlth Cp 

(All Grades\ 
Cp 1.44 6.03 24022 17 .10 52.05 
Px 31.53 0.60 19.42 28.92 51. 01 23.28 
Go 35. H 2.13 13.98 3.95 19.13 5.16 
Sp 19.16 UO 28.33 31.11 38. la 21.96 

Tata J 100. 02 

MiNERAL GRAOE/RECOVERY RElATIONSHIPS 

Cp Graae 45.4 55.0 12.5 19.1 85.4 89.6 92.8 95.1 91.1 98.2 99.1 100 0 
Remery 100.0 99.0 94. a 90.8 ~U 8U 80,4 16.1 13.2 69.1 59.1 IH 

Px Grade 80. a 82.4 85.6 87.3 89.1 90.8 92.5 93.9 95.1 91.3 99.1 \00 a 
Recomy \00.0 99.9 99.4 98.8 9U 96.3 9U 91.6 86,8 60.0 6U 5\ \ 

Go Grade 63,2 10.0 81.8 88.0 n.\ 94.9 96.9 98.3 99.\ 99.6 100.0 100 0 
Recovery 100.0 99.6 97.3 95. \ gJ.O 90.9 88.8 86.9 B5. \ au 30 8 lU 

Sp Grade 66.9 la .1 17.3 81.6 8404 81.2 89.1 92.4 94.3 96.5 99.4 100.0 
Recovery \00.0 99.8 98.4 96.6 9U 92. \ 88.8 83.8 18.8 10.\ 49.8 lB J 
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;l~P 1 e Re016 FINe AREA DISTRIBUTIONS AS IARIOUS TYPES AND GRADE/RECOVERY DATA Table AUb 

MInera 1 Dlstnbut ions 

Sallple lov-Grade Medluli Grade Hlgh Grade Free , of BI nmes 
Grade (00-15%) ( 15-851) (85-1001 ) ( 100X) Wl th Cp 

(Ali Grades) 
Cp 13.14 15.45 38. il 31.08 9,31 
PI 43.30 1.64 18.82 31.10 42.44 95.08 
Gn 29.11 1.61 13. 9 7 6.62 16.80 20.21 
Sp 18.41 5.00 41.91 45.83 7.20 81.62 

Total 104056 

MINERAL GRADE/RECOVERV RElATIOHSHIPS 

Cp Grade 26.0 34.1 54.1 67. 1 71.9 8404 88.2 90.8 91.4 9U 98.4 100.0 
Recovery 100.0 91.5 8406 15.9 68.3 63.1 59.4 56.0 52.8 46.4 25.9 9.3 

Px Grade 10.8 16.3 8U 87. 2 89,4 90.8 92.1 93.5 95.0 96.6 99.3 100.0 
Recovery 100.0 99.7 9804 97.3 96.0 94,8 93.2 90.6 86.1 19.5 51.8 42.4 

Gn Grade 64.1 11. 1 82.6 88.2 92. 1 94.8 96.4 91.9 98.8 9904 99.9 100.0 
Recovery 100.0 99.6 97.4 95.4 93.4 91.5 89.7 87.5 81.6 83.4 79.6 lU 

Sp Grade 46.0 52.5 64,9 72.9 18.8 83.2 85.9 88.2 90.5 93.1 98.2 100.0 
Recove ry 100.0 99.3 95.0 90.6 86.1 81.7 18.0 13.5 66.9 53.0 25. 1 1.1 
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Sa~p le: RGHR TlS COARSE AREA DISTRIBUllONS ~S mIOUS lYPES AND GR~DE'RtCOmY om T301e A1.(,t 

MIneral DIstrIbutIons 

Sal'lp le lov-Grade Medlu!l Grade HI9h Grade Free , of BI nmes 
Grace \ 00-15\) (11-85\) \85-1001 ) (100l) wlth Cp 

(All Grades) 
Cp 3.42 l.61 23. JO 42. JO 30.14 
Px 33.92 1.08 41.18 40.58 11.16 3.09 
Go JO.03 1.61 3U3 6.18 46. aa O.é4 
Sp 32.46 3.26 40.59 36.55 19.60 6.50 

Total 99.83 

MINtRAl GRADE/RECOVERY RElATIONSH IPS 

Cp Grade 55.6 6U 15.1 81.5 81.4 88.6 90.8 93.6 9U 96.0 99 0 100 0 
Recovery 100.0 9905 96.3 93.3 91.5 88.1 80.0 81.3 18.1 Il.O ~u JO 1 

Px Grade 67. 0 68.8 13.0 17. 0 80.0 82.6 85,5 88.3 91.2 94.5 98.9 100.0 
Recovery 100.0 99.9 98.9 91. 0 94,8 91.8 81.3 81.2 12.6 57.1 30.9 111 

Gn Grade 38.0 44.1 5U 10.5 lU 85,3 90.4 94.0 9609 n 9 B 9 100 Û 

Recovery 100. a 99. a 9204 84.9 18.9 12.9 61.6 62.1 51.1 52.7 41.1 46. 1 

Sp Grade 54.1 59.8 69.9 15.1 19.6 82.6 85.8 89.0 91.9 95.0 99.0 100.0 
Recowy 100. a 99.5 96.7 93.9 9C.9 87.1 83.0 76.6 68.6 56. 1 j2 é H. ~ 
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Saflp le RGHR Ils HfOIUM AREA DISTRIBUTIONS AS VARIOUS TYPfS AND GRAOE/RECOVERY um Table AI.U 

-
Mlneral Olstrlbutlons 

Sallp le law-Grade Med lUI Grade Hlgh Grade Free t of Binaries 
Grade (OO-lSl) i'5-m) 185-100X) ( 100X) W lth Cp 

(A11 Grades) 
Cp 2.47 24.01 3Ul 15.13 26.49 
Px 4/.45 0.l3 12.95 22.78 63.93 10.05 
Gn 28.53 4.18 15.29 4.11 75.66 9.92 
Sp 21.65 1.15 23.31 42.15 32.69 36.11 

Total 100.10 

HlNERAL GRADE/RECOVERY RELATIONSHIPS 

Cp Grade 20.3 29.1 58.2 73.4 19.5 84,4 87.2 91.4 94. T 91.4 99.5 100.0 
Recovery 100.0 95.9 76.0 68.5 65.1 61.5 58.8 53.4 41.9 41.6 l2.9 26,5 

p~ Grade 81.0 88.6 90.6 91.$ 92.8 93.1 94.6 95.7 96.7 98.0 99.7 100.0 
Recovery 100.0 99.9 99.1 99.4 98.7 98.0 97.0 95.0 92.5 86.7 73.2 6J.9 

Gn Grade 55.0 63.6 19.8 81.1 91.4 9404 96.5 98.0 98.8 99.5 100.0 100.0 
Recomy 100.0 99.4 95.1 92.9 91.0 88.8 86.1 84,6 82.8 8U 77.1 75.1 

Sp Grade 11.1 75.0 80.8 84.3 86.3 88.1 90.8 9U 94. 1 96.0 99. 1 100.0 
Recovery 100.0 99.8 98.7 91. 4 96.2 94.0 91.2 8U 8J.8 15.4 51.1 32.1 

A6S 



Satple: RGHR TlS FINE AREA DISTRIBUTIONS AS VARIOUS TlPES AND GRADE/RECOVERY DAr A hble Al. (" 

MIneral DIstributIons 

Salp le law-Grade Med 1 UI Graae HI9h Grade Free , of 81nams 
Grade (00-15%) (15-85S) (85-100S) ( 100l) wah Cp 

(Ali Gradesl 
Cp 1. 42 23.20 2U8 22.28 26.04 
Px 41,13 0.43 11.61 21.36 66.60 9. 16 
On 31.26 2.83 11. 94 3.04 82.19 4.05 
Sp 19.63 1.92 21.12 33,45 42.91 11.12 

Total 100. 04 

MINERAL GRAOE/RECOVERY RELATIONSHIPS 

Cp Grade 20.1 30. a 59.7 lU 81.1 87.3 90.3 93.5 9U 96.1 99.3 100.0 
Recovery 100.0 95,9 16.8 69. B 66.0 62.1 59,5 55.1 53.4 48 3 35.9 16.ù 

Px Grade 86.4 88.6 91.2 9U 93.1 94.1 95.1 96.0 91.0 98.1 99.1 100.0 
Recovery 100.0 99.9 99.6 99.3 98.8 98.0 96.9 95.3 92.1 88.0 lU 6H 

Gn Grade 6U 10.8 83,4 8U 93.6 95,8 91.4 98.7 99.3 99.1 1 ~o. 0 100 0 
Recovery 100.0 99.6 97.2 95.1 93.1 91.5 89.9 88.1 86.8 BU BU d1 2 

Sp Grade 61.6 73.4 81.9 85.5 81.9 90.0 91.1 93.3 95.0 96.8 9904 100.0 
Recove ry 100.0 99.1 98.1 96.8 95.4 93.5 91.4 88.6 84.0 16.4 56.8 41.9 
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------------------------------------------------------------ -

Sallple: RGHR CON COARSE AREA DISTRIBUTIONS AS VARIOUS IYPES AND GRADE/RECOVERY DATA Table AUo 

Hlneral Dlstribul10ns 

Sal1p le law-Grade Hed 1 UII Grade Hl9h Grade Free , of Blnams 
Grade (00-15t) (15-85~) (S5-100~) (100S) Wlth Cp 

(A 11 Grades) 
Cp 16.06 UO 35.41 12.64 47.85 
Px 29.45 1. 09 33.56 30.58 34.18 65.19 
Gn 46.60 1.30 10.61 4.59 83.51 1.94 
Sp 7.82 4035 51.16 20.49 23.40 16.65 

Tola 1 99.93 

HfNERAL GRADE/RECOVERY RElAT rONSHIPS 

Cp Grade 49.1 54.8 65.1 13.9 81.2 86.0 90.1 93.9 96.4 98.4 99.8 100.0 
Recove ry 100.0 99.4 95.9 91.4 86.2 81.1 16.2 71.5 66.5 60.5 52.6 41.9 

Px Grade 69.5 12.1 77 .2 80.3 83.5 85.6 88.4 90.8 93.5 9604 99.4 100.0 
Recove ry 100.0 99.8 98.9 97.6 95.4 93.3 89.4 84.7 71 a 65.4 46.2 34.8 

Gn Grade 16.6 81.2 88.2 91.7 94.0 95.1 91.1 98.2 99.0 99.6 99.9 100.0 
Recove ry 100.0 99.8 98.1 97.6 96.5 9502 93.1 92.0 90.2 88.1 85,2 83.5 

Sp Grade 46.3 52.3 62.5 68.4 13 6 18.8 83.4 88.5 92.4 96. J 99.4 100.0 
Recove ry 100.0 99.3 95.6 91.9 81. 1 80.8 13.1 64.2 55.4 43.9 30.2 2304 
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Sa~ple. RGHR CON MEDIUM 4REA DiSTRIBUTIONS AS VARIOUS TYPES AND GRADE/RECOVERY DAlA Table Al ri 

Hmra 1 D lstribut10ns 

Sar.ple law-Grade Medlul Grade H19h Grade Free \ of Blnams 
Grade (00-151 ) (15-m) (8HOO') (100\ ) Wlth Cp 

(All Grades\ 
Cp 12.52 3,43 26.23 lU6 5U8 
Px 33.22 0.58 20. 19 21.91 51.26 50.11 
Gn 44. a& ua 6.83 2.99 89.30 6.39 
Sp 9.50 3.15 32.19 11.3~ 46.10 1f.91 

fatal 100.11 

MINERAL GRADE/RECOVERV RElATIONSHIPS 

Cp Grade 54,3 59.8 10.1 78.9 85,4 89.6 92.9 95.5 91.3 98.3 ~9.1 100 0 
Recovery 100.0 99.6 96,6 92 .1 BU 85.1 8U 17.7 13.9 10.3 61.2 5404 

Px Grade 80.8 82.9 86.0 87.9 89.5 91.0 92.5 94.2 9U 91.9 99.1 100.0 
Recovery 100.0 99.9 99.4 98.8 91.9 96.6 94.1 91.8 81. 0 19.2 65.1 51.3 

Go Grade 83.0 86.3 91.6 94.6 96.2 97.4 98.3 98.9 99.4 99.1 100.0 \QH 

Recove ry 100.0 99.9 99.1 98.3 97.5 96.1 95.8 94.8 93.1 92.3 90.4 89.3 

Sp Grade 53.0 60.1 12.0 77.8 82.3 86.2 90.1 92.8 95.3 91.1 99.1 100.0 
kecove ry 100.0 99.4 96.3 93.6 90.5 86.8 81.8 11.3 11.6 63.5 51.2 461 
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Sa~ple RGHR CON FINE AREA DISTRIBUTIONS AS VARIOUS TYPES AND GRADE/RECOVERY om Table A1.1l 

" MIneral Olstributlons 

Samp 1 e low-Grade Medlull Grade HIg" Grade Free S of B inmes 
Grade (OO-m) (15-851) (85-100X) (100X) Wlth Cp 

(All Grades) 
(~ 19.22 9.02 43.58 41. 13 6.21 
Px 36.59 2.10 30.52 39.26 28.12 83.64 
Gn 31.95 1.93 13.52 5.34 19.20 17.33 
Sp 14.76 7.89 42.72 31.35 18.04 58.29 

Total 102.52 

MINERAL GRAOE/RECOVERY RElATIDNSHIPS 

Cp Grade 35.4 42.9 59.5 70.0 76.5 81.4 8U 87.6 8909 92.7 98.5 100.0 
Recovery 100.0 98.1 91.0 84,5 19.5 74.6 10.1 65.1 59.0 41.4 16.1 6.3 

Px Grade 63.8 69.4 11.8 81.4 84.1 86.3 88.3 90.9 92.9 95.5 99.2 100.0 
Recovery 100.0 99.1 97.9 96.4 94.1 92.5 89.7 84.7 19.0 61.4 42.1 28.1 

Gn Grade 69.1 14.2 83.3 88.6 91.9 9U 96.7 98.3 99.0 99.5 99.9 100.0 
Recovery 100.0 99.1 98.1 96.2 94.5 92.4 90.3 88.0 86.5 84.5 81.3 19.2 

Sp Grade 39.1 44.6 60.7 72.5 78.5 82.8 85.9 89.4 91.7 95.0 99.1 100.0 
Recovery 100.0 99.2 92.1 85.3 80.9 76.7 72.7 66.8 61.1 49.4 28.5 18.0 
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Sample: ClNR TlS COARSE AREA OISTRIBUrrONS AS VARIOUS TYPES AND GRAOE/RECOVERY OAlA Table AU] 

1 MIneral Distnbutlons 

Sa~p le low-Grade Hediul Grade Hlgh Grade Free l of 81narles 
Grade (00-15%) (15-m) (85-100l) (IOOl) Wlth Cp 

(All Grades) 
Cp 10.50 6.S1 26.59 11.66 SUl 
Px 35.36 Ul 19. Il 32.39 41.94 60.22 
Go 44.13 1.05 8.19 4091 85.84 6.71 
Sp la. 02 3.15 36.55 18.06 42.24 IU6 

Total 100. 02 

MrN~RAL GRAOE/RECOVERY mATlOHSHIPS 

Cp Grade 42.2 51. 1 68.4 11.2 84.1 8904 93.8 96.2 91.6 98.6 99.8 100.0 
Recovery 100.0 98.9 93.2 89.0 84,6 80.3 15.1 12.6 69.9 66.6 59,2 SU 

Px Grade 8U 82,5 85,5 81.5 8U 90.6 92.2 91.9 95.5 91.1 99.4 100.0 
Recovery 100.0 99.9 99.4 98.7 97.6 96.6 94.6 91.5 SU 80.3 62.0 41. 9 

Gn Grade 80.1 84.0 90.1 9U 9504 97.0 97.8 98.5 99.1 99.6 99.9 10U 
Recovery 100.0 9903 98.9 98.0 H.a 95.9 95.0 93.8 92,5 90.8 81.8 81.8 

Sp Grade 55.7 61.6 12.0 11.7 81.3 85,4 88.2 91.6 94.2 91.4 99.8 100.0 
Recove ry 100.0 99.6 96.9 94.2 91.6 87.5 SU 71.1 11.1 50.3 46.5 lU 
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Sar,p le: CUIR as MEDIUM AREA DISTRIBUTIONS AS VARIOUS TYPES AND GRAOE/RECOVERY DATA T ab le A 1. ~~ 

MIPeral DIstributIons 

Samp le lov-Grade MedlU1 Grade HI9h Grade Free , of Binaries 
Grade (00-151) (15-m) (85-1001) ( 100') With Cp 

(Ali Grades) 
Cp 12.65 3.22 27.02 " .76 58.00 
Px 33.23 0.49 19.14 20.58 59.20 56.61 
Gn 43. ]( 0.10 5,55 2.41 91.33 6.84 
Sp 10.42 3.14 29.83 15.19 5 t. 25 18.85 

Tota 1 100.04 

HlNERAl GRADE/RECOVERY REL A TIONSHIPS 

Cp Grade 55.4 60.0 10.4 19.0 85.1 89.3 92.5 95.9 91.6 98.8 99.8 100.0 
Recovery 100.0 99.6 96.8 92.8 BU 85.5 81.9 16.8 73,4 69.8 63.2 58.0 

Px Grade 81.1 83.3 86.0 81.9 89.6 91.4 93. a 94.3 96.0 98.0 99.1 100.0 
Recove ry 100.0 99.9 99.5 98.9 97.9 96.4 94.5 92.0 81.6 19.8 66.5 59.2 

Gn Grade 85.9 88.6 93.1 95.4 96.8 97. 9 98.6 99.1 99.5 99.8 100.0 100.0 
Recovery lQo.o 99.9 99.3 98.6 98.0 91.3 96.6 95.8 94.1 93.1 92.2 91.3 

Sp Grade 56.1 63.7 14.6 19.5 83.8 87.9 90.1 93.5 95.9 98. a 99.8 100.0 
Recove ry 100.0 99.5 96.9 9U 91.9 88.1 8U 80.1 74,5 61. 0 55.0 51.2 
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Samp le: ClNR TLS FIN~ AR~A DISTRIBUTIONS AS VARIOUS TYPES A~O GRADE/RECOVERY DATA fable AlorS 

MIneral DIstributIons 

Sallple law-Grade Medluil Grade H19h Grade Free l of 81nams 
Grade (00-15%) ( 15-85\) (85-100l) ( IOOl) VIth Cp 

(Ali Grades) 
Cp 19.19 3.89 26.li 21.27 ~8.67 

Px 39.21 1. 26 17.02 21.03 60.69 4U5 
Gn 30.78 2.03 9.20 4.65 84.12 18.84 
Sp II. 11 2.01 32.li 39.34 26.49 41.34 

T ota 1 100,l5 

MINERAL GRAOE/RECOVERV RElATlONSHIPS 

Cp Grade 54.4 61.7 15.1 81.5 85.7 89.0 9U 94.0 95.Q 91.1 9U 100.0 
Recovery 100.0 99.4 96.1 93.5 90.8 88.0 8409 81.0 76.6 69.9 51.3 48.1 

Px Grade 14.7 19.1 8~, 4 88.4 90.6 92.1 9306 95.3 96.5 91.9 99.1 100.0 
Recovery 10U 99.8 98.1 97.1 96.6 95.3 93.6 90.1 81.6 81.1 61.9 60. 1 

Gn Grade 70.8 16.8 81.1 92.3 94.7 96.2 98.1 98.7 99.2 99.6 q9.9 100.0 
Recovery 100.0 99.7 98.0 96.4 95.2 94.1 92.2 91.3 90.2 8U 85.9 84.1 

Sp Grade 63.6 68.1 15.9 8U 83.3 85.5 81.8 89.9 92.6 95.1 99.2 100.0 
Recovery 100.0 99.7 98.0 96.0 94,2 91.9 88.1 84,4 16.7 i5.8 31.6 2U 
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Sallple: ClNR CON COARSE AREA DISTRIBUHONS AS VARIOUS TYPES AND GRADE/RECOVERY Dm Tab le AI. 'fb 

Mlnera lOi strlbut ions 

Sallple low-Grade Nedtui Grade H19h Grade Free , of Binarles 
Grade 100-m) Ils-m) (8501001) (100') WHh Cp 

(A 11 Grades) 
Cp 6Ul 0.19 17.03 11.41 64. 77 
Px 23.03 3.39 41.81 24.12 30.08 89.02 
Gn 5.60 4031 22.81 6.39 66.43 51.94 
Sp 5.92 9.19 52.14 lU2 22.64 13.2~ 

Total 100.46 

MrNERAl GRAOE/RECOVERY RElmONSHrpS 

Cp Grade 18.0 80.3 8405 81.6 9Q.2 92.5 94.5 95.9 H.2 98.4 99.1 100.0 
Recovery 100.0 99.9 99.2 ge.l 96.1 9U 92.5 90.2 86.9 82.2 12.1 6U 

Px Grade 52.9 58.5 68.5 7U 78.8 82.6 86.6 90.2 92.9 9U 99.5 100.0 
Recovery 100.0 99.5 96.6 93.5 90.2 86.2 80.5 13.8 61. 0 54,8 38.1 30.1 

Gn Grade 51.5 SU 73.3 80,4 au 91.2 95.1 97. 1 98.5 99,3 99.9 100.0 
Recovery 100.0 99.3 95.1 92.6 89.0 85.0 81.0 18.2 15,5 72.8 69.0 66.4 

Sp Grade 33.0 39.4 SU 65.9 12.0 18.1 83.9 aa.8 9U 96.8 9905 100.0 
Recovery 100.0 98.1 90.2 82.0 76.5 69.2 62,4 SU 46.5 38.1 28.0 22.6 
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Samp le: CLHR CON HEDIUM AREA DISTRIBUTIONS AS VARIOUS TYPES AND GRADE/RECOVERY DATA Tab le A1.·H 

11. Mtneral Distributions 

Saep le Lo~·Grade "ediu. Grade High Grade Free , of 81naries 
Grade (DO-ml (15-m) (8HOO') ( IDa') With Cp 

(A 11 Grade$) 
Cp 14.13 0.53 10.90 10.15 78.42 
Px 20.76 2.15 35.61 21.83 40.35 88.11 
Gn 1.62 9.51 40.68 11.08 32.13 46.60 
Sp 3.61 7.43 39.64 11.&4 41. 29 69.35 

Tota 1 100.11 

MINERAL GRADE/RECOVERY mATIONSHIPS 

Cp Grade 8406 86.4 89.6 92.0 93.1 95.3 96,4 9U 98.3 99.1 99.9 100.0 
Recovery 100.0 99.9 99,5 98.1 91.9 96.6 95,4 93.9 91.1 88.6 82.4 18.4 

Px Grade 61.2 65.4 13.2 lU 82.2 85.3 88.2 91.5 94.4 91.3 99.6 100.0 
Recovery 100.0 99.7 91.9 95.5 92.8 89.7 85.1 19,6 12.5 62.2 48.3 40.3 

Gn Grade 3403 42. a 58.8 10.1 79.0 84.0 88.2 91.1 95. 1 91.5 99.5 100.0 
Recovery 100.0 98.6 90.5 83.5 71 .0 12.6 61.8 62.8 56.2 49.8 39.9 32.1 

Sp Grade 39.3 41. 6 63.9 12.8 79.7 85.0 88.8 91.9 94.7 98. a 99.9 100.0 
Recovery 100.0 98.8 92.6 81.7 82,6 11.7 13.3 68.5 62.5 SU 43.8 41.3 
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Sample: ClNR CON FINE AREA DISTRIBUTIONS AS VARIOUS TYPES AND GRADE/RECOVERY DATA Table AU8 

.... M;neral Distributions 

SliP le Lev-Grade Med lUI Grade Hi9h Grade Free 1 of Blnaries 
Grade (DO-ml (15-851) (85-1001) ( 1001) mh Cp 

(All Grades) 
Cp 74.14 0.42 1.29 12,94 19.35 
Px 14,51 1.11 21.80 21.38 47.11 81.90 
Gn 1.14 2.19 8.44 5.12 83.64 45.58 
Sp 4,29 5.65 33.66 28.34 32.35 19.65 

Total 100.09 

MINERAL GRADE/RECOVERY kflATIONSHIPS 

Cp Grade 88.2 89.9 92.6 9402 95.4 9&.3 91.2 91.9 98.4 99.0 99.8 100.0 
Recovery 100.0 99.9 99.6 99.1 98.6 97.9 96,9 95.1 94.6 ~2.3 85.1 19,4 

Px Grade 55.0 62.7 15.6 81.2 8404 87.9 91.1 93.3 95.1 91.6 9U 100.0 
Recovery 100.0 99,4 95.3 94.0 91.9 88,8 84,8 81.1 15.5 68.5 55.5 H.t 

Gn Grade 10.3 18.5 89.9 92.9 95.1 96.3 91.1 98.5 99.1 99,5 99.9 100.0 
Reccvery 100.0 99.6 9T .8 96.9 95.8 95.0 93.6 92.4 9U 8904 86. J 83.6 

Sp Grade 46.2 54.4 ID.3 H.8 81.1 8405 88.8 91.6 9404 96.6 99.3 100.0 
Recovery 100.0 99.1 94.3 90.9 8606 8U 19,6 14,9 68.4 SU 44.0 l2,4 
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