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ABSTRACT 

Observations of tida1ly forced flow in a constricted region of a highly 

stratified sound are examined as a problem of two-Iayer hydraulic exchange. 

lt is shown that the narrowest section and the region downstream of the 

narrowest secLion were subject to internaI hydraulic control. The internaI 

bores are generated downstream of the control section during the flood, when 

flow transits between subcritical and supercritical flow. The shoaling region 

near a small Island might generate the critica1 and supercritical flow, and 

hence an internal drop during the ebb. Bores moved upstream and evolved into 

packets of internal solitary waves with 3-6 minute period when the tide turned 

to ebb. Solitary wave properties are reviewed. Combined with the results of 

hydraulic control in the sound, a generation mechanism for solitary wave is 

then considered. Using results from different models of the solitary wave 

based on the KdV equation, it is shown that the second-order nonlinear term 

must be included in the two-layer model. The results from a first-order 

continuously stratified model, solved using the lowest mode eigenfunction, 

gave similar good results as the second order two-layer model. This implies 

that two-Iayel' models may ignore sOllle properties of the rcal fluld and that 

the internal solitons are a1so sensitive to the stratification characteristics 

of the water column. Several possible mixing rnechanisms are investigated. lt 

is found that the mixing was related to both the vertical velocity shear, the 

hydraulic characteristics of the flow and the presence of solitary waves. 

Dissipation of solitary waves and bores can transfer energy and increase the 

potential enel'gy of the fluid when they propagate upstrealll in the sound. 
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RESUME 

Des observations de courants forcés par la mar'e dans la partie étroite 

d'un détroit hautement stratifié sont examinées dans le cadre d'un échange 

hydraulique à deux couches. 11 est d'montre que la partie la plus étroite et 

l'aval de cette partie sont suj et à un contrôle hydraulique interne. Les 

mascarets internes reliés se produisent lorsque le courant passe de sous· 

critique à super· critique en aval de la région de contrôle durant la marée 

montante. La zone moins profonde près de la pente d'une petite Ile pourrait 

générer un courant critique et super-critique, et donc un mascaret durant la 

marée descendante. Les mascare ts se déplacent vers l'amont et deviennent des 

paquets d'ondes solitaires internes ayant une période de 3 a 7.5 minutes quand 

la marée commencée à se retirer. Les propriétés des ondes solitaires sont 

passées en revue. En combinant celles - ci avec les résultats du contrôle 

hydraulique dans le détroit, nous proposons un mécanisme d'excitation de ces 

ondes. Utilisant des résultats de différents modèles d'ondes solitaires basés 

sur l'équation KdV, nous démontrons que le terme non· linéaire d'ordre deux 

doit être inclus dans le modèle à deux couches. Par contre, les résultats du 

modèle d'ordre un avec une stratification continue, résolu pour la fonction 

d'état du premier mode, étaient aussi bons que les résul tats obtenus avec le 

modèle d'ordre deux à deux couches. Ceci implique premièrement que le modèle 

à deux couches ne tient pas compte de certaines propriétés des fluides réels 

et deuxièmement que les solitons sont sensibles aux caractéristiques de la 

stratification de la colonne d'eau. Plusieurs mécanismes possibles de mélanae 

sont examinés. Nous avons constaté que le mélange est relié aux 

caractéristiques hydrauliques du courant. La dissipation des ondes solitaires 

et des mascarets internes peut transférer de l'énergie et augmenter l'énergie 

potentielle du fluide lorsqu'ils se propagent vers l'amont du détr~it . 
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Chapter 1. Introduction: 

Many observations and theoretical studies have shown that the 

interae tian of a stratified flow with a si 11 and/or constriction will al ter 

the flow in many ways. Both sill and constriction can aet as a hydrau1ic 

conLrol whclIever the internal Froude number (defined subsequent1y) reaehes a 

criticlll value. The control region separates subcritical flow upstream from 

supereritical flow downstreal'l and its IQcation is a function of the width, 

depth and stratification in a channel. The occurrence of the internal 

hydraulic bore in the two-layer flow is related to the transition between the 

suberitieal flow and the supereritica1 region downstream of the control. 

In a stratifier! ocean, the initial disturbance of the density interface 

(intenlal lee wave ,jump or bore, etc), which arises from the interaction 

between tidal current and topography and/or constriction, can be very 

nonlinear. It may resu1t in an internal solitary wave (8 wave which retains 

shape and phase speed while colliding with each other 1 al sa called soliton) 

wi th the front of depression or e1evation apparent1y steepening due to 

nonlinear effects. Based on observations and existing theories, the mechanism 

of generating interna1 soli tons has been discussed by many authors. 

(e.g.Maxworthy (1979) and Farmer and Smith (1982». 

Further discussion about the hydraulics in a constricted reglon with a 

sill, solitllry wave characteristies and applicable theories in the ocean will 

be presented in chapter 3 and 4. 

The strong vertical velocity shear, the hydrau1ic characteristics of the 

flow, und the dissipation of the interna1 hydraulic bore and solitary waves 

in our study region le ad to changes in the salinity structure of OUr study 

roglon. Previous work, such as Partch and Smith (1978), and l,,;wis (1985) have 

indiclltod that intense mixing events were initlated when the internal Froude 
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number (the ratio of the menn f1 0 \Y to internai lOllg wave spccd) rClIchcd 1\ 

critical value. Their results also indicated that the breaking of lOllg 

internai waves are unable ta propagate upstrealll agaillst the opposing curnJlll, 

and could produce a critical sttlte. Sandstrolll and ElUott (1984) LOlilld thnl 

the dissipation of solitary waves associated with a Shorewdrd propagnling 

internai tide could provide enerES for verticnl lIlixing. Both l'lll'tch illld Smith 

(1978) and Gardner and Smith (1978) showed thal an inlenwl j un:p 1. t!:.eH lIlighL 

generate mixing without the presence of interllai Wdves <l\ld 1Il1tjht lJl' 

responsible for the intense mixing. 

Data from previous studies (Legendre et al,198l, lllgrillll. 1983) h,lVP 

shown the progressive thinning of the pycnocline and an incrcase in salinity 

of the upper layer with distance into highly strati[ied HnnitoulllIk Soulld 

(southern Hudson Bay, fig. 1. 1). Further de tails about condi lions i Il the sound 

can be found in Ingram (1981; 1983). In particu1ar, IngrùJn ::.ugges t(;'d that one 

of the sources of denser water for the uPper layer wa::. vertical exdwnge llear 

Paint Islands (fig.l.l). A hydrau1ic Jllechanism which may increase vertical 

exchallge wus rccent1y suggestcù lJy Ingrall\ et al (1989). The·y lIssulnud that Lhu 

breaking of high frequency internaI waVes, generated at a cOlIslriction, could 

cause upward salt transport across the pycnocline llowever. lllt'il' ()b~ervatioll~ 

were taken every 5 minutes, resUlting in an aliasing of the hir,h fre4uC'llcy 

fluctuations of 3-5 min. period. 

The object of this thesis i5 to gain insight into the illllJorlancp of 

interna1 soli tons and their effec t on mixing based on the anülys is of 

hydraulic characteristics in a cons tricted sound. Followi ng a br le f revlcw ot 

the theory on internai hydraulics and applications ill Clwpler :3, a l~/o-layer 

internai hydraulic exchange model 15 used ta deterllline the possible existence 

of hydraulic controls over a tidai cycle. Bath the location oL thp~? controls 

and the way in which they influence the dynülllics in the sounù are 

2 
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Figure 1.1. Local bathymetry and station location in Manitounuk Sound 
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considered. Based on the current and salinity data, it will be sholm that when 

the flood in the upper layer renchcd a maximum, flow becnme criLicnl nt the 

constrictlon, and a hydraulic bore was formed downstreillll. Analysis of the 

results a1so indicated other control sites might exist neélr both the 

downstream of the narrowest section and the shallow region 111.'81." a sI\\a11 Island 

in the sound. Supercritical conditions at this time occurred dOlvllstream of 

these controls, which lIIay account for the generation of the strollg upper layer 

bore and drop. The bore and drop in this thesis are defined as a sudden upward 

(ridge) and downward (trough) steepening of the crebt. This study of the 

hydraulics in the sound will also help us ta understand the configura Lioll of 

the pycnocline structure along the sound during the observation period. 

Spatial and temporal characteristics CJf the high frequency internaI 

waves generated during the measurement period are considered on the basis of 

hydraulics and non1inear wave theory in Chapter 4. By using the solutions of 

the Korteweg-de Vries (KdV) equations. both for two -layer and continuous 

stratification lIIodels, the parameter values of the wave and their cOlllparisoll 

with observations are given. The model experiment shows that the second arder 

correction in the two-layer mode 1 seems necessary, but that !:he fi rs t-order 

approximation is adequate for continuous stratified conditions. 

After discussing the mechanisms of the internaI hydraulics and high 

frequency waves, the high mixing rate in the sound is cOllsidercd. ln ChapLet" 

5, it will be shown that when the composite Fraude number excecded II criLical 

value, the flow became more unstable in the sound. The instllbility ie; 

described as a Kelvin-Helmholtz shear instability. Subsequent dissipation of 

the soli tary waves and bores transferred their energy Lo crea te increased 

mixing in the sound. 

4 
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Chapter 2.0bservations 

Mnnitounuk Sound is a 60km long coastal embayment in southern Hudson Bay 

aligned in a NE direction (fig.l.l). Depth varies from 70-90m near its 

entrance to less than IOm near the inland termination. The average width in 

the sound is about 3km with a horizontally constricted region of about l.Skm 

widc near Paint Islands. Two inlets inside the sound, Schooner and Boat 

Openings, connect i t with Hudson Bay. However, the water exchange through both 

openings is minor and their effects can be ignored (Ingram et al, 1989). A 

small island is located about Skm upstream of the constricted region. In 

genera1, the sea ice cover is of the 1andfast type and forms in ear1y December 

uud breaks up in la te June. The average ice thickness is about 1- 1. Sm. At the 

entrance of the sound, the Great Whale River provides the only major fresh 

water source. Due to the intrusion of brackish water associated with the plume 

of the river and ice melt in spring, the sound can be characterized as highly 

stratified from mid-winter to early sununer. 

Previous observations in south-east Hudson Bay élnd Mani tounuk Sound were 

made in 1982-83 (Larouche, 1984). His data showed that the salinity and 

temperature in the upper layer of the pycnoc1ine gradua11y increased offshore 

from the exit of the Great Whale River into Hudson Bay. CTD data in the sound 

indicated that the strongest stratification was 10cated near the entrance and 

decreased inward. A 24 hour continuous series of CTD profiles, in the 

cons tricted region of the sound, taken just two days after maximal spring 

tide, revealed that the typical pycnocline depth was about 2-3m beneath the 

iee cover. However, sinee their sampling interval was 30 min, higher frequency 

signaIs were not observed. 

Our project was designed to study the hydraulics and high frequency 

"ll1ves /jenerated in the sound. Ana1ysis in this thes is will be based on 

salinity, temperature and current data observed in the sound during spring 

tide. 

Current meters were moored at stations A, Band C (figs.l.l and 2.1). 
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Tbe distance between the individual stations was 5.2km, with station A behind 

a SIItall island, B at the narrowest section, and C downstream of the 

constriction. At each station, Aanderea current meters (RCM4 or RCM7) were 

moored at depths of 1.5, 2.5 and ?Sm below the underside of the iee, and 

sampled velocity, temperature and conductivity every minute. The accuracy of 

the recording current meter (both RCM 4 and RCM 7) 15 ±O. OS oC, ±O. 025 mmho/cm 

and ± lem/sec [or temperature, conductivity and velocity, respectively. The 

recordings of temperature, conductivity and pressure was instantaneous. 

Ilowever, the ve10city value was based on averaging during the 1 min sampling 

illterval for RCM4 and on vector averaging every 12 s for the RCM? CTD 

(conductivity, temperature, and depth) profiles were also taken at stations 

A,J,B,K,C,L, and M (fig.2.2). The observations took place April 14 to May 

2,1989. The predicted average tide amplitude was about 2m during the 

observation period, with the maximal tide Qf J.Sm occurring during the spring 

tide of 23 April (fig.2.3). 

Our CTn profiles showed relatively strong stratification in the sound. 

The pycnocline was located at about 2.S-3.0m beneath the ice cover. Below the 

pycnocline, the salinity increased smooth1y with depth. Similar to the 

previous study by Ingram (1983), a gradua1 increase of near-surface salinity 

from stations A to M could be seen, with the largest near-surface increase 

[rom stations B to C. The stratification was the strongest nt stations A to 

K and the weakest at station C to M (inner most). The smaller depth of station 

J is related to its location in a shallower region near a small is1and. The 

change of temperature with depth was quite small at all observation stations. 

Therefore, the density change of the water column was dominated by the 

salinity which will use as a basic variable in this study. CTD observations 

\Vere not made during spring tide, the focus of this study, because of the 

Llllcxpccted resignation of the field assistant in charge of CTD profi1ing and 

other logistical (poor weather) problems. Stratification during spring tide 

might have been weaker than the data shown in fig. 2.2 due to enhanced mixing. 

Based on this assumption, the pycnocline depth during the spring tide is 
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estimated to be about 3.2, 3.0, and 2.5m under the iee coyer [or slùtiolls A, 

B, and C respectively, or about 0.5m deeper than at nenp t1de, 51ml18r to the 

observations of Larouche (1984). 

Figs.(2.4-2.6) and (2.7-2.9) present the time serles of current, 

salinity, and temperature for typical neap and spring tides, respectively. 

Because the cross-sound veloeity components were usually 1J111eh smnllcr than the 

along- sound veloci ty components, and the cxpected direc tion of propllgn tioll of 

the internal bores and high frequency waves were also along the channel, the 

along-channel velocities will be the focus of our study. Berc, positive 

velocities are directed into the sound (NE), correspollding to the flood, ll11d 

negative velocities are directed out of the sound (S\n. corresponding to the 

ebb. For the cross-channel eomponent, positive ve10cities re[er ta NW 

direction and negative to SE. In figs.2.4 - 2.9, the tidnl currents at 2.5111 

(upper layer) and 7.5 m (lower layer) were generally opposed at stntlon 8. 

However, the whole water co1umn at stations A and C Illoved ill the saille 

direction. The tidal flow was predominantly semi·diunwl in Ilature. The 

velocities at station A were much smal1er than those nt stnLiol1 B (Lhe 

constriction) or at station C. Maximal velocities reached 6U cm s·l al sLntion 

B during the spring tide. More variance occurred also in velocity signal nt 

station B than at stations A and C. During neap tide, the velocity WHS slIlaller 

and less variable nt the three statiolls. 

Because of a ma1function in the 2.5m deep cur1'ent meter at gLntioll 1\ , 

no vclocity data was recorded. Data at 7.5111 for sLation C W('l"l' editud Lo 

delete a few unrealistic pulses in the velocity signal. 

The tempe rature (T) changes observed at each level and Sldtiol1 were 

smal1. However, there was a relatively strong rise in telllp('rnLure ('1') al 2. 5m 

for station A, which also accompanied a strong drop in snlinity (S) Wcnker 

temperature fluctuations could also be scen at fo lnLÏ 011<; B <111(1 C. I\l OUI' 

observation depths, temperature was in general negatively correlnted wiLh 

sal ini ty. Al though the temperature gradually decreasec.l with c.lepth, c;uriaee 

values were at or nea1' the freezing point due ta the lower saI ini ty vlllucs of 

10 
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tlle water. The average temperature and ct. are listed in Table 1. 

ExamininG the along-channel salinity field, we found that there was a 

rapid salinity increase in the upper layer as the spring tide began, and 

reached a maximal value on 26 April. The lowest sa1inity was at station A, 

with the highest at station C, as shown in figs.2.10 and 2.11. Most of the 

salinity difference between downstream and upstream stations (~S) in fig.2.11 

was positive; however, a slight decrease occurred at 2.Sm for stations A to 

B during spring tide period. 

At the time scale of the semidiurnal tids, fluctuations in sallnity were 

prominent at the upper two observation depths during both neap and spring 

tides (fig.2.4-2.9,(e». At station A, there were large drops in S at 2.Sm 

through the neap and sprlng tide, when the tide changed from flood to ebb. In 

comparison, salinity at l.Sm and 7.Sm was nearly constant. 

For station B. during the spring tide. sa1inity at 2. Sm increased 

gradually, from the beginning of ebb and reached i ts maximal value at the 

following flood peak. During the interval from peak flood to the beginning of 

ebb, salinity dropped steadily in the initial stages, then increased sharply, 

gaining about 6 0/00 in a few minutes. Strong salinity bores were superimposed 

on the tide signal. High frequency variation of salinity was generated during 

spring tides from sorne of these strong salinity bores, as the tide shifted 

from flood to ebb. Similar but weaker signaIs were also observed at 1.5m. 

Thus, the salinity variations at the upper layer of station B can be 

charllc terized by a bore/drop and high frequency waves. In contrast, the 

salinity at 7.Sm was quite stable. 

During spring tides at station C, a strong bore of sa1inity at 1.Sm, 

[ollowed by a drop at 2.Sm, occurred during the flood (fig.2.9). A very weak 

fluctuation also appeared in the tempe rature field but not in ve10city at 1.5 

and 2. 5m. The large fluctuations at 7. Sm are thought to result from 

ullcertaintics in the data caused by a current meter ma1function. The 

tempe rature difference batween observed depth was smaller than that st the 
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TABLE 1 

Neap Tlde Sprlng Tlde 

lnst.rumont. dopt.h 1.5 2 5 7.5 1 5 2.5 7 5 

A -0.7 -1.0 -1 1 -0.8 -1.0 -1.0 

B 0.1 -0.9 -1.1 -0.1 -0.9 -1.1 

C -0.8 -0.9 -1.1 -0.9 -1.0 -1.0 

A 9.3 15.8 21 7 12.0 17.0 22.1 

B 10.9 16.0 21.9 12.6 17.1 22.1 

C 13.1 17.6 21.8 14.5 19.1 22.9 

Table 1. The average temperature and 0l [or 
three stations at current meter depths . 
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other two stations. During the neap tide, the strong bore at 1.Sm disappeared 

llnd che drop nt 2. Sm was much wenker than that during the spring tiele. 

Assuming 1in~ar salinity gradients between measured points and 

conservation of salinity, the computed isohaline contours from 1.S-7.Sm are 

shawn in figs.2.l2 and 2.13. The effect of the internaI drop at station A 

ex tended from the surface ta about 6. Sm during bath spring and neap tide. The 

lI111xirnal drop of 3-3.5m amplitude occurred at a depth of about 3m during the 

spring tide and a depth of 2. Sm during the neap tide (estimated from 22 0/00 

contour). At station B, the high frequency wave signaIs extended from the 

surface to a depth of S.sm during the spring tide. The maximum high frequency 

wave depression dropped from a depth of 2. Sm ta 4. Sm (contour 21.6 0/00 

contour). The drop at station G, shown in (c) of both figs.2.l2 and 2.13, 

occurred over a depth range of 2.0 - 6. Sm depth. The drop during neap tide was 

smal1er th an during spring tide. 

We can a1so see from figs.2.l2 and 2.13 that the strongest vertical 

salinity gradient is located between 1.5 and 2.Sm. This strong gradient was 

sharper du ring neap tides, and weakened during the spring when hydraulic drops 

or bores occurred. Similar ta the result from the GTD profiles, the pycnocline 

depth was deeper during the spring tide. Note, the pycnocline was also deeper 

during the presence of internal bore, drop and solitary waves. 

Similar to the high-frequency internal oscillations in salinity at 

station B, fluctuations in temperature and velocity were also observed when 

the upper layer tide changed from flood ta ebb. The presence of very sma11 

vertical gradient of temperature and velocities between 2.5 and 7.Sm during 

the period of high frequency fluctuations does not allow easy identification 

of the high-frequency signal in both temperature and velocity records. The 

high frequency fluctuations appeared very much like the decomposition of a 

bore perturbation into a sequence of high frequency waves. For the 

stratification in the sound, the waves must have been of the depression type. 

The periods of the waves were estimated at about 2-6 min., which was slightly 

longer chan the suggested values of 2-3 min. by Ingram et al (1989). The 
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oscillations were in a packet of approximately six ln number with the largest 

arriving first. The oscillatlons are thought to b. solitary wavea. Th.ir 

amplitude, based on the salinity gradient was approximately estimated from the 

oquntion: 

( 1.1) 

under the assumption that the horizont,al salini ty advection ls smaH. In 

(1.1), AS is the sa1inity increase due to crest steepening of the wave and 

aS/8Z is the salinity gradient. The amplitude (peak-trough) in our case was 

estimated as about 2-3m. This method seemed to be a more satisfactory 

procedure to estimate wave amplitude than computing contours of constant 

salinity based on an interpolation of observations at discrete depths. 

particularly since the dme series measurements only covered the depth range 

1. 5-7. Sm, and individual water masses could not be traced to obtain the wave 

amplitude. On the other hand, because of abnormally lower winter run-off of 

the Great Whale River during the observation period(=lOO m3js) in 1989 

compared to other years, the stratification was weaker than normal. Hence, 

both hydraulic bore/drop and solitary waves may have differed during years of 

stronger river discharge . 

Individual bores and solitary wave events were not fo11owed between 

mooring stations. Station spacing was too great to observe the solitary wave 

signal before it dissipated. Thus the data could not provide a measure of the 

phase speed nor the direction in which the wave propagated. In fact, it could 

only be deduced from the data at station .B that the propagation was mainly in 

the upstream direction, 1. e. towards to the entrance of the sound. 
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Chapter 3. InternaI Hydraulic Jumps 

3.1 Introduction 

A two-layer hydraulic theory is used to characterize the flow through 

the constriction. First, theory and sorne of the relevant properties of 

internal hydraulics are introduced. Then, the poss ible internal hydraulic 

configurations in the sound are discussed based on hydraulic theory. 

Discussions in this section will use the two-Iayer model as the bast 

approximation and focus on the spring tide period. 

3.2 Internat Hydraulics 

The fluid in a channel can be described by the momentum or Bernoulli' s 

equation as it moves through the narrowest section or over a si11 (Long,l955). 

By combining Bernoulli' s equation with the continuity equation, it can be 

shawn that changes in fluid depend on the internal Froude number, defined by 

F2_U2/(g'h) (3.1) 

whete h(x) and U are the depth and velocity of fluid along the channel, 

respectively and g' is reduced gravity. The internal Fraude number, F, as 

defined by equatlon (3.1), is the ratio of kinetic (KE) ta potential energy 

(PE) of the fluid. When F2-l, the flow is called cr i tical and corresponds to 

the state in which the velocity of the fluid equals the velocity of an 

infini tesimally small amplitude long wave on the layer. Similarly, for F2>1 

or F2<1, the flow is called internally supercriticai or subcritical, 

respectively. Based on the concepts of energy from Bernoulli's nquation and 

of mass conservation from the continuity equation, if the flow is subcritical 

llpstream and critical at the sill or narrowest section, it will be 

supercritical dO\.,rnstrearn of the sill or narrowest section. Supercritical flow 

dO\ITllstream can match ta the subsequent subcritical flow by the presence of an 

internaI hydralllic bore or jump. The physics involved in these processes 

2S 



~?,'.~'. 

fc' , 
i' 
; 

l 

--

can be described as follows: for the flow over a sUl. the fluid dements 

ob tain PE at the crest and transfer PE to KE when they are driven by the 

downward buoyancy force. This KE can, in turn, cause each element to overshoot 

it:s Otjulllbrlultl loval (JUIIlP) nnd IIIlly 111&0 hllva a aoriaa of oscillations. 

Similarly, when fluid particles approach the narrowest section, they are 

accelerated, thereby increasing the KE. If the flow moves from the subcritical 

region. this may result in critical flow (i.e.F2-l) at the narrowest sectio~ 

and supercritical downstream. To further understand thia process. the 

Bernoulli equation (for single layer): 

and continuity equation 

ls combined to 

~ +h-cons tan t 
2g 

()=Ubb= cons tan t 

(3.2) 

(3.3) 

(3.4) 

here band Q is the width and discharge in the sound. Thus, differentiating 

equation (3.4) with respect to x. 

or 

(1- ua) dh • .Ë. db 
gh dx gb dx 
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It i5 apparent that the flow can be critical (F2-1) only where db/dX-O. If we 

differentiate eqyat~on (3.6) with respect to x, we get 

(3.7) 

When it is critical at the narrowest section, the first term on the left and , 
the second on the right vanish. Since d2b/dx2 is not equal to zero at the 

narrowest section, dh/dX does not vanish at the narrowest section. Hence, if 

it Is subcritical upstream and critical at the crest, it will be supercritical 

Just out of the narrowest section due to the negative dh/dx ( i.e. decreasing 

water depth h(x) ). The same method can a1so app1y to flow having 

supercritical upstream and to internal flow. 

Earlier studies on internal hydraulic jumps downstream of the control 

include that by Senton (1954) based on the principles of momentum conservation 

and later revised by both Yih and Cuha (1955) and Mehrotra (1973). In his 

studies, Long (1954) showed results of various possible f1uid configurations 

over an obstacle from initially uniform flow upstream and downstream. However, 

the first study of the two-layer flow, in which both layers interact and play 

a significant role in the establishment of control of the flow, was by Stommel 

and Farmer (1953). Some of their results were later ve-r.ified by Armi and 

Farmer (1985), who used the simpler conservation-ener'gy equations and treated 

the flow by parameterizing in terms of the internaI Froude number for each 

layer to predict the conjugate state for an internal hydraulic jump under the 

influence of two-way hydraulic control. Specifically, Armi and Farmer (1985) 

described how a sill or constriction affected the exchange of flow in a 

channel. They emphasized the importance of the net barotropic flow in the two­

way exchange and elucidated the basic difference between maximal and 

submaxima1 two-layer exchange flows. Their findings showed that the flow was 

internally critical not only at the control section of the sill or narrowest 

section, but also at a location called the virtual control section (when flow 
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is at maximal exchange and a net barotropic forcing exists). The barocropic 

forcing exists if 

(3.8) 

according to Armi and Farmer(1985). The Qi (i-l,2) are the discharge in each 

layer as defined in equation (3.3). The requirement for maximal exchnngc i5 

that supercritica1 flows occur on both sides of an exchange control. If on1y 

one supercritical flow exists, the control would be suhlllaximai. According to 

Armi and Farmer (1985), the necessary condition for an asymmetrical interface 

under steady conditions i5 that:: the flow undergo the critical condition (Gz-l) 

for two-1ayer flow. Where the G2 is defined by a composite Froude number: 

G2 - Ft2+F22 (3.9) 

Using a sjmilar method for a three-layer model, Farmer and Denton (1985) 

showed the existence of the Itapproach control". lt was 10cated downstream of 

the sill crest unlike "normal control" which occurred at the sill. The 

combined effect of a sill and a constriction was also discussed by Farmer and 

Armi (1985). A similar prob1em was discussed by Hogg (1985) who round that the 

width constriction was subject to the slowest, second internaI mode control 

while the combination of sill and constriction is subject to the [irst Inode 

control. Baines (1984) has combined hydraulics with nonlinear wnve theory to 

a study of the upstream bore and found that bores are goverlled by nonlinear 

effects and their character was dctermincd by II balnttcc beLween nOnlillClIl" 

steepening and dispersion of the Wllve. 

Although the basic method used for studying single-layer llnd two-lnyer 

flow is qui te similar, two-layer flows have a quite di[[erellt response over 

a sil1 and in narrow sections. Farmer and Armi (1985) also showed the control 

at the sill crest acts primarily through the deeper layer into which it 

protrudes, and only indirectly controls the surface layer. 

3.3 Discussion 

Fig.3.l (a and b) shows the internaI Froude number nt stations fi and C 

throughout the tidal cycle, corresponding to the time series in figs.2 7-2 9. 
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The Froude number was calculated by using the current meter data at depths of 

2.5111 and 7.5111. The C2 values in fig. 3.1 were nverageù over 12 min. intervals 

ta delete high frequency fluctuations. For the three stations, F2
2 was 

approxima tely equal to zero due to the deep lower layer. Consequently 1 

composite Froude numbers G2 were dominated by the upper layer Froude number 

(i.e. GZ;:::F1
2 ). Therefore , the lower layer was essentially passive at aIl three 

stations. Froude numbers at station A were close to zero. The time-dependence 

of G2 illlplies that the hydraulic control along the sound varied during the 

tidal cyc le. 'l'wo conditions approaching critical (Gz-l) or even supercritical 

nows happened at station B at the time of maximum flood (inflow of upper 

layer). Supercdtical flow occurred at station C, just after maximum flood, 

and lIIuy inùicate a control downstream of the narrowest section as will be 

discussed subsequently. The corresponding side and plan view of the two-1ayer 

hydraulic control flow through the constriction and small island are sho~.;n in 

[ig.3.2 for spring tide. The figure shows three possible interface 

configurations from our data set at different stages of the tide. These are 

based on the time series of Froude number along the sound in fig. 3.1 and two­

layer hydraulic theory. Our aim is to exp1ain the periodic bores (or drops) 

and interface tilt along the sound (figs. 2.7-2.9). 

Case 1, shows conditions two hours before maximal flood. The critical 

condition occllrred at the narrowest region with subcritical conditions at bath 

sta tians A and C. Just downstream of station B, supercri tical conditions were 

highly like1y because of the effects of constriction control (see the 

discussion of equation 3. 7). As the flow moved to F1
2>l, the interface rose 

(i. e. hl decreased). After the flow passed the region of F1
2<l, the bore was 

generated. This can be proved for the corresponding bore shown at station B 

(fig.2.8). The bore at station B can be thought of as resulting from upstream 

propagation HS the flood tide weakened and turned to ebb. The bore could also 

occur during the ebb 1 j f critical at the narrowest section and supercritical 

condi tions at upstream of the narrowest region were reached. However 1 this 

condition might not happen because bores were observed at station B on1y 
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Figure 3.1.Time series of composite Froude number at station 8(a) and 
station C (b) on 24 and 25 April 1989. The Froude nurnber in 
station A was close to zero. 
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during ebb, i.e. only from downstream of station B. 

Case 2 corresponds to the condition at maximal flood. Supercritical 

conditions oceurred at station C. Since the flow upstream was subcritical, 

there must be a continuous transition from suberitical to supercritical [low 

downstream. The one hour lag between the time of critical flow nt station B 

and supereri tical conditions at C signified that the cri tieal condi tion 

matching to supereritical condition at station C might oceur between stations 

Band C instead of at B. 'fhis criticnl condition resulted from the control ut 

narrowest section which could have caused the upper layer downstream to 

approach critical conditions by shallowing the upper layer asymptotical1y. A 

bore was generated and can be seen from the salinity time series st station 

C (fig.2.9). The shallower interface near station C resulted in the bore being 

found at the 1.Sm level instead of at the lower level. At the downstream side 

of the small Island near station A, the slope of the sill-like feature mny 

greatly reduce the total water depth ( the total depth near the Island was 

less than 10m ). During the flood, the shallower are a near Island may have 

increased F2
2 dramatically, and hence resulted in critieal and supereritical 

flow. \o1hen the flow matched subcritical flow downs tream, the drop was 

generated. lt is the relaxation of flood that allows the drop to mave baek 

upstream. The flattening of drop trough recorded in station A ( [igs.2.4 and 

2.7) also implied the pyenocline was close to the bottom. Similarly, a drop 

was generated at opposite tidal phase, westward of the small island (case 3). 

The drop travelled eastward when the flood startcd. Silice the drop westward 

of small Island during ebb didn' t pass but was on1y close to station A, a rnuch 

weaker drop signal was recorded at station A. The drops shown at 2.5m depth 

at both station Band C (figs. 2.8 and 2.9) can be thought ta be the result 

of downstream propagation of a drop from station A when the tide slackened and 

turned to flood. Time series observations of the internaI drop as it travellcd 

downstream, showed that it always arrived at about the same tidal phase [or 

both station Band C. If we approximate the bore propagation speed by the 

phase speed of a nonlinear wave (see next chapter), the time whell the 
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drop appeared at station B was equal to the arrival time ot the drop 

propagating [rom station A. However, the propagation towards station G from 

B rnight take longer time since the subsequent ebb will reduce the travel speed 

of drop. During the neap tide, the smaller tidal currents might result in a 

correspondingly different arrivaI time, as shown in figs.2.5 and 2.6. Since 

the drops were generated upstream, they were more apparent at the 2.5m level, 

closer to the interface height in those areas. Thus, the drop shown at station 

C wou1d have appeared closer to the 2.Sm instead of the 1.Sm layer. 

At the beginning of the ebb ( between case 2 and 3), there were no 

controls along the sound. The bores generated downstream during case 1 and 2 

wore passing through station B by this time. Sorne of the arrivaI bores were 

released to [orm a high frequency internaI wave train propagating continuous1y 

upstream, as will be discussed in next chapter. 

lt should be noted that the bore was generated when the upper layer flow 

moved towards supercritical region (i.e. decrease hl)' and the drop occurred 

when the lower layer moved towards the supercritical region (i.e. decrease 

The conditions of two supercritical flows, with a subcritical flow 

between these two regions within the sound (case 2), demonstrated that the 

exchange was maximal. The hydraulic processes depended only on the conditions 

between these two bounding supercritica1 areus. However, bath cases (1) and 

(3) are characterized as submaximal exchange, and will always be influenced 

by one of the reservoir conditions ( Armi and Farmer, 1985). This reservoir 

interface height mus t allow a bore to exist, move back into, and flood the 

control (Armi and Farmer, 1985). 

The theoretical results, both for bore generation and interface tilt 

along sound, are in good agreement with observations. lt is important to keep 

in mind that the control condition was dominated by the upper layer flow due 

to the deep lover layer except near the island. However, it should be noted 

that the small island near station A might have more effects on hydraulic 

churacteristics on the sound than those discussed above. For further 

33 



l 
understanding, more observations near the small island are required. There are 

also a number of complications that have not included iuta our discussions, 

for example, additional geometrical factors, frictional effects, the uneven 

bottom topography of the ice cover and even the convergence or divergence of 

the flow. 
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Chapter 4.So1itary Waves 

4.1 Introduction 

Over the past four decades, there have been many studies on the general 

nature of stratified flow over topography, through a constriction and related 

gcneration of internal waves. Most of these studies have been theoretical and 

utilized linear perturbation equations. In general, the linearized equations 

or Inotion do an adequate job in explaining internaI wave propagation in the 

open ocean. However, when the amplitude of the internaI wave is large in 

cOlnparison with the chllrllcteristic depth of the ocean, nonlinear effects 

cannat oe ignored. These nonlinear flows can be analyzed by solving the 

nonlinear equations. This will now be discussed. 

Solitary waves, 50 called because they often occur as a single entity 

and are localised, include both nonlinear and dispersive effects. They are 

orten found at the front of a depression or an elevation apparently steepening 

due to nonlinear effects. The nonlinearity can arise from interaction between 

tidal current and topography and/or constriction. This phenomenon has been 

observed in many areas, for example: in Massachusetts Bay (Haury et al J 1979) , 

Knight Inlet. (Farmer and Smith, 1980), Puget Sound (Geyer and Cannon, 1982), 

Obs~rvotory Inlet (Farmer and Freeland,1983), the Scotian Shelf (Sandstrom and 

Elliott,1984) and on Australia North West Shelf (Holloway, 1987). ALI of these 

have shown the existence of high- frequency internaI wave trains instead of 

sinusoidal waves of tidal frequency around the sill, or continental slope 

where tidal flow is strongest. Based on observations and existing theory, the 

generatio'\ mechanism for internaI solitary waves above a sill has been 

discussed by mony authors. Maxworthy (1979), for example, through a series of 

laboratory experlments, found that periodic flow over an obstacle can be 

hydraulically critical, causing a depression downstream in the isotherms. 

After the tidal flow weakens and turns, the depression moved upstream evolving 

into a pocket of solitary waves. Sandstrom and Elliott (1984) found that at 
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the shelf break of the Scotlan Shelf off Nova Scotia, the pycnocline was 

depressed during the ebb tide. Following the ebb, the dcpression propagated 

upstream and evo1ved into solitary waves. The energy of the solitary Wllves 

carne from the energy emitted by the modified internaI tide. According to their 

data, the internal tide energy in the shelf zone was transferred with losses 

into the internaI solitons, rather than into continuous low- amplitude internaI 

waves. Thus, the universal internaI wave spectrum of Garrett and Munk (1979) 

appears to be inadequate in describing the properties of the solitary waves 

(Wunch, 1975). In fact, the solltary waves can be studicd in terms of the KdV 

type equatlon. 

4.2 KdV Equation 

Although the first solitary wave phenomenon was discussed by Scott 

Russell in 1844, the theoretica1 confirmation of Scott Russel1's work had to 

wait until 1895 when two Dutch scientists, Kortweg and de Vries, derived their 

now famous KdV equation for the propagation of a wave in one direction on the 

surface of a sha1low canal.The form of the KdV equation 15 

(4.1) 

In equation (4.1), the subscript denotes differentiation, with time t llnd 

horizontal position x. Co is il linear long wave specd. The 

vertical disp1acement amplitude is 

'1""aA(x,t)q,(z) (4.2) 

where "a" is the amplitude of the vertical displacement due to the solitary 

wave, and q,(z) is the modal function which will be defined subsequent1y. The 

third term in equation (4.1) ls the nonl1near tertll, whilo the last terUl 15 the 

dispersive term. The coefficients in equation (4.1) will be discussed later. 
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From its definition, the solitary wave can be explained in terms of a balance 

between nonlinear and dispersive effects. As we know,for very long waves, the 

dispersive effects are weak; the propagation speed of a long disturbance 

depends on the amplitude of the dlsturbance. Typically, one side of the wave 

fonn steepens as the wave propagates. The wave eventually breaks unless this 

steepening is counteracted by effects which tend to smooth out the layer 

gradients. On the other hand, for small disturbances, the dispersive effects 

dominate and the propagation speed essentially depends upon the wavelength. 

These waves tend to spread out as they propagate. Solitary waves, which retain 

their S!;W.pfl and speed, can be thought of as a special case in which the 

nonlinear steepening effects are exactly balanced by the dispersive effects. 

The existence of the balance illlplies a definite relationship between the 

speed, amplitude, and wavelength of the wave form. As an approximation, we 

can also use the KdV equation ta describe a solitary wave-like disturbance. 

Since the dispersive effects vary with the depth of the medium, the existing 

analyses can be divided into three basic groups: shallow water, finite depth, 

and deep-water theory. In regard ta modelling of nonlinear internal waves for 

the case of a straight-crest (one dimension), the Benjamin-Ono equation, the 

Kubota, or the Kortweg-de Vries(KdV) equation apply according to whether the 

wavelength is much smaller, of the sarne order or much larger than total water 

depth, respectively. The Benjamin-Ono equation requires the wave to be longer 

relative to an internal characteristic length scale of the thermocline region 

(L/h»l) rather than the total fluid depth. These three lirniting cases can be 

sUlIllllarized as followlng, according to Koop and Butler(1981): 

(i) Shallow-water theory 

À/H»l 

(ii)Deep water theory 

>./H-tO, 

(iii)Finite-depth theory 

>./h»l. 

h/H :S 0(1) 

>'/h»1 

h/H«l 

(4.3) 

(4.4) 

(4.5) 

where À, H and h are wavelength, water depth, and intrinsic sca1e of the 
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stratification (e.g. the depth of pycnocline), respectively. 

Maxworthy (1978,1979) round that the whole spectrlllll of the KdV equatlon 

allowed the evolution of a train of solitary waves from an initial pulse. He 

concluded that the KdV eqllation could be used to crudely model events for a 

deep ocean. Segur and Hammack(l981) and Koop and Butler(198l) based on their 

experimental data found that the finite-depth model (Kubota, et al, 1978) 

predicted the data accurately only in so far as it agreed with the KdV 

equation. KdV predicted the solitary waves with remarkable accuracy, much 

better than the finite-depth theory even though the condition Umlt WllS 

satisfied with the finite-depth model. These results ean be sUl1unarized as 

follows: 

I)The KdV equation seems to have a relatively large range of vaUdi ty, and has 

practieal predictive value even when its asswnptions are satisfied marginally. 

2)For deep-water theory, using the theoretical KdV scale relationship, the 

wave length L ls predicted to be "long" relative to the total depth, H (let 

L/H»lO) when l:=a/h (i. e amplitude of wave /intrinsic length of density 

stratification) is smaller than about 0.001. 

3)The finite-depth theory by itself has such a small range of validity that 

it has been difficult to find it experimentally. 

Until now, most oceanographers used the KclV to expia in observational data. For 

eXlUnple, Osborne llnd Burch (1980) llnd Pierini (1989) bave llPplied tho KdV 

equation to understand illt:erl&~l wave fields in the Andaman sea and the Alboran 

Sea. They seem to behave like the KdV solution even tbough their observed 

wavelengths wel.e comparable to the total water depth. Based on our 

observations, we will focus on the KdV e1uation (note, KdV refers to the flrst 

order one dimensional KdV). 

Despitd the relative depth limitation, the KdV equation can include 

shear, topJgraphy, variable cross-section, two-dimensions, vlscous effects, 

and hisher-order effects. Although we will not consider aIl of these in our 
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study, they are included in a general discussion below. The higher order KdV 

will be used in later discussions. 

We will see later in this chapter that differences in velocity shear 

affect the variation of the non1inear and dispersive terros by different 

combinations of 0 and I-l in equation (4.1). lt is generally acknowledged that 

the effects of shear on the interna1 waves can be divided into two categories 

(Liu et al, 1981), the so ca11ed "kinematic" and "dynamic" effects. Kinematic 

effects refer to the change in wave form and wave speed of the internaI wave 

DS a result of the shearing action of the background flow. Dynamic effects 

refer to the possible energy and momentum exchanges between the waves and the 

background f1ow, where the shear represents an additiona1 energy source. lt 

can be shown that a weak1y nonlinear internal wave does not ex change energy 

and moroentum with the background f10w in the absence of critica1 1evels, where 

the linear wave speed equals to background velocity or Co=Uo(z). Therefore, the 

effect of shear on the wav~ is a purely kinematic change in wave speed and 

waveform. When a critica1 level is present, for any value of Z, J'-O, the 

solitary wave vanishes. Further,if the critical layer is viscosity dominated, 

the energy exchange between wave and background flow occurs at the critical 

layer. At this time, wave energy i5 absorbed by the background f10w near the 

critical level. For unstable flow, the energy f10w can go either direction. 

When nonlinearity i5 the dominant mechanism in the critical layer, no exchange 

of energy oceurs between the wave and background flow. The effect of shear on 

the internaI wllve is again kinematic. Most long internaI waves in the ocean 

belong to this case because the nonlinear effects are 50 large that the effect 

of viscosity is almost comp1etely overwhe1med by the nonlinearity of the wave. 

If viscosity is ignored, steady conditions are asswned and the background f10w 

does not influence the wave energetically. Normal mode solutions can be found 

even in the presence of critical 1evels (Tung, 1981). Mas10we and Redekopp 

(1982) also discussed shear f10w effects on interna1 waves and found that when 

nonlinearity and viscosity have same order, and nonlinearity is dominant in 

the critica1-1ayer, the wave mode can exist. In Manitounuk Sound, we will 
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neglect the shear effect on the solitary wave since the solitary waves occur 

nt n time of very smnll shent. 

Although KdV models usually neglect viscous effects, they can be 

important for certain situations. One interesting question is how viscosity 

affects the soliton wavelength. In a qualitative sense, with sufficiently 

large dispersive terms in the governing equations, viscosity should be 

important only in that it slowly attenuates the amplitude. When viscosity acts 

to decrease the disturbance amplitude nonlinearly. the strength of the viscous 

and nonlinear terms eventually become of comparable arder. Koop and Butler 

(1981) found viscous effects to be small except for very small waVes where 

l:(t)<O.02. To test the importance of viscosity, we can also compare the 

inviscid and the vise id modes. 

The above theories ignore both topographie effects in the direction 

transverse to the wave propagation, as well as the change of cross-section. 

Johnson (1973a, b) and Grimshaw (1977) derived a KdV equation including 

topographie and cross-sectional effects, respectively, which was expressed as 

variable-coefficient KdV type equations. According to the model results of 

Grimshaw (1977) 1 a decrease in channel width can be ~lS effective as nonlinear 

processes in increasing the amplitude of the wave. 

In some locations the 2-1) KdV equation needs to be considered although 

usually the 1-0 KdV is adequate to describe the soliton in a channel. An 

example of the 2-0 assumption can be found in the studies by Liu et al (1985) 

in Sulu Sea. The choice of which dimension KdV equation should be used depends 

on the geometry of the basins and wave generation region concerned 

(i.e.whether or not need to include the spreading effect of the wave).The 2-D 

KdV can be(Kadomlsev-Petuiashuili, 1970) expressed as: 

(l~.6) 

This is called the K-P equation and is used for waves travelling predominantly 

along X and whose spatial variation along y is smaU compared with X: 

(Ly/Lx)«l 

4.3 Generation of InternaI Solitary Waves in l1anitounuk Sound 
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We consider three sets of solitary wave packets from our observations. 

'rime series plots of current, salinity and temperature for two of these three 

examples are given in fig.2.8. 

Fig.2.8 and che expanded cime series plnts (fig.4.1), demonstrate 

clearly the presence of high frequency internaI solitary-like waves in a bore 

at station B, 30 min. after the tide turned from flood to ebb. Significant 

density changes took place within a relatively small time interval. 

Fluctuations of both salinity and tempe rature were quite large for the leading 

wave. The maximal peak-trough amplitude, based on equation (1), is estimated 

at about 2-3 meters, which is about O.Sm less th an the value from computed 

contours of constant salinity. Of course, in a continuously stratified fluid, 

the water movements are not limited to the range of amplitude but ex tend 

through the water above and below the pycnocline. From the top figure of 

fig.4.l, the water parcels dropped sharply across the strong salinity gradient 

layer to about 6m depth. In front of the solitary wave, the isohalines were 

compressed and formed a strong horizontal gradient. The period of the leading 

waves was about 3-6 minutes (Table 2). 

The generation mechanism of these solitary waves was ascribed to the 

upstresm propagation of a bore at the start of the ebb. This bore, 

characterized as a stepwise variation of the isohaline level, was generated 

during the flood tide downstream of the hydraulic control (discussed in 

chapter 3). During the upstream propagation of the bore, a packet of solitary 

waves evolved from the bore due ta the accumulation of the nonlinear effects. 

ln particular, nonlinearities increased rapidly at the narrowest section, as 

round by Grimshaw (1978) for his variable-coefficient KdV mode and Farmer' s 

(1977) observations in Babine Lake. The mechanism for soliton generation was 

similar to that discussed by Farmer and Smith (1980) and Maxworthy (1979), 

although their results were based on flow over a sill instead of through a 

constriction. Our data show that the transition of the bore appeared very much 

like the decomposition of a stepwise perturbation into a sequence of solitons. 

This is quite similar to the observation of a bore in the Caspian Sea by 
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TABLE 2 

Series 
number Date Time Period(min) Amplitude(m) 

21 09:48 
1 3.2 l.2 

April 10:36 

23 10:50 
2 5.1 2.1 

April Il:26 

24 11: 18 
3 6.0 l.9 

April 12:24 

24 23:26 
4 4.0 2.2 

April 0:28 

25 Il:40 
5 4.6 2.2 

<no- April 12:01 

'-J- 26 00:02 
6 3.0 l.8 

April 00:38 

Mean 
value 4.2 l.9 

Table 2. Observed solitary wave 1 period and amplitude. 
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4.l.Expanded time series plots of salinity fluctuations st 
stationB on April 25.1989. a: computed contours of constant 
salinity based on an interpolation of observations at 
discrete depths. The other three (b,c,d) were data at 2.5m 
of station B. The dashed line is the low pass filtered data 
set for each series. 
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lvanov and Konyaev (1971), and the 1aboratory resu1ts of Baines (1984), both 

of whom showed internaI solitons generated from the bore front. The numerical 

simulation of the decomposition of a smoothed "step" into solitons has bpen 

studied by Lee and Beardsley (1974). lt must be noted that the wave in the 

sound represented a depression (If the streamline, as expected for the 

stratification structure in the sound, i.e. ~ in equation (4.1) is negatlve. 

From station B data, the soliton was decomposcd [rom a stepwisc 

variation of the isohaline level. The procedure is illustrated in rigs .l'.l and 

4.2. In the dashed line of fig. 4.1, the high frequency sol i tary wavcs wcrc 

smoothed out, although the salinity bore (or temperature drop) cau ua seun iu 

low pass data. The corresponding velocity signal wou1d take either jump or 

drop depending on the velocity at the upper layer, beclluse the wave WliS a 

depression wave. lt should be noted that the bore (or drop) was larger lhan 

the filtered values shown in the dashed line of fig.4.l. Schematic showing how 

a localized initial wave form or bore ~(x,O) evolved into a group of solitons 

is presented in f1g.4.2. Following the solitary waves, there was evidence of 

some other non11near events (bores, surges) which originated near station C. 

Although the available data extended over 2-3 weeks, solitary waV8S occurrad 

only during the spring tide period, at the beginning of ebb. As showll in 

fig.2.3, spring tides began on 21 April, reached their peak on ~le 23rd and 

24th, then started to decrease on the 26th. The correspondjng solltary wave 

generation occurred during this period probab1y because of the weakoned 

stratification of the water column. This suggests that more of the availnble 

energy has been extracted from the barotropic tide during the spring tidc than 

during the neap. As discussed in chapter 3, the stronger flow during the 

spring tide will result in supercritical flow and a stronger bore. This, in 

turn, would provide more energy available for transfer into solitons. Since 

Ri# is large at station B during the generation of solitary waves (see next 

chapter), the wave could not be generated by instability. The findings above 

agree with the discussion of the bore generation mechllnism in the lllst 

chapter. 
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Figure 4.2. Schematlc showing how a inl tial wave form (bore) can evol ve 
into a group of soll tary waves. So11d line refers to In1 tial 
t\lave form. 
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4.4 Theoretical Model for InternaI Solitary Waves 

As mentioned before, different wavelength/depth ratios have their mm 

type of KdV equation. By referring to the density profile (station B) observcd 

on 29 April (fig. 2.2), and considering both the s trongcr mixing duc to the 

spring tide and the deeper pycnocline in the presence o[ solitary waves (sec 

Chapter 2), the interface depth was estimated at about 3111. A linear wavc phase 

speed of O.54rn/s can be estimated using the two-layer internal long wave 

theory. Since the observed wave period is about 3 to 6 min, the shortest 

horizontal scale of the wave must be of order 97 to 194m. Thus, the wave 

appeared to be long wi th respect to the total depth. At the saille time, we have 

h/H<>. (H-44111), so that the shallow water approximation and hance lhe KdV 

equation is valid in our case. 

The surface solitary wave in shallow water can be characterized by the 

solution of the KdV equation. The theory was extended ta internai solitary 

waves in shallow water by Benjamin(l966). One difference from surface WllVC 

theory i5 that an initial internai isopycnal elevation or a depression mny 

become an internal solitary wave corresponding to different basic densi ty 

structures, whereas only an initial free surface elevlltion can develop into 

a surface solitary wave. For internal waves, the basic density stratiCication 

may change the sign of the coefficient of the nonl inear terln but the [orin or 

the KdV equation remains identical to the surface wave equation. In tonns of 

the undisturbed density distribution. p(z) and the stream [ullction 

perturbation, Benny' s (1966) ana1ysis yielded a KdV type equation of firsL 

order in amplitude, similar to equation (4.1). Its solution has the [orrn oL 

the Sech2 function. The modal function describes linear internal waves in the 

presence of mean shear Uo(z). The solution ta the eigenvalue problclII 

(Grimshaw, 1982) is: 

for O<z<h 
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1-0 for z-O (4.8) 

for z=h (4.9) 

... ,here zah is the free surface equilibrium position (see fig.4. 3). Po(z) 1s the 

density and N2(z)-(-g/po) (8po/8z)--(upo)-l poz is the Brunt-Vaisala frequeney. 

!fere. 0 is sma1l in the Boussinesq approximation. The number p ls 0 or 1 

accordlng to whether the upper boundary is rigid or free and 15 equal to zero 

ln the iee covered sound. The eoordinate system is shown ln fig.4.3. The 

lineal' wave phase speed Co i5 obtained from equation (4.7), and the 

coefficients in KdV are given by 

(4.10) 

(4.11) 

where C=Go+l
2C1 , E=H/À,Cl=(1/3).ua,À2a=1201J.l. and the solution for KdV is A(x­

ct)-aSech2 (x-ct). The situation for a critical level has been discussed at the 

beginning of this section. 

We first approximate the density profile, for simplicity. as a two-layer 

model. The solitary wave solution, with upper and lower depth hl and h2 and 

density Pl and Pl are (Osborne and Bureh,1980), 

and 

Go- (g' hl h 2/H) 112 

.u=3Go (h2 - hl) /2h2h 1 

6=Gohlh2/6 

C-Go- a.u/ 3 

À=( -lU/a.u) 1/2 

(4.12) 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

8y using the values in Tables 2 and 3, Table 4 shows the parameter values 

associated with both first and se\!ond arder KdV for a two layer fluid (Gear 

and Grimshaw, 1982). In order to compare the model with observation, 

wavelength is defined by the point at which the displaeement has dropped to 

10% of the maximum, or '\=3. 6L, as Holloway (1987) suggested. The observed wave 

47 



z 

ICE 

INTERFACE ----

Figure 4.3.The coordinate system for KdV. 

48 



( 

(~ 

pedods were es timated from the salinity oscillation corresponding to the 

definition of wavelength. 

In Table 4, CICo is about 1.2 60 that the nonlinear correction to the 

linear phase was large. Another fact is that the calculated wave periods do 

not agree weIl with observations for the first order model. Actually, when 

the tarm of order c-a/h1- amplitude/thermocline thickness was large, the 

assumption of weak nonlinearity in deriving KdV may no longer be valid. Based 

on experimental results in a two-layer fluid, Koop and Butler (1981) concluded 

that the first order theory was valid for the wave amplitude as large as 

c-a/h1-0.2. The inclusion of second order nonlinear terms extends the useful 

range of the KdV theory to wave amplitudes of c-O.8. Segur and Hammack (1982) 

argued that hlgher-order correction depended on h2/h1 and (P2-P1)/P1,. Later, 

Kao (1985) found that parameter a/H should be used. In our case, c were 0.7, 

0.6 and 0.6 for the three leading waves, respectively, as shown in Table 3. 

Therefore, it i5 necessary to have a second-order term correction in the KdV. 

The results show that the 2nd order correction is significant as seen in Table 

4. For the second-order KdV, the correction to phase speed is nearly the same 

size as the [irst-order correction but opposite, according to the results of 

Sandstrom et al (1984) and Holloway (1988). Hence the second-order phase speed 

was approximately the same as the linear phase speed. When the second-order 

nonlinear term is included, the two-layer model is quite adequate to describe 

solitary waves in the sound. 

To further understand the solitary waves and the relationship between 

the density structure and wave solutions, internaI waves at the pycnocline of 

a continuously stratified fluid are examined. 

A hyperbolic- tangent density profile i5 used to approximate the 

continuously str&tified case (Kao,1985): 

P (z)-Po (l-wTanha(z- h 2» (4.17) 

where Po-0.5(Pl+P2) ' w-(P2-Pl)/2po, z is the vertical coordinate (like fig.4.3), 

and a- 1 is a representive half-depth of the pycnocline thickness (fig.4.4). By 

solving equations (4.7), (4.8) and (4.9), we can find the solution for the 
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"'"' ,,,.,. TABLE 3 

Series 
number hl h2 Pl P2 ( 

4 3.0 40.5 1010.66 1022.04 0.7 

5 3.0 40.5 1011.3 1022.36 0.7 

6 3.0 40.5 1012.76 1022.07 0.6 

Table 3. The layer depth ,density 
(a/hl) for three series 

and parame ter 

TABLE 4 

Series Two-layer 
Number Model 

lst-order 2nd-order 

Co 0.55 
C 0.74 0.55 

4 À 56 118 
t 1.3 3.5 

At 2.7 0.5 

Co 0.59 
C 0.79 0.59 

5 À 56 118 
t 1.2 3.3 

At 3.4 1.3 

Co 0.50 
C 0.64 0.50 

6 À 62 117 
t 1.6 3.9 

At 1.4 -0.9 

Table 4. The long wavc speed Co(m/s) ,solitary Wilve spccd C(II1/S), 
wavelengthA(m),period t(lI1in) for first and second order 
two-layer model. At is the di[ference betwcen the observed 
and model value. 
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modal function ,p(z). This eigenvalue problem is solved numerically in a 

norllllllized coordinate with z-o at the bottom and Z-44m at the top. According 

ta l<ao(1985), the lowest eigenfunction mode has a maximum phase speed at the 

interface and corresponds to the interfacial internaI wave. while the next 

mode correspond~ ro the "bulge-type" wave. It is shown that the higher order 

modes have phase speeds much smaller than the speed of the leading wave. In 

our case. the second mode speed in group 4 of Table 2 ls O.4m/s less than that 

for the first mode and does not satisfy our observations. For comparison, the 

second mode eigenfunction on April 24 (group 4) ls also presented in flg.4.5. 

The eigenfunction for groups 5 and 6 are simllar to group 4. With zero-arder 

eigenfunction ,p(z), the p and 6 in equation (4.10) and (4.11), and hence C and 

À of the solitary wave. can be solved. 

Using the values in Table 2 and 3. Table 5 presents the corresponding 

parameter values of the solitary waves. both for the p(z) profile on 29 April 

(neap tide) and two hyperbolic-tangent density profiles for each solitary wave 

group. Two different density profiles used in the model for group 4 and 

profile on 29 April ;ï,~e plotted in fig.4.6. The density profiles for group 5 

and 6 used in model were quite similar with that for group 4. 

The resul ts in Tab le 5 compare reasonably well wi th our measurements. 

In particular, we only use the first-order term in the KdV. This implies that 

its two-laycr approximation may neglect some relll-fluid effects in this 

nonlincar case. The fit (the difference of observed and calculated period) in 

soliton group 4 and 5 is generally small. fit in group 6 is Quite larger when 

when h 1 .. 2m and a- 1=1.Om. This implies that the 

pycnoc1ine might be thinner and shallower (i.e. small cr- l and hl)' In fact, the 

soliton group 6 occurred just after the largest spring tide. Its tidal 

amplitude was about O.3m smal1er th an the peak value. Therefore, the 

relatively smaller shear and hence weak mixing might have caused a 

shallower pycnocline. The large Dot in group 7 of Table 5 also indicates that 

there was a difference in density profiles between spring and average tides. 

During spring tides, the stratification may have been weakened due to mixing. 
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TABLE 5 

h 1 .. 3m h l -2. Om 
h Z=40m h~-41.0m 
Q 1 .. 1.5m Q -1.0m 

Series 

number 

CO O. 60 O. 54 
C 0.63 0.59 

4 À 143 90 
t 3.9 2.6 
tit 0.1 1.4 

Co O. 57 O. 51 
C 0.60 0.55 

5 ). 132 97 
t 3.7 2.9 
tit 0.9 1.7 

Co 0.53 0.47 
C 0.55 0.50 

6 ). 158 100 
t 4.8 3.3 
!lt 1.8 0.9 

Co O. 39 
C 0.39 

7 ). 474 
t 20.2 
tlt LH>lO 

'l'able 5. The 1inear wave speed Co(m/s) ,solitary wave speed 
C(m/s) ,wavelength ). (m) and period t (min) from 
the continuous stratification model. lit is same 
as the Table 4. The series 7 is based on the 
density profile on 29 April 
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The results above suggests that 0==0 in equation (4.17) may not be appropriatll 

in our case. The results also agree with the Kao (1985), who round that the 

quantitative results of conti ",uously stratified model were substantially 

different from those of the two-layer model for all important wave paralIIeters. 

Indeed, the critical value of caver which the second arder nonlinear term 

must be considered seems ta be larger for the continuous stratification model 

th an for the two-layer in the Kao results. By comparing several models used 

in Tables 4 and 5, one finds that bo th the continuous dens i ty mode land tl\(' 

second-arder two -layer underpredict the wave period. The continuous dens i ty 

model has a larger phase speed and a longer wavelength than the two-layer 

model. However. a11 of them agree quite well with observations. Fur t},1.' \' 

studies with KdV based on the different density assumption are neeessary. 

Average parameter values in the sound for the two models are summalized 

in Table 6. 

Since the phase speed of a solitary wave was larger than the general 

background flow speed. the waves will be continuously propagated upstrcam or 

station B. as mentioned before. Since the wave speed ls proportional ta the 

amplitude (equation4.lS), the leadingwavewith the largest amplitude travels 

the fastest. The second soliton had the second largest amplitude, and sa on. 

The waves gradually separate from eaeh other when the y propagate further 

upstream because of their different speed. The absence of observations bctwccn 

stations Band C make it difficult to determine whether the solitary wave was 

gencrnted betwoen stations B llnd C, or only at stlltian il whcn bore pasRcd the 

narrowest section of the sound. To address this problem, a timc dependenL KdV 

model, with the bore as an initial condition, needs to be used. lIowcvcr, the 

propagation speed of bore from station C to B can be est i mated as 0 .Illn/s. 

which is close to the calculated solitary wave speed. ln otlwr words, Lhc 

propagation of a bore is also governed by nonlincar effects. Note, wc have 

already taken into account the effects of background flow. 
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TABLE 6 

--""No. c{1Il7s) ,\ {Ill) t{min) 

4 0.55 156 4.75 

5 0.54 152 4.b5 

6 0.54 137 4.60 

Mean va1ueO. 53 148 4.67 

Table 6. The average values of wave speed C, wavelength 

x: (1112/5) 

Length 

>. and pe riod t from three models for No. 4. 5. and 
6 series. 

TABLE 7 

10-1 10-2 10-3 10-~ 

SCüle(km) 0.7 2,0 7.0 20 

Tabie 7. The eddy viscosity 
1055 length sca1e. 

(x:) and thl:! energy 
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4.5 Dissipation of Solitons 

In order to ob tain the length scale of the soli tary wave energy loss, 

we use a model deve10ped by Leone et al (1982), which was based on Keulegnn' s 

(1948) formulation of viscous decay of long linear surface waves. The model 

allowed a slow decay of an internal KdV soliton as it propagated over a long 

distance. 

To use their model in the ocean, kinematic viscosity must be replaced 

by an eddy viscosity with a range of K. between 10-1 .10-4 m2/s. The 

corresponding length sc ale for the wave energy is shown in Table 7. 

For /C values between 10-1 and 10-2 m2 /s, decay length seales of 0.7 and 

2.0km were obtained. They seem reasonable for our case, sinee there was no 

solitary wave signal detectable at station A. This implies that the wave was 

dissipated between stations A and B. However, the hypothesis ab ove may not be 

accurate because it assumes that the internal wave propagated in a quiescent 

fluid. This is not satisfied in the sound. On the other hand, when a solitary 

wave moves into a moving fluid, wave breaking may happen before it can be 

completely dissipated. The Lreaking could occur because when the tide turns 

to flood and increases in strength, the wave may be unable to travel upstream 

against the stronger flood current. 
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Chapter 5. MixinC) in the sound 

5,1 Description 

As discussed in chapter 2, salinity generally increased from station 

A to C at the 1. Sm level and from station B to C at the other observation 

depths. Horizontal advection of higher saUnity water from outside of .the 

sound which could cause these salinity distributions along the sound was 

assumed negligble. In this chapter, the following mechanisms. which might 

contribute to the salinity regime along the sound, will be considered. 

l.Strong velocity shear at the narrowest section of the sound, could 

generate a Kelvin-Helmholtz shear instability; 

2,Cridcal and supercritical flow during the flood may result in intense 

mixing regions which would be advected upstream when the tide turned to ebb. 

3. Dissipation of the solitary waves and bores transferred their energy 

into mixing. 

lt should be noted that the possible upwelling or downwelling between 

station B and A or Band C due to the flow convergence and divergence might 

also affect the conditions in the sound. However, whether or not these effects 

existed and how they could influence flow in the sound will not be discussed 

in the present thesis . 

. 
5,2 Kelvin-Helmholtz Instability 

In steady and laminar flow, stability can be measured in terms of the 

gradient Richardson number, Ri, defined by: 

(5.1) 

59 



l-
,v 
] 

where u is the horizontal velocity, p the density, and z a vertical coordinate 

upwards. Miles (1961) showed that the condition for stable f10w was Ri>1/4 in 

the presence of small disturbances. When Ri<l/4 st sorne level in the fluld, 

tha f10w is nut: nacassnrily ul\stnblo. 1l0wavDr, Innny oxnmpla. 01 .11Op10 _"Clnr 

flow (Miles, 1963) did become unstable for some dlsturbances whenever Ri<l/4. 

The uns table flow often occurs near the region in which 82u/82z changes sign. 

An examination of Ri nurnber variability at stations A, Band C over the 

a tidal cycle during spring tide is shown in fig. 5 .1. The Ri' in (c) 19 

averaged in every 3 min. to delete high frequency noise. Ri' at station A was 

generally large and the fluid relatively stable. The smallest Ri' at stations 

Band C were reached when the flow at the upper and lower layers had maximal 

~.~eloci ty for both stations. The Richardson numbers were calculated from values 

at 2. 5m an~ 7. Sm and do not include the SIRaller scale features. 

5.3 Effects of the InternaI Bore on mixing 

The bores which formed near stations Band C affeeted the mixing 

proeesses in the sound, because they deformed the basic flow and might have 

induced large velocity gradients locally. As a result, the Richardson number 

and the stability of the flow would be redueed drastically. 

The possibility of mixing caused by an internal bore was examined by 

several authors. Gardner and Smith (1978) cone1uded that the mixing events in 

the Duwamish were caused by an interna1 hydraulic jwnp. However, the 

experiments of Lawrence (1985) and Rajaratnam & Subramanyan (1985) found that 

the primary cause of mixing was not the jump ltself, but the supercrltieal 

shear layer formed upstream of the jump. The Ri number for the two-layer can 

be expressed as: 

(5.2) 
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According to the definition of composite Froude number G2 (equation 3.2), 

theinternally subcritical flow is satisfied with the stable condition, or when 

G2<l, Ri>l/4. Therefore, an instability is possible in the 1"(-gion with higher 

composite Froude number. In our case, the bores were formed near stations B 

and C when the flow was supercritical. The critical flow at station il occurred 

simultaneously with the lowest Ri nUlllber (figs.3.l and 5.1) althougll there WllS 

only a trough of Ri ll for supercritical flow at station C. lIowever, lhe lower 

Riu should be at upstream of station G, thdt Is the upsuemll of lhe borc's 

according to Lawrence (1985) and Rajaratnam &. Subramanyan (1985). The 

increased separation of isohalines observed at stalions Band C wlwn bores, 

drops or supercritical flow existed (fig.2.13 (b) and (c» also il1lplt('s 

increased vertical mixing at these time. The dissipation of interna] bores clin 

a1so increase the potential energy of fluid. This is discussed in next 

section. 

5.4 The Effects of Internal Solitons on mixill!!, 

Figs.2.l0 and 2.11 showed that there was a salillity differl'tH':c between 

stations B and A as well. At the 1.5111 leve1, the salitlity itlcren!:.cd [roltl 

station A to B (fig.2.11). However, the negative (Sil-SA) durittg 5pring tides 

at the 2.5m level suggests that the saltier water source rni/.',ht exisl belwl'en 

station B and A at this leve1 and be advected to statioll A durlttg the cbb. 

Compnring data of station A with station B, we cnn see thnt soiitnry-like 

waves and bores were dissipated between these two stations during (weh tida1 

cycle. We expect that part of the dissipated energy both [rolll bores and 

soli tary waves would increase the potential energy of the fluiù. Adopt il1& the 

method used by Sandstrom and Elliott (1983), the energy dissipation can be 

roughly estimated as follows: for a soliton, the total elleq~y is calculated 

from Es=(4/3)gllpa2~. With a=-2.2m, ~=l31m and IIp-ll.l kgm-:l in our C[lS(~. E. was 

1.3X105J/m of crest length. According Lo the re5ults of the previous chapter, 

the dissipation distance was about 2krn over a time inlerval ai about 3 ~xlOJ 

62 

<JIll 

1 
t 



r 

s if we assume that the wave propagation speed was constant. Thus, the average 

rate of dissipation was typically 1.4xlO-z wm-2 • According ta Osborn(1980), 

only 15-20% of energy per unit length would be transferred into an increase 

oC potantf nl ClIIClrgy of tho wntor colullln, or About 2. 8xlO-3 Win-a in our CA_a. 

If we choose the mixed layer of 3m, it can be shown an increase of mixed layer 

depth about O.lm during the wave dissipation period according to 

Â(PE)-1/2g'ph1 (Âh1). lt is obvious that if the dissipation distance was O.7~ 

( Table 7.), the increase of mixed layer depth would be 1arger than O.lm. 

Note, we assume that the solitary waves were generated at the narrowest 

section and dissipated as it propagated towards station A during the ebb. 

Since a packet of solitons consisted of 4-5 single waves, the soliton energy 

available for increasing the potential energy of the water co1umn would be 

larger. Similarly, based on Su's (1976) model and following Holloway (1989), 

the energy loss of an individual bore from the station C during flood to a 

region between A and B during the ebb was about SxlOs J/m. This seems quite 

close to the total energy of five solitary waves in the sound. \Je can 

therefore argue that the solitary waves and the following bores resulted in 

increased mixing as they dissipated between stations Band A. 

lt should be noted that vertical mixing was enhanced in the area where 

the solitary waves were observed according to the increased separation of 

isohalines in fig.2.13 (b). This saltier water will be advected upstream with 

the ebb. 

From the above analysis, it suggests that the supercritical induced 

shear instability was the major cause for vertical mixing in the region 

between station Band C. In a quantitative sense, we can ca1culate the 

critica1 velocity shear by using the time-constant hyperbolic-tangent density 

profile similar to before. 

(5.3) 
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Substituting the parameters for lowest Ri, 1 (a la ) i 1 0 16 -1 ,tle li Z clltient S a)out. s 

at the middle of the pycnocline. lf au/az«au/az)crit.icnl' tha [low is stable. 

On the other hand, the density gradient a1so influences the Ri number. The 

relationship between the velocity shear aulaz and density gradient gap/paz is 

plotted as figs.5.2 and 5.3 for station Band C, respectively. Fig.5.2 shows 

that most of the Ri numbers ranged over O. 25<Ri<O. 5 with smaller Ri during 

the ebb. Most of the au/8z at this Ri range were larger than 0.1 5- 1 , which 

agrees well with the critical value calculated from the hyperbolic-tangenL 

density profile. Although the density gradient illcreased rapidly whell 

aujaz>O.l3 s·l, the stronger shenr effect still domillllLed the Ri l1Lunber and 

kept thelll below 0.5 during the abb during which the bore WIIS ob~crv(!u ilL 

station B. Most Ri" values ranged between 1. and 0.5 during the flood, duc 

ta the weaker shear flow. At station C (fig.5.3), SlIlitll Ri fl vnhll's occurrad 

dudng both flood and ebb when the vertical density gl"ddient wns sl11al1. Tho 

aujaz there was smaller compared ta station B, and hence Rif! was larger. 
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Chapter 6.Conclusions 

Flow through a horizontal constriction in the sound during spring tides 

was studicd based on the two-layer hydraulic theory. The observed asymmetry 

and rapid transition of the interface depth was explained in terms of the 

hydraullc characteristics of the flow. 

l t was shown that the sound was characterlzed by both maximal and 

sublllaximal exchange during the different tidai phase. The flow was subj ect to 

il critical transition at the narrowest section and downstream of the narrowest 

section. Internal hydraulic bores were generated when the flow returned to the 

subcritical state downstream of the supercritical region. The shallower region 

near a slIIall island upstream had a sill like effect and resulted in a 

hydrllulic drop. 

The bores propagated upstream from the control station when the tide 

turned to ebb. High frequency internal solitary waves were generated near the 

narrowes t sec tion from the ups tream propagating bores. The waves were 

described by the KdV equation. Comparisons of several KdV modeis in terms of 

different stratification approximations revealed that the continuous 

stratification model might be more suitable in explaining the nonlinear wave 

field. In this regard, it should be noted that the density profiles were not 

taken simultaneously with the arrival of the internal wave train. Therefore, 

further field work may be needed for more rigorous results. 

The raglon of supcrcriticnl upper layer now downstrealll o[ the control, 

the presence and dissipation of the solitary waves and bores were the major 

causes responsible for the along-channel salinity distribution over a semi­

diurtlal tidal cycle in the sound. 

Since conditions in the sound are highly controlled by tidal force, the 

subJects about time dependent hydraulics, solitary waves and general 

circulation in the sound should be addressed in the future studies. 
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