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Abstract

In this thesis, I report the development and application of a symbolic derivation

tool named “SymGF” - standing for Symbolic Green’s Function, that can auto-

matically and analytically derive quantum transport expressions and the asso-

ciated Keldysh nonequilibrium Green’s functions (NEGF). Quantum transport

happens in open systems consisting of a scattering region coupled to external

electrodes. When there are strong electron-electron interactions in the scatter-

ing region, analytical derivations of the Green’s functions can be very tedious

and error prone[6]. Running on a personal computer, SymGF derives the nec-

essary analytical formulas at a level of correlation specified by the user, using

the equation of motion (EOM) method. The input to SymGF are the second

quantized form the device Hamiltonian, the (anti)commutators of the operators

that appear in the Hamiltonian, and a truncation rule for the correlators which

determines the accuracy of the final outcome. The output of SymGF are the

analytical expressions of transport properties such as electric current and con-

ductance in terms of various Green’s functions; as well as the Green’s functions

themselves in terms of the unperturbed non-interacting Green’s functions that

can be obtained straightforwardly.

For systems where electron-electron interaction can be neglected, the trans-

port problems can be easily solved and SymGF is not necessary - even though

xiii



Abstract xiv

SymGF gives the same answer; but for interacting systems SymGF drastically

reduces the mathematical burden of analytical derivations. We have tested

SymGF for several transport problems involving Kondo resonances where ana-

lytical derivations were done by humans: exactly the same results were obtained

by SymGF but in a tiny fraction of time. We have applied SymGF to new and

very hard problems that resist analytical derivations by hand, including quan-

tum transport in a double quantum dot system[7]; transport through a single

quantum dot in parallel to a direct lead-to-lead tunneling. Finally, at the post-

analysis level, we have combined SymGF with an ab initio numerical modeling

method to calculate quantum transport features involving atomistic degrees of

freedom.



Résumé

Dans cette thèse, je présente le développement et les applications d’un outil de

calcul symbolique connu sous le nom de ”SymGF” (Symbolic Green’s Functions)

qui permet d’obtenir des expressions analytiques pour le transport quantique et

les fonctions de Green de Keldysh pour les systèmes hors équilibre (FGHE). Le

transport quantique survient dans les systèmes ouverts constitués d’une région

diffusante couplée à des électrodes externes. Lorsque les interactions électrons-

électrons sont importantes dans cette région, la dérivation analytique des fonc-

tions de Green peut devenir fastidieuse et propice aux erreurs. Par contre, à

l’aide d’un ordinateur personnel, la méthode SymGF permet d’obtenir rapide-

ment les formules analytiques nécessaires, en utilisant les équations du mouve-

ment (EOM) du système, à un niveau de corrélation spécifié par l’utilisateur.

Les entrées nécessaires à la méthode SymGF sont l’Hamiltonien en seconde

quantification du système, les relations d’anti-commutation des opérateurs im-

pliqués et les règles de coupure pour les fonctions de corrélation, ce qui détermine

la précision du résultat final. Les sorties sont les expressions analytiques des

propriétés de transport tels que le courant électrique et la conductance en fonc-

tion des différentes fonctions de Green en plus de l’expression de ces dernières en

fonction des fonctions de Green du système non perturbé et sans interactions,

pouvant être calculées directement.

xv



Résumé xvi

Pour les systèmes où les interactions électrons-électrons peuvent être négligés,

le transport peut être étudié plus facilement et la méthode SymGF n’est plus

nécessaire, même si elle reste toujours aussi juste. Par contre, pour les systèmes

avec interactions, elle permet de réduire drastiquement les difficultés mathématiques

reliées à la dérivation analytique. Nous l’avons testée pour plusieurs situations

impliquant des résonances de Kondo, où les dérivations analytiques avaient déjà

été effectuées, et les résultats furent reproduis parfaitement en une fraction du

temps. Nous avons aussi appliqué cette méthode à de nouveaux problèmes

très compliqués qui résistaient toujours au traitement analytique; tels le trans-

port quantique dans un double point quantique et le transport dans un point

quantique en parallèle avec une simple jonction tunnel. Finalement, en vue

d’analyses futures, nous avons combiné la méthode SymGF avec un méthode de

simulation numérique ab initio afin de calculer les caractéristiques du transport

quantique impliquant des degrés de liberté atomiques.



Statement of Originality

In this thesis I presented the developement of SymGF, the symbolic tool for

transport theory based on the Keldysgh NEGF method, as well as its applica-

tions to various physical problems. My contribution to this work include:

• The implementation of SymGF based on Mathematica[8], the function of

which contains the automatic derivation of equations of motion (EOMs)

and solving the EOMs.

• Proposing two new algorithms of solving EOMs, namely, the graph aided

solution and the extension of Gaussian elimination of regular matrices to

block matrices. They are both implemented in SymGF.

• Extension of the established binomial inverse theorem to multi-term situa-

tion, which is needed for the analytical inversion of matrices in a specified

form. It is implemented in SymGF.

• Extension of the established Plemelj formula to multi-pole situation, which

is needed for the analytical solution of self-energies. It is also implemented

in SymGF.

• Application of SymGF to the T-shaped double quantum dot transport

xvii
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system to a higher order[7]. I have obtained unprecedented formulas of this

system. Terms relating to Kondo resonance are directly identified. This

result has been compared to experiments and quantitative agreements are

achieved.
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1

Introduction

For the past four decades, the development of electronic devices has followed the

Moore’s law which observes a steady decrease of device feature size by roughly

a factor of two every eighteen months. According to the International Technol-

ogy Roadmap for Semiconductors (ITRS), 11 nano-meter transistor would be

achieved by 2016[9]. This relentless device miniaturization has brought physi-

cal systems into a new realm where quantum transport phenomena become very

important.

Experimentally, people have been investigating many configurations in quan-

tum transport systems. Specifically the quantum dot system, since their po-

tential use as quantum computers, received a lot attention during the past few

years [10, 11, 12, 13, 14, 15, 16, 17]. Refs.[10, 11, 12, 13, 14] did triple dots,

Refs.[15, 16, 17] did double dots. All the dots are coupled and are interacting.

By doing these very interesting experiments, we have the conductance curves as

the results. Still, it requires further theoretical work to understand those curves,

as the reasons behind the curves can’t be explained just with numerical compu-

1



1: Introduction 2

tations. For example, the Kondo effect[18] has a physical picture elaborated in

Fig.4.3. To do theory, one needs to derive formulas for a certain model. When

strong interaction or strong correlation is present, deriving the corresponding

formulas can be extremely difficult. This difficulty has prevented theoretical

investigations of transport problems to a high order where interesting physics

like Kondo effect can be revealed. It is in the hope of being able to investigate

high order processes that we developed the computer program that automati-

cally derives the formulas for quantum transport problem. This program is also

the main subject of this thesis.

Conventionally, quantum transport problems can be modeled with a lead-

device-lead structure[19] shown in Fig.1.1. The current is assumed to flow from

one lead to the other, through the central scattering region (device). The lead

in the model is non-interacting since, in reality, leads are made of good conduc-

tors where electron-electron interactions are largely screened. The lead in the

model is assumed to be connected to an infinitely large reservoir of electrons

in equilibrium so that its statistics doesn’t change with respect to any changes

in the device scattering region. The lead can have its own electronic structure,

and its electrochemical potential µ can be tuned by an applied potential bias.

A prototypical scattering region (also referred as device, central device, cen-

tral region etc.) can be modeled by a quantum dot that has its own electronic

structure. The quantum dot can be non-interacting or interacting. One usually

further assumes that the interaction on the quantum dot, if any, does not affect
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Figure 1.1: Schematic layout of a lead-device-lead system. A quantum dot is connected with

two leads. The coupling between them is represented by a solid line.

the leads. Finally, in this model we have the coupling between the quantum dot

and the leads. The coupling describes the probability amplitude of the electron

hopping from the leads into the quantum dot and vice versa.

The transport system of Fig.1.1 can be described by the following general

Hamiltonian:

Ĥ =
∑
αk

εαkc
†
αkcαk +

∑
n

εnd
†
ndn +

∑
mnlp

Umnlpd
†
md
†
ndldp +

∑
αkn

tαknc
†
αkdn + h.c. ,

(1.1)

where cαk annihilates an electron in state k in lead-α, dn annihilates an electron

in state n in the quantunm dot, and tαkn is the coupling constants. Since there

is no observables corresponding to the operators cαk and dn, we don’t write

them as ĉαk or d̂n, to simplify our notation. An on-site interaction Umnlp is

assumed on the quantum dot, and this is the source of almost all the tedious

and lengthy algebra. The central task of quantum transport theory is to solve

for the electric current. The operator of current is defined as the rate of change
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of the total number of electrons of one of the leads (here we denote this lead as

lead-α):

Î(t) = e
dN̂α

dt
(1.2)

where N̂α =
∑

k c
†
αkcαk is the number operator of the electrons in lead-α. The

expectation of the current operator gives the current.

Theoretically, predicting nonlinear and nonequilibrium quantum transport

properties of various nanostructures is a serious challenge, especially if strong

electron-electron interaction is taken into account. There are two major ways

to solve for electric current described by the Hamiltonian Eq.(1.1). One is the

scattering matrix theory formalism (SMT)[20, 21] and the other the Keldysh

nonequilibrium Green’s function (NEGF) formalism[22]. SMT is more phe-

nomenogical while NEGF is essentially exact except the adiabatic approxima-

tion that it used as its foundation. Both methods have been applied very suc-

cessfully to a wide scope of problems in quantum transport problems[23]. SMT

is usually applied to problems without interaction. Meanwhile, rich physics

found in quantum dots such as spin blockade, Coulomb blockade and Kondo

effect, etc., all hinge upon interactions between electrons. Also, due to the usu-

ally small number of electrons confined in a quantum dot, the interactions are

usually strong and this prevents mean-field theory (MFT) from giving accurate

results. Since NEGF is naturally applied in many-body physics, it is the method

of choice in many theoretical works. In fact, it might be the most popular and

powerful theoretical method. In the past decade, NEGF has also been combined
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with material theory such as the density functional theory (DFT), for quanti-

tative and parameter-free calculations of nonequilibrium quantum transport in

realistic nanoelectronic devices[24, 25, 26, 27].

In a NEGF analysis of transport in nanostructures, one starts from the

second quantized form of the device Hamiltonian like Eq.(1.1) which is usually

partitioned into terms corresponding to the central device, the device leads and

the coupling between the scattering region and the leads[23]. The interactions

can be included inside the device scattering region. The analysis proceeds by

deriving various Green’s functions from the Hamiltonian which are needed for

calculating the transport properties such as the conductance, electric current

and DOS. While NEGF has been widely used in the community of quantum

transport theory, it can be a tedious mathematical procedure to derive the nec-

essary Green’s functions for interacting systems[23]. It would be useful if such

procedure can be carried out symbolically by a computer. While tremendously

successful in sub-atomic physics[28], symbolic computation in solid state physics

is far less developed. A reason, perhaps, is due to the much wider range of prob-

lems (the Hamiltonian) each having its own solution method/approximation in

solid state physics. Nevertheless, for quantum transport theory using NEGF,

we believe it is possible to develop a symbolic technique that can be applied to

solve difficult problems. It is the purpose of this thesis to develop it and apply

it to some hard problems.

Our symbolic tool, called SymGF (standing for symbolic Green’s functions),
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is developed with Mathematica[8]. There are three sets of input to SymGF: (i)

the second quantized form of the device Hamiltonian, (ii) the commutators of

the creation and annihilation operators, and (iii) the truncation rules for the

correlators. Here, (ii) is necessary because SymGF needs to know whether the

particles are Fermions or Bosons and if the various creation and annihilation

operators belong to the same Hilbert space. Concerning (iii): SymGF uses the

equation of motion (EOM) method[23, 29, 30, 31] to iteratively solve the Green’s

function, therefore for interacting systems (short range interaction model, where

the on-site interaction does not affect the electronic structure of the leads or

any other quantum dots) one needs to tell SymGF how to truncate the higher

order correlators in order to close the set of EOMs[32]. With these three sets

of inputs, SymGF symbolically derives the formula for current, conductance

and various Green’s functions in terms of the unperturbed Green’s functions

of the device scattering region. It also identifies expressions of the self-energy

due to device leads. Afterward, numerical results and plots are obtained for the

transport properties by evaluating the symbolic formula derived by SymGF.

For non-interacting systems in steady-state transport, one can easily derive

the NEGF by hand and, of course, SymGF obtains exactly the same results. For

interacting systems where there is no exact solution, we have tested SymGF on

many problems by comparing its derived analytical expressions with published

literature[33, 34, 35, 36, 37] and, again, exactly the same results were obtained.

The power of SymGF is evident: for the rather complicated problem of Kondo



1: Introduction 7

resonance in a magnetic tunnel junction[33], SymGF derives all the Green’s

functions analytically in less than a minute on a desktop personal computer.

The rest of the thesis is organized as follows.

Chapter 2 reviews the derivation of current formula. Then we show how

one can solve transport problems with equation of motion (EOM). Examples

include a simple transport problem with non-interacting single quantum dot

and a problem with an interacting single quantum dot as the central device.

Chapter 3 presents the development of SymGF. We start with the scope of

this tool, then we elaborate on the algorithms SymGF uses. And after that we

present some technical details that deals with the self-energies. A few problems

where manual derivation is easy are presented in the end, as verifications of

SymGF. Obviously SymGF has passed all these tests as it gave the identical

results.

Chapter 4 presents the first real problem SymGF has solved - the dou-

ble quantum dot transport problem at Kondo level. Results at this level is

qualitatively different from results at Hartree-Fock level. With the formulas

SymGF derived, we can directly check which term(s) contribute to the Kondo

effect that aroused in the system. We also show that with appropriately chosen

parameters, its numerical results is comparable to the experiments.

Chapter 5 presents the results for the interacting single quantum dot trans-

port system with direct lead-lead contact. Results of both low and high order

are shown, and we again see qualitative difference between them.
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In Chapter 6, we seek the possibility of using SymGF to ab initio calcula-

tions with the example of NanoDCal[27].

In Chapter 7 we briefly summarize this thesis.

Finally in the Appendices we present the formulas involved in various

derivations presented in the main text.



2

Quantum Transport Theory with Non-Equilibrium Green’s Function

In this chapter, we develop the basic formulation of quantum transport theory

within the nonequilibrium Green’s function (NEGF) formalism following the

well documented theoretical approach of Ref.[23]. We start by deriving the

formula for electric current in terms of various NEGFs. Two different device

models will be considered. The first is that shown in Fig.1.1 that the two leads

are separated by the quantum dot and have no direct contact. The second is

where the two leads have a direct transport link connecting them (see Fig.2.1).

Since these derivations are standard NEGF manipulations well documented in

the literature[23], we shall only illustrate the main steps and refer interested

readers to the original papers. We then illustrate the theoretical procedure by

solving two very simple transport problems using the equation of motion (EOM)

method.

9
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2.1 Current Formula without Direct Lead-Lead Con-

tact

Given the Hamiltonian Eq.(1.1) and the definition of the electric current Eq.(1.2),

we proceed to deriving the current formula using the Heisenberg equation of mo-

tion method:

dN̂α

dt
= −i[N̂α, Ĥ] = −i

∑
αk

tαknc
†
αkdn + h.c.

where we have set h̄ = 1 for simplicity of notations. Then the current I(t) is

obtained by applying the current operator Î(t) in Eq.(1.2) to the ground state

of the total system governed by Ĥ,

I(t) = −e
∑
kn

tαknG
<
n,αk(t, t) + h.c. (2.1)

where we have defined the lesser Green’s function

G<
n,αk(t, t

′) ≡ i〈c†αk(t
′)dn(t)〉.

and in Eq.(2.1) both time in G<
n,αk(t1, t2) are at t (t1 = t2 = t). The correspond-

ing time-ordered Green’s function Gt
n,αk(t, t

′) can be written as

Gt
n,αk(t, t

′) = θ(t− t′)G>
n,αk(t, t

′) + θ(t′ − t)G<
n,αk(t, t

′) (2.2)

where G>
n,αk(t, t

′) = −i〈c†αk(t′)dn(t)〉. One of the conceptual tool that NEGF

formulism uses to define the initial/final state is the complex time contour,

where time comes from −∞ to present, and when physical processes finish,

goes back to −∞[23]. It has been shown that Green’s function defined on the
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complex time contours are formally the same as Green’s functions defined on

real time axis[23], which means replacing t (on real time axis) with τ (on time

contour), we obtain the expression for nonequilibrium current. Furthermore,

with EOM method it has been shown that[23]

Gt
n,αk(τ, τ

′) = −i〈Tc[dn(τ)c†αk(τ
′)]〉 =

∑
m

∫
dτ1Gnm(τ, τ1)t∗αkmgαk(τ1, τ

′)

where the superscript t means it is a time-ordered Green’s function and Tc

represents the time ordering operator on the time contour and the integration

of τ1 is over the entire contour, and

Gnm(τ, τ ′) = −i〈Tc[dn(τ)d†m(τ ′)]〉

gαk(τ, τ
′) = −i〈Tc[cαk(τ)c†αk(τ

′)]〉.

In order to do actual practical calculations, one usually transforms the integra-

tion over the complex time contour into an integration over real time axis, by

using the analytical continuation theorem[23]. The result is:

G<
n,αk(t, t

′) =
∑
m

∫
dt1 (Gr

nm(t, t1)t∗αkmg
<
αk(t1, t

′) +G<
nm(t, t1)t∗αkmg

a
αk(t1, t

′))

where superscript r and a indicates the retarded and advanced Green’s function,

respectively.

For steady state transport problems which is the concern of this thesis, only

the difference in time, t− t′, appears in the formulation. Namely the two-time

dependence of all the Green’s functions G(t, t′) becomes G(t − t′). Therefore

it is easier to work in the Fourier space by transforming G(t − t′) → G(ω).
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Substituting the Fourier transformed G<
n,αk(ω) back into Eq.(2.1), we obtain

Iα = −e
∫
dω

2π
Tr [(Gr(ω)−Ga(ω))Σ<

α (ω) +G<(ω) (Σa
α(ω)− Σr

α(ω))] (2.3)

where we have defined the self-energies of the lead labeled by α as

Σx
α,mn(t1 − t2) =

∑
k

t∗kαmg
x
kα(t1 − t2)tkαn

and their Fourier transform as:

Σx
α,mn(t1 − t2)→ Σx

α,mn(ω) .

In this way, Eq.(2.3) gives the steady-state electric current flowing in lead-α.

Since it does not contain convolution, it is computationally more favorable.

This formula is valid as long as the two leads connect to the central scattering

region and nothing else; it is not valid if the leads also connects to anything

else, for example the case where left and right leads have direct coupling (see

next section or Chapter 5).

When the external bias voltage is small, we expect a linear response from

the system. In this case, we are more interested in calculating the conductance

which can be obtained by the derivative of current with respect to the bias. The

result is[38]:

G =
e2

h

∫
f ′(ω)

2ΓL(ω)ΓR(ω)

ΓL(ω) + ΓR(ω)
Im[Gr(ω)] (2.4)

where Γα is the linewidth function of lead-α, defined as

Γα ≡ Σr
α(ω)− Σa

α(ω) .

Since Eq.(2.4) comes from the current formula Eq.(2.3), they both have the

same range of validity.
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Figure 2.1: Schmetic layout of the transport system with direct lead-lead contact. A quantum

dot is coupled to two leads, while there is also direct coupling between the two leads. Couplings

are represented by a solid line.

2.2 Current Formula with Direct Lead-Lead Contact

The lead-device-lead model of Fig.1.1 is the most studied system, but there are

more device structures being fabricated and investigated in recently years. For

instance, there could be a direct contact between the two leads in parallel to

the link through the quantum dot: the current formula changes as a result.

Such situations occur in recent experiments where tunneling from a STM tip to

a molecular quantum dot assembled on a substrate, is accompanied by direct

tunneling from the same STM tip to the substrate[39, 40], like what’s shown in

Fig.2.1. The derivation of the current formula for the device model of Fig.2.1

is somewhat complicated and we put the details in the Appendix. Here we just

present the results.
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Let’s consider the device model of Fig.2.1 where the quantum dot has a

single non-degenerate energy level εσ, where σ indicates the spin. The system

can be described by the following Hamiltonian:

Ĥ =
∑
σ

εσd†σdσ + Ud†↑d↑d
†
↓d↓ +

∑
ασk

εασkc
†
ασkcασk +(∑

ασk

tαkc
†
ασkdσ + h.c

)
+

(∑
σk1k2

vk1k2c
†
Lσk1

cRσk2 + h.c.

)
, (2.5)

where d†σ and dσ are operators of the central dot. With the direct transport link

between the two leads (see Fig.2.1), we write down the lead-lead coupling term∑
σk1k2

vk1k2c
†
Lσk1

cRσk2 +h.c.. This extra link changes transport significantly and

the current formula is different from Eq.(2.3) as expected.

To derive a new current formula for the device model of Fig.2.1, we define

the number operator of the electrons with spin labeled by σ in the left lead as

N̂Lσ =
∑

k c
†
LσkcLσk. The current is then:

Îσ = e
dN̂Lσ

dt
. (2.6)

Using the Heisenberg equation of motion to calculate the right hand side

of Eq.(2.6) following a similar procedure as that in the last section, we obtain
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(with details summarized in Appendix A):

I = −e
∫
dω

2π

∑
k1k2

vk1k2G
<
σk1k2

+ h.c

−e
∫
dω

2π

∑
k

tLkG
<
Lσk + h.c

= −e

(∫
dω

2π

(∑
k1k′

(
Gr
Rσk1k′Σ

<
k1k′

+G<
Rσk1k′

Σa
k1k′

)
+

∑
k1

(
Gr
Rσk1

Σ<
Lvσk1

+G<
Rσk1

Σa
Lvσk1

) ))
+ h.c

−e
∫
dω

2π

∑
k

tLkG
<
Lσk + h.c . (2.7)

There are five different Green’s functions in the above expression and we need

to evaluate them one by one.

First, we evaluate the third term of Eq.(2.7)
∑

kG
r
RσkΣ

<
Lvσk. As shown in

Appendix A (Eq.(8.26) ), it is∑
k

Gr
RσkΣ

<
Lvσk =

∑
k

2πiGr
RσkfL(ω)vω,kt

∗
Lω

= 2πifL(ω)t∗LωG
r
σ ×

∑
k

(
− iπtLωv∗ω,kgrRσkvω,k + tRkg

r
Rσkvω,k +

iπ3tLωv
2
ω,ω

1 + π2v2
ω,ω

v∗ω,kg
r
Rσkvω,k −

π2tRωvω,ω
1 + π2v2

ω,ω

v∗ω,kg
r
Rσkvω,k

)
= 2πifL(ω)t∗LωG

r
σ ×

(
− π2tLωv

2
ω,ω − iπtRωvω,ω +

π4tLωv
4
ω,ω

1 + π2v2
ω,ω

+
iπ3tRωvω,ωv

2
ω,ω

1 + π2v2
ω,ω

)
(2.8)

Now, the only unknown is the Green’s function of the central quantum dot,

namely the quantity Gr
σ in the above expression. It’s derivation can be compli-

cated and tedious if higher order correlations due to the interaction U is taken
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into account. Thus the next step would be to derive the quantity Gr
σ (in fact

G<
σ as well). We however stop here since in the following chapters, they will be

derived by SymGF. So, as far as this thesis is concerned, the above form is final

for the purpose of the current formula.

Next, we evaluate the fourth term of Eq.(2.7)
∑

kG
<
RσkΣ

a
Lvσk in Eq.(2.7). It

is (see Eq.(8.27)):∑
k

G<
RσkΣ

a
Lvσk =

iπt∗Lω
1 + π2v2

ω,ω

×(
2π2tLωG

r
σ(fR(ω)− fL(ω))v2

ω,ω − π2tLωG
<
σ v

2
ω,ω −

2πiGr
σfR(ω)tRωvω,ω + iπG<

σ tRωvω,ω +

2π2Gr
σ(fR(ω)− fL(ω))v2

ω,ω ×B
)

where B is defined in Eq.(8.21).

Third, we evaluate the first term in Eq.(2.7)
∑

kk′ G
r
Rσkk′Σ

<
kk′ . It is (see

Eq.(8.28)):∑
kk′

Gr
Rσkk′Σ

<
kk′ = 2πifL(ω)

∑
kk′

Gr
Rσkk′vω,kv

∗
ω,k′

= 2πifL(ω)
∑
k

1

1 + π2v2
ω,ω

(
grRσkv

∗
ω,k +

Gr
Rσk

(
−iπt∗Rωv∗ω,ω − π2t∗Lωv

2
ω,ω

) )
vω,k

= 2πifL(ω)
1

1 + π2v2
ω,ω

(
− iπv2

ω,ω +∑
k

Gr
Rσkvω,k

(
−iπt∗Rωv∗ω,ω − π2t∗Lωv

2
ω,ω

) )
where the summation

∑
kG

r
Rσkvω,k has been contained in the evaluation of

Eq.(2.8).
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Fourth, we evaluate the second term in Eq.(2.7)
∑

kk′ G
<
Rσkk′Σ

a
Rσkk′ . It is

(see Eq.(8.29)):

∑
kk′

G<
Rσkk′Σ

a
kk′ =

∑
kk′

G<
Rσkk′iπvω,kv

∗
ω,k′

=
iπ

1 + π2v2
ω,ω

∑
kk′

F (k, k′)v∗ω,k′vω,k

= 2π2ifR(ω)v2
ω,ω + 2π2 (fR(ω)− fL(ω)) v2

ω,ω

∑
k

Zkvω,k +

2π2t∗Lω (fR(ω)− fL(ω)) v2
ω,ω

∑
k

Gr
Rσkvω,k +

2πifR(ω)v∗ω,ωt
∗
Rω

∑
k

Gr
Rσkvω,k + iπv∗ω,ωt

∗
Rω

∑
k

G<
Rσkvω,k −

π2t∗Lωv
2
ω,ω

∑
k

G<
Rσkvω,k

In the above expression, all the summations have been evaluated in previous

terms except
∑

k Zkvω,k which turns out to be (see Eq.(8.30) and Eq.(8.22)):

∑
k

Zkvω,k =
(
− iπv2

ω,ω − iπt∗Rωv∗ω,ω
∑
k

Gr
Rσkvω,k −

π2t∗Lωv
2
ω,ω

∑
k

Gr
Rσkvω,k

) 1

1 + π2v2
ω,ω

.

The last term of Eq.(2.7) is
∑

kG
<
Lσkt

∗
Lk. It is found to be (see Eq.(8.31)):

∑
k

G<
Lσkt∗Lk = 2π2Gr

σtRωt
∗
Lωvω,ω (fL(ω)− fR(ω))− π2tRωt

∗
Lωvω,ωG

<
σ +

2πifL(ω)t2LωG
r
σ + 2π2 (fL(ω)− fR(ω)) vω,ωt

∗
LωG

r
σC +

iπt2LωG
<
σ + π2Gr

σtRωv
2
ω,ω (fL(ω)− fR(ω))− π2tRωv

2
ω,ωG

<
σ +

2πifL(ω)tLωv
∗
ω,ωG

r
σ + 2π2 (fL(ω)− fR(ω)) v2

ω,ωG
r
σC +

iπtLωv
∗
ω,ωG

<
σ
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where we have defined

C ≡
(
−π2tRωv

2
ω,ω − iπv∗ω,ωtLω +

π4v4
ω,ωtRω

1 + π2v2
ω,ω

+
iπ3v2

ω,ωv
∗
ω,ωtLω

1 + π2v2
ω,ω

)
Putting these expressions back in the current formula Eq.(2.7), we express

the current in terms of the Green’s functions (Gr
σ and G<

σ ) of the central quan-

tum dot 1. The next step is to derive Gr
σ and G<

σ either by hand or by SymGF

using the equation of motion method. We shall use SymGF to be introduced in

the following chapters of the thesis.

2.3 The Equation of Motion Method

Among the methods that can be used to calculate the Green’s function of the

central quantum dot, we choose the equation of motion (EOM) method. This

is because EOM is very systematic and easy to implement on a computer. It

also gives very reasonable results if one goes to a high enough order of the EOM

iterations.

To derive an EOM for the Green’s function (or correlator) 〈〈A(t)B(t′)〉〉 ≡

〈T [A(t)B(t′)]〉, we differentiate with respect to the time variable:

d

dt
〈〈A(t)B(t′)〉〉 = 〈{A(t), B(t)}〉δ(t− t′)− i〈〈[A(t), H]B(t′)〉〉

where H is the Hamiltonian and Heisenberg equation of motion has been ap-

plied. The commutator [A(t), H] usually generates more terms at time t, this

1A related derivation of current formula can be found in Ref.[41], but here we are giving a more

general formula as the lesser Green’s functions, which represent non-equilibrium statistics,

enter the current formula.
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implies that on the right hand side of the above equation, there are even more

Green’s functions. In this way, the original Green’s function 〈〈A(t)B(t′)〉〉 is re-

lated to other Green’s functions. Clearly, if there is no interaction, for example

without the Ulmnp term in Eq.(1.1), the Hamiltonian is quadratic in terms of

its operators and the EOM can be solved exactly. If the Hamiltonian H does

contain interaction (e.g. Eq.(2.15)), in principle there can be an infinite num-

ber of EOMs and the problem can not be solved exactly. This requires that we

artificially bring a closure to these EOMs, i.e., make approximations. Once we

obtain a finite set of equations, it is straightforward to solve them.

To close the set of equations at certain level brings approximations to the

theory which affects the final result. If we close it early, the result will be

crude; if we close it late enough, the result is more accurate but the derivation

becomes more tedious. This “early” and “late” closing can be done in many

ways. For example if we require the maximum number of the equations to be

100, then further Green’s functions will be approximated with either 0 or an-

other easily accessible number or expression. Or, we can refine this rule and

require that a group of Green’s functions containing operators of the leads can

have a maximum of 50 equations. Each of the closing method represents its

own approximation. The most accessible way we found is to count the maxi-

mum number of operators belonging to different parts of the transport system:

when this type of operators exceeds a specified limit in a Green’s function, that

Green’s function then is approximated with the product of an equal time cor-
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relator and a Green’s function that contains the rest of the operators. The

particular choice of the limit of each kind of operators is called a truncation

rule or decoupling scheme.

In the following sections, we shall exemplify the use of EOM by two exam-

ples, one without truncation and the other with it.

2.4 Example I: Single Non-Interacting Quantum Dot

We wish to demonstrate the usual mathematical procedure for solving transport

problems with some simple examples. In this section we consider a single-leveled

single quantum dot without the on-site interaction term U , and the quantum

dot is connected to two leads, i.e. Fig.1.1. We write the Hamiltonian here:

Ĥ =
∑
αk

εαkc
†
αkcαk + εd†d+

∑
αk

tαkc
†
αkd+ h.c. (2.9)

Since there is no interaction, this Hamiltonian is quadratic in terms of the

operators and can be solved exactly by several methods. Here we do it with

EOM in preparation for our subsequent development of the SymGF. We wish

to find the expression of the Green’s function 〈〈d(t)d†(t′)〉〉, where again 〈〈· · · 〉〉

is the time-ordered correlator or Green’s function, or in its Fourier transformed

form 〈dd†(ω)〉.

We know from the previous section that for the Green’s function 〈d(t)d†(t′)〉

where t, t′ are time indexes, taking its temporal derivative one obtains,

d

dt
〈〈d(t)d†(t′)〉〉 = 〈{d(t), d†(t)}〉δ(t− t′)

−i〈〈[d(t), H]|d†(t′)〉〉 (2.10)
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In Fourier space this is

ω〈dd†(ω)〉= 1− i〈[d,H]d†(ω)〉 , (2.11)

where we have used the fact that {d, d†} = 1. By explicitly evaluating the

commutator between the operator d and the Hamiltonian H in Eq.(2.9), e.g.

[d,H], we obtain an algebraic equation for the Green’s function 〈dd†〉 as

ω〈dd†(ω)〉 = ε〈dd†(ω)〉+ 1 +
∑
αk

〈cαkd†(ω)〉t∗αk .

After a little manipulation:

〈dd†(ω)〉 =
1

ω − ε

(
1 +

∑
αk

〈cαkd†(ω)〉t∗αk

)
. (2.12)

We find that in Eq.(2.12) there is a new Green’s function 〈cαkd†(ω)〉. We shall

derive an EOM for it. This time we directly work in Fourier space and have:

ω〈cαkd†(ω)〉 = −i〈[cαk, H]d†(ω)〉 ,

where we used the fact that {cαk, d†} = 0, as these operators belong to different

parts of the transport system. Explicitly evaluating the commutator [cαk, H],

we obtain:

ω〈cαkd†(ω)〉 = εαk〈cαkd†(ω)〉+ 〈dd†(ω)〉tαk

or in a neater form:

〈cαkd†(ω)〉 =
1

ω − εαk
〈dd†(ω)〉tαk . (2.13)
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In Eq.(2.13), no new Green’s function is present, thus Eq.(2.12) and Eq.(2.13)

form a complete set of EOMs for this transport system. Rewriting them here:

〈dd†(ω)〉 =
1

ω − ε

(
1 +

∑
αk

〈cαkd†(ω)〉t∗αk

)
〈cαkd†(ω)〉 = 〈dd†(ω)〉tαk

1

ω − εαk

and solving them, we have:

〈dd†(ω)〉 =
1

ω − ε+ iπ
∑

α tαωt
∗
αω

(2.14)

And this Green’s function is what we are interested in. It represents a density

of states (DOS) that is shown in Fig.2.2. When we made this numerical plot, we

used the wide-band limit (WBL) approximation[23, 38] such that the coupling

parameters tαk are assumed to be energy independent (independent of k) and

the real part of the self-energies due to the device leads are neglected. WBL

approximation amounts to neglecting the electronic structure of the device leads

by assuming constant DOS of the leads and constant coupling leads/central cou-

pling. For leads made of metals as is the case for many experimental situations,

the DOS of the leads around the Fermi level do not vary significantly so that

WBL is a reasonable approximation. Discussions about the validity of WBL is

elaborated in Ref.[38]. In addition, we also assume the leads to be symmetric

so that tL = tR, which is common in experimental setups. The choice of the

energy level ε is arbitrary. This DOS plot shows that there is a peak at ω = ε.

Finally, once we put Eq.(2.14) back into the current or conductance formula

[Eq.(2.3) or Eq.(2.4)], we obtain the desired transport properties (not shown).
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Figure 2.2: Density of states of the interaction-free central dot with wide-band limit approx-

imation. The leads are assumed to be symmetric, tL = tR. Arbitrary units for ordinate.

Abscissa is in units of tL. The energy level of the central dot ε is set to be zero.

2.5 Example II: Transport with On-Site Interaction

As a second example, let’s consider a problem with a strong on-site interaction

U in the quantum dot of Fig.1.1. The Hamiltonian of the device is no longer

quadratic due to the U term. We assume an Anderson form:

Ĥ =
∑
αkσ

εαkσc
†
αkσcαkσ +

∑
σ

εσd
†
σdσ + Ud†↑d↑d

†
↓d↓ +(∑

αkσ

tαkσc
†
αkσdσ + h.c.

)
(2.15)

where d†σ and dσ are operators for the central quantum dot and subscript σ

represents the spin (↑ or ↓).

Such a Hamiltonian cannot be solved exactly because of the existence of

the on-site interaction. Approximations have to be used and the choice of

approximation certainly affect the final results. Here as an example of the
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derivation procedure we present a Hartree-Fock calculation, where four operator

sequence d†↑d↑d
†
↓d↓ is approximated with a sequence of half the operators times

the expectation value of the other half of the operators, as d†↑d↑〈d
†
↓d↓〉.

Just like that in the previous section, we write down the desired Green’s

function 〈dd†〉 and start deriving its EOM. Firstly, we have

〈dσd†σ(ω)〉 =
1

ω − U − εσ
(
1 + 〈cLσ(k)d†σ(ω)〉t∗Lk + 〈cRσ(k)d†σ(ω)〉t∗Rk −

U〈dσdσ̄d†σ̄d†σ(ω)〉
)
, (2.16)

where a σ̄ means the opposite spin of σ. In Eq.(2.16) we have 3 new Green’s

functions. Secondly, we deal with the ones with operators that belong to the

leads. With the same method as we obtained Eq.(2.16), we have

〈cLσ(k)d†σ(ω)〉 = 〈dσd†σ(ω)〉tL(k)
1

ω − εLσ
〈cRσ(k)d†σ(ω)〉 = 〈dσd†σ(ω)〉tR(k)

1

ω − εRσ
(2.17)

In Eqs.(2.17), there are no new Green’s functions, therefore the only one left

is 〈dσdσ̄d†σ̄d†σ(ω)〉. If we derive its EOM, 〈dσdσ̄d†σ̄d†σ(ω)〉 will generate another

6 Green’s functions. Each of these 6 Green’s functions can generate 5 Green’s

functions, and so on. This is the reason why we cannot solve Eq.(2.15) exactly:

the EOMs keep expanding without closures. This is also why we need a rule

to truncate some of the Green’s functions. In this example of a single quantum

dot with finite on-site interaction, we require that the total number of dσ’s and

d†σ’s do not exceed two and Green’s functions with extra operators should be
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truncated with the following rules:

〈d†σdσO〉 ≈ Nσ〈O〉 (2.18)

〈c†αkcαk′O〉 ≈ fα(k)δ(k − k′)〈O〉 . (2.19)

In particular, we apply rule (2.18) when the number of d†σ plus the number of

dσ exceeds 2; and we apply rule (2.19) when the number of c†αk plus the number

of cαk exceeds 1. These truncation rules completely determines the order and

accuracy of the final formula. We associate the number 2 to rule (2.18) because

this gives the Hartree-Fock approximation. In this way, the EOM 〈dσdσ̄d†σ̄d†σ(ω)〉

is no longer evaluated with the Heisenberg equation of motion, but with the

truncation rule (2.18) as:

〈dσdσ̄d†σ̄d†σ(ω)〉 = (1−Nσ)〈dσd†σ(ω)〉 . (2.20)

Now, all the Green’s functions have an EOM and Eqs.(2.16,2.17,2.20) form a

complete and closed set of equations.

We rewrite the EOMs here:

〈dσd†σ(ω)〉 =
1

ω − U − εσ
(
1 + 〈cLσ(k)d†σ(ω)〉t∗Lk + 〈cRσ(k)d†σ(ω)〉t∗Rk −

U〈dσdσ̄d†σ̄d†σ(ω)〉
)

〈dσdσ̄d†σ̄d†σ(ω)〉 = (1−Nσ)〈dσd†σ(ω)〉

〈cLσ(k)d†σ(ω)〉 = 〈dσd†σ(ω)〉tL(k)
1

ω − εLσ
〈cRσ(k)d†σ(ω)〉 = 〈dσd†σ(ω)〉tR(k)

1

ω − εRσ
. (2.21)
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Figure 2.3: Non-self-consistent density of states of central dot with on-site interaction. Wide-

band limit approximation is used and we assume symmetric leads tL = tR. Arbitrary unit for

the ordinate; units for the horizontal axis is tL. The energy level of the central dot ε is set to

zero. The on-site interaction U = 8tL and occupation number Nσ = 0.5tL.

We emphasize that it is the strict truncation rule (2.18) that made the second

EOM in Eq.(2.21) (with the left hand side 〈dσdσ̄d†σ̄d†σ(ω)〉) not producing any

further correlators. Solving the above closed EOM (2.21), we obtain:

〈dσd†σ(ω)〉 =
1

ω − εσ −NσU + iπ
∑

α tαωt
∗
αω

. (2.22)

Comparing this with Eq.(2.14), we see that the only difference is that the energy

level ε is now replaced by an effective energy level εσ +NσU , where the shift of

the energy level is proportional to the occupation number Nσ. This is a general

feature of the Hartree-Fock approximation where the averaged interactions shift

the original energy levels. We plot in Fig.2.3 the imaginary part of Eq.(2.22),

which is the DOS of the quantum dot.

In plotting Fig.2.3, we used WBL approximation and all the parameters

are chosen to be the same as in Fig.2.2 - except the new parameters U and Nσ.
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We see from both figures that the peak is shifted by NσU , just as Eq.(2.22)

described. This features the Hartree-Fock approximation which is a mean-field

theory, meaning every particle moves in the average potential produced by all

the other particles. In our case, the average is the occupation number Nσ and

therefore it gives a shift of NσU .

By putting Eq.(2.22) back into Eq.(2.4) (as Gr(ω)) we get the conductance

formula for this single dot system at Hartree-Fock level.

2.6 Summary

In this chapter we presented the central quantity that quantum transport theory

has to solve for, i.e., the current and/or conductance. We demonstrated that the

current formula varies with different layouts of the device structures. We also

demonstrated the standard procedure of solving steady state quantum transport

problems within the NEGF formalism, and discussed the iterative procedure of

the EOM for solving the Green’s functions. The following steps summarize the

procedure for solving a quantum transport problem.

Step 1. For a given physical problem, make a model - meaning proposes a Hamil-

tonian in the second quantized form. Physical intuition is necessary.

Step 2. Write down the required Green’s function (usually the Green’s function

of the central quantum dot). This is the starting point.

Step 3. Derive the EOMs for the Green’s functions.
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Step 4. For each of the new Green’s functions produced by older Green’s functions

after the EOM iteration, check if it has reached the number of operators

in our truncation rules. If yes, truncate it; if not, repeat Step 3 for it.

Step 5. Repeat Step 3 and Step 4 until all Green’s functions has an EOM and

a closure is reached. Then, the required Green’s function can be solved

from the final set of linear algebraic equations.



3

The Development of SymGF

In Chapter 2, the formula for electric current and conductance of transport junc-

tions were derived in terms of the Green’s function of the scattering region (e.g.

the quantum dot). Two simple examples were discussed in Section 2.4 and 2.5

where equation of motion method was applied to derive the Green’s functions.

Once the Green’s functions were derived and plugged into Eqs.(2.3,2.4), the

transport results are essentially obtained if the integrations in these equations

can be carried out. In most cases, the final integrals are done numerically and

will not be the main concern of this thesis. The main concern is to derive the

Green’s functions for interacting systems to higher order correlations so that

phenomenon such as the Kondo effects, can be investigated. Experimentally,

the devices can be much more complicated than those shown in Figs.1.1 and

2.1, for instance double and triple quantum dot devices are not uncommon in

recent literature[42, 43, 44, 45, 46, 47, 48]. Correlated transport physics in these

systems are interesting and important, but their theoretical analysis is routinely

impeded by the complexity of the problem.

29



3: The Development of SymGF 30

As we discussed in Chapter 2, while EOM can in principle be iterated to any

order by hand and, indeed, many heroic works have been done that way[6, 33],

but the algebra quickly becomes unbearable and error prone. On the other

hand, the examples in Chapter 2 showed that the mathematical procedure of

EOM is actually rather mechanical: by brute force iterations with the help of the

truncation rules. With this in mind, it would be extremely helpful to quantum

transport theory if we could develop a software that symbolically derives the

Green’s functions on a computer.

This chapter presents the development of such a symbolic software package

SymGF, standing for symbolic Green’s function, for deriving Green’s functions

that appear in the transport formula such as those in Eqs.(2.3,2.7). The rest of

this chapter discusses the technical details of SymGF, including the algorithms

it adopts and its implementation. Our discussion will be targeted on general

interacting systems where U 6= 0. For problems without interaction, as we

mentioned in Chapter 2, the Green’s functions can always be derived exactly as

there are just a finite number of equations of motion, and, of course, SymGF

will obtain the exact result as well.

3.1 The Goal of SymGF and its Input/Output

In quantum transport theory, a most critical step is to write down the Hamil-

tonian for a problem, such as Eq.(2.5) for the device in Fig.(2.1), and Eq.(2.15)

for that in Fig.1.1. This step is motivated by the physical phenomenon and
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by physical intuition where the computers cannot help. After the Hamiltonian

is determined and EOMs are iterated as that presented in Section 2.3, trunca-

tion rules are needed. These rules are also motivated by physical phenomenon

and intuition. For instance, as discussed in Fig.4.3, the Kondo resonance in-

volves virtual processes of co-tunneling, so that two particle dynamics must be

included. This requirement suggests certain truncation rules and also certain

order of the EOM iteration (see Chapter 4 below). These considerations cannot

be done by a computer.

Therefore, the three important inputs to SymGF are: (i) the second quan-

tized form of the Hamiltonian; (ii) the commutation rules of the operators in-

volved in the Hamiltonian; (iii) the truncation rule for the operators. What we

wish SymGF to do is to take these three sets of inputs, derive the analytical

formula of the Green’s functions of the device scattering region without further

human involvement. Moreover, we also wish to be able to control the accuracy

of the SymGF formula and observe how higher order formula affects the results.

The present version of SymGF has fulfilled these design goals.

For simplification of the symbolic code, the present version of SymGF is

helped a little by inputting a list of summation scripts and a list of preserved

operators. We now explain them in the following. The list of summation scripts

tells SymGF which subscrips are summed over. For example, in the lead’s

Hamiltonian (see Eq.(2.15), for example), one usually has
∑

k c
†
kck, where k can

be discrete or continuous; hence k is in the list of summation scripts to ensure
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SymGF does not treat k as an independent variable. This list can be removed in

a future version of SymGF by a language parser subroutine which finds all the

summed variables and put them into the list automatically before the SymGF

run. The list of preserved operators is needed because there is a freedom of

choosing which operator in a Green’s function should be differentiated when

EOM is iterated. Namely, for a Green’s function 〈〈A(t)B(t′)〉〉, we can either

differentiate the variable t or t′, thus creating new correlators at time t or t′.

We often wish to preserve the operators with simpler forms. This list can be

removed in a future version of SymGF by an automatic preprocessing routine

that will make an educated “guess”, so that the resulting equation of motion

has less subscripts, etc.. These issues are purely technical and not essential for

the works of SymGF.

After a SymGF run, it gives a series of outputs. First, it outputs a complete

set of EOMs in terms of a set of self-energies defined automatically by SymGF.

Second, SymGF outputs the solved Green’s functions we demanded, also in

terms of the automatically defined self-energies. Third, it outputs the list of

definitions of the self-energies. Depending on the problem, the self-energies can

be simple or very complicated. We made significant effort in order for SymGF

to identify the self-energies in clever and natural fashion. By inspecting the

analytical solutions provided by SymGF, we can easily tell what and which

processes and transitions are considered in the calculations. In Chapter 4 we

will show an example where we could identify the terms that contribute to
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the Kondo effect by examining the list of non-zero Green’s functions given by

SymGF.

3.2 Deriving EOMs and Truncation of Correlators

The first function of SymGF is to derive the equations of motion. Section 2.3

presented the EOM methodology. A simple example was presented in Section

2.5 for derivations up to the Hartree-Fock level. Here we focus on how the

set of EOMs are closed by applying the truncation rules to arbitrary level of

correlators.

As already discussed in Chapter 2, when interaction is present, EOMs will

iterate further and further to higher orders indefinitely, ending up with infinite

number of EOMs. To solve them we need to close the set at some point. The

way to close is to apply the mean field approximation when we have had high

enough orders of Green’s functions. How high is high enough? This question is

determined by physics. For instance, 2nd order iteration will give Hartree-Fock

level of physics; 3rd order iteration will give the basic Kondo physics (but not

very accurate); and so on.

The order of Green’s functions is presented by the number of operators

of each kind (each subspace of the Hamiltonian). In SymGF, we input the

truncation rules that provide the maximum allowed number of operators in any

Green’s function. Whenever SymGF has derived a Green’s function (correlator)

whose operators of that particular kind has exceeded the maximum number,
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SymGF uses the truncation rule to “cut off” the extra operators in the correlator

by essentially a mean-field approximation. When this happens, the “long”,

high order correlator is replaced by an equal-time correlator multiplied by a

lower order correlator. In Section 2.5, we have seen such truncation rules like

Eqs.(2.18,2.19); and later in Section 3.6.1 we shall see rules like Eq.(3.16).

If a Green’s function on the right-hand side of an EOM is a new one, SymGF

goes on to derive an EOM for this new Green’s function. This process is iter-

ated until no new Green’s functions are found. At that moment, SymGF has

completed the EOM derivation and it proceeds to solve the set of EOMs.

3.3 Algorithm for Solving EOMs

Once the set of EOM is obtained, SymGF solves them to obtain the desired

Green’s functions. Solving an array of equations is generally much more difficult

than deriving them. Here we require SymGF to have the ability of solving the

EOMs with none or minimal human interference.

If we simply consider each Green’s function as one single unknown, then

the EOMs are standard linear equations for these unknowns. Solving an array

of linear equations has a well established methodology and most of them are

very reliable, robust and efficient. Unfortunately, due to the extra degrees

of freedom that Green’s functions may have, they cannot usually be viewed

as regular variables. For example, suppose a Green’s function is defined as

G(k) = 〈ĉ†(k)d̂〉, where ĉ† and d̂ are operators, and k is a subscript representing
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energy. Then the EOM with this Green’s function on the left-hand side actually

represents a set of (uncountably) infinite number of equations, as for each value

of k there is a G(k), and therefore the Green’s function G(k) cannot be viewed

as just one unknown variable.

Therefore, solving the EOMs requires special attention, and most of the

development was devoted to this task. In the following subsections, we shall

discuss all the methods we implemented into SymGF for solving the EOMs.

3.3.1 Direct Iteration

Direct iteration is to substitute the right hand side of an EOM into other EOMs.

For example, suppose we have the following set of EOMs,

G1 = C1 +
∑
k

C2(k)G2(k) +
∑
k′

C3(k′)G3(k′) (3.1)

G2(k) = C4(k)G1 (3.2)

G3(k) = C5(k)G1 (3.3)

where the Green’s function G1 is a number, G2 and G3 depend on subscript k,

which is an abstract representation of some quantum number, C’s are coeffi-

cients, and we wish to solve for G1. What we can do is to substitute Eq.(3.2)

and Eq.(3.3) into Eq.(3.1), sum over all the necessary subscripts, and obtain an

algebraic equation of a singe variable G1, as

G1 = C1 +
∑
k

C2(k)C4(k)G1 +
∑
k′

C3(k′)C5(k′)G1 .

Here, it is natural to see quantities
∑

k C2(k)C4(k) and
∑

k′ C3(k′)C5(k′) as

self-energies. In this way, G1 is solved.
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This method of solution is the most straightforward and in principle it can

solve all the algebraic equations. However, when EOMs become more compli-

cated, we will have serious problems for recognizing self-energies symbolically

by the computer. In addition, when more subscripts are present, recognizing

each kind of summation subscripts and correctly sum them up symbolically

is not simple. One often ends up with a series of expressions which have the

same subscript but different ordering and range of summation. Of course, in

principle this can still be solved by inventing very delicate symbolic algorithms.

Indeed, human eyes can usually quickly identify - from within very complicated

expressions, which factors belong to which self-energy. SymGF has not reached

that level of patten recognition. Hence, even though SymGF has a direct itera-

tion method, we do not recommend the use of direct iteration until very smart

algorithms can be invented in the future. Instead, we recommend the use of

Gaussian Elimination method described in Section 3.3.4, which is a lot more

powerful and elegant.

3.3.2 Graph-Aided Solution

The idea of graph-aided solution came from the observation that for a single-

level quantum dot problem, the Anderson model Hamiltonian (see Eq.2.15)

gives EOMs in a special way. Namely, the Green’s functions that can be repre-

sented by a c-number (dimension 1×1 matrix) and Green’s functions that have

a continuous subscript (for example the k in Eq.(2.17), hereafter termed contin-

uous Green’s function), alternate in the sequence of EOMs. In other words, an
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EOM always states that a Green’s function of dimension 1 × 1 is equal to the

product of a continuous Green’s function and a coefficient that depends on the

same continuous subscript summed over, like Gi =
∑

k C(k)Gj(k). On the other

hand a continuous Green’s function is equal to the product of a coefficient which

depends on a continuous subscript and a Green’s function of dimension 1 × 1.

For example, in the equations of motion that SymGF derives, the following is

always true:

G1 =
∑
k

C1(k)Gi(k) + ...

Gi(k) = C2(k)Gj + ...

In the first EOM, the left hand side G1 is an 1 × 1 Green’s function; the right

hand side is a coefficient C1 multiplied by a continuous Green’s function Gi

- both C1 and Gi depend on the same continuous index k. Then, in the next

EOM, the left hand side is a continuous Green’s function with index k, the right

hand side is a coefficient C2 - having the same index k, multiplied by an 1× 1

Green’s function.

The above observation allows us to use a graph to represent the EOMs. If

we denote a Green’s function by a vertex, denote the coefficients (e.g. C1, C2)

as the weight on the directed edges connecting the vertices, then the resulting

graph completely describes the set of EOMs. Consequently, solving the EOMs is

equivalent to solving the graph, whose steps are shown in the following example.

Let’s consider a partial graph shown in Fig.3.1. In this figure, the number in the

circles are the serial number (the index) of each Green’s functions. For example
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Figure 3.1: A simplified part of a graph representing a whole set of EOMs. The numbers in

the circles represent the serial number of the Green’s functions. The letter “k” following some

of the numbers means that Green’s function is dependent on subscript “k”. Each out-going

edge of a circle (a Green’s function) represent a term of the EOM of that Green’s function,

which is the product of the weight of the edge and the Green’s function at the destination of

that edge.

the circle on the upper-left corner with “G1” inside, it represents the Green’s

function G1 which is our starting point of EOMs and it is probably the Green’s

function we are trying to solve. If a Green’s function is followed by k, it means

this Green’s function depend on the subscript k. For example right below the

circle of G1, we have the circle for Green’s function G4(k). Each out-going edge

from a circle (a Green’s function) represents a term on the right hand side of

the EOM corresponding to that Green’s function, which is the product of the

Green’s function at the destination of the edge and the weight of the edge itself.

For example, we have an edge from G1 to G4(k), and the weight is t∗k, then we

know the EOM for G1 has a term t∗kG4(k), where we have assumed that the

subscript k is to be summed over. Therefore, Fig.3.1 represents the following
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EOMs:

G1 = 1 +
∑
k

t∗kG4(k) +
∑
k

tkG3(k)− UG2

G4(k) = tkG1

G3(k) = t∗kG1

G2 =
∑
k

t∗kG6(k) +
∑
k

tkG5(k)

G6(k) = tkG2

G5(k) = t∗kG2 + tkG7

G7 = NG1 . (3.4)

Note that to emphasize the use of mean-field approximation, the weight of the

edge from Green’s function 7 and 1 is an equal time correlator which is usually

an occupation number, as shown in Fig.3.1, which is usually dtermined self-

consistently later.

With this graph, and actually all the graphs corresponding to the single dot

Anderson Model, we can conclude that, beginning from the Green’s function G1,

following through the directed edges, each two steps contributes a self-energy; if

a weight of an edge is the on-site interaction, then that edge does not contribute

to a self-energy and self-energy begins from the next edge. For example in

Fig.3.1, the path G1 → G3(k) → G1 gives a self-energy
∑

k tkt
∗
k. From G1 to

G2, the weight of the edge is the on-site interaction −U , so this one does not

form a self-energy for G1 or G2, but of course this U has an impact, although

not through a self-energy. But beginning from G2, the path G2 → G5(k)→ G7
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gives a self-energy in the same way as the path G1 → G3(k)→ G1.

With this criteria, one then keeps the Green’s functions connected by self-

energies or on-site interactions and can re-write another set of equations. This

new set of equations are now linear equations and can be solved immediately.

For Fig.3.1, what will be left in the new set of equations would be G1, G2, and

G7, as:

G1 = 1 + ΓG1 + ΓG1 − UG2

G2 = ΓG2 + ΓG2 + ΓG7

G7 = NG1 , (3.5)

where for simplicity we have chose such an example so that there is only one

self-energy Γ =
∑

k t
∗
ktk for all equations.

The above graph method reproduces very efficiently the results reported in

Ref.[33], as a benchmark of the SymGF algorithm. Despite the success of this

method on the single quantum dot problem, it does not work on systems with

multiple quantum dots such as the side-coupled double quantum dot device of

Fig.3.3. We therefore developed another method to be discussed in the next

subsection.

3.3.3 Conditioned Iteration

We have stated in Section 3.3.1 that direct iteration can in principle solve all

the EOMs. The problem is the difficulty for recognizing self-energies symboli-

cally. In the context of single level Anderson model Hamiltonian Eq.(3.24), this
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problem can be avoided by iterating not the Green’s function itself, but the

product and summation that comes with it.

Suppose we have a set of EOMs like Eq.(3.1-3.3), we can try to substitute∑
k C2(k)G2(k) as a whole and not just G2(k) alone. In particular, suppose

in Eq.(3.1) we wish to remove G2(k), then the direct iteration method takes

Eq.(3.2) - G2(k) = C4(k)G1 and put it back in Eq.(3.1). Conditioned iteration

method, on the other hand, applies the following precondition first: since the

term containing G2(k) in Eq.(3.1) has the form
∑

k C2(k)G2(k), we multiply

Eq.(3.2) by C2(k) and sum over k. We then have

∑
k

C2(k)G2(k) =
∑
k

C2(k)C4(k)G1 . (3.6)

The entire left hand side of Eq.(3.6) can be substituted back in Eq.(3.1). This

approach is the conditioned iteration.

In this way, everything will have the same dimension as the first Green’s

function G1 (in this case a scalar), and hence anything that has extra dimensions

(for example, if they depend on k) is an unfinished self-energy. Therefore the

recognition of self-energies is made much easier and this is the main advantage

of the conditioned iteration method.

Of course, there are always “loops” in the graphs of the EOMs which means

if we blindly iterate the Green’s functions, we may fall into an infinite recursion

of the ever increasing lump of expressions. When we meet “loops”, we should

immediately solve the vertex that leads the loop, i.e., the Green’s function with

the smallest serial number in the loop. For example, in Fig.3.1, we see that
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G2 is the sum of terms that contain G1 and G5, so if we blindly iterate over

G2, then the iteration will not stop as G5 is related to G2. In this case, we

must solve for G2 as soon as the “loop” is formed, i.e., when G2 is expressed

in terms of G1, G7 and G2 itself (G5(k) and G6(k) will not appear here, as the

iteration goes on there), we should stop iterating and solve for G2 so that it is

now expressed in terms of G1 and G7 only. With such an expression for G2,

we will not have “dead recursions” when we iterate the Green’s functions. We

have used this algorithm to obtain the higher order results of the side-coupled

quantum dot system to be discussed in Chapter 4[7]. As far as we know, this is

the first time that such higher order results were obtained for such a physical

system.

We have so far limited ourselves to discussing the the most prototypical

problem of single level Anderson model. It is very desirable to be able to deal

with multiple energy levels as well. This is the point where we need yet another

solution of the EOMs.

3.3.4 Gaussian Elimination

The reason that the EOMs are not regular linear equations is that they may con-

tain extra degrees of freedom so that one EOM actually represents an infinitely

many EOMs. For instance G(k) has a continuous index k such that G(k1) and

G(k2) are different variables if k1 6= k2. Since k is continuous, we thus have

infinite number of variables even though G is just one Green’s function. What

happens if we just enumerate them all so that they look like a regular array
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of linear equations? For instance, we may imagine discretizing the continuous

k into infinitely many points {kj}, j = 1, 2, · · · ,∞ and treat each G(kj) as a

variable. Can the resulting EOMs become regular linear equations now? The

answer is Yes. They can be treated as regular linear equations once we overcome

a little more complications induced by the infinity.

Arrays of linear equations are usually calculated in the language of matrix

algebra, here we shall do the same. When Green’s functions have more degrees

of freedom, they, as well as their coefficients, become matrices themselves. A

Green’s function denoted by Gi(k) may be seen as a vector (1 × ∞ matrix);

and another one denoted by Gj(k, l) may be seen as a ∞ × ∞ matrix due

to the two continuous indices k, l. The key is to hypothetically rearrange the

elements of each of the Green’s function so that each element is in a position of

an independent variable. If a Green’s function is a vector, then enumerate all

its elements in a row besides the 1× 1 Green’s function. If it is a matrix, then

enumerate the first row, and then enumerate the second row 1, and so on until

all rows are finished. If it is a multi-dimensional array, the procedure is easily

1Strictly speaking, we can’t reach the second row as there are alreadhy infinitely many elements

in the first row. But if we consider the elements’ growing into infinitely many to be a limiting

case, then we can always formally write down the all the rows as if they have finite lengths.
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Table 3.1: The matrix corresponding to EOMs (3.7-3.9). Contents above the horizontal line

and to the left of the frist vertical line are indices indicating the meaning of each position and

they are not part of the matrix itself.

G1 G2(1) G2(2) ... G3(1, 1) G3(1, 2) ... G3(2, 1) ... rhs

G1 1 C2(1) C2(2) ... 0 0 ... 0 ... C1

G2(1) 0 1 0 ... C4(1, 1, 1) C4(1, 1, 2) ... C4(1, 2, 1) ... 0

G2(2) 0 0 1 ... C4(2, 1, 1) C4(2, 1, 2) ... C4(2, 2, 1) ... 0

G3(1, 1) C5(1, 1) 0 0 ... 1 0 ... 0 ... 0

G3(1, 2) C5(1, 2) 0 0 ... 0 1 ... 0 ... 0

... ... ... ... ... ... ... ... ... ... ...

G3(2, 1) C5(2, 1) 0 0 ... 0 0 ... 1 ... 0

... ... ... ... ... ... ... ... ... ... ...

extended. For example, if we have a set of EOMs as

G1 = C1 + C2(k)G2(k) (3.7)

G2(k) = C4(k, k′, k′′)G3(k′, k′′) (3.8)

G3(k, k′) = C5(k, k′)G1 , (3.9)

then its corresponding matrix can be (hypothetically, since k’s can be continuous

thus having infinite possible values) written as in Tab.3.1. In Tab.3.1,every

element of the matrix is a number, thus the matrix is just a regular matrix which

can be solved with Gaussian elimination or any other methods. Nevertheless,

since this matrix has infinite rows and columns, it still cannot be solved. We
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emphasize here that the matrix is still analytic as the elements are given in

abstract symbols.

In order to solve this infinite matrix, we extend the Gaussian elimination

method to matrices composed of block matrices. To do so, let’s rewrite the

matrix in Tab.3.1 into the following form:

M =


I1×1 A 0 C1

0 I|k|×|k| B 0

D 0 I|k′||k′′|×|k′||k′′| 0


where In×n is the unit matrix of size n × n, zeros represent zero matrices in

their respective size (since M is a block matrix, not indicating their size will

not lead to confusion), |k| is the number of possible values of the subscript k

which we assume to be infinity. The block matrices in M are composed of the

coefficients in the EOMs. In particular, A is a 1 × |k| matrix whose element

Ak = C2(k); B is a |k| × |k′||k′′| matrix and Bk,k′k′′ = C4(k, k′, k′′), note that

we have “flattened” the intuitively multi-dimensional array C4(k, k′, k′′) into a

matrix B; and finally C is a |k′||k′′| × 1 matrix and Dk′k′′ = C5(k′, k′′). This is

how our matrix should be established. We can now move on to do the Gaussian

elimination.

Without loss of generality, we exemplify the idea of Gaussian elimination

with a 2× 2 matrix M whose elements are all blocks. We write it down as:

M =

A B

C D

 .
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Then our goal is to use row transformation to eliminate the upper triangle (here

it’s just B). Denoting the first and second row as r1 and r2, we can achieve this

by doing r1 −BD−1r2. Then the new matrix would be:

M ′ =

A−BD−1C 0

C D

 ,

this completes the Gaussian elimination process since the upper right corner of

the M matrix is now eliminated.

There is a problem, however. In the above procedure we have assumed that

we can readily obtain the inverse of block D. The problem is that inverting

an (generally) infinitely large matrix is not well defined, if ever possible. For-

tunately, such blocks D is made up with coefficients from the EOMs that can

always be written as the sum of an identity matrix and a “factored” matrix,

i.e., their elements can always be written as Dij = I + aibj, where a and b are

vectors. This enables us to use the binomial inverse theorem[49] which states:

(I + aibj)
−1 = I − aibj

1 +
∑

k akbk
. (3.10)

The above theorem works for the cases where there is only one non-diagonal

term, i.e. aibj.

There are still a few situations for which we endd up with the need of

finding the inverse of matrices that involve multiple terms, e.g. we need to find

the inverse of the following matrix:

I + u1v1
T + u2v2

T + ...+ unvn
T (3.11)
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where ui and vj are both column vectors and the superscript T means transpose.

To find its inverse, we assume the inverse to have the following form:

I+C11u1v1
T +C12u1v2

T + ...+C1nu1vn
T +C21u2v1

T + ...+Cnnunvn
T (3.12)

where Cij is the coefficient for uivj
T which is to be determined. Since a matrix

multiplied by its inverse must be equal to the unit matrix, we obtain:

(
I + C11u1v1

T + C12u1v2
T + ...+ C1nu1vn

T + C21u2v1
T + ...+ Cnnunvn

T
)

×
(
I + u1v1

T + u2v2
T + ...+ unvn

T
)

= I

Expanding the above equation and letting coefficients of all terms with uivj
T

to be zero, we obtain

v1
Tu1 v2

Tu1 ... vn
Tu1

v1
Tu2 v2

Tu2 ... vn
Tu2

v1
Tu3 v2

Tu3 ... vn
Tu3

... ... ... ...

v1
Tun v2

Tun ... vn
Tun





C11

C12

C13

...

C1n


=



−1

0

0

...

0


and 

v1
Tu1 v2

Tu1 ... vn
Tu1

v1
Tu2 v2

Tu2 ... vn
Tu2

v1
Tu3 v2

Tu3 ... vn
Tu3

... ... ... ...

v1
Tun v2

Tun ... vn
Tun





C21

C22

C23

...

C2n


=



0

−1

0

...

0
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and so on, until

v1
Tu1 v2

Tu1 ... vn
Tu1

v1
Tu2 v2

Tu2 ... vn
Tu2

v1
Tu3 v2

Tu3 ... vn
Tu3

... ... ... ...

v1
Tun v2

Tun ... vn
Tun





Cn1

Cn2

Cn3

...

Cnn


=



0

0

0

...

−1


where, again, n is the number of terms involved in Eq.(3.11). Solving all these

matrix equations, we obtain all the coefficients needed for the inverse; and thus

the inverse matrix can be obtained. In this way, an inverse of a matrix of the

special form can be obtained by matrix algebra, allowing Gaussian elimination

to work. From our experience, the method in this section is the most general

one for solving the EOMs.

3.4 Self-Energies

When we calculate Green’s functions of a quantum dot (or any system that

has coupling or interaction with other parties), we necessarily will generate self-

energies due to the interaction. Self-energies embody the impact from other

parts of the total Hamiltonian, and they are crucial to almost all the interesting

physics that a Green’s function can reveal. During the calculation of Green’s

functions by means of EOM, identifying the self-energies represent the most

serious challenge of this work. I dedicate this section to self-energies for both

of their importance and SymGF’s weakness in identifying them.
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3.4.1 Recognition and Evaluation of Self-Energies

In terms of solving a set of EOMs, the self-energies arise naturally as we sub-

stitute the higher order Green’s functions with their EOMs. In a single level

quantum dot model with continuous lead states (see, for example Hamiltonian

Eq.(2.15)), they usually have the form of integration over the continuous quan-

tum number. However, this cannot be used as a criterion for recognition of

self-energies. It is quite likely that a self-energy has the impact from yet an-

other self-energy, then in this case, there can be confusions when we need to

decide which subscript(s) to be integrated first or should it (they) be integrated

together with other subscripts represented by the same name (the simple strat-

egy of direct iteration has this problem). Eq.(8.45) in the Appendix shows a

complicated self-energy. As we see the integration over k affects up to three

variables in Eq.(8.45). We could not and would not have refined this self-energy

with just the direct iteration approach.

In the implementation of conditioned iteration method (see Section 3.3.3),

integration of extra degree of freedom can be used as a criterion as it has unified

the dimension of the unknowns with the desired Green’s function that we are

trying to solve. The problem of identifying self-energies is most elegantly and

downrightly solved by the Gaussian elimination method. In Eq.(3.10), the self-

energy arises as the trace of the original matrix on the denominator of the

second term on the right hand side:

1 +
∑
k

akbk . (3.13)
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The identity matrix or number 1 in Eq.(3.13) is not part of the self-energy

but that does not affect our argument. This has made a clearer picture that a

self-energy helps finding a partial/temporary solution to the final result. Inter-

estingly, “inverse” itself is a means of solving for the unknowns of equations in

general.

Evaluating self-energies is not trivial. If we are to deal with a self-energy

from a lead which has continuous states, then an integration over the continuous

quantum number is imperative. If we have just one pole in the real axis, then

the Plemelj formula[50] can be used for the integration which states 1
x±i0+ =

P 1
x
∓ iπδ(x), where δ is the Dirac δ-function. In this way, the integration can

be carried out. When the system gets more complicated, for example a double

quantum dot system, then the self-energies can have many poles on the real

energy axis to cause trouble in the integration. In this scenario, we first observe

that the Plemelj formula can be derived by choosing the integration contour

in such a way that at the pole, the contour surrounds it in the half plane that

doesn’t contain the pole (although it is infinitesimally close to the real axis)

followed by a direct use of Cauchy integration theorem. To do exactly the same

to the self-energies with more poles, i.e., bypass the poles with surrounding

contour into the analytic plane, we can extend the Plemelj formula to meet

our needs. The example of side-couple double quantum dot to be presented in

Chapter 4 used this method for evaluating self-energies.

When we adopt the Gaussian elimination method, the self-energies have a
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very obvious form, i.e., it is the trace as part of the denominator in Eq.(3.10) and

the like. The forms are identical to their counterpart in conditioned iteration

method.

3.4.2 Other Considerations about Self-Energies

Having established an approach to get the self-energies as discussed in the last

subsection, here we discuss some general thoughts which may point to better

approaches in the future.

First of all, it is quite reasonable to think that if we grasp the general form

of the self-energy, perhaps we can just write them down or even write down the

Green’s functions in a systematic way without a tedious calculation. Self energy

arising from EOM may have quite a genreal structure. For the many transport

problems we have investigated using SymGF, the self-energies all roughly have

the following form:

Σ0(ω) = −iπ
∑
α

tα(ω)t∗α(ω)

Σn(ω) =
Σn−1

1 + Σn−1

, (3.14)

where n represents the order of that self-energy (the order during the EOM

iteration). While this relation is not accurate, it seems that the existing self-

energies fall into this form with only a few exceptions. An interesting further

investigation is to do more analysis in order to have a solid conclusion.

Next, can we always derive analytical forms of the self-energies? This ap-

pears to be difficult. Clearly, if the self-energies have a simple form like Σ0 in
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Eq.(3.14), they definitely can be written in a analytic form. Unfortunately, for

more complicated self-energies, what we usually obtain is an expression having

an integration that cannot be done analytically. To do such integrations analyt-

ically, one has to find the poles on the real energy axis in order to evaluate their

residues. The equation that determines the poles are algebraic but may have

any order, for example an order of five or more: such a highly nonlinear root

finding problem does not have an analytical solution in general. The present

version of SymGF derives all the self-energy expressions but may not be able

to complete the final integration. Therefore, for practical problems one has to

evaluate these self-energies numerically during the plotting of the final transport

results.

Finally, by doing a lot of analysis with SymGF, it appears empirically that

most of the high order algebraic equations in the EOM analysis has at most

three real solutions, thus higher order than three contains extraneous roots.

If, by investigating the equation for determining the poles, we can rule out

in advance the extraneous roots, we may end up with an algebraic root finding

equation of order 3 that can then be solved analytically to find all the poles. This

would allow self-energies to be derived completely analytically. The pole finding

equations have been implemented in SymGF, but it works only for some special

cases. A more general implementation requires significant further research and

represents a future direction for SymGF.
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3.5 Implementation of SymGF

We have developed SymGF using the symbolic language Mathematica[8]. SymGF

relies heavily on Mathematica’s powerful ability of pattern recognition and list

manipulation. In terms of functions, SymGF can be divided into two parts: the

derivation of EOMs, and solving the EOMs. For now, everything we do are in

Fourier space.

The evaluation of commutators and anti-commutators is central to the

derivation of EOMs. As we have seen in Section 2.3, EOM method requires

frequent evaluation of commutators. Meanwhile, since we are mostly dealing

with Fermions, what is given to SymGF is a list of anti-commutators. For this

reason we make use of the following relation:

[AB,C] =


A[B,C]− [C,A]B

A{B,C} − {C,A}B
(3.15)

where the evaluation of the left hand side with commutators or anti-commutators

have the same form. So that it would be much easier to carry out the Heisen-

berg equation of motion as we no longer need to worry about whether we have

a commutator or anti-commutator. What is done in SymGF is just a recursive

use of Eq.(3.15).

As stated in the previous section, the present version of SymGF uses Gaus-

sian elimination to solve the desired Green’s functions. The algorithm is quite

straightforward, but during block matrix multiplication or block matrix inver-

sion, there is room for optimization as we need summation over the row/column
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index, which is an integration. This is how self-energies are created in Gaus-

sian elimination. When SymGF encounters such an integration, it keeps the

integration unevaluated and substitutes with a new symbol indicating that this

is a self-energy. When the SymGF run is finished, the user can choose his/her

favorite methods to carry out the integrations. If we have progress in dealing

with self-energies in the future, we can implement the automatic evaluation of

such self-energies.

Mathematica provides a numerical calculus package that provides the func-

tion “NResidue”, which numerically calculate the residue at a given point. We

used this function and a regular numerical integration command “NIntegrate”

during the calculation of the T-shaped double quantum dot transport system

(see Chapter 4). Whether this function will be integrated into SymGF depend

on our future research on the self-energies.

3.6 Verification of SymGF

SymGF is a very complicated symbolic program which requires serious verifica-

tion. We verify it by comparing results for both simple and rather complicated

problems whose Green’s functions were derived by hand. Reproducing the same

results gives us confidence that SymGF can be used to assist real research. The

ultimate test is to compare physical results to experiments which will be the

contents of the subsequent chapter.
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3.6.1 Verification I: Non-Interacting Single Quantum Dot

We begin by verifying SymGF for the simplest transport problem, i.e., a single

quantum dot connected to two leads and there is no interaction. The Hamilto-

nian is in Eq.(2.9). We have solved this system in Chapter 2.

To verify that SymGF produces the same results, we provide the following

inputs in addition to the Hamiltonian. First, the anti-commutation relations,

in SymGF’s form, are:

{d, d†, 1}

{cL(k1), c†L(k2), δ(k1 − k2)}

{cR(k1), c†R(k2), δ(k1 − k2)}

The first item, for example, means {d, d†} = 1; and it is similar for the rest

where δ denotes the Dirac δ-function. Usually one has to provide the truncation

rules, although it is unnecessary for this non-interacting problem, we provide it

anyway as this is one of the most important input to SymGF

{d, d†, 3, {d†, d,Nd}}

{cL(k), c†L(k), cR(k), c†R(k), 1, {cL(k1)†, cL(k2), fL(k1)δ(k1 − k2)},

{cR(k1)†, cR(k2), fR(k1)δ(k1 − k2)}}

The above list is written in SymGF’s style, in conventional way it would be:

〈d†dO〉 ≈ Nd〈O〉

〈c†α(k)cα(k′)O〉 ≈ fα(k)δ(k − k′)〈O〉 (3.16)
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where whenever SymGF sees a total of more than 3 d’s or d†’s in a single Green’s

function (for example one d and two d†’s), SymGF truncates this Green’s func-

tion by replacing the sequence d†d with Nd and approximate the original Green’s

function with Nd times the (shorter) Green’s function which consists of the rest

of the operators. So is true if total number of cαk or c†αk exceeds 1, then the

sequences c†αkcαk′ will be replaced by fα(k)δ(k−k′), where fα is the Fermi distri-

bution function of the lead marked by α. It should be noted that the numbers

above only counts operators at one of the two times. For example, for a Green’s

function 〈A(t)B(t)C(t), D(t′)〉, SymGF only counts the number of operators

within A(ω)B(ω)C(ω) (since we are working in Fourier space). As we can see

from a manual derivation, these truncation rules are not actually used, as it is

mathematically not possible for the consequent Green’s functions to have that

many operators.

SymGF gave the identical result as the manual derivation Eq.(2.14). This

is the first verification of SymGF.

3.6.2 Verification II: Single Dot with Interaction

Now we proceed to the single level single dot device with an nonzero on-site

interaction U . The system is essentially Fig.1.1 and its Hamiltonian is in

Eq.(2.15). It has been solved in Chapter 2 at the Hartree-Fock level. A higher

level result can be found in Ref.[34]. We compare SymGF’s results to both of

them.

To reproduce the Hartree-Fock result by SymGF, we apply the following
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truncation rule (whose meaning will be explained later)

{dσ, d†σ, 1, {d†, d,Nσ}}

{cL(k), c†L(k), cR(k), c†R(k), 1, {cL(k1)†, cL(k2), fL(k1)δ(k1 − k2)},

{cR(k1)†, cR(k2), fR(k1)δ(k1 − k2)}} (3.17)

And for higher order formula we should allow more operators in a single Green’s

function, namely (in SymGF syntax):

{dσ, d†σ, 3, {d†, d,Nσ}}

{cL(k), c†L(k), cR(k), c†R(k), 1, {cL(k1)†, cL(k2), fL(k1)δ(k1 − k2)},

{cR(k1)†, cR(k2), fR(k1)δ(k1 − k2)}} . (3.18)

In conventional form, the above means:

〈d†σdσO〉 ≈ Nσ〈O〉 (3.19)

〈c†α(k)cα(k′)O〉 ≈ fα(k)δ(k − k′)〈O〉 (3.20)

and Rule (3.19) is applied whenever SymGF finds more than 1 [in Rule (3.17)]

or 3 [in Rule (3.18)] d†σ’s or dσ’s in a Green’s function; Rule (3.20) is applied

with more than one c†α(k) or cα(k).

From the above examples we have used different truncation rules for dif-

ferent operators. Usually we allow more operaotors if that kind of operators

represent the physics we are more interested in. This only affects the approxi-

mations that we make.
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In this subsection, lowest order (Hartree-Fock) results refers to the formula

obtained with Rule (3.17), and higher order results refer to the formula obtained

with Rule (3.18). At the Hartree-Fock level, SymGF gave identical results as in

Eq.(2.22).

Ref.[34] addresses the same system at the high order and we shall use the

result as a test to SymGF. For the higher order calculation using the Rule (3.18),

SymGF gives:

Gr
↓(ω) = 〈dσd†σ(ω)〉

=
(
−4(−1 +N↑)U − 4ω − 2i(2Γ1 + Γ2) + 4ε↓

)/(
(2ω + iΓ2 − 2ε↓)

(2U − 2ω − i(2Γ1 + Γ2) + 2ε↓) + 2iUΓ1

(
f(ω + ε↑ − ε↓) +

f(U − ω + ε↑ + ε↓)
))

. (3.21)

In Ref.[34], the formula for 〈dσd†σ(ω)〉 (Eq.(8) in Ref. [34]) reads:

Gσ(ω) =
1−Nσ̄

ω − εσ −
(
S02 − US12

ω−εσ−U−S02−S32

) +

Nσ̄

ω − εσ − U −
(
S02 + US22

ω−εσ−S02−S32

)
where

S02 = −iΓσ
2

S12 = −iΓσ̄
2

(
f(ω − εσ + εσ̄) + f(εσ̄ + εσ + U − ω)

)
S22 = −iΓσ̄

2

(
2− f(ω − εσ + εσ̄)− f(εσ̄ + εσ + U − ω)

)
S32 = −iΓσ̄
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and where Γ’s are the linewidth function defined in Ref.[34]. The authors of

Ref.[34] arranged their formula in the above way to demonstrate the resonant

levels. Even though the formula produced by SymGF has a less neat form,

by simple mathematical rearrangements one can prove that the SymGF result

Eq.(3.21) is indeed identical to Eq.(3.22).

The imaginary part of Eq.(3.21) (or Eq.(3.22)) is plotted in Fig.3.2 with

occupation numbers N↑ and N↓ as input parameters. The results with a self-

consistently determined Nσ is identical with Fig.1 in Ref.[34]. To obtain Nσ,

one bears in mind that

Nσ ≡ 〈d†σdσ〉 = Im〈〈d†σ(t)dσ(t)〉〉

= Im

∫
dω

2π
〈〈d†σdσ(ω)〉〉

≡ Im

∫
dω

2π
G<(ω) (3.22)

where the second and third equations are written in energy space. Therefore,

after SymGF symbolically derived the Green’s functions and transport formula,

to obtain numerical curves one still needs to calculate the occupation num-

bers. In principle, one should derive another set of EOMs for the lesser Green’s

function G< ≡ 〈〈d†d(ω)〉〉. G< satisfies the Keldysh equation[23]

G< = GrΣ<Ga ,

hence solving G< requires the solution of the lesser self-energy Σ<. Here we

present a commonly used ansatz reported in Ref.[51] which is suitable for small

biases and leads made of good conductors. This ansatz was shown to produce
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results in qualitative agreement with experiments[52]. The ansatz has the ad-

vantage that the current is automatically conserved and it states:

Σ< =
Σ<

0

Σr
0 − Σa

0

[
(Ga)−1 − (Gr)−1

]
, (3.23)

where Σ<
0 (ω) = −

∑
α=L,R

(
Σr

0(ω) − Σa
0(ω)

)
fα(ω). Here the subscript 0 in-

dicates quantities obtained at interaction strength U = 0. In this way, the

occupation numbers are obtained self-consistently in the eventual numerical

computation of the derived analytical expressions for transport features with

reasonable accuracy[51, 52]. In particular, if the system is in equilibrium, i.e.,

when we calculate transport properties in the zero bias limit, (3.23) reduces to

the fluctuation-dissipation theorem[23]

G<(ω) = −2if(ω) Im[Gr(ω)] ,

where f(ω) is the Fermi distribution function of the system at equilibrium. We

shall discuss the feasibility of this way of solving G< in Section 8.3 (Appendix

C).

3.6.3 Verification III: Side Coupled Double-Dot at Low Order

In this subsection we present calculations of a side-coupled double quantum

dot (DQD) model at the Hartree-Fock level. The device structure is shown in

Fig.3.3. This system has been calculated at Hartree-Fock level in Ref.[36] and

provides another good test for SymGF. A higher order calculation is presented

in the next chapter as it is much more complicated.
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Figure 3.2: Non-self-consistent density of states of central dot with on-site interaction. Wide-

band limit approximation is used and symmetric leads are assumed (tL = tR). Arbitrary

units for ordinate. Abscissa in units of U . tL = tR = 0.01U . Occupation number Nσ is set to

0.5.

Figure 3.3: The layout of the side-coupled double quantum dot system. There is an on-site

interaction U present in the dangling dot QD-2.
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The model assumes an interaction-free central dot and a dangling dot cou-

pled to it, with an on-site interaction U inside the dangling dot (see Fig.3.3).

The Hamiltonian can be written as

Ĥ =
∑
αkσ

εαkc
†
αkσcαkσ +

∑
σ

ε0a
†
σaσ +

∑
σ

εσd
†
σdσ

+
∑
αkσ

(
tαkc

†
αkσaσ + h.c.

)
+
∑
σ

(
ta†σdσ + h.c

)
+Ud†↑d↑d

†
↓d↓ . (3.24)

Here, the annihilation (creation) operator of electrons in QD-1 is aσ (a†σ), in

QD-2 is dσ (d†σ), respectively. In the lead labeled by α, it is cαkσ (c†αkσ) where

α can be left or right, k is the continuous quantum number characterizing the

leads. The index σ =↑, ↓ represents spin-up and -down channels, respectively.

The parameter tαk describes coupling of lead α to QD-1, and t for coupling

between the two dots. In this Hamiltonian, parameter U accounts for the on-

site interaction strength in QD-2.

Next, the anti-commutators are:

{cαkσ, c†βk′σ′} = δαβδkk′δσσ′

{aσ, a†σ′} = δσσ′

{dσ, d†σ′} = δσσ′ , (3.25)

and operators cαkσ, aσ and dσ anti-commute with each other since they corre-

spond to particles living in different regions of the device.

Finally, we specify the truncation rule. Since we are doing a Hartree-Fock

calculation, we ask the maximum allowed number of operators of the dangling
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dot to be 2. Green’s functions with extra operators will be truncated in the

following way:

〈d†σdσO〉 ≈ Nd
σ〈O〉

〈c†αkσcαk′σ′O〉 ≈ fα(k)δ(k − k′)δ(σ, σ′)〈O〉 (3.26)

where, again, O represents any sequence of operators. In this way, extra corre-

lations are approximated by the corresponding equal time correlators.

With Rule (3.26), SymGF derived the retarded Green’s function of the

central dot QD-1 as:

Gr
σ(w) = −i

∑
σ

1

−w + 1
−εd−Nd

σ̄U+w
+ ΣL + ΣR

, (3.27)

where ΣσL and ΣσR are the self-energies of left and right lead respectively:

Σσα = −iπtαkσt∗αkσ. In the wide-band limit, Σσα is a pure imaginary constant.

Eq.(3.27) is a special case of Eq.(3) of Ref.[36] when the on-site interaction of the

central quantum dot is zero (since in our QD-1 there is no on-site interaction).

This is also a very convincing comparison as the equivalence is exact at this

order.

Eq.(3.27) shows that the DOS of spin state σ in QD-1 is related to the

occupation number Nd
σ̄ of the state in QD-2 having opposite spin (σ =↑, ↓; σ̄ =↓

, ↑). Hence, when Nd
↓ and Nd

↑ of QD-2 are different, DOS of spin states in

QD-1 are also different. That is why there are two curves in Fig.3.4. Each

curve has two peaks corresponding to bonding and anti-bonding states due to

the coupling of the two dots, i.e. the hybridization of ε0 and εd. There is a
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DOS dip between the two peaks - going all the way to zero, indicating an anti-

resonance behavior. For transmissive systems, anti-resonance is indeed often

seen[35, 36, 37, 53, 54, 55, 56]. In a electron density calculation of a molecular

system of the same layout (replace quantum dots here with molecules) presented

by Mark Ratner at Universite de Montreal, we can see almost all the non-zero

density of electrons are on the central molecules and none on the connection to

the leads. When the on-site interaction U of QD-2 is zero, the anti-resonance

occurs exactly at εd. The effect of U at the Hartree-Fock level is to shift this

anti-resonance by an amount of Nd
σ̄U as seen in the denominator of Eq.(3.27).

This picture is clearly observed in Fig.3.4 where the dip shifts by the value of

Nd
σ̄U . The figures of DOS have the same features as that of Fig.2 in Ref.[36].

When calculating the conductance of the DQD system, contributions from

both spin channels are summed hence there will be two dips in the conductance

curve, as we shall see later.

Next, we shall calculate the equilibrium conductance according to Eq.(2.4).

In the numerical computation, we apply the wide-band limit (WBL) approximation[23,

38] such that the coupling parameters tαkσ and t are assumed to be energy-

independent and the real part of the self-energies due to the device leads are

neglected. WBL approximation amounts to neglecting the electronic structure

of the device leads by assuming constant DOS and constant coupling to the

central device. For leads made of metals as is the case for many experimental

situations, the DOS of the leads around the Fermi level do not vary significantly
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Figure 3.4: Density of states (DOS) in QD-1 versus energy obtained at Hartree-Fock level

with U = 2t and εd = −2t. Wide-band limit approximation is used. Solid line (with its dip

on the right) is for Nd
↑ = 0.9; dashed line (with its dip on the left) is for Nd

↓ = 0.1.

so that WBL is a reasonable approximation. Discussions about WBL is elabo-

rated in Ref.[38]. We emphasize that WBL is only used during the numerical

computation while SymGF does not assume WBL when formulas are derived.

Involved in the retarded Green’s function is the occupation number Nd
σ , and

we resort to the fluctuation-dissipation theorem for its self-consistent solution.

Fig.3.5 shows the self-consistently calculated occupation number Nd
σ of QD-2

as a function of εd. Fig.3.5(a,b) are for U = 5t and U = 1.3t respectively.

When U � 1.5t and εd < −U , both spin-up and spin-down states are well

occupied as shown in Fig.3.5(a) and Nd
↑ = Nd

↓ . When εd is between −U and

the Fermi level of the leads, the occupation numbers of the two spin states

differ: only one state is well occupied while the occupation of the other state
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Figure 3.5: Occupation number Nd
σ of QD-2 as a function of εd at temperature T = 0.1t. U

is set to be: (a) U = 5t and (b) U = 1.3t. The two lines in each sub-figure represent spin-up

and spin-down.

rapidly drops. This is expected because in this case, εd+U > Ef . Finally when

εd > Ef , N
d
↑ = Nd

↓ again but taking low values. In Fig.3.5(b), Nd
σ is plotted for

smaller U = 1.3t: the region of Nd
↑ , N

d
↓ splitting is significantly narrowed and

the maximum difference between them is much smaller. Reducing U further,

the splitting disappears. The splitting between Nd
↑ , N

d
↓ has consequences in

conductance at the Hartree-Fock level, as shown below. We confirm that this

splitting is just a low order effect, in reality or higher order calculation, the spin

splitting does not exist.

Conductance is obtained from Eq.(2.4). Fig.3.6(a) shows the total conduc-

tance of the DQD. Fig.3.6(b,c) are the conductances of the spin-up and spin-

down channels, versus εd. These are obtained at the HF level. For U ≥ 1.5t and
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Figure 3.6: (a) Zero-bias total conductance obtained from HF formula as a function of εd
with various U . (b) Conductance of spin-up channel; (c) conductance of spin-down channel.

(b,c) add up to (a). For all plots, the dotted lines are for U = 0, the dashed lines are for

U = t, the dash-dotted lines for U = 1.5t, and thick solid lines for U = 2t. When U = 0, the

Hartree-Fock formula reduces to the exact results. For all curves the temperature is set at

T = 0.1t. For large U , the curves have two dips in (a).

due to the splitting of Nd
↑ , N

d
↓ (see Fig.3.4), the total conductance curve has two

dips having equal depth. Each dip is contributed by one spin channel. When

U is small, for example U = t (dashed line in Fig.3.6), the conductance of both

spin channels are equal hence they add up to a total conductance having only

one dip. This is because at U = t, there is no splitting in Nd
↑ , N

d
↓ . Note, how-

ever, spin dependent conductance is only a feature of low order approximation,

and it disappears in the higher order results as expected (see Chapter 4).
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3.7 Summary

In this chapter we presented the ideas behind the implementation of SymGF.

It is essentially a tool that automatically derives the EOMs and automatically

solves them. While deriving the EOMs is not very complicated, solving them is

quite difficult since we wish to go to arbitrary levels of correlations. We have im-

plemented several methods, direct iteration, graph-aided solution, conditioned

iteraction and, most elegantly, the Gaussian elimination of block matrices. We

have tested SymGF against solved systems and three such verifications were

presented in this chapter. We have also applied SymGF to more complicated

verifications, in particular to a magnetic tunnel junction where an interacting

quantum dot is contacted by two ferromagnetic electrodes[33], for this prob-

lem analytical formula were derived to reveal the Kondo resonance[33]. Again,

SymGF produced exactly the same expressions for the Green’s functions. These

verifications strongly suggest that SymGF is reliable. Finally, we mention that

while SymGF is developed to solve quantum transport problems, it cannot tell

if the input Hamiltonian is for transport or not. This means the applicability of

this symbolic should be much wider than just transport theory as long as the

Hamiltonian of the system can be represented by Anderson model.



4

Quantum Transport in Side-Coupled Double Quantum Dots

In this chapter we present higher order calculations of the T-shaped double

quantum dot (DQD) with on-site interaction on the dangling quantum dot

shown in Fig.3.3. We already analyzed this device at the Hartree-Fock level

in Section 3.6. Using SymGF, we can easily derive formulas to the order of

correlation high enough to reveal the Kondo resonance[7].

Kondo effect is named after Jun Kondo[18] for his pioneering work on ex-

plaining an abnormal conductance trend of certain materials at low tempera-

tures. The key idea is that a spin-impurity exist in a bulk material and couples

to the rest of the material. So when the temperaturs is low enough to allow

multiple quantum transitions, this extra coupling increases the resistance of the

material. In quantum dot transport, people have borrowed this term to de-

scribe the high order co-tunneling process that takes place for some situations

where interaction is present. Fig.4.3 sketches the process featuring Kondo ef-

fect. Later in this section we’ll see high order transitions not between the central

dot and the leads like those in Fig.4.3, but between the two quantum dots of

69
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consideration, which is also seen as a Kondo effect.

Both theoretical and experimental attentions have been devoted to quan-

tum trasport in various double quantum dot (DQD) [57, 58, 59, 5, 1, 60, 61, 62,

63, 64, 65, 66, 67] in recent years. The quantum transport system we investigate

in Fig.3.3 features a T-shaped DQD device where QD-1 directly couples to the

device leads while QD-2 does not and has a strong on-site interaction energy

U . Experimentally, conductance through a DQD having a central dot with a

side-coupled dot, was reported in Ref.[5]. The measured transport features were

attributed to a Fano-Kondo interplay and, by tuning gate voltages, alternating

Kondo valley and non-Kondo valley in the conductance curve was observed[5].

Another interesting device was reported in Ref.[1] where a quantum dot was

side-coupled to a quantum wire and conductance of the wire was measured. Here

the conductance features were attributed to the Fano-Kondo antiresonance. On

the theoretical side, side-coupled DQD systems with strong interaction on the

side (dangling) dot (Fig.3.3) or on both dots, have received considerable in-

terest by numerical renormalization group (NRG)[60, 61, 62] and slave-boson

analysis[63, 64, 65, 66, 67]. The NRG method is best reviewed in Refs.[2, 68].

This method is intrinsically numerical but inherently non-perturbative. It has

successfully solved Kondo effect both in low temperature and high temperature

situation. But again, like all other methods, when the system is more compli-

cated, for example when we include more quantum dots in our calculation, it

could be really tedious to apply. Also, since we wish to obtain analytic for-
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mulas in order to get a clear physical picture of the high order transitions, we

only briefly mention this method and focus on equation of motion method im-

plemented in SymGF. The NRG analysis of Ref.[60] investigated the spectral

density of a side-coupled double dot system as a function of inter-dot coupling,

where the Kondo singlet ground state is preserved. Ref.[61] analyzed a similar

DQD having strong interactions in both dots with NRG, focusing on the tem-

perature dependence of the conductance and proposing a possible explanation

to the experiment of Ref.[5]. Ref.[62] investigated the DQD with spin-spin in-

teraction using NRG. In contrast to NRG, the slave-boson approximation was

adopted mainly for its simplicity in dealing with DQD[63, 64, 65, 66, 67]. Fi-

nally, even though the EOM method has been successfully applied to analyzing

quantum transport in many different systems, its application to the DQD de-

vice has been limited to lower order (of EQM iteration) than what is required to

reveal the Kondo effect[35, 36]. Investigating DQD device with the lower order

EOM, Ref.[35, 36] showed a strong anti-resonance, where there is an energy

point where the density of states is exactly zero, in comparison with a peak

splitting. Anti-resonance was also found in other systems[37, 53, 54, 55] where

slave-boson or tight-binding methods are used.

Using SymGF which analytically pushes EOM to higher order, we have

investigated the Kondo effect of the T-shaped DQD of Fig.3.3 where QD-1

directly couples to the device leads but the strong on-site interaction U only

exists in QD-2. The higher order results show significant differences in quantum
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transport properties of the DQD device as compared with the lower order anal-

ysis. Interesting and rich transport features are revealed including the Kondo

resonance, Fano line-shape, anti-resonance, destruction of anti-resonance, etc..

From the analytical form of derived Green’s functions, one can identify mi-

croscopic processes which contribute to the Kondo resonance. The results ob-

tained by SymGF are compared to the experiments[5, 1], qualitative consistency

is obtained and good quantitative agreement can also be achieved by using a

reasonable set of device parameters.

At appropriate order of correlations, SymGF derives Green’s functions that

reveal the Kondo effect for the DQD system. The Hamiltonian of this system

is given in Eq.(3.24). The list of anti-commutators is in Eq.(3.25). The only

change in the input to SymGF is the truncation rule, which is:

〈d†σdσO〉 ≈ Nd
σ〈O〉 (4.1)

〈a†σaσO〉 ≈ Na
σ 〈O〉 (4.2)

〈c†αkσcαk′σ′O〉 ≈ fα(k)δ(k − k′)δ(σ, σ′)〈O〉 (4.3)

where the maximum allowed number of operators of the dangling dot (QD-2,dσ

and d†σ) is increased to 3. Because of the higher order truncation, the total

number of EOMs is now 133 - meaning there are 133 different Green’s functions

derived by SymGF. For simplicity, we denote them by Gi, where i is the serial

number that SymGF assigned to them when they are derived. Among the

133 Green’s functions, two of them have been identified to embody the Kondo

effect. The lengthy formulas are listed in the Appendix. Pleasantly, for the DQD
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Figure 4.1: (a) Transition of a spin-up electron from QD-2 to QD-1 as indicated from A to

D. (b) One of the possible transition processes (terms in the higher order formula) that starts

from A and ends at D: the spin-up electron “jumps” from A to B, to C, and finally to D,

during which spin-flips are involved. The transitions from A to B and from B to C are virtual

processes as they occur simultaneously. States involved in virtual processes are denoted by

grey arrows.

problem reported here, all the analytical formula were derived symbolically by

SymGF in less than two minutes on a desktop computer.

4.1 High Order Correlation Processes

Among the 133 Green’s function that SymGF has derived (see beginning Eq.(8.32)

in the Appendix for the final result these equations generate), two can be im-

mediately identified to be related to the Kondo effect. They are:

G86 = 〈〈â↓â†↓d̂↑d̂↓d̂
†
↓, â
†
↑〉〉 (4.4)

G127 = 〈〈â↑â†↑d̂↑d̂↓d̂
†
↓, â
†
↑〉〉. (4.5)
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Fig.(4.1) shows the process described by G86, where the virtual process involves

the simultaneous transition from QD-2 to QD-1 and from QD-1 to QD-2, fea-

turing a co-tunneling process.

Since the total number of â and â† in G86 (and in G127) is three, according

to the truncation rule (4.1), it is approximated by:

G86 ≈ (1−Na
↓ )〈〈d̂↑d̂↓d̂†↓, â

†
↑〉〉

G127 ≈ (1−Na
↑ )〈〈d̂↑d̂↓d̂†↓, â

†
↑〉〉

so that the probability amplitude of the process described by, for example

Fig.4.1, is obtained by the product of the probability amplitude of a lower

order process and the occupation number. This is a mean-field approximation.

We shall apply the wide-band limit approximation (WBL) to reduce the

above equation further. WBL entails to neglecting the electronic structure of

the electrodes which is reasonable for electrodes made of good metal whose

DOS has weak dependence on the energy. For our problem this means setting

tl,r(k) = tl,r =constant. Denoting ΓLD ≡ π (t2l + t2r) and using WBL, the final

expressions become:

G86 =
(1−Na

↓ )tg5

(
(G6 −G7) (1 + iΓLD)− (1−Na

↓ )t2g2G1

)
1− t2

(
1 + (1−Na

↓ )Ug2

)
g5 + iΓLD

G127 =
(1−Na

↑ )tg5

(
(G6 −G7) (1 + iΓLD)− (1−Na

↓ )t2g2G1

)
1− t2

(
1 + (1−Na

↓ )Ug2

)
g5 + iΓLD

, (4.6)

where G1, G6, G7, g2 and g5 are presented in the Appendix in Eqs.(8.32, 8.33,

8.34, 8.35) and (8.39, 8.40). The probability amplitude provided by (4.6) gives
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Figure 4.2: Density of states (DOS) in QD-1 versus energy. (a) DOS obtained at Hartree-

Fock level with U = 2t and εd = −2t. Solid line is for Nd
↑ = 0.9, dash-dotted line is for

Nd
↓ = 0.1. (b) DOS obtained with higher order formula at temperature T = 0.1t. Solid line,

U = 2t and εd = −2t; dashed line, U = 2t and εd = −3t. The occupation numbers Na
σ and

Nd
σ are calculated self-consistently. (c) DOS obtained with higher order formula at various

temperatures. For all curves, U = t and εd = −1.05t. From line 1 to line 5, T = 2t, t, 0.5t,

0.1t and 0.01t. Except line 5 (T = 0.01t), line 1-4 are consecutively shifted upward by 0.1 for

clarity. The Kondo peaks found in line 3,4 and 5 (at ω = −0.6t and 0 in line 5, and at ω = 0

in lines 3 and 4) disappear above the Kondo Temperature TK predicted by Refs.[1, 2, 3, 4].

rise to the Kondo peaks that we will show later. These Kondo peaks manifest

themselves because they are absent in a lower order calculation.

4.2 The Density of States

Fig.4.2(b,c) plot DOS at higher order approximations and Nd
σ is calculated self-

consistently by Eq.(3.22). They are qualitatively different from the Hartree-Fock

(HF) result of Fig.4.2(a), which is a reproduction of Fig.(3.4). In Fig.4.2(b), we

set temperature T = 0.1t. The solid line is for U = 2t and εd = −2t; dashed

line for U = 2t and εd = −3t; dash-dotted line for U = 5t and εd = −2t. Now,

there are three peaks in DOS instead of two (in the HF result). The solid line,
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obtained using the same U and εd as that of HF (i.e. Fig.4.2(a)), has DOS

peaks at energy ω = −2.50t, ω = −0.95t and ω = 1.15t.

To understand these peak positions, we may consider a simple tight-binding

model having three levels at ε0, εd and εd + U . For the DQD structure, ε0 and

εd are coupled by parameter t, and no coupling between εd and εd + U . The

tight-binding Hamiltonian is therefore,
ε0 t t

t εd 0

t 0 εd + U

 .

When εd = −2t and U = 2t, the eigen-values of this tight-binding model are

found to be (by direct diagonalization) −2.48t, −0.69t and 1.17t. These values

agree fairly well with the peak positions of Fig.4.2(b). This simple analysis

neglects the left and right leads: when leads are present, the peak positions are

slightly different from these eigen-values. The tight-binding analysis suggests

that the curves in Fig.4.2(b) result from hybridization of three levels: ε0, εd and

εd+U . We also found that the higher order DOS is almost independent of spin,

very different from the HF results where there is a spin-dependence through

Nd
σ . This spin independence is because the Hamiltonian Eq.(3.24) is symmetric

with respect to σ and there is no symmetry breaking factors. The higher order

approximation preserves this symmetry but HF does not.

Importantly, the anti-resonance dips in the DOS of Fig.4.2(b) become non-

zero. To understand this feature, let’s consider transition of a spin-up electron

from QD-2 to QD-1, i.e. from A to D in Fig.4.1(a). In the higher order formula
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derived by SymGF, there are many terms representing such transitions. In

addition to a direct transition, there are two terms involving more complicated

transitions, i.e. Eqs.(4.4, 4.5) in Section 4.1. Fig.4.1(b) shows the physical

meaning of Eq.(4.4) where the transition is from A to B, to C, and finally to

D. Part of this process is virtual, e.g. from A to B and from B to C, where the

electron occurs at A, B and C at the same time (thus virtual). Adding up all

such virtual processes coherently, the transition from A to D is broadened and

the anti-resonance dip is therefore smeared.

Another new feature in the higher order approximation is shown in Fig.4.2(c)

which plots five DOS curves at temperatures T = 2t, t, 0.5t, 0.1t and 0.01t (la-

beled 1 to 5, vertically shifted for clarity), with U = t and εd = −1.05t. In all

the curves, we found that the three higher peaks located near ω = −1.5t,−0.8t

and t, can be well estimated using the tight-binding model above. At low tem-

peratures, there are one or two extra small peaks at ω ∼ −0.6t (in curve 5)

and/or ω ∼ 0 (curves 3,4,5). These extra peaks cannot be explained by the

tight binding model of hybridization of the energy levels ε0, εd and εd + U .

There are two main features of the extra peak. First, its appearance is sensitive

to the value of parameters and is only possible when higher order processes are

taken into account. Second, the extra peak is sensitive to temperature, it dis-

appears when temperature is increased. By examining the higher order formula

derived by SymGF (see Section 4.1, Eq.(4.4, 4.5)), the extra peaks are con-

tributed by summing up various higher order virtual processes similar to that
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Figure 4.3: Kondo effect in the single dot tranport system. When interaction is present,

electrons in the left lead and quantum dot (denoted by solid arrows) can’t hop into the

quantum dot or the right lead, respectively, because that requires energy. However, if both

electrons hop simultaneously, then the whole process conserves energy and thus make it

possible to create a current from left to right lead. This is a high order co-tunneling process.

shown in Fig.4.1. These behaviors are features of the Kondo resonance and the

extra peaks are the Kondo peaks in the present DQD system.

For a single QD contacted by two leads, the Kondo effect is induced by high

order co-tunneling processes taking place between the leads and the QD[69, 70,

71]. In Fig.4.3 we sketch the physical picture of the Kondo effect in single QD

contacted by two leads. The electron inside the QD can’t hop up into the right

lead as Fermi level of the right lead is higher than its own energy; and the

electron in the left lead can’t jump into the QD as it has to occupy a higher

energy level due to the existence of on-site interaction. But they can hop si-

multaneously, i.e., the electron in left lead jumps into the QD and meanwhile

the electron inside the QD hops into the right lead. This co-tunneling process,

called Kondo resonance, conserves the total energy and could happen[72]. For

our DQD system, the high order co-tunneling process occurs between QD-1

and QD-2 as illustrated in Fig.4.1. The Kondo temperature for a single impu-
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Figure 4.4: Zero-bias conductance obtained from high-order formula as a function of εd at

temperature T = 0.1t for various U .

rity Anderson model can be estimated by the following expression[1, 2, 3, 4],

TK =
√

ΓUexp [πεd(εd + U)/ΓU ] /2, which was originally obtained with NRG

for single-dot coupled to two leads, and where Γ describes the coupling between

the QD and the leads. For the T-shaped DQD system, we use the coupling be-

tween QD-1 and QD-2 as Γ to estimate a Kondo temperature, namely Γ ∼ 2πt2.

For εd = −1.05t and U = t (used in Fig.4.2(c)), we obtain TK = 1.29t. Indeed,

Fig.4.2(c) shows that the Kondo peaks vanish when temperature exceeds this

scale.
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4.3 The Conductance

Fig.4.4 shows the total conductance obtained from higher order formula at tem-

perature T = 0.1t and for different values of U . As discussed in the previous

section , higher order analysis preserves the symmetry of DOS with respect to

spin index σ, the conductance of both spin channels are the same. Several ob-

servations are in order. First, as U is reduced, the conductance approaches the

exact result obtained at U = 0. Second, when εd and εd + U are both far from

Ef , the transition of electrons between the two QDs is reduced. As a result,

QD-1 is not affected by the presence of QD-2, consequently the conductance of

the system recovers the unit value G0 ≡ 2e2/h. Third, each conductance curve

has a dip located slightly below or at εd = −U . Fourth, when U is between 0.6t

and 2.5t, the conductance develops another smaller dip just above Ef = 0 (for

instance the thick solid line for U = t in Fig.4.4). The dips originate from the

corresponding DOS.

By lowering the temperature further, the Kondo features of Fig.4.2(c) ap-

pear in the conductance. Fig.4.5 compares the conductance at T = 0.1t (the

dashed line) and very low temperature T = 0.01t (the solid line). We observe

that at T = 0.01t, two extra peaks due to Kondo effect appear at εd = −1.05t

(peak X) and εd = −0.53t (peak Y ), which correspond to the Kondo peaks in

the DOS (curve 5 in Fig.4.2(c)). At T = 0.1t, while the Kondo peak in DOS

can be seen (curve 4 in Fig.4.2(c)), it can be barely discerned in the dashed line

of Fig.4.5 near εd = −1.05t.
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Figure 4.5: Conductance at low temperature showing the Kondo effect. Both curves have

U = t. T = 0.1t for the dashed line, T = 0.01t for the solid line. The Kondo peaks are seen

in the T = 0.01t curve as indicated by “X” and “Y”.

4.4 Comparison with Experimental Results

We can compare our results with experimental measurements reported in Refs.[5,

1]. Qualitatively, the experimental data[5, 1] show both Fano[73] and Kondo

features which can be reproduced in our calculation. Fano effect can be viewed

as the coupling effect of a discrete energy level to a continuous spectrum, whose

main feature is an asymmetric line shape which origninates from the electron

occupation in the continuous spectrum. In the experiment of [1], the device was

a quantum wire with a side coupled QD. Even though it has only one QD, our

DQD system approaches it when QD-1 is very well coupled to the leads. As

clearly stated in [1], the region marked by symbol “A” in Fig.1 of Ref.[1] and
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the data in Fig.3 of Ref.[1] corresponds to the case of a single energy level in

their QD, which is our case analyzed here. In Fig.4.6(a) we plot the calculated

conductance curve versus level position which was adjusted by a gate voltage in

the experiment[1]. The result is very well consistent with the 750mK curve in

Fig.3(a) of Ref.[1]: the maximum difference between the theory result and the

experimental data is about 20%. Notably, the parameters used in our calcula-

tion 1 are quite close to those suggested in Ref.[1]. The comparison suggests

that changing the gate voltage Vg in the experiment by 0.01V (horizontal axis of

Fig.3(a) in Ref.[1]) corresponds to changing the energy level of the side-coupled

dot in our theory by 0.11meV , indicating a gate efficiency of 1.1% which is

a very reasonable value in experimental measurements. Importantly, Fig.4 of

Ref.[1] demonstrates that there is no spin splitting of the conductance dip at

zero magnetic field. Our higher order analysis, as stated above, agrees with

this observation. In contrast, HF results would give a spin splitting as shown

Fig.3.6.

Experimentally, Sasaki et al.[5] measured the conductance of a DQD system

similar to that of Fig.3.3 analyzed here. In Fig.4.6(b) we plot the calculated

1To compare with the experimental curve (the 750meV curve) in Figure.3(a) of [1], we set

interaction U = 0.64meV which is within 20% to the experimentally reported range; dot-

dot coupling linewidth function Γ = 2πt2 = 4meV , lead-dot coupling linewidth function

ΓLD =
∑
k 2πt2Lk = 1.6meV , and the energy level of QD-1 ε0 = −3.36meV . We choose the

value of ε0 such that the conductance of the wire is the same as that of the experimental

conductance far from resonance, which is 1.8e2/h (see lowest curve of Figure.1 in [1]). In this

limit, our DQD transport approaches the single QD device[1].
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Figure 4.6: Conductance versus εd of QD-2. (a) The dashed line is reproduced from the top

curve (temperature T = 750mK) in Fig.3(a) of [1] and its abscissa is plotted on the top.

The solid line is produced by SymGF; its abscissa is plotted at the bottom. The parameters

of the solid line are: U = 0.64meV , Γ ≡ 2πt2 = 4meV , ΓLD ≡
∑
k 2πt2Lk = 1.6meV ,

ε0 = −3.36meV , and temperature T = 750mK. The maximum difference between these two

lines are about 0.25e2/h at εd = −0.5meV or Vg = −0.76V . (b) Both curves are produced

by SymGF. The parameters for the solid line are: Γ = 5.5meV , ΓLD = 0.14meV , ε0 =

−0.53meV , U = 0.35meV , and temperature T = 41mK; the parameters for the dashed line

are: ΓLD = 0.89meV , ε0 = −0.35meV , and the rest are the same as the solid line. This curve

qualitatively agrees with the experimental data in Fig.2(a,b) of [5].

conductance curves to compare with the experimental data of [5]. In particular,

the solid and dashed lines of Fig.4.6(b) correspond to Fig.2(a,b) of Ref.[5]. Our

results agree with the experimental data qualitatively. In the experiment[5], the

conductance peak can be changed to a conductance dip (Fig.2(a) to Fig.2(b)

in Ref.[5]) by lowering the gate voltage that controls the energy level of QD-1.

Lowering gate voltage effectively raises the energy level ε0 of QD-1. Indeed, as

shown in Fig.4.6, by raising ε0 = −0.53meV to −0.35meV, the peak (solid line)

changes to the dip (dashed line) 1.

1Note that when gate voltage of QD-1 is changed (in the experiment), not only it changes

the energy level ε0, it may also change other parameters of the device such as the lead-dot

coupling. The two curves in Fig.4.6(b) were obtained using two different lead-dot coupling
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4.5 Summary

In this Chapter we presented the first application of SymGF, namely the T-

shaped double quantum dot system where there is an on-site interaction on

the dangling dot. We have carried out a higher level analysis that reveals the

Kondo effect. The results for density of states are compared with an isolated

tight-binding model and demonstrated strong interacting nature of the trans-

port system. Rich physics is revealed by SymGF. Besides Kondo effect, we

observed Fano line shape, anti-resonance and destruction of anti-resonance, etc.

With the analytical expressions derived by SymGF, we can identify the terms

that contribute to the Kondo effect: vivid physical picture of the transition

processes can be directly and clearly seen by these terms. To the best of our

knowledge, no one has reported higher order correlation results for this system,

and we resort to the comparison directly with experiments. Not only qualita-

tive agreement are obtained, but also - with a proper choice of parameters, a

reasonable quantitative agreement is achieved.

constants as indicated in the figure caption.



5

Single Quantum Dot in Parallel with a Direct Lead-Lead Link

In this chapter we present quantum transport properties of a junction bridged

by a single quantum dot in parallel with a direct link, as shown in Fig.5.1.

This model is useful for situations where the tunneling process from one lead

directly to the other lead is non-negligible, such as in the scanning tunneling

microscope (STM) measurements in molecular transport junction of Refs.[39,

40, 74, 75]. This situation may also have been observed in STM tunneling to

a single magnetic atom deposited on a metallic surface where asymmetric Fano

resonance in the tunneling spectra was reported[76, 77]. Direct coupling between

needle tip and substrate may happen if the distance between the sample and

needle tip and the distance between substrate and the needle tip are comparable

and/or the electronic states in the sample is less conductive than those on the

sample. Since the Fano resonance line shape comes from a quantum interference

between a discrete and a continuous transition, Fig.5.1 mimics this situation.

85
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Figure 5.1: Schmetic layout of the transport system with direct lead-lead contact. A quantum

dot is coupled to two leads, while there is also direct coupling between the two leads. Couplings

are represented by a solid line.

The Hamiltonian of this system is in Eq.(2.5), here we rewrite it here.

Ĥ =
∑
σ

εσd†σdσ + Ud†↑d↑d
†
↓d↓ +

∑
ασk

εασkc
†
ασkcασk +(∑

ασk

tαkc
†
ασkdσ + h.c

)
+

(∑
σk1k2

vk1k2c
†
Lσk1

cRσk2 + h.c.

)
, (5.1)

where d†σ and dσ are operators of the central dot. Ref.[78] reported a calcula-

tion of transport under the influence of a microwave field without U . Ref.[41]

calculated transport both at zero and finite magnetic flux with a Green’s func-

tion of the central quantum dot that includes an on-site interaction U → +∞.

An infinite U reduces the complexity of theory since it forces half-filling of the

energy level of the quantum dot.

We have already presented the current formula corresponding to the Hamil-
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tonian Eq.(5.1) in Section 2.3 [see Eq.(2.7)] with derivation details contained in

the Appendix. In this chapter we apply SymGF to obtain the Green’s function

of the central dot, and then substitute the resulting Green’s function into the

current formula Eq.(2.7) to obtain the transport properties.

5.1 Hartree-Fock Result

In this section we present results obtained at the Hartree-Fock level. Here we use

Eq.(3.23) for an estimate of G<
σ . In the analysis, the self-energies contributed

from the leads come only from the coupling between the leads and the central

quantum dot, characterized by the coupling constant tα. In this way, Eq.(3.23)

preserves the current through the channel that contains the central dot, i.e.,

the upper channel in Fig.5.1.

For this problem at the Hartree-Fock level, we use the following truncation

rules:

〈d†σdσO〉 ≈ Nσ〈O〉 (5.2)

〈c†ασkcασk′O〉 ≈ fα(k)δkk′〈O〉 (5.3)

where O represents any sequence of operators. Rule (5.2) is applied whenever

the total number of d†σ or dσ exceeds 2; rule (5.3) is applied whenever the total

number of c†ασk or cασk exceeds 1. With these truncation rules, the EOMs are
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just slightly different from that without the direct lead-lead link, Eq.(2.21).

〈d↑d†↑〉 =
1

ω − εd

(
1− U〈d↑d↓d†↓d

†
↑〉+

∑
k

〈cLkd†↑〉t
∗
Lk +

∑
k

〈cRkd†↑〉t
∗
Rk

)
〈d↑d↓d†↓d

†
↑〉 = Nd

↓ 〈d↑d
†
↑〉

〈cLkd†↑〉 =
1

ω − εL↑

(∑
k′

〈cRk′d†↑〉vkk′ + 〈d↑d†↑〉tLk
)

〈cRkd†↑〉 =
1

ω − εR↑

(∑
k′

〈cLk′d†↑〉v
∗
kk′ + 〈d↑d†↑〉tRk

)
(5.4)

The EOMs of the other spin channel are obtained by interchanging up- and

down-spin. The Green’s function of the central dot is derived by SymGF, and

found to be:

Gr(ω) =
1

ω − (1−N↓)U − εd +
iπ(t2L(ω)+t2R(ω))

1+π2v2
ω,ω

+ 2π2tL(ω)tR(ω)vω,ω
1+π2v2

ω,ω

(5.5)

From this expression we see that the effect of the direct lead-lead link is a shift

of the energy level of the central dot weighed by the occupation number.

5.1.1 Density of States

Applying the wide-band limit approximation, the Hartree-Fock DOS are ob-

tained and shown in Figs.5.2 and 5.3 where different curves are for different

lead-lead coupling constant v. In Fig.5.2, v changes from 0 to 0.5 in step of

0.1; in Fig.5.3 v changes from 0.4 to 2 in step of 0.4. The coupling between

the central dot and the leads are made symmetric, tL = tR, and we use tα as

the energy unit in these figures. We see from the figure and the expression of

the central dot Green’s function Eq.(5.5), that at energy ω = ε + (1 − Nσ)U ,
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Figure 5.2: Density of states of the central quantum dot. Wide-band limit approximation

is used. We assumed symmetric lead-dot coupling (tL = tR) and tL is used as the energy

unit. At energy 0, from bottom up, the curves’ v = 0, 0.1, 0.2, 0.3, 0.4, 0.5tL, respectively. The

energy level of the central quantum dot εd is chosen to be 0 and (1−Nσ)U is chosen to be 2.

Figure 5.3: Density of states of the central quantum dot. Wide-band limit approximation

is used. We assumed symmetric lead-dot coupling (tL = tR) and tL is used as the energy

unit. The curve with lowest peak height has v = 0.4tL, second loweset has v = 0.8tL, third

v = 1.2tL, fourth v = 1.6tL and finally the curve with the highest and sharpest peak as

v = 2tL. The energy level of the central quantum dot εd is chosen to be 0 and (1−Nσ)U is

chosen to be 2tL.
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Figure 5.4: Current of the left lead as a function of the bias applied to left lead. The

temperature T sets the energy unit. At lowest bias, the curves are obtained (from top to

bottom) at εd = −4,−2, 0, 2, 4T . The lead-dot coupling constants tα = T .

the DOS is independent of v. With increasing v, the peak first shifts to lower

energy and then to higher energy. This is somewhat counter-intuitive, since

usually the coupling smears the peaks. We will have a general discussion about

the DOS at the end of Section 5.2.1.

5.1.2 The I-V Curve

Fig.5.4 shows the current as a function of the bias applied to the left lead without

the direct lead-lead link - i.e. for the situation of v = 0. We have verified that

these curves are identical with those obtained by directly evaluating the current

formula Eq.(2.3).

Then, in Fig.5.5 we show the current where tα is zero, which means there

is only a direct lead-lead link and no quantum dot. As we expect, there is only
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Figure 5.5: Current of the left lead as a function of the bias applied to the left lead. The tem-

perature T sets the energy unit. The lead-lead coupling constant v is chosen to be 0.5, 1, 2, 4T

for the curves with least to greatest slopes, respectively.

linear response.

Finally we plot the current with both non-zero v and tα in Fig.5.6. For the

sake of clarity we shifted the curves to separate them. Basically, if we take out

the curves from Fig.5.4 and add them to the v = 0.5 curve in Fig.5.5, what we

get will just be like Fig.5.6. This means the two tunneling channels are almost

independent at the Hartree-Fock level.
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Figure 5.6: Current in the left lead as a function of bias applied to the left lead. The

temperature T sets the energy unit. The lead-lead coupling constant v = 0.5T , the lead-dot

coupling constant tα = T . These I-V curves, from bottom to top, are for εd = −4,−2, 0, 2, 4T ,

respectively. For better clarity we have shifted each curve by 1.5εd.

5.2 Higher Order Results

To go beyond the Hartree-Fock approximation, we apply the following trunca-

tion rules:

〈d†σdσO〉 ≈ Nσ〈O〉 (5.6)

〈c†ασkcασk′O〉 ≈ fα(k)δkk′〈O〉 (5.7)

where O represents any sequence of operators. Here Rule (5.2) is applied when-

ever the total number of d†σ or dσ exceeds 3; Rule (5.3) is applied whenever the

total number of c†ασk or cασk exceeds 1 (similar to that used for Hartree-Fock).
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Then SymGF derives the following expression for Gr(ω):

Gr
σ(ω) = 1 (g1(ω)− A(ω)(1−Nσ̄))

/(
1 + iπg1(ω)

t2L(ω) + t2R(ω)

1 + π2v2
ω,ω

+

2
π2g1(ω)

1 + π2v2
ω,ω

tR(ω)tLωvω,ω + A(ω)×(
iπg2(ω)

1 + π2v2
ω,ω

∑
α

tα(ω)2(2− fα(ω)− fα(U + 2εd − ω)) +

π2g2(ω)

1 + π2v2
ω,ω

tR(ω)tL(ω)vω,ω
∑
α

(fα(U + 2ε− ω)− fα(ω))

))
(5.8)

where Nσ̄ is the occupation number of the opposite spin and we have defined

A(ω) ≡ Ug1(ω)g2(ω)

1 + 3g2(ω)
1+π2v2

ω,ω
(iπ(tR(ω)2 + tL(ω)2) + 2π2tR(ω)tL(ω)vω,ω))

(5.9)

and the isolated Green’s functions

g1(ω) =
1

ω − U − ε

g2(ω) =
1

ω − ε
. (5.10)

5.2.1 Density of States

In Fig.5.7, DOS of the central dot at high order correlation is shown. The unit

of energy is set by tL = tR. Applying the wide band limit approximation, the

energy symbol ω can be dropped. From this figure we find two sharp peaks of

DOS separated slightly more than U when v is large. This is an effect of the

on-site interaction and the peaks show a Coulomb blockade phenomenon, where

two major peaks of DOS of the central dot is present at energy around the energy

level of the central dot ε and around the energy level plus the on-site interaction
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Figure 5.7: Density of states obtained with higher order Green’s function Eq.(5.8). The

horizontal axis is energy. The unit is tR. The parameters we used are: U = 4tR, εd = 0,

temperature T = 0.3tR, chemical potentials of both leads µL = µR = 0; from bottom up,

the lead-lead coupling v ranges from 0 to 1.6tR in steps of 0.2tR. Each curve is shifted 0.1tR
upward, consecutively.

ε+U , because at these energies it is easier for the electrons in the leads to hop

in. Between the two energies ε and ε+ U there is barely any hopping, so come

the name “Coulomb blockade”. From Fig.5.7 we see the larger the coupling v

gets, the sharper the peaks become. When v is very small or zero, there are still

two peaks - though not very pronounced, and they both have shifted to higher

energy. Comparing Fig.5.7 with Fig.5.2 and Fig.5.3, each peak in Fig.5.7 has

the features presented in Figs.5.2 and 5.3. Namely, with increasing v, the peaks

gets higher and sharper, meanwhile the peak position shifts to lower energy first

and then to higher energy as v increases. But the two peaks are slightly different

from each other, because the self-consistently determined occupation number is

not 0.5 (not shown). Again, this DOS obtained at higher order is qualitatively
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Figure 5.8: Transition process showing the direct inter-lead link enhances the transition from

the leads to the central. (a)-(c) show how electrons could jump from one site to another; and

(d) illustrates the total effect. With the direct link between the leads the transition between

the central dot and the leads are made easier.

different from that obtained with Hartree-Fock approximation (Figs.5.2 and

5.3).

In both Hartree-Fock and this higher order calculation, we see that with

larger lead-lead coupling constant v, the DOS of the central dot becomes larger,

with the DOS peak higher and sharper. Mathematically this is quite straightfor-

ward - one just have to solve Eq.(5.4) for Hartree-Fock or solve more complicated

equations derived by SymGF. Physically, an electron in, for example, left lead

can tunnel to both the central dot and to the right lead. At the right lead, it

can go on tunnel, either to the central dot or back to the left lead. In terms of

the transition between the central dot and the leads, this direct link between

leads provide a multiplier to the transition rate without this direct link. This

process is shown in Fig.5.8. This is the picture why larger v leads to larger DOS
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Figure 5.9: Current in the left lead as a function of the bias applied to the left lead. Wide-

band limit approximation is used and symmetric lead-dot coupling is assumed (tL = tR).

Energy unit is chosen as tL. The parameters are: U = 40tL, εd = 0, temperature T = 0.3tL.

At bias −15tL, from bottom to top, the lead-lead coupling v is chosen to be 0, 0.2tL, 0.4tL
and 0.6tL, respectively.

on the central quantum dot.

5.2.2 The I-V Curve

Fig.5.9 plots the current obtained with the higher order Green’s function Eq.(5.8)

versus the bias applied to the left lead. Unlike Fig.5.6, curves in Fig.5.9 are very

different from the sum of their independent channels (i.e., when tα = 0 and when

v = 0, not shown here). Inspecting the EOMs derived by SymGF, there are

many Green’s functions containing operators of one lead, such as 〈d↑d↓c†L↓d
†
↑〉,

that are related to the Green’s function of similar kind by with operators in

the second lead such as 〈d↑d↓c†R↓d
†
↑〉. In the Hartree-Fock calculation, the EOM

Eq.(5.4) have only two such occasions (〈cLkd†↑〉 and 〈cRkd†↑〉), but in the higher
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order calculation such inter-lead connection of Green’s functions is more com-

mon. These findings appear to suggest that the higher correlation reveals more

quantum interference between the quantum paths going through the two leads.

We hope direct quantitative comparisons to real experiments can be made in

the future.

5.3 Summary

In this chapter, we applied SymGF to a device where the two electrodes are

bridged by both a central quantum dot and a direct lead-lead link. Analysis

were done at both the Hartree-Fock and a higher order correlation. Qualitative

differences are observed in the DOS obtained at the two different correlation

levels. We can identify a Coulomb blockade due to the on-site interaction. We

also observe that the DOS peaks become sharper and higher when the lead-

lead coupling becomes stronger. The two tunneling paths - one through the

quantum dot and the other through the direct link, appear to interfere. But

such an interference is not obvious if the calculation is only done at the Hartree-

Fock level. The conductance (dI/dV ) corresponding to the Hartree-Fock result

Fig.5.6 (not shown) has a more obvious Fano lineshape than the higher order

result Fig.5.9. This has been seen in the T-shaped double quantum dot system

we investigated in Chapter 4, where Fano lineshape in higher order results can

be buried in a wide range of parameters while Hartree-Fock result always has

that feature except a few cases. This is reasonable as higher order formula
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brings in more electronic structures that may compete with Fano lineshape.



6

SymGF for ab initio Calculation

We have so far carried out model analysis of quantum transport in various

device structures at various levels of correlations. By model analysis we mean

the Hamiltonian of the device and the parameters in the Hamiltonian are not

obtained by calculation, but postulated following the physical situation. Model

calculations have the advantage of revealing the underlying physics of a given

model without carrying out tedious numerical computation, even for higher

correlation effects.

For practical purposes, one may be interested in materials specific issues

of the transport physics, hence the Hamiltonian and its parameters need to be

calculated by material specific first principles methods. So far, first principles

numerical analysis of quantum transport has largely been done by combing the

density functional theory (DFT), which aims to calculate many-body electronic

ground state energy by means of the density of the electrons instead of the wave

function, with NEGF[24, 25], where higher order correlations are completely

ignored. A DFT calculation has taken into account the classical Coulomb po-

99
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tential and the exchange-correlation potential at the mean field level. However,

when it comes to transport, a non-interacting formula for the Green’s function

is so far used[24, 25].

Clearly, we can use the ab initio tools to calculate parameters of a device

model, apply these parameters in the high order formulas derived by SymGF,

and investigate higher order correlation effects in specific device structures and

materials. It is the purpose of this chapter to investigate the possibility of

using SymGF in combination with ab initio calculations. In particular, we

obtain parameters in the Anderson Model Hamiltonian by means of an ab initio

calculation, and then substitute them into the formulas obtained by SymGF.

The main purpose of this chapter is to demonstrate the procedures, hence we

use a very simple atomic model in our actual calculations.

6.1 Parameters in the Hamiltonian

In the numerical analysis, we apply the NEGF-DFT method as implemented

in the NanoDcal quantum transport package[27]. The NEGF-DFT method has

been documented extensively in literature[79, 80] and will not be repeated here.

Very briefly, in the NEGF-DFT method for quantum transport in open device

structures (e.g. Fig.1.1), DFT is used to determine the device Hamiltonian

and the electronic structure with the non-equilibrium density matrix provided

by NEGF; and in order for NEGF to determine the nonequilibrium density

matrix, the Hamiltonian determined by DFT is needed. This gives rise to a
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self-consistent field (SCF) calculations. With SCF NEGF-DFT calculation, a

wide range of nanoelectronic devices has been investigated in the literature, and

for this work, we shall apply it to obtain the needed device parameters.

Obviously, the ultimate theory to combine SymGF and NEGF-DFT would

be letting SymGF derive the formulas that is needed by NEGF, and bring that

NEGF with higher order correlation into the SCF loop of NEGF-DFT. This

will be a direction of future work. For now, we use SymGF as a post process of

ab initio calculations done by NEGF-DFT.

According to the Hamiltonian Eq.(2.15), we need several parameters from

first principles calculation and these are obtained by using the NanoDcal elec-

tronic package. These parameters are: energy levels of each parts of the device

(when they are isolated), the coupling constants between them, and an on-

site interaction energy. These parameters are then used in the formula derived

by SymGF. Before going into details, we emphasize that the on-site energy

obtained by DFT is a mean field value, a more accurate value requires more

accurate many-body methods such as quantum Monte Carlo or exact diagonal-

ization. Exact diagonalization is prohibitively expensive from the computation

point of view and is beyond the scope of this work.

6.1.1 Energy Levels

In the device model of NanoDcal, a two-lead system (see Fig.1.1) is partitioned

into seven parts: the left lead, the central scattering region, the right lead, the

coupling between left lead and central region and between the central region
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Figure 6.1: The general device structure of NanoDcal transport package. It is divided into

blocks (sub-Hilbert spaces) for the left lead (HLL), the right lead (HRR), the central scattering

region (HC), the coupling between left lead and central region (HLC and HCL), and finally the

coupling between right lead and the central region (HRC and HCR). Since NanoDcal does not

assume there to be any direct coupling between the left and right leads, the sub-Hamiltonian

for these coupling at the upper-right and lower-left corners are zero.

and left lead, the coupling between right lead and central region and between

central region and right lead. The structure of the corresponding Hamiltonian

is sketched in Fig.6.1. To obtain the energy levels for the central region, we

simply diagonalize the DFT Hamiltonian corresponding to the central region

HC (i.e., central shaded part in Fig.6.1) which also finds eigenfunctions ψd.

If one wishes to use a single-level approximation in the SymGF analysis,

one should focus on one scattering state which is calculated by NanoDcal. A
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scattering state is an eigen-state of the device Hamiltonian whose energy is well

defined. Scattering states encode the interactions between every parts of the

system. This way, from the output of NanoDcal, we obtain the energy levels εσ

in the Hamiltonian Eq.(2.15) and its corresponding eigen-states which will be

used in evaluating the coupling constants tα.

6.1.2 Interaction

The on-site interaction, by its physical significance, is the energy that is required

to add an extra electron to the system, namely U = E(N + 1)−E(N) where N

is the number of electrons in the system. Almost every ab initio software tools

provide a functionality to calculate the total energy with or without electronic

neutrality, thus U can be obtained. Again, as discussed above, this way of

determining U is at the mean-field level.

6.1.3 Coupling Constants

Getting the coupling constants, e.g. the parameters tα in Eq.(2.15), is some-

what tricky. One needs to calculate the scattering states first. In NanoDcal,

calculation of scattering states is provided; one only has to provide the energy at

which the scattering states are calculated. Once the scattering states (hereafter

denoted by ψSC) are obtained, one obtains the coupling constants by

t(ω) =< ψd|H|ψSC(ω) > , (6.1)

where H is the total Hamiltonian calculated by the NEGF-DFT code, and we

have transformed t’s dependence on continuous quantum number k into energy
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ω, as the scattering states ψSC is calculated at specified energies.

Generally, a number of coupling constants at different energies are required

even at zero temperature. This is because the energy levels of the central

region is hybridized with those in the device leads, thus the levels are widened.

Therefore one has to repeat the above procedure for a small energy range.

Finally, since the coupling constants depend continuously on energy, one can

interpolate to obtain them at any particular energy.

6.2 Example: a Carbon-Nitrogen Wire Attached to

Copper Leads

In this section, we present an example with a NC3N wire connecting to sym-

metric copper leads. This exercise is not meant to investigate an experimentally

realistic material, but to demonstrate the theoretical development of this Chap-

ter. For simplicity, we use the single level approximation.

6.2.1 The System and the On-Site Interaction

The system is shown in Fig.6.2. All the atoms are aligned in a straight line, and

the inter-atomic distances are as marked. The copper leads are semi-infinite.

To obtain the parameter U , we apply DFT as implemented in the Vienna

ab initio package (VASP)[81, 82, 83, 84] on a neutral NC3N wire to calculate

the total energy E(N). We then repeat the same calculation by adding one

extra electron to calculate E(N + 1). With these values, we obtain the on-site
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Figure 6.2: The NC3N wire connected to copper chain leads. The copper chains are semi-

infinitely long. The atoms in orange are copper, in blue ones are nickel, and in white are

carbon.

interaction U = E(N + 1)− E(N) to be 3.4eV.

6.2.2 The NanoDcal Calculation

Using NanoDcal transport package[27], we have self-consistently calculated the

device Hamiltonian of the two-lead device. The band structure of the leads

are shown in Fig.6.3. We observe that for the copper chain, there is only one

band that crosses the Fermi level. This means we can well use the single level

approximation. Should there be another band that crosses the Fermi level, the

scattering states will have an explicit band dependence, and we have to obtain

the full spectrum by diagonalizing the central region’s Hamiltonian.

Once we have completed the NEGF-DFT self-consistent calculation by Nan-

oDcal, we obtain the central region’s density of states at the presence of the

leads, shown in Fig.6.4.

The NEGF-DFT calculation also gives the scattering state which is plotted

in Fig.6.5. Since NanoDcal uses localized basis set[85, 86], the left lead, central

region and right lead are shown quite intuitively. With the scattering state, we
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Figure 6.3: The band structure of the copper chain leads. There is only one band that crosses

the Fermi energy. This simplifies the calculation of the coupling constant tαk

.

Figure 6.4: Density of states of the NC3N wire at the presence of the copper leads. Electronic

structures below the Fermi level is much richer than above it.
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Figure 6.5: The scattering states of the whole system at the Fermi level. The left and right

lead is easily recognized as they tend to be uniform. The whole scattering state is normalized

with respect to the current.

can obtain the energy level that amounts to the single level approximation. In

this problem, the energy level of Eq.(2.15) is found to be εσ = 0.6Hartree, or

16.3eV.

Once the scattering states are obtained at various energies, we can proceed

to the calculation of the coupling constants tαkσ. The coupling constants are

usually complex numbers. However, since finally we will only need their square

modulus, we can ignore their phase information altogether, keeping only their

modulus. The coupling constants as a function of energy is plotted in Fig.6.6.

We plot the conductance of the copper-NC3N -copper atomic wire in Fig.6.7

at various temperatures. This figure contains 34 data points for temperature

ranging from T = 0K to T = 330K in steps of 10K. A general trend is that
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Figure 6.6: The coupling constants versus energy. This is obtained with Eq.(6.1). The

coupling is very sensitive to energy below the Fermi level.

the conductance is close to G0 (G0 ≡ 2e2/h) at T = 0K and it reduces as the

temperature raises; but at a high enough temperature the conductance raises

again. The product of the density of states (Fig.6.4) and the coupling between

the leads and the scattering region (we can estimate it from Fig.6.6) has a sharp

peak around the Fermi level, so that at low temperature the conductance is close

to G0 but when the Fermi-Dirac distribution of the leads is smeared by higher

temperature, the conductance reduces. The rise of the conductance at even

higher temperature can be understood as follows. Since we are plotting the

conductance at 0-330K, the energy range that we should consider is −0.1eV till

0.1eV, as this is the range where the derivative of the Fermi-Dirac distribution

function is significantly different from zero, namely,

f ′(ω) = − eω/kBT

kBT (1 + eω/kBT )
2 (6.2)
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Figure 6.7: Conductance at various temperatures. The data points are taken in steps of 10K

until 330K.

where kB = 8.617× 10−5eV/K is the Boltzmann constant, and T the tempera-

ture that ranges from 0 to 330K. In this energy range, we can see that the peak

contributing to the rise of conductance at higher temperature is actually the

DOS peak at energy ω = 0.05eV (see Fig.6.4), while the peak at ω = −0.07eV

has no contribution since the coupling at that energy is very small (see Fig.6.6).

We shall compare our SymGF results with these findings.

6.2.3 SymGF Results

With the parameters obtained in the last subsection, SymGF can carry out

its calculations. The formulas generated by SymGF are the same as in that

in Section 3.6.2, e.g. Eq.(3.21). The density of states are plotted in Fig.6.8.

Comparing Fig.6.8 with Fig.6.4, we see that both DOS plot has the feature that
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Figure 6.8: Density of states obtained by SymGF with parameters generated by first principles

method NanoDcal for the 1-D stomic chain shown in Fig.6.2. It has similar features as that

in Fig.6.4.

below Fermi energy the electronic structure is richer than it is above Fermi level.

But since in the SymGF calculation we are using the single level approximation,

all the features in Fig.6.8 come from the coupling between the leads and the

central scattering region (Fig.6.6). If we used wide-band limit, then the DOS

produced by SymGF will have at most two regular peaks like what is shown in

Fig.3.2. Since the interaction U is determined to be 3.4eV (see Section 6.2.1),

DOS in this energy range is mostly determined by the coupling constants tα

(Fig.6.6).

The temperature dependent conductance obtained by SymGF is shown in

Fig.6.9. It has the same trend as in Fig.6.7, namely, high conductance at low

temperature, then it drops at higher temperature, and then increases back at
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Figure 6.9: Conductance as a function of temperature obtained with formulas produced by

SymnGF and the parameters calculated with NanoDcal. It roughly has the same trend as in

Fig.6.7 that at low temperature the conductance is close to G0. Then it decreases at higher

temperature (100K) but increases again at even higher temperature (250K).

even higher temperature. This trend has been discussed in the last subsection.

The conductance in Fig.6.9 is collectively smaller than that of Fig.6.7.

If U = 0, we get back the non-interacting problem. We plot in Fig.6.10

the effect of changing interaction U . With a larger U the conductance linearly

becomes smaller. We observe that at smaller U , SymGF gives results closer to

that of NanoDcal, which does not contain high order correlation terms induced

by finite U .
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Figure 6.10: Conductance as a function of on-site interaction U . When U gets larger, the

conductance reduces linearly. The value of U is taken from 0 to 3.4eV, which we determined

to be the energy needed to add one more electron to the neutral NC3N molecule.

6.3 Summary

In this chapter we have discussed how one can port SymGF to ab initio cal-

culations, in particular, to combine it with the NEGF-DFT methods such as

NanoDcal. The idea is to compute parameters in the Hamiltonian such as that

of Eq.(2.15). To do so, we diagonalize the first principles NEGF-DFT Hamil-

tonian for the central region of the device to obtain the energy levels and eigen

states; we calculate the scattering states of the leads (which have both energy

and band dependence); we also determine the on-site interaction U by a mean-

field total energy analysis; and finally we determine the coupling constants using

the NEGF-DFT wave functions. Even though we focused on a system with just

one scattering state, the general approach can be applied to systems having
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more states. We presented an example of a NC3N wire connecting to cop-

per chains. All the Hamiltonian parameters in Eq.(2.15) were obtained by the

transport package NanoDcal and electronic package VASP. These parameters

are plugged into the formulas in 3.6.2, namely to Eq.(3.21). A finite U reduces

the conductance of the wire compared to the situation of non-interacting wires.

In summary, the steps for combining SymGF and NanoDcal (with single

level approximation) for materials specific calculation are the following:

• Step 1 Complete an NanoDcal calculation and a SymGF run with the

model of choice.

• Step 2 Calculate the scattering states for a range of energy around the

Fermi level.

• Step 3 Diagonlize the Hamiltonian for the central scattering region pro-

vided by NanoDcal to obtain the energy levels and their corresponding

eigen-wave functions.

• Step 4 For each scattering state at a given energy, calculate the coupling

constant at that energy.

• Step 5 Substitute the parameters obtain in Step 3 and Step 4 into the

formulas produced by SymGF in Step 1 and obtain the final answer.
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Conclusion

The Keldysh Non-Equilibrium Green’s Function (NEGF) method is a very pop-

ular and powerful theoretical tool. Powerful as it is, however, when dealing with

strong interactions, deriving formulas for NEGF can be prohibitively tedious,

and this seriously limited its use.

In this thesis, we presented the development of a symbolic for quantum

transport theory, called “SymGF”. It helps deriving the Green’s functions for

transport systems. The major input to SymGF are (i) the model Hamilto-

nian in second quantized form, (ii) the anti-commutation rules of the operators

involved in the Hamiltonian and (iii) the truncation rules that determine the

order and accuracy of the final result. After a successful SymGF run, it gives

the Green’s function in terms of the self-energies that it automatically defines

and the Green’s functions for isolated systems which are known.

SymGF essentially does two things: (i) to derive the set of equations of

motion (EOMs) and (ii) to solve them.

To derive the EOMs, SymGF follows the following procedure:

114
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Step 1. For a given physical problem, make a model - meaning proposes a Hamil-

tonian in the second quantized form. Physical intuition is necessary.

Step 2. Understand and therefore write down the required Green’s function (usu-

ally the Green’s function of the central quantum dot). This is the starting

point.

Step 3. Derive the EOMs for the Green’s functions.

Step 4. For each of the new Green’s functions produced by older Green’s functions

after the EOM iteration, check if it has reached the number of operators

in our truncation rules. If yes, truncate it; if not, repeat Step 3 for it.

Step 5. Repeat Step 3 and Step 4 until all Green’s functions has an EOM and

a closure is reached. Finally, the required Green’s function can be solved

from the final set of linear algebraic equations.

To solve the EOMs, SymGF makes use of a couple of algorithms. The most

recommended algorithm is the Gaussian elimination for block matrices. Basi-

cally this is to treat each block matrix within the big matrix corresponding to

the full set of EOMs like c-numbers, except the division becomes matrix inver-

sion and regular multiplication becomes matrix multiplication. We elaborated

this algorithm in Secion 3.3.4.

The test of SymGF included several of the manually solved problems, be-

sides the three verifications presented in Section 3.6, it is also thoroughly tested
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against Ref.[33]. These tests greatly increased our faith in this tool that it could

be assisting real research.

We have applied SymGF to a T-shaped double quantum dot system (see

Chapter 4) and the system with direct lead-lead contact (see Chapter 5). We

pushed formulas of both projects to a fairly high order. The results turned

out to be reasonable. In Chapter 4, the high order results obtained by SymGF

can even compare with experiments quantitively with an appropriate choice of

parameters.

We can also use SymGF for ab initio calculations as well. One possible

procedure is presented in Chapter 6 for NanoDcal. Basically, we are calculating

the parameters in the model Hamiltonian with NanoDcal and putting those

parameters into the formulas produced by SymGF.

In conclusion, SymGF has been proved to be reliable for the known problems

and gave reasonable results for problems where results of the same order are

not yet known. It is a very promising tool that has the potential of giving really

fascinating results for complex problems.
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Appendices

8.1 Appendix A: Current Formula for Single Quantum

Dot in Parallel with a Lead-Lead Link

In this section, we provide a more detailed derivation of the current formula for

the transport junction shown in Fig.2.1, where the gap of the two electrodes is

bridged by a a single quantum dot in parallel with a direct conducting link.

The Hamiltonian of the system is Eq.(2.5), we reproduce it here:

Ĥ =
∑
ε

σd†σdσ + Ud†↑d↑d
†
↓d↓ +

∑
ασk

εασkc
†
ασkcασk +(∑

ασk

tαkc
†
ασkdσ + h.c

)
+

(∑
σk1k2

vk1k2c
†
Lσk1

cRσk2 + h.c.

)
(8.1)

We define the number operator of electrons with spin index σ in the left lead as

N̂Lσ ≡
∑

k c
†
LσkcLσk, these electrons contribute the current in left lead as,

Îσ = e
dN̂Lσ

dt
.
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By using the Heisenberg equation of motion, we have

Îσ = −ie[N̂Lσ, H]

=

(
−ie

∑
k1k2

c†Lσk1
cRσk2vk1k2 + h.c.

)
+(

−ie
∑
k

c†LσkdσtLk + h.c.

)

where the dependence on time t is assumed. Using this current operator we

obtain the electric current to be:

I = −e
∑
k1k2

vk1k2G
<
σk1k2

(t, t) + h.c

−e
∑
k

tLkG
<
Lσk(t, t) + h.c (8.2)

where we have defined

G<
k1k2

(t2, t1) ≡ i〈c†Lσk1
(t1)cRσk2(t2)〉

G<
Lσk(t2, t1) ≡ i〈c†Lσk(t1)dσ(t2)〉 .

We then solve the time ordered Green’s function (assuming steady state, so that

it is a function of the difference in time t1 − t2),

Gt
σk1k2

(t1 − t2) ≡ −i〈T [cRσk1(t1)c†Lσk2
(t2)]〉 .

Using EOM metho, we obtain:(
−i ∂
∂t2
− εL(k2)

)
Gt
σk1k2

(t1 − t2) =
∑
k′

Gt
Rσk1k′(t1 − t2)v∗k2k′ +

Gt
Rσk1

(t1 − t2)t∗L(k2) (8.3)
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where we have defined

Gt
Rσk1k2

(t1 − t2) = −i〈T [cRσk1(t1)c†Rσk2
(t2)]〉

Gt
Rσk1

(t1 − t2) = −i〈T [cRσk1(t1)d†σ(t2)]〉

Letting gαk(t1 − t2) satisfy(
−i ∂
∂t2
− εL(k2)

)
gαk(t1 − t2) = δ(t1 − t2) ,

we can then solve Eq.(8.3) with convolution:

Gt
σk1k2

(t1 − t2) =
∑
k′

∫
Gt
Rσk1k′(t1 − t

′)v∗k2k′gαk2(t′ − t2) +∫
Gt
Rσk1

(t1 − t′)t∗L(k2)gαk2(t′ − t2) (8.4)

And similarly,

Gt
ασk1

(t1 − t2) =
∑
k′

∫
Gt
ᾱσk1k′(t1 − t

′)v∗k′k1
gαk1(t′ − t2) +∫

Gt
σ(t1 − t′)tαk1gαk1(t′ − t2) (8.5)

where ᾱ means the other lead than the lead labeled α. Next, we apply the ana-

lytical continuation theorem to Eq.(8.4,8.5) and Fourier transform the resulting

formula to obtain

G<
σk1k2

=
∑
k′

Gr
Rσk1k′g

<
Lσk2

v∗k2k′ +
∑
k′

G<
Rσk1k′

gaLσk2
v∗k2k′

+Gr
Rσk1

g<Lσk2
t∗Lk2

+G<
Rσk1

gaLσk2
t∗Lk2

(8.6)

and

G<
ασk =

∑
k′

(Gr
ᾱσk′g

<
ασk +G<

ᾱσk′g
a
ασk) v

∗
k′k1

+

(Gr
σg

<
ασk +G<

σ g
a
ασk) tRk (8.7)
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where the dependence of Green’s function on energy ω is assumed.

In this way, we can rewrite the current Eq.(8.2) in energy space as

I = −e
∫
dω

2π

∑
k1k2

vk1k2G
<
σk1k2

+ h.c

−e
∫
dω

2π

∑
k

tLkG
<
Lσk + h.c . (8.8)

Our eventual goal is to express the current formula in terms of the Green’s

function of the central quantum dot Gr,<
σ . To this end, we substitute G<

Lσk into

G<
Rσk and Gr

Lσk into Gr
Rσk to obtain

G<
Rσk = Gr

σΣr
Lvσkg

<
Rσk +Gr

σΣ<
Lvσkg

a
Rσk +G<

σ Σa
Lvσkg

a
Rσk +∑

k′

Gr
RσkΣ

r
kk′g

<
Rσk +

∑
k′

Gr
RσkΣ

<
kk′g

a
Rσk +

∑
k′

G<
RσkΣ

a
kk′g

a
Rσk +

Gr
σg

<
RσktRk +G<

σ g
a
RσktRk (8.9)

Gr
Rσk = Gr

σΣr
Lvσkg

r
Rσk +Gr

RσkΣ
r
kk′g

r
Rσk +Gr

σg
r
RσktRk (8.10)

where we have defined

Σt
Lvσk ≡

∑
k′

tLk′g
t
Lσk′v

∗
k′k

Σt
k1k2
≡
∑
k′

vk′k2g
t
Lσk′v

∗
k′k1

.

Considering Gr
Rσk, Σr

Lvk, g
r
Rσk and tRk to be vectors whose elements are labeled

by k; Σkk′g
r
Rσk to be matrices whose elements are labeled by k and k′, we reach

the following matrix equation for Gr
Rσ:

Gr
Rσ (I − ΣrgrRσ) = Gr

σg
r
Rσ (Σr

Lv + tR)
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where I is the unit matrix. Solving the above matrix equation, we obtain the

following formal solution

Gr
Rσ = Gr

σg
r
Rσ (Σr

Lv + tR) (I − ΣrgrRσ)−1 (8.11)

where the superscript −1 means matrix inverse. Later we will explicitly invert

the matrix by the binomial theorem[49], now we move on to find formal solutions

for other Green’s functions.

Similarly, we substitute Eq.(8.11) back into Eq.(8.9) and after some manip-

ulation, we obtain the formal solution for the vector G<
Rσ:

G<
Rσ =

(
Gr
σ (Σ<

Lvg
r
Lσ + Σ<

Lvg
a
Rσ + tRg

<
Rσ) +G<

σ (Σa
Lvg

a
Rσ + tRg

a
Rσ) +

Gr
σg

r
Rσ (Σr

Lv + tR) (I − ΣrgrRσ)−1 (Σrg<Rσ + Σ<gaRσ)
)

(I − ΣagaRσ)−1 (8.12)

Now, we can write Eq.(8.8) in the following form

I = −e
∫
dω

2π

∑
k1k2

vk1k2G
<
σk1k2

+ h.c

−e
∫
dω

2π

∑
k

tLkG
<
Lσk + h.c

= −e

(∫
dω

2π

( ∑
k1k2k′

(
Gr
Rσk1k′Σ

<
k1k′

+G<
Rσk1k′

Σa
k1k′

)
+

∑
k1k2

(
Gr
Rσk1

Σ<
Lvσk1

+G<
Rσk1

Σa
Lvσk1

) ))
+ h.c

−e
∫
dω

2π

∑
k

tLkG
<
Lσk + h.c (8.13)
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In Eq.(8.13) above, we have “solved” Gr,<
ασk in Eq.(8.11) and Eq.(8.12). Since the

two leads are symmetric, replacing “R” with “L” in Eq.(8.12) gives the formal

solution to G<
Lσk.

We can solve for Gr,<
Rσk1k2

with the same method:

Gr
Rσk1k2

= grRσk1
δk1k2 +Gr

σk1k′vk′k2g
r
Rσk2

+Gr
Rσk1

t∗Rk2
grRσk2

(8.14)

G<
Rσk1k2

= g<Rσk1
δk1k2 +Gr

σk1k′vk′k2g
<
Rσk2

G<
σk1k′

vk′k2g
a
Rσk2

+Gr
Rσk1

t∗Rk2
g<Rσk2

+G<
Rσk1

t∗Rk2
gaRσk2

. (8.15)

We already have the energy-dependent EOM for G<
σk1k2

in Eq.(8.6), now we

write down the EOM for Gr
σk1k2

as follows

Gr
σk1k2

=
∑
k′

Gr
Rσk1k′v

∗
k2k′g

r
Lσk2

+Gr
Rσk1

t∗Lk2
grLσk2

Substituting them back to Eq.(8.14) and Eq.(8.15) we reach the following ex-

pressions after some mathematical manipulation:

Gr
Rσk1k2

= grRσk1
δk1k2 +Gr

Rσk1k′Σ
r
k′k2

grRσk2
+

Gr
Rσk1

Σr
Lvσk2

grRσk2
+Gr

Rσk1
t∗Rk2

grRσk2
(8.16)

G<
Rσk1k2

= g<Rσk1
δk1k2 +

∑
k′

Gr
σk1k′vk′k2g

<
Rσk2

+Gr
Rσk1

t∗Rk2
g<Rσk2

G<
Rσk1

t∗Rk2
gaRσk2

+
∑
k′

Gr
Rσk1k′Σ

<
k′k2

gaRσk2
+
∑
k′

G<
Rσk1k′

Σa
k′k2

gaRσk2

Gr
Rσk1

Σ<
Lvσk2

gaRσk2
+G<

Rσk1
Σa
Lvσk2

gaRσk2
.

Hence we obtain the formal solutions for Gr,<
Rσk1k2

as (we denote the correspond-

ing matrix of these Green’s functions with Ḡr,<
Rσ to distinguish from Gr,<

Rσ which
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correspond to Gr,<
Rσk and Ḡr

σ for Gr
σk1k2

):

Ḡr
Rσ = (grRσ +Gr

RσΣr
Lvσg

r
Rσ +Gr

Rσt
∗
Rg

r
Rσ) (I − ΣrgrRσ)−1 (8.17)

Ḡ<
Rσ =

(
g<Rσ + Ḡr

σvg
<
Rσ +Gr

Rσt
∗
Rg

<
Rσ +G<

Rσt
∗
Rg

a
Rσ +

Gr
RσΣ<gaRσ +Gr

RσΣ<
Lvσg

a
Rσ +G<

RσΣa
Lvσg

a
Rσ

)
(I − ΣagaRσ)−1 . (8.18)

Now we evaluate the self-energies and carry out the matrix inversion. Basically,

we shall repeatedly apply the Plemelj formula[50] and the binomial inversion

theorem[49] (see discussions in Section 3.3.4).

First, we deal with Eq.(8.11). By applying the Plemelj formula we have

Σr
k1k2

grRσk1
= −iπvωk2v

∗
ωk1
grRσk1

Therefore in Eq.(8.11) we need the inverse of the matrix

Mk1k2 = δk1k2 + iπvωk1v
∗
ωk2
grRσk2

.

Applying the binomial inverse theorem (Eq.3.10) and then the Plemelj formula

again, we have

M−1
k1k2

= δk1k2 −
iπvωk1v

∗
ωk2
grRσk2

1 + π2v2
ω,ω

and therefore

Gr
Rσk = Gr

σ ×
(

Σr
Lvσkg

r
Rσk + tRkg

r
Rσk +

iπ
∑

k′ Σr
Lvσk′g

r
Rσk′vω,k′v

∗
ω,kg

r
Rσk

−1− π2v2
ω,ω

+

iπ
∑

k′ tRk′g
r
Rσk′vω,k′v

∗
ω,kg

r
Rσk

−1− π2v2
ω,ω

)
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Applying the Plemelj formula again, we reach the final expression for Gr
Rσk

in terms of only the Green’s function of the central quantum dot and other

parameters that are known through the Hamiltonian,

Gr
Rσk = Gr

σ ×
(

Σr
Lvσkg

r
Rσk + tRkg

r
Rσk +

iπ3tLωv
2
ω,ωv

∗
ω,kg

r
Rσk

1 + π2v2
ω,ω

+
π2tR,ωvω,ωv

∗
ω,kg

r
Rσk

−1− π2v2
ω,ω

)
. (8.19)

To solve G<
Rσk, we first need the inverse of the matrix

Mk1k2 = δk1k2 − iπvωk1v
∗
ωk2
gaRσk2

Applying the binomial inverse theorem (Eq.3.10) and then the Plemelj formula,

we have

M−1
k1k2

= δk1k2 +
iπvωk1v

∗
ωk2
grRσk2

1 + π2v2
ω,ω

Next, we substitute the solution Eq.(8.19) into Eq.(8.9), the relevant terms

are, first,

∑
k′

Gr
Rσk′Σ

r
kk′g

<
Rσk =

∑
k′

Gr
σ ×

(
Σr
Lvσk′g

r
Rσk′ + tRk′g

r
Rσk′ +

iπ3tLωv
2
ω,ωv

∗
ω,k′g

r
Rσk′

1 + π2v2
ω,ω

−
π2tRωvω,ωv

∗
ω,k′g

r
Rσk′

1 + π2v2
ω,ω

)
(−iπ)vω,k′v

∗
ω,kg

<
Rσk

Applying the Plemelj formula[50] again, we have

∑
k′

Gr
Rσk′Σ

r
kk′g

<
Rσk = −iπGr

σv
∗
ω,kg

<
Rσk

(
− π2tLωv

2
ω,ω − iπtRωvω,ω +

π4tLωv
4
ω,ω

1 + π2v2
ω,ω

+
iπ3tRωvω,ωv

2
ω,ω

1 + π2v2
ω,ω

)
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The second term (where we assumed g<Lσk = 2πifL(k)δω,ωk) is:

∑
k′

Gr
Rσk′Σ

r
kk′g

<
Rσk =

∑
k′

2πifL(ω)Gr
σ(ω)v∗ω,kg

a
Rσk ×(

− π2tLωv
2
ω,ω − iπtRωvω,ω +

π4tLωv
4
ω,ω

1 + π2v2
ω,ω

+

iπ3tRωvω,ωv
2
ω,ω

1 + π2v2
ω,ω

)
Hence, we can reach the expression for G<

Rσk:

G<
Rσk =

∑
k′

(
Gr
σΣr

Lvσk′g
<
Rσk′ +Gr

σΣ<
Lvσk′g

a
Rσk′ +G<

σ Σa
Lvσk′g

a
Rσk′ +

Gr
σtRk′g

<
Rσk′ +G<

σ tRk′g
a
Rσk′ + (−iπGr

σv
∗
ω,k′g

<
Rσk′ + 2πifL(ω)Gr

σv
∗
ω,k′g

a
Rσk′)×(

− π2tLωv
2
ω,ω − iπtRωvω,ω +

π4tLωv
4
ω,ω

1 + π2v2
ω,ω

+
iπ3tRωvω,ωv

2
ω,ω

1 + π2v2
ω,ω

))
×(

δk′k +
iπvω,k′v

∗
ω,kg

a
Rσk

1 + π2v2
ω,ω

)
(8.20)

Expanding Eq.(8.20) and applying the Plemelj formula, we have

G<
Rσk = Gr

σΣr
Lvσkg

<
Rσk +Gr

σΣ<
Lvσkg

a
Rσk +G<

σ Σa
Lvσkg

a
Rσk +

Gr
σtRkg

<
Rσk +G<

σ tRkg
a
Rσk + (−iπGr

σv
∗
ω,kg

<
Rσk + 2πifL(ω)Gr

σv
∗
ω,kg

a
Rσk)B

+2π2tLωG
r
σYk (fR(ω)− fL(ω)) v2

ω,ω − π2tLωG
<
σ Ykv

2
ω,ω +

2πiGr
σYkfR(ω)tRωvω,ω + iπG<

σ YktRωvω,ω +

2π2Gr
σYk(fR(ω)− fL(ω))v2

ω,ωB

where we have defined

B ≡ −π2tLωv
2
ω,ω − iπtRωvω,ω +

π4tLωv
4
ω,ω

1 + π2v2
ω,ω

+
iπ3tRωvω,ωv

2
ω,ω

1 + π2v2
ω,ω

(8.21)
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and

Yk ≡
iπv∗ω,kg

a
Rσk

1 + pi2v2
ω,ω

In this way, Eq.(8.13) has only another two Green’s functions need to be

derived, namely Gr,<
Rσk1k2

. The matrix inversion contained in the formal solution

Eq.(8.17) can be solved, it is

(I − ΣrgrRσ)−1
k1k2

= δk1k2 +
−iπv∗ω,k1

vω,k2g
r
Rσk2

1 + π2v2
ω,ω

Therefore,

Gr
Rσk1k2

= grRσk1
δk1k2 +

Gr
Rσk1

(
t∗Rk2

grRσk2
− iπt∗Lωvω,k2g

r
Rσk2

)
−
iπvω,k2g

r
Rσk2

1 + π2v2
ω,ω

×(
grRσk1

v∗ω,k1
+Gr

Rσk1

(
−iπt∗Rωv∗ω,ω − π2t∗Lωv

2
ω,ω

) )
Now we will deal with the last Green’s function G<

Rσk1k2
. In Eq.(8.18), the

inverse

(I − ΣagaRσ)−1
k1k2

= δk1k2 +
iπv∗ω,k1

vω,k2g
a
Rσk2

1 + π2v2
ω,ω

To proceed further, we also need to evaluate the following terms:

∑
k′

Gr
σk1k′vk′k2g

<
Rσk2

=
∑
k′ks

Gr
Rσk1ks

v∗k′ksg
r
Lσk′ +∑

k′

Gr
Rσk1

t∗Lk′g
r
Lσk′vk′k2g

<
Rσk2

= −iπ
∑
k′

Gr
Rσk1k′v

∗
ω,k′vω,k2g

<
Rσk2

−iπGr
Rσk1

t∗Lωvω,k2g
<
Rσk2
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and that

∑
k′

Gr
Rσkk′v

∗
ω,k′ = grRσkv

∗
ω,k − iπgrRσkt∗Rωv∗ω,ω − π2Gr

Rσkt
∗
Lωv

2
ω,ω −

π2v2
ω,ω

1 + π2v2
ω,ω

×
(
grRσk1

v∗ω,k1
+Gr

Rσk1
×(

−iπt∗Rωv∗ω,ω − π2t∗Lωv
2
ω,ω

) )
≡ Zk (8.22)

Define F (k1, k2) as

F (k1, k2) = g<Rσk1
δk1k2 +

(
2πifL(ω)vω,k2g

a
Rσk2
− iπvω,k2g

<
Rσk2

)
Zk1 −

iπGr
Rσk1

t∗Lωvω,k2g
<
Rσk2

+Gr
Rσk1

t∗Rk2
g<Rσk2

+G<
Rσk1

t∗Rk2
gaRσk2

+

2πifL(ω)Gr
Rσk1

t∗Lωvω,k2g
a
Rσk2

+ iπG<
Rσk1

t∗Lωvω,k2g
a
Rσk2

(8.23)

then the Green’s function G<
Rσk1k2

can be written as

G<
Rσk1k2

= F (k1, k2) +
∑
k′

F (k1, k
′)v∗ω,k′

iπvω,k2g
a
Rσk2

1 + π2v2
ω,ω

(8.24)

where, by applying the Plemelj formula we obtain

∑
k′

F (k, k′)v∗ω,k′ = g<Rσkv
∗
ω,k + 2π2Zk (fR(ω)− fL(ω)) v2

ω,ω +

2π2Gr
Rσkt

∗
Lω (fR(ω)− fL(ω)) v2

ω,ω + 2πiGr
RσkfR(ω)t∗Rωv

∗
ω,ω +

iπG<
Rσkt

∗
Rωv

∗
ω,ω − π2G<

Rσkt
∗
Lωv

2
ω,ω (8.25)

In this way, Eq.(8.24) together with Eq.(8.25) gives the final expression for

G<
Rσk1k2

.
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Now, we are at the position to finalize the current formula Eq.(8.13). We

do this in an easy-to-hard order. First, we evaluate the third term in Eq.(8.13)∑
kG

r
RσkΣ

<
Lvσk. It is

∑
k

Gr
RσkΣ

<
Lvσk = 2πiGr

RσkfL(ω)vω,kt
∗
Lω

= 2πifL(ω)t∗LωG
r
σ ×

∑
k

(
− iπtLωv∗ω,kgrRσkvω,k + tRkg

r
Rσkvω,k +

iπ3tLωv
2
ω,ω

1 + π2v2
ω,ω

v∗ω,kg
r
Rσkvω,k −

π2tRωvω,ω
1 + π2v2

ω,ω

v∗ω,kg
r
Rσkvω,k

)
= 2πifL(ω)t∗LωG

r
σ ×

(
− π2tLωv

2
ω,ω − iπtRωvω,ω +

π4tLωv
4
ω,ω

1 + π2v2
ω,ω

+
iπ3tRωvω,ωv

2
ω,ω

1 + π2v2
ω,ω

)
(8.26)

At this point, the only unknown is the Green’s function of the central dot,

which will be derived by SymGF. Hence this is the final form for the purpose

of a current formula.

Next, we evaluate the fourth term of Eq.(8.13)
∑

kG
<
RσkΣ

a
Lvσk. It is

∑
k

G<
RσkΣ

a
Lvσk =

iπt∗Lω
1 + π2v2

ω,ω

×(
2π2tLωG

r
σ(fR(ω)− fL(ω))v2

ω,ω − π2tLωG
<
σ v

2
ω,ω −

2πiGr
σfR(ω)tRωvω,ω + iπG<

σ tRωvω,ω +

2π2Gr
σ(fR(ω)− fL(ω))v2

ω,ω ×B
)

(8.27)

where B is defined in Eq.(8.21)
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Third, we evaluate the first term in Eq.(8.13)
∑

kk′ G
r
Rσkk′Σ

<
kk′ . It is

∑
kk′

Gr
Rσkk′Σ

<
Rσkk′ = 2πifL(ω)

∑
kk′

Gr
Rσkk′vω,kv

∗
ω,k′

= 2πifL(ω)
∑
k

1

1 + π2v2
ω,ω

(
grRσkv

∗
ω,k +

Gr
Rσk

(
−iπt∗Rωv∗ω,ω − π2t∗Lωv

2
ω,ω

) )
vω,k

= 2πifL(ω)
1

1 + π2v2
ω,ω

(
− iπv2

ω,ω +∑
k

Gr
Rσkvω,k

(
−iπt∗Rωv∗ω,ω − π2t∗Lωv

2
ω,ω

) )
(8.28)

where the summation
∑

kG
r
Rσkvω,k has been contained in the evaluated term

Eq.(8.26).

Fourth, we evaluate the second term in Eq.(8.13)
∑

kk′ G
<
Rσkk′Σ

a
kk′ . It is

∑
kk′

G<
Rσkk′Σ

a
kk′ =

∑
kk′

G<
Rσkk′iπvω,kv

∗
ω,k′

We first evaluate

∑
k′

G<
Rσkk′v

∗
ω,k′ =

∑
k′

F (k, k′)v∗ω,k′ +
∑
k′ks

F (k, ks)v
∗
ω,ks

iπvω,k′g
a
Rσk′

1 + π2v2
ω,ω

v∗ω,k′∑
k′

F (k, k′)v∗ω,k′
1

1 + π2v2
ω,ω

where we have defined F in Eq.(8.23) and evaluated
∑

k′ F (k, k′)v∗ω,k′ in Eq.(8.25).



8: Appendices 130

Then, we can write

∑
kk′

G<
Rσkk′Σ

a
kk′ =

∑
kk′

G<
Rσkk′iπvω,kv

∗
ω,k′

=
iπ

1 + π2v2
ω,ω

∑
kk′

F (k, k′)v∗ω,k′vω,k

= 2π2ifR(ω)v2
ω,ω + 2π2 (fR(ω)− fL(ω)) v2

ω,ω

∑
k

Zkvω,k +

2π2t∗Lω (fR(ω)− fL(ω)) v2
ω,ω

∑
k

Gr
Rσkvω,k +

2πifR(ω)v∗ω,ωt
∗
Rω

∑
k

Gr
Rσkvω,k + iπv∗ω,ωt

∗
Rω

∑
k

G<
Rσkvω,k −

π2t∗Lωv
2
ω,ω

∑
k

G<
Rσkvω,k (8.29)

In the above expression, all the summations have been evaluated in previous

terms except
∑

k Zkvω,k [see Eq.(8.22)] which is:

∑
k

Zkvω,k =
(
− iπv2

ω,ω − iπt∗Rωv∗ω,ω
∑
k

Gr
Rσkvω,k −

π2t∗Lωv
2
ω,ω

∑
k

Gr
Rσkvω,k

) 1

1 + π2v2
ω,ω

(8.30)

This completes the evaluation of the fourth term.

The last term is
∑

kG
<
Lσkt

∗
Lk. With identical method, we have

∑
k

G<
Lσkt∗Lk = 2π2Gr

σtRωt
∗
Lωvω,ω (fL(ω)− fR(ω))− π2tRωt

∗
Lωvω,ωG

<
σ +

2πifL(ω)t2LωG
r
σ + 2π2 (fL(ω)− fR(ω)) vω,ωt

∗
LωG

r
σC +

iπt2LωG
<
σ + π2Gr

σtRωv
2
ω,ω (fL(ω)− fR(ω))− π2tRωv

2
ω,ωG

<
σ +

2πifL(ω)tLωv
∗
ω,ωG

r
σ + 2π2 (fL(ω)− fR(ω)) v2

ω,ωG
r
σC +

iπtLωv
∗
ω,ωG

<
σ (8.31)
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where we have defined

C ≡
(
−π2tRωv

2
ω,ω − iπv∗ω,ωtLω +

π4v4
ω,ωtRω

1 + π2v2
ω,ω

+
iπ3v2

ω,ωv
∗
ω,ωtLω

1 + π2v2
ω,ω

)
With the above derivations, we have completely rewritten the current for-

mula Eq.(8.13) in terms of the Green’s function of the central dot (Gr
σ and G<

σ )

and parameters that are given in the Hamiltonian.

8.2 Appendix B: Retarded Green’s Function of the

Side-Coupled Double Quantum Dot

In this and the following sections of the appendix, we list the analytical for-

mula of the Green’s functions derived by SymGF for the DQD device and some

detailed algorithm of SymGF.

For the DQD device model of Eq.(3.24) (Fig.3.3) and Rule (4.1-4.3), SymGF

derived a total of 133 EOMs (for 133 Green’s functions). In SymGF, all the

Green’s functions, self-energies and un-perturbed Green’s functions (considered

to be known) are automatically indexed with numerical subscripts, for example,

G107 means the 107’th Green’s function. SymGF did further mathematical

manipulation to reduce the 133 EOMs to a four-equation set of G1, G6, G7 and

G107. All the Green’s functions are functions of energy but the energy subscript

ω is omitted in the following for simplicity of notation. In particular, G1 is the

retarded Green’s function Gr for the DQD device which is used in calculating

the transport properties in Eq.(2.4). In general all the Green’s functions are
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matrices of the same dimension as the corresponding sub-Hilbert space. In the

present DQD problem, each QD is considered to have a single energy level, the

dimension of the Hilbert spaces for the dots is one. G1, G6, G7 and G107 are

derived by SymGf to be the following:

G1 = g1 (1 +G1 (Γ16 + Σ20 + Σ21) + U (−G6 +G7) Γ17g2) (8.32)

G6 = g1 (−G7Γ32 +G6 (Γ1178 + Γ32 + Γ605) +G1Γ31g5) (8.33)

G7 = g1

(
−G6(Γ32 + UΓ1231g2) +G7(Γ1426 + Γ1606 + Γ32 + UΓ1231g2) +

G1(Γ1229 + Γ31g5)
)

(8.34)

G107 = g1

(
(1−Na

↑ )G1Γ16 +G107 (Γ1827 + Γ2012)−

U (G6 −G7)
(
Γ16 −Na

↑Γ17

)
g2

)
(8.35)

where variables beginning with Γ or Σ are self-energies defined by SymGF during

the solution of the original set of EOM, the variables beginning with g are for

Green’s functions of QD-1, QD-2 (see Fig.3.3) and the leads when they are

isolated from each other [see Eqs.(8.38-8.41)].
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In Eqs.(8.32, 8.33, 8.34, 8.35), the self-energies are defined as:

Γ16 =
(

Σ1 (1− (Γ3 + Γ7)g6 + g5 (U(Γ2 + Γ6)g6 − Σ3))
)/((

1− (Γ3 +

Γ7)g6 + g5 (U(Γ2 + Γ6)g6 − Σ3)
)
− Ug2g5

(
(1−Na

↓ )Σ3 + (Γ1 + Γ5)g6

))
Γ17 = Σ2

/(
1− Γ3g6 − Γ7g6 − g5 (Σ3 − U(Γ2 + Γ6)g6)−

(Ug2g5Σ3 −Na
↓Σ3 + Γ1g6 + Γ5g6)

)
Γ31 =

Σ1

(
(Na
↓ − 1)Σ3 + (Γ20 + Γ24)g6

)(
(1− (Γ22 + Γ26)g6)− g5

(
Σ3(1−Na

↓ )UΣ3g2 + U(Γ21 + Γ25)g6

))
Γ32 =

Σ2

1− Γ22g6 − Γ26g6 − g5

(
Σ3 + UΣ3g2 −Na

↓UΣ3g2 + UΓ21g6 + UΓ25g6

)
Γ1229 =

A

1− C

Γ1231 =
B

1 + C
(8.36)

where variables A− C are defined for a better readability:

A =
(1−Na

↓ )Σ1

1− U(Γ1182+Γ1187)g2g5g6

(1−Γ1184g6−Γ1189g6)+g5(−Σ3+UΓ1183g6+UΓ1188g6)

B =
(1−Na

↓ )Σ2

1− U(Γ1182+Γ1187)g2g5g6

1−Γ1184g6−Γ1189g6
+ g5(−Σ3+UΓ1183g6+UΓ1188g6)

1−Γ1184g6−Γ1189g6

C =
(1−Na

↓ )Ug2g5 (Σ3 + Γ1181g6 + Γ1186g6) / (1− g6(Γ1184 + Γ1189))(
1− g5(Σ3−Ug6(Γ1183+Γ1188))

1−Γ1184g6−Γ1189g6

)
− U (Γ1182 + Γ1187) g2g5g6

(8.37)

The un-perturbed Green’s functions and self-energies in Eq.(8.36, 8.37) are
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defined in the following. gi’s are the un-perturbed Green’s functions which are:

g1 =
1

w − ε0
(8.38)

g2 =
1

−U + w − εd
(8.39)

g5 =
1

w − εd
(8.40)

g6 =
1

−U + w + εa − 2εd
(8.41)

They are all functions of energy ω, and ω should be interpreted as ω+i0+ where

0+ denotes a positive infinitesimal. The self-energies in Eq.(8.36, 8.37) are:

Σ1 =
t2

−U + w − εd

Σ2 =
t2

w − εd

Σ3 =
t2

−U + w + εa − 2εd

Γ1 =
(
t2(Na

↓ − fl↓(k))tl(k)2(w − εa − εd + εl↓(k))
)/(

t2((−2 +Na
↑ +

Na
↓ )U + 2(w − εa − εd))− (w − εa − εd)(U − w + εa + εd)(U −

w + 2εd)− εl↓(k)

(
− 2t2 + U2 + (3w − εa − 5εd)(w − εa − εd) +

U(−4w + 3εa + 5εd) + εl↓(k)(−2U + 3w − 2(εa + 2εd) +

εl↓(k))

))



8: Appendices 135

Γ2 =
(
t2(Na

↓ − fl↓(k))tl(k)2
)/(

− t2((−2 +Na
↑ +Na

↓ )U + 2(w − εa − εd)) +

(w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +
(
− 2t2 + U2 − 4Uw +

3w2 + 3Uεa − 4wεa + ε2a + 5Uεd − 8wεd + 6εaεd + 5ε2d
)
εl↓(k)−

(2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3
)

Γ3 = −(tl(k)2(U − w + εa + εd − εl↓(k))(w − εa − εd + εl↓(k)))

/(
− t2 ×(

(Na
↑ +Na

↓ − 2)U + 2(w − εa − εd)
)

+ (w − εa − εd)(U − w + εa + εd)×

(U − w + 2εd) +
(
U2 − 2t2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a + 5Uεd −

8wεd + 6εaεd + 5ε2d
)
εl↓(k)− (2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3

)

Γ20 =
(
t2(Na

↓ − fl↓(k))tl(k)2(w − εa − εd + εl↓(k))
)/(

t2
(
(2−Na

↑ −Na
↓ )U −

2(w − εa − εd)
)

+ (w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +(
− 2t2 + U2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a + 5Uεd − 8wεd +

6εaεd + 5ε2d
)
εl↓(k)− (2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3

)

Γ21 = −
(
t2(Na

↓ − fl↓(k))tl(k)2(U − 2w + εa + 2εd − εl↓(k))
)/(

(U − w + εd)(
− t2((−2 +Na

↑ +Na
↓ )U + 2(w − εa − εd)) + (U − w + εa + εd)×

(w − εa − εd)(U − w + 2εd) +
(
− 2t2 + U2 − 4Uw + 3w2 + 3Uεa −

4wεa + ε2a + 5Uεd − 8wεd + 6εaεd + 5ε2d
)
εl↓(k)− (2U − 3w + 2εa +

4εd)εl↓(k)2 + εl↓(k)3
))
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Γ22 = −(tl(k)2(U − w + εa + εd − εl↓(k))(w − εa − εd + εl↓(k)))

/(
t2
(

(2−

Na
↑ −Na

↓ )U − 2(w − εa − εd)
)

+ (w − εa − εd)(U − w + εa + εd)×

(U − w + 2εd) +
(
− 2t2 + U2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a +

5Uεd − 8wεd + 6εaεd + 5ε2d
)
εl↓(k)− (2U − 3w + 2εa + 4εd)εl↓(k)2 +

εl↓(k)3
)

Γ605 = tl(k)2

/(
(w − εl↑(k))

(
1 + 2t2

(
(1−Nd

↑ )U
2 − w2 − 2(1−Nd

↑ )U(εa −

εd) + (εa − εd)2 + 2wεl↑(k)− εl↑(k)2
)/(

(w + εa − εd − εl↑(k))(w − U +

εa − εd − εl↑(k))(w − εa + εd − εl↑(k))(U + w − εa + εd − εl↑(k))
)
−(

4(Na
↓ − 1)(Na

↑ −Nd
↑ )t

4U2(U − 2εa + 2εd)
2
)/(

(U + w − εa + εd −

εl↑(k))(U − w − εa + εd + εl↑(k))
(
2t2 + (U − w − εa + εd)(U + w −

εa + εd) + 2wεl↑(k)− εl↑(k)2
)(
w2 − (εa − εd)2 − 2wεl↑(k) +

εl↑(k)2
)2
)))

Γ1181 = −
(
t2tl(k)2(w − εa − εd + εl↓(k))

)/(
t2((−2 +Na

↑ +Na
↓ )U + 2(w −

εa − εd))− (w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +
(
2t2 − U2 +

4Uw − 3w2 − 3Uεa + 4wεa − ε2a − 5Uεd + 8wεd − 6εaεd − 5ε2d
)
εl↓(k) +

(2U − 3w + 2εa + 4εd)εl↓(k)2 − εl↓(k)3
)
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Γ1182 =
(
t2(−1 + fl↓(k))tl(k)2(w − εa − εd + εl↓(k))

)/(
t2((2−Na

↑ −Na
↓ )U −

2(w − εa − εd)) + (w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +
(
U2 −

2t2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a + 5Uεd − 8wεd + 6εaεd + 5ε2d
)
×

εl↓(k)− (2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3
)

Γ1183 =
(
t2(Na

↓ − fl↓(k))tl(k)2
)
/
(
− t2((−2 +Na

↑ +Na
↓ )U + 2(w − εa − εd)) +

(w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +
(
− 2t2 + U2 − 4Uw +

3w2 + 3Uεa − 4wεa + ε2a + 5Uεd − 8wεd + 6εaεd + 5ε2d
)
εl↓(k)−

(2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3
)

Γ1184 = −(tl(k)2(U − w + εa + εd − εl↓(k))(w − εa − εd + εl↓(k)))

/(
t2((2−

Na
↑ −Na

↓ )U − 2(w − εa − εd)) + (w − εa − εd)(U − w + εa + εd)×

(U − w + 2εd) +
(
− 2t2 + U2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a +

5Uεd − 8wεd + 6εaεd + 5ε2d
)
εl↓(k)− (2U − 3w + 2εa + 4εd)εl↓(k)2 +

εl↓(k)3
)

Γ1205 = −(t2tl(k)2(w − εa − εd + εl↓(k)))

/(
t2((−2 +Na

↑ +Na
↓ )U + 2(w −

εa − εd))− (w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +
(
2t2 − U2 +

4Uw − 3w2 − 3Uεa + 4wεa − ε2a − 5Uεd + 8wεd − 6εaεd − 5ε2d
)
εl↓(k) +

(2U − 3w + 2εa + 4εd)εl↓(k)2 − εl↓(k)3
)
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Γ1206 = −(t2(−1 + fl↓(k))tl(k)2(w − εa − εd + εl↓(k)))

/(
t2((2−Na

↑ −Na
↓ )U −

2(w − εa − εd)) + (w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +(
− 2t2 + U2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a + 5Uεd − 8wεd + 6εaεd +

5ε2d
)
εl↓(k)− (2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3

)

Γ1207 = (t2(−Na
↓ + fl↓(k))tl(k)2)

/(
− t2((−2 +Na

↑ +Na
↓ )U + 2(w − εa − εd)) +

(w − εa − εd)(U − w + εa + εd)(U − w + 2εd) +
(
− 2t2 + U2 −

4Uw + 3w2 + 3Uεa − 4wεa + ε2a + 5Uεd − 8wεd + 6εaεd + 5ε2d
)
εl↓(k)−

(2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3
)

Γ1208 = −(tl(k)2(U − w + εa + εd − εl↓(k))(w − εa − εd + εl↓(k)))

/(
t2((2−

Na
↑ −Na

↓ )U − 2(w − εa − εd)) + (w − εa − εd)(U − w + εa + εd)(U −

w + 2εd) +
(
− 2t2 + U2 − 4Uw + 3w2 + 3Uεa − 4wεa + ε2a + 5Uεd −

8wεd + 6εaεd + 5ε2d
)
εl↓(k)−

(2U − 3w + 2εa + 4εd)εl↓(k)2 + εl↓(k)3
)

Γ1426 = tl(k)2

/(
w − εl↓(k) + t2

(
−1 +Na

↓

w + εa − εd − εl↓(k)
+

−1 +Na
↑

w − εa + εd − εl↓(k)
−

Na
↑

U + w − εa + εd − εl↓(k)
+

Na
↓

U − w − εa + εd + εl↓(k)

))
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Γ1827 =
tl(k)2

w − εl↑(k)

/(
1 +

2t2

(U − εa + εd)2 − (w − εl↑(k))2
−

(
4(−1 +Na

↓ )(Na
↑ −Nd

↑ )t
4U2(U − 2εa + 2εd)

2
)/

( (
U2 − w2 − 2Uεa + ε2a + 2Uεd − 2εaεd + ε2d + 2wεl↑(k)− εl↑(k)2

)
(
w2 − (εa − εd)2 − 2wεl↑(k) + εl↑(k)2

) (
2t2
(

(−1 +Nd
↑ )U

2 + w2 −

2(−1 +Nd
↑ )U(εa − εd)− (εa − εd)2

)
+
(
w2 − (εa − εd)2

)
×(

U2 − w2 − 2U(εa − εd) + (εa − εd)2
)
−

2w
(
2t2 + U2 − 2U(εa − εd) + 2

(
−w2 + ε2a − 2εaεd + ε2d

))
εl↑(k) +(

2t2 + U2 − 2U(εa − εd) + 2
(
−3w2 + ε2a − 2εaεd + ε2d

))
εl↑(k)2 +

4wεl↑(k)3 − εl↑(k)4
)))

There are more self-energies in Eq.(8.36, 8.37), they can be obtained by

replacing the εlσ with εrσ in their corresponding counterparts. For instance, Γ5

is obtained from Γ1 by replacing εlσ with εrσ; Γ6 is obtained from Γ2; Γ7 from

Γ3; Γ24 from Γ20; Γ25 from Γ21; Γ26 from Γ22; Γ1178 from Γ605; Γ1186 from Γ1181;

Γ1187 from Γ1182; Γ1188 from Γ1183; and finally Γ1189 from Γ1184. This way, all the

quantities in Eqs.(8.32, 8.33, 8.34, 8.35) can be obtained.

8.3 Appendix C: Solution of G<

In the main text we have used the formula G< = GrΣ<Ga and this ansatz[51]

for calculating Σ<

Σ< =
Σ<

0

Σr
0 − Σa

0

[
(Ga)−1 − (Gr)−1

]
(8.42)
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to obtain the occupation number as Eq.(3.22). This ansatz was obtained by

assuming Σ<,> has the form Σ< = Σ<
0 A and Σ> = Σ>

0 A, and A is determined

by the condition

Σ< − Σ> = Σr − Σa.

This ansatz has the advantage of preserving the conservation of current[51].

To have a clearer picture of this ansatz, let’s consider an energy-dependent

Green’s function in Hartree’s approximation:

Gr(ω) =
1

ω −H − Σr(ω)
.

In this way, Eq.(3.23) [or Eq.(8.42)] can be further written as the average of the

G<’s obtained at each of the leads’ chemical potential,

G<(ω) = −i
∑
i

wif(ω − µi)Gr(ω) ≡
∑
i

wiG
<
i (ω),

where i enumerates the leads, µi is the chemical potential of lead-i, f is the Fermi

distribution function and the normalized weight wi is from each lead’s linewidth

function Γi. This expression suggests that the ansatz works best for not too large

bias potential (where µi’s are not too far from each other) or smooth spectrum

(where Gr(ω) doesn’t change rapidly with respect to ω). Therefore, caution

should be taken when applying the current version of SymGF for situations

of large bias or spiky DOS spectrum[87]. For wide range of practical systems

where the leads are made of good metals and the central device region is well

coupled to the leads, the ansatz can be applied.
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8.4 Appendix D: Self-Energies of the Leads

When we solve for the Green’s function of QD-1 in Fig.3.3, the influences from

the leads are represented by a self-energy function, thus eliminating the de-

grees of freedom from the leads. SymGF always assumes that the leads have a

continuous spectrum, therefore the summation over the lead’s quantum num-

bers becomes integration. During the solution of the desired Green’s functions,

SymGF automatically recognizes the self-energies contributed from the leads

and other parts of the device system. In this appendix we discuss how SymGF

calculates the self-energies of the leads. To make the discussion more general,

we do not adopt the wide-band limit (WBL) approximation here.

The simplest self-energies are in the following form:

Σα(ω) ≡
∑
k

tαkt
∗
αk

ω − εαk
, (8.43)

where summation over k should be understood as integration and ω as ω+ i0+.

By applying Plemelj formula[50], Eq.(8.43) becomes:

Σα(ω) = P
∑
k

tαkt
∗
αk

ω − εαk
− iπ

∑
k

δ(ω − εαK)tαkt
∗
αk, (8.44)

where P denotes principal value. The first term of Eq.(8.44) is a real number

and represents an energy shift. If we adopt WBL, the real principal value is

strictly zero and in SymGF this real number is abandoned. The second term is

purely imaginary. It represents the transition rate of the electrons to and from

the leads, and therefore affects transport properties. SymGF only keeps this

imaginary part for the self-energies. In this way, the infinite degrees of freedom
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of the leads (denoted by the subscript k) is reduced to a function of ω that

has the same sub-Hilbert space dimension of the Green’s function of the QD-1

(which is one for single level).

One of the more complicated self-energies looks like:

∑
k

(
f(εLk)−Na

↓
)

Σ1(k)

ω − U − εa − εd + εLk − 2Σ2(k) +
(2−Na

↑−N
a
↓ )UΣ2(k)

εa−εd−εLk

(8.45)

where f is the Fermi distribution function and Σ1(k) and Σ2(k) are:

Σ1(k) ≡ 1

2π
Σ2(k)tαkt

∗
αk

Σ2(k) ≡ t2

ω − U − 2εd + εLk
.

It represents the self-energy from the left lead to the QD-1 that has already

been affected by the self-energy from the dangling dot QD-2. To carry out

the integration, we have to choose a contour so that the poles of εLk which

are infinitesimally close to the real axis (offset by i0+) be surrounded by a

semi-circle in the half plane that doesn’t contain the poles. This self-energy

Eq.(8.45) has three poles. If we have just one such pole, then we end up with

the Plemelj formula. After applying the residue theorem, the integrand becomes

the product of a Dirac delta function and another part, so that this self-energy

is still a function of energy ω. If we further go to even higher orders in the

equation of motion iteration, this “self-energy to self-energy” loop will go on.

But eventually, all the degrees of freedom of the leads (and of QD-2 as well) are

eliminated. Some of this more complicated self-energies are energy-dependent

even when we adopt the WBL approximation.
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8.5 Appendix E: Superconducting Leads

In recent years, quantum transport in devices having one or more supercon-

ducting leads has received tremendous attention[88, 89, 90, 91, 92, 93]. It is not

difficult to extend the SymGF method to these systems.

So far in this thesis, the Hamiltonian for a non-interacting normal lead is

given as:

H =
∑
kσ

εkσc
†
kσckσ (8.46)

where σ is the spin index. For a superconductor lead, its Hamiltonian is[94, 95,

96]:

H =
∑
kσ

εkc
†
kσckσ +

∑
k

[
∆c†−k↑c

†
k↓ + ∆∗ck↓c−k↑

]
(8.47)

where the extra parameter ∆ represents the energy gap of the superconductor.

To investigate transport properties of systems with superconducting leads

described by Eq.(8.47), we can proceed with the same equation of motion

method implemented in SymGF; there is no essential difference between the

treatment of normal leads and superconducting leads as far as the mathemati-

cal procedure is concerned.
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