
INFORMATION TO USERS

This manuscript bas been reproduced t'rom the microfilm master. U1vfI

films the text directly rrom the original or copy submitted. Thus, sorne

thesis and dissertation copies are in typewriter face, while others may be

from any type ofcomputer printer.

Tbe quality of tbis reproduction is dependent upoo tbe quality of tbe

copy submitted. Broken or indistinct print, colored or poor quality
t

illustrations and photographs, print bleedthrough, substandard margins,

and improper alignrnent can adversely affect reproduction.

In the unIikely event that the author did not send U1vfI a complete

manuscript and there are missing pages, these will be noted. Also, if

unauthorized copyright materiai had to be removed, a note will indicate

the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by

sectioning the original, beginning at the upper left-band corner and

continuing t'rom left to right in equal sections with smal1 overlaps. Each

original is also photographed in one exposure and is included in reduced

form at the back ofthe book.

Photographs included in the original manuscript have been reproduced

xerographically in this copy. Higher quality 6" x 9" black and white

photographic prints are available for any photographs or illustrations

appearing in this copy for an additional charge. Contact UMI directly to

order.

UMI
A Ben &. Howen Information Company

300 North Zeeb Road, ADn Arbor MI 48106-1346 USA
313n61-4700 800/521..Q600





An EfFective-Lagrangian Approach Ta
ReslJmmation ln A Hot Scalar Theory

Alexander L. MariDi

PhyBica Department, McGilI University, Montréal

A thesis submitted to· the Faculty of Graduate Studies and Research in partial

falfiIment of the requirements of the degree of Doctor of Philoeophy in physics.

@AleXander L. Marini, 1996

November, 1996



1+1 National Library
of Canada

Acquisitions and
Bibliographie Services

395 Wellington Street
Ottawa ON K1A om
canada

Bibliothèque nationale
du Canada

Acquisitions et
services bibliographiques

395. rue Wellington
Ottawa ON K1A ON4
canada

Your Ne Votre reftinlnœ

Our fUll NotTe reférf11JC41

The author bas granted a non­
exclusive licence allowing the
National Library ofCanada to
reproduce, loan, distribute or sell
copies of this thesis in microfo11ll,
paper or electronic formats.

The author retains ownership of the
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may be printed or otherwise
reproduced without the author' s
permISSIon.

L'auteur a accordé une licence non
exclusive permettant à la
Bibliothèque nationale du Canada de
reproduire, prêter, distribuer ou
vendre des copies de cette thèse sous
la forme de microfiche/film, de
reproduction sur papier ou sur fonnat
électronique.

L'auteur conserve la propriété du
droit d'auteur qui protège cette thèse.
Ni la thèse ni des extraits substantiels
de celle-ci ne doivent être imprimés
ou autrement reproduits sans son
autorisation.

0-612-30332-2

Canad~



(

(

Abstract

A weIl known feature of thermal field theories is the breakdown of the standard

perturbative expansion. This breakdown is due to the appearance of the Bose­

Einstein distribution which is singular in the low-momentum limit. In this thesis it

is argued that an effective-Lagrangian approach cao be used to restore perturbative

calculability. To illustrate this point, the induced thermal mass of a scalar theory

is computed to both one and two-loop order. It is shown that the results cao

be largely deternùDed without the explicit eva1uation of Feynman graphs. This

technique is then used to calculate the finite-temperature effective potential in a

scalar model with spontaneous symmetry breaking. One finds that the resummed

expression for the effective potential is Dot valid in the region of parameter space

where evidence of a first-order phase transition is observed. Therefore, contrary to

sorne of the literature, one cannot cODclude that this model exhibits a first-order

phase transition.
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Résumé

L'étude de la théorie des champs à température finie est caractérisée par l'échec

de la théorie standard des perturbations à fournir des prédictions physiques val­

ables. Cet effondrement du processus perturbatif est provoqué par la présence de la

distribution de Bose-Einstein, laquelle est singulière pour de faibles momenta. il est

cependant proposé qu'une théorie basée sur un lagrangien effectif peut permettre

de restaurer la validité de la série perturbative. Afin d'illustrer ce point, la masse

thermique induite dans une théorie scalaire est calculée au premier et deuxième

ordre de boucles de la série perturbative. On constate que les résultats peuvent être

en grande partie obtenus sans une évaluation explicite des diagrammes de Feyn­

man. Par conséquent, cette technique est appliquée au calcul du potentiel effectif à

température finie d'un modèle scalaire avec brisure spontanée de symétrie. On con­

state alors que les contraintes détenninantes de la série perturbative s'obtiennent

de façon simple. Cependant, on remarque aussi que l'expression pour le potentiel

effectif n'est pas valide dans les régions environnantes d'une transition de phase au

premier ordre. On ne peut donc pas conclure. contrairement à certaines références

de la littérature actuelle, que ce modèle présente une transition de phase au premier

ordre.
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Statement Of Originality

Apart from the normal supervision and advice given hy the thesis supervisor,

the candidate has not received significant assistance from others in the preparation

of this thesis. The first three chapters of the thesis serve as an introduction and

review of the necessary topics that will he used throughout the thesis and therefore

do not constitute original work. The computation of the induced thermal mass pre­

sented in chapters five and six reproduces known results, however, the calculation

is performed efficiently within an effective-Lagrangian framework and constitutes

original research. The same holds true for chapter seven. The effective potential

of a scalar theory with spontaneous symmetry breaking is derived to 0(11g) using

effective-Lagrangian techniques. The conditions governing the validity of perturba­

tion theory near the critical point are also made explicit and can be considered as

contributions to original knowledge.
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Chapter 1.

Introduction

The purpose of this thesis is to illustrate that the perturbative expansion of thermal­

field theories can be reorganized by using an effective-Lagrangian approach based

on Wilson's definition of the effective action. To help the reader understand the

motivation for studying this topie, a general introduction is included. The intro­

duction reviews sorne of the triumphs of zero-temperature field theory and presents

reasons for investigating field theories at finite-temperature and density. A section

describing the problem of infrared divergences found in thermal field theories is

then given to show the neecl for reorganizing the standard perturbative expansion.

Sorne methods for reorganizing the perturbative expansion are reviewed and finally

a section outlining the layout of the thesis is given.

1.1. General Introduction

A great triumph of modern physics is the development of Quantum Field Theory

(QFT). QFT has proven to be an excellent framework for describing the funda­

mental particles of matter and the interactions thereof. Due to the mathematical

complexity of these theories, exact solutions to the equations of motion of physical

systems are difficult to obtain. In order to calculate the predictions of a theory,

simplifying assumptions must be made.

A very fruitful simplifying assumption is that the coupling constants of the the­

ory are small, 9i « 1, and therefore one can make a perturbative expansion in

powers of the coupling constants. The first major achievement of QFT was the

development of Quantum Electrodynamics (QED) and since the coupling constant

of QED is small, ge = J41ra where Ct ~ 1~7 is the fine structure constant, perturba­

tive calculations can be made. The amazing agreement between the prediction of

perturbative QED and experiment for the magnetic moment of the electron1 gives

one confidence in both the correctness of the theory and the validity of the simpli­

fying assumptions. QED has also correctly predicted the differential cross-sections

-1-
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for Rutherford and Bhabba scattering2 and predicted the Lamb shift3 along with

many other successes too many to mention.

Other QFT's have been developed and their successes have been very encourag­

ing. The Electro..Weak theory of Glashow, Weinberg and Salam4- 6 is in excellent

experimental agreement and provides a unifying framework to understand both

the electromagnetic and weak-nuclear interactions. For example, the prediction of

elastic Neutrino..Electron scattering via the neutral weak interactions is in good

agreement with the experimental results7 . The measured lifetimes of bath Muons

and Pions are aIso in agreement with the predicted results. Quantum Chromo..

dynamics (QCD), the accepted theory of the strong interactions, has also enjoyed

many successes. The approximate scaling observed in deep-inelastic scattering of

Leptons off Hadrons can be explained using asymptotic freedom. Deviations at

high-energy from this scaling have been predicted by QCD and are consistent with

the observed scaling, given the large error in the measurements8. Other predic­

tions of QCD include the narrow width of Charmonium and the existence of Quark

and Gluon jets. QCD is consistent with all of the phenomenology of the strong

interactions and explains much of the ohserved behaviour.

A feature that is shared by all of the above tests of the various QFT's is that the

systenl in question involves only a small number of particles. A one-particle system

is considered in both llfetime and magnetic-moment calculations and usually two..

particle systems are studied for the scattering experiments. In order to further test

these theories, one must investigate systems with a large number of particles. Thus

the QFT's need to be studied at finite temperature and density.

Nonrelativistic QFT of many-partcle systems has proven to he an indispensable

tool in condensed matter physics. Theories of superconductivity and superfluidity

have been created using nonrelativistic QFT and have been very successful9• The

modern theory of critical phenomena also uses the language of QFT to explain

the scaling laws associated with second-arder phase transitions and ta calculate

the critical exponents of these scaling laws. The predictions of relativistic high­

temperature QFT's could he tested in at least three new domains. First there may

exist significant high-temperature effects within neutron stars where the density
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. is considerably greater than nuclear density. The second possibility is in heavy­

ion collisions at very high energy per nucleon, in which states of high density and

temperature uùght be fonned. Finally the standard cosmological models allow one

to extrapolate back to times when the universe was at a temperature comparable

to nucleon rest energies in units where c = ;" = k8 = 1. It is hoped that QFT's at

high temperature might provide sorne predictions concerning the evolution of the

universe. Thus new insights into the nature of matter at very high temperature and

density might be gained by studying relativistic QFT's at finite temperature and

density.

1.2. The Problem of Infrared Divergences

A feature of perturbative calculations at finite temperature that has been recognized

for many years is its severe infrared divergent behaviour. The infrared divergences

found in zero-temperature field theory in (3 + 1) dimensions are generically only

logarithmic. The same is not true at finite temperature due to the appearance of

the Bose-Einstein distribution function. n(k) = (e f - 1)-1. The Bose-Einstein dis­

tribution function behaves like T / k for small momentum k, thus the potential arises

for infrared divergences to grow like a power of the infrared cutoff, rather than a

logarithm. Due to these severe infrared divergences, the correspondence between

the loop expansion and the coupling-constant expansion is lost and an infinite num­

ber of Feynman diagrams may contribute to a given arder in the coupling-constant

expansion10.

An important example of the breakdown of the standard perturbative expansion

is in the caIculation of the Quark and Gluon damping rates in hot QCD. One

finds that the naïve application of the standard zerO-temperature Feynman mIes

at one-Ioop order yields gauge-dependent results ll - 12. The reason why this one­

loop calculation of the Quark and Gluon damping rates is gauge dependent is that

the calculation is incomplete. Feynman diagrams of twO-loop order and higher

that contribute to O(g2) have been neglected. In order to restore perturbative

calculability, a reorganization of the perturbative expansion is required.
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Methods of reorganizing the perturbative expansion of finite-temperature field

theories have been developed. In particular, a method for resumming Hot QCD

has been devised by Braaten and Pisarski13. In their analysis, they show that it

is necessary to distinguish between hard momenta (momenta of the arder T where

T is the temperature of the plasma) and soft momenta (momenta of the arder

gT where 9 is the QCD coupling constant). When the momentum flow through

a particular !ine in a Feynman graph is harde ordinary perturbation theory using

bare propagators and vertices can be used. If, however, the momentum is soft,

then dressed propagators and vertices must he employed. Using this resummation

scheme, physically sensible gauge-independent Quark and Gluon damping rates

can he calculatedll •14. An effective action which generates the Braaten-Pisarski

resummed propagators and vertices has been developed which allows one to derive

the Braaten-Pisarski Feynman rules in a straightforward fashion rather than by

studying the contributions of diagrams on an individual basis15- 17.

An excellent illustration of the resummation technique developed by Braaten

and Pisarski, applied to a scalar field, is gÏven by Parwani18. In his paper, the in­

duced thermal mass of a hot scalar field is computed to 0(g4). The reorganization

of the perturbative expansion is achieved by the addition of the induced thermal

mass to the unperturbed sector of the Lagrangian and the subtraction of the same

mass from the perturbative sector. The addition and subtraction of the thermal

mass term ensures that the physics described by the new Lagrangian is identical to

that of the original massless theory. A reorganization of the perturbative expan­

sion can also be achieved in a very efficient way by using an effective-Lagrangian

approach based on Wilson's fonnulation of the effective action19- 20 •

1.3. Description of the Thesis

The goal of this thesis is threefold. First, to show that one can use a renormalization­

group approach to determine the contributions to the induced thermal mass from

the low-energy theory without the explicit evaluation of Feynman graphs. This

method also allows one to extract the non-analytic dependence on the coupling
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constant which, in some cases, is numerically the most important contribution.

Second, to evaluate the effective potential in a theory with spontaneous symmetry

breaking and study symmetry restoration at high temperatures. Finally, to show

that within a scalar field theory context the Braaten-Pisarski resummation can be

understood in an effective field theory framework.

This thesis is organized in the following way. In chapter two, a review of QFT at

both zero and finite temperature is presented. In chapter three a method by which

the effective Lagrangian for a scalar field theory can be obtained by integrating

over high-frequency modes is given. The renormalizatian-group equation satisfied

by the bare and renonnalized vertex flli"1ctions is also developed. Chapter four

presents sonle simple power-counting arguments which allow one to estimate the

sizes of the contact and derivative interactions found in the effective theory. The

induced thermal mass is calculated ta one-loop order in chapter five using both the

standard approach and the effective Lagrangian approach. Both methods are given

to il1ustrate the usefulness of the techniques presented. The analysis of the induced

thermal mass is extended to two-Ioop order in chapter six. In chapter seven, the

effective-Lagrangian approach is employed to calculate the effective potential of a

hot scalar field with spontaneous symmetry breaking. Finally, in chapter eight, the

conclusions are summarized.
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Chapter 2.

Review of Quantum Field Theory

The purpose of this chapter is to review sorne of the key concepts of Quantum Field

Theory at both zero and finite temperature. It is assumed that the reader is already

familiar with both of these subjects. If a more rigorous treatment of the subjects

is required then the following references are recommended21 - 22.

2.1. Quantum Field Theory at Zero Temperature

2.1.1. The Generating Functional

In Quantwn Field Theory one is usually interested in calculating the time-ordered

product of operators in the vacuum state. For instance, the quantities of interest

are correlation functions of the fonn

where the operators cP are time ordered such that tI > t2 > ... > t n . For sim­

plicity, we will assume that the field cP is a scalar field and that the time and

space coordinates (ti, Xi) have a Euclidean-space signature. To regain the time­

ordered products in Real-Time or Minkowski-space, one must analytically continue

the Imagjnary-Time or Euclidean-space correlation functions back into Minkowski­

space23. A general method for relating the Imaginary-Time Green's functions to

the Real-Time Green's functions has been developed by Evans24 . Static quantities,

such as the mass, are obtained easily in the Imaginary-Time formalism. Dynamic

quantities, however, such as transport coefficients, must either be calculated dî­

rectly in the Real-Time formalism or obtained by analytic continuation from the

Imaginary-Time expressions.

To evaluate these correlation functions, one needs to calculate path integrals of

the form

-6-
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( where the field 4J on the right-hand side of Eq. (2.1.1) represents the c1assical scalar

field 4J and .c(4J) is the classical Lagrangian density. Thus aIl expectation values of

the time-ordered products are expressed as the moments of distributions of classical

fields.

An elegant method for computing the path integral can he developed hy in­

troducing a source term into the Lagrangian density .c(4J). By adding the term

J(x)4J(x) to the classical Lagrangian density C(l/J), one cao define the generating

functional Z (J) as

Z (J) = JDt/> exp J,[Ix (.c(t/» + J (x) t/> (x») . (2.1.2)

The n-point coordinate-space Green's functions Gn(Xl,"', Xn) which are defined as

(2.1.3)

are related to the generating functional Z (J) by repeated functional dedvatives

with respect to the source term J(x):

(2.1.4)

(

If one is interested in translation-invariant theories, then it is convenient to perform

all calculations in momentum space. This is achieved by substituting the Fourier

transfonnst of the field <p(x) and source tenn J(x)

ljJ(x) = VI/2J d4P2eiP'X4J(p) (2.1.5a)
(27r)

J (x) = VI/2J d
4

p2 eip,x J (p) (2.1.5b)
(27r)

into Eq. (2.1.1) and Eq. (2.1.4) where V is the space-time volume. The coordinate­

space Green's functions are related ta the momentum-space Green's functions by

the equation

en (Xl,", x n ) = (21T)-2nVn / 2Jft ,[Ipje,(p,-Xt+--+pn-xnlGn (pl, ",Pn) 8(4) (~Pi)
)=1 )

(2.1.6)

t The space-time volume of V has been included 50 that the mass dimension of cj>(x) is one and the
mass dimension of cj>(p) is negative one. For simplicity, the volwne can he omitted and reconstituted
by dimensional analysis.
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where Gn(Pb' . ',Pn) is the n-point momentum-space Green's function defined by

8

Gn (Pl, . . " Pn) = (4) (Pl) 4> (P2) ... </> (Pn») . (2.1.7)

Once again, the functions Gn (Pl,' . " Pn) cao be calculated by taking functional

derivatives of Z(J) with respect to the source term J( -p):

(2.1.8)

2.1.2. Feynman Rules For The Computation of Graphs

Diagrammatic techniques or Feynman rules cao he developed25 to aid in the eval­

uation of the Green's functions. The Lagrangian density of the theory is given

by

(2.1.9)

where [,0 is the "free" or "unperturbed~' sector. We assume that the interaction­

Lagrangian density Lint can be expressed as

,,)..j .
Lint = - L.J -·r<fJ

. J.
)

(2.1.10)

(

with the Àj representing the coupling-constants of the theory.

With each Green's function Gn(pl," ',Pn) one cao associate an infinite number

of graphs with n external legs where each of the n momenta are assumed to flow

along one of the external legs. Thus, to calculate a Green's function to a particular

order in the coupling-constant, one must determine the appropriate number and

type of interaction vertices required. Once this is done, one can calculate, order by

order, the contributions to the Green's function.

With each interaction of type j one associates a vertex with j external lines.

One must then draw all possible graphs with a total of n externallegs by connecting

the lines to other vertices or leaving them unconnected to serve as the externallegs.

To evaluate the contribution of each graph, one associates a factor of -Àj/j! with

each vertex of type j and a function G(k) for each line carrying momentum k. It is
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(

(

important to note that momentum is conserved at every vertex. The function G(k )

is called the free propagator and is given by

1
G (k) = k2 + m 2 (2.1.11)

for a scalar field of mass m. To account for the indistinguishability of vertices, there

is a factor of Ifnj!, where nj is the number of vertices of type j. There is also an

overall symmetry factor which counts all the possible ways in which a graph could

have been constructed without changing its topology.

To calculate the value of a graph, one multiplies all of the above factors together

and then integrates over all of the independent momenta by including a factor of

the form

Jd4kl

(271")4

for each of the independent momenta kl.

The set of graphs which contributes to Gn(Pl,· . ·,Pn) includes both connected

and disconnected graphs. The set of diagrams which contains vacuum graphs

(graphs without externallegs) does not contribute ta the Green's functions. It cao

be shown that dividing by Z(O), as shown in Eq. (2.1.8), is equivalent ta eliminating

all graphs with vacuum pieces26 • In summary, Gn(Pb·· ·,Pn) receives contributions

from bath connected and disconnected graphs with the exception of graphs with

vacuum diagrams.

2.1.3. Generating Functional for Connected Graphs

The fact that Z (J) is the generating functional for the Green's functions implies

that one cao expand Z (J) in a Taylor series of the sources J:

Z (J) = 1+~ ~! Jil atPiG" (Pl, - - -,Pn) J (-ptl- - - J (-Pn) 0(4) (~Pi) .

(2.1.12)

Similarly, one cao define the generating functional for the connected Green's func­

tions as

W(J) = ~ ~! tfJ atPiG~(Pl'- - ',Pn)J(-ptl-· - J(-Pn) 0(4) (~Pi) .

(2.1.13)
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( It can be shown26 that the generating functionals Z(J) and W(J) are related

through the equation

Z (J) = exp(W (J»)

which allows one to generate the connected Green's functions by using

(2.1.14)

(2.1.15)

The set of graphs which contribute to G~ (Pl, .. " Pn) includes diagrarns which

are one-particle irreducible. H the propagators on the extema! legs of these graphs

are '"arnputated" or "truncated" then one obtains the one-particle irreducible (IPI)

vertex functions. This is a very important subset of graphs for they contain the

quantum corrections to the tree-level vertices and provide a framework for treating

problems with symmetry breaking in the presence of interactions.

2.1.4. One-Particle Irreducible Graphs and the Effective Action

The generating functionai for the (IPI) vertex functions is related to the generating

functional W through a Legendre transformation27• Although, a proof of this state­

ment will not be given here, sorne exarnples of how the effective action generates

the (IPI) vertex functions will he given.

First one must define the Legendre transfonn of W(J) with respect ta the

expectation value of (</>( x )) = 4>. This is given by

Thus the vacuum of the theory, in the absence of extemal sources, is defined by

(

r (rb) =Jaix<Îi (x}J (x) - W (J) .

From Eq. (2.1.16) it immediately follows that

8r(4)) =-Jat 8W(J)8J(y) J() Jd4 4J( )c5J(Y) =J(x)
84J(x) y c5J(y) cS</>(x) + x + y y c5</>(x)

where we have used the fact that

8W (J) = :i.
8J 'fi .

c5r (4)) 1 = 0
cS</> J=O

(2.1.16)

(2.1.17)

(2.1.18)

(2.1.19)
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which implies that the condition for a broken symmetry is

Il

(2.1.20)

(2.1.21 )

To il1ustrate the how the effective action f(~) generates the (lPI) vertex fue­

tions, we begin by differentiating Eq. (2.1.17) by ~(y) which yields

§2r (~) _ tSJ (x)
tS4>(y)tS4>(x) - c54>(Y) •

To detennine what the right-hand side of Eq. (2.1.21) represents, consider the ex­

pression :~~~~. From Eq. (2.1.18) we know that this represents the connected two­

point function CcCx, y). Therefore the right-hand side of Eq. (2.1.21) is the inverse

of the connected two-point function in the sense that

(2.1.22)

It can be shown that the inverse of the connected two-point funetion is one-particle

irreducible25 . By taking repeated functional derivatives of Eq. (2.1.22) with respect

to sorne source J, using the definition of the connected two-point function, and

using Eq. (2.1.22), one finds that

(2.1.23)

where rn(XI,' . " x n ) is the (IPI) n-point vertex function.

Now that it has been established that r(~) is the generating functional for the

(IPI) vertex funetions, one can express r(~) in a Taylor expansion as

r (tb) = f ~! tir ,rXirn (Xl, .. " X,.) tb (Xl) ... tb (X,.) .
n=O 1=1

H we assume that ~(x) is translationally invariant so that

4J(x)=v

(2.1.24)

(2.1.25)

(

then one can rewrite Eq. (2.1.24) by substituting the Fourier transform of r n and

obtain

(2.1.26)
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where the Dirac delta function has been defined as

12

(2.1.27)

The effective potentiaI Vejj(v), which corresponds to the internaI energy of the

system as a function of v, is defined as

r (v) = - Jcrxv;,ff (v) . (2.1.28)

Fina1ly, using Eq. (2.1.26) and Eq. (2.1.28), we find that the effective potential for

the system of interest is given by

(2.1.29)

Eq. (2.1.29) is an expression for the effective potential that can be used for explicit

calculations.

One must be careful in using the Taylor expansion given by Eq. (2.1.24). The

coefficients in the expansion are evaluated at J = 0, however, the expansion pa­

rarneter is not the source J, it is 4J. If one considers a theory with spontaneous

symmetry breaking, then iJ -# 0 in the lirnit as J tends to zero. The correct Taylor

expansion is obtained by shifting the field </> by an amount v where v is defined as

v = lim <i> .
J-+O

Thus the new expression for the generating functional is given by

(2.1.30)

(

r (Ji) = f ~! Jft d4x;rn (Xl,· .., X n , v) (Ji (xt)- v) ... (Ji (xn ) - v) . (2.1.31)
n=O .=1

Therefore to calculate the effective potential, or the n-point vertex functions, in

a theory with spontaneous symmetry breaking, one should shift the fields in the

symmetric theory by an amount v and use the shifted Lagrangian for perturbative

calculations.
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2.1.5. The Effective Potential at One-Loop Order.

13

In order to compute the effective potential by using Eq. (2.1.29), the n-point vertex

functions evaluated at zero momentum are needed. The vertex functions can be

computed by using the loop expansion, thus as a first approximation~ one can

consider the calculation of the effective potential at one-Ioop order. The Lagrangian

density for a scalar field theory with a quartic interaction is given by

where the tree-Ievel contribution to the effective potential is

V D () 1 2 2 g2 4
ell v = -2m v + -,v .4.

(2.1.32)

(2.1.33)

The Feynman graphs contributing to the effective potential at one-Ioop order are

il1ustrated in Fig. 2.1.1.

+ + + ...

Figure 2.1.1: One-Ioop contributions to the effective potential.

Using the Feynman rules presented previously, it is not difficult to ~how that

the one-Ioop contribution to the effective potential is given by

After the stun over n is perfonned the fol1owing expression is obtained:

1 1 J d
4
p ( 2 2 g2v2 )

Vell (V) = 2" {21r)4 log p + m + -2- .

(2.1.34)

(2.1.35)

(

The effective potential accurate to one-Ioop order is given by the sum of the tree­

level term and the one-Ioop term which is

(2.1.36)
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(

(

where the tree-level term is given by Eq. (2.1.33).

To sum an infinite number of Feynman graphs beyond one-Ioop order becomes

an impractical task if one continues to analyze the contributions on a diagram by

diagram basis. It can be shown28 that the effective potential can be evaluated in

a much more efficient way by considering the shifted Lagrangian density. If one

considers a theory described by the Lagrangian density .c(4J(x)) and action S, then

one can define a new Lagrangian density L,s (4J(x), v) through the procedure

JtrxJ:.. (iP (x) ,v) = s [iP (x) +v]- s [v] - JtrxiP (x) 8~lv] (2.1.37)

where the variable v is a position-independent shifting field. The second term on

the right-hand side of Eq. (2.1.37) keeps the vacuum energy of the shifted theory

at zero. The final tenn ensures that the tadpole contribution from shifting the

Lagrangian density is also cancelled.

By using the shifted theory to define a new propagator V(p, v) and a set of new

interaction vertices, the effective potential is found to be

Ve/f (v) = Ve~f (v) + ~J(:~4 log (detV-1 (p, v)) + (exp (J trxJ:.diP (x), V))) .

(2.1.38)

The first term in Eq. (2.1.38) is simply the classical tree-Ievel potential. The second

term is the one-Ioop potential and is equivalent to Eq. (2.1.35) for the case of a

single scalar field. The final term summarizes the following operations: Compute

all the IPI vacuum graphs using the Feynman mIes of the shifted theory and delete

the overall space-time volume factor of Jd4 x. The final term in Eq. (2.1.38) begins

at two-Ioop order. Therefore, for most practical purposes, Eq. (2.1.38) is used to

evaluate the effective potential within the loop expansion.

2.2. Quantum Field Theory at Finite Temperature

2.2.1. The Partition Function

From statistical mechanics it is known that the Grand-Canonical Partition Function

is given by

Z = Tr exp (-{3 (11. - J.LiNi)) (2.2.1)
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( where {3 = l/kBT, 1i is the Hamiltonian operator, J1.i is the set of chemical poten­

tials and .Ni is a set of conserved number operators. In a relativistic theory, the

number of partic1es is not a conserved quantity, however, the difference between

the number of particles and antipartic1es of a particular species is conserved. From

the Grand-Canonical Partition F\mction all standard thermodynamic properties of

a system may be determined. For example, the pressure, particle number, entropy

and internal energy are given by the following relations:

P = T 810g (Z)
av

Ni = T 8log (Z)
8J1.i

S = 8 (Tlog (Z))
8T

E = -PV + TB + J1.iNi .

(2.2.2)

(2.2.3)

(2.2.4)

(2.2.5)

Thus, to determine the properties of a partictùar system, the partition function

must be evaluated.

A first step in attempting to evaluate Z is to rewrite the trace operation as an

integral over all the states to obtain

(2.2.6)

(

One cao now rnake use of the fact that the transition amplitude of going from one

state to another is given by the path integral

where il is the c1assical Harniltonian density. In order to evaiuate the amplitude

in Eq. (2.2.6), the field integration in Eq. (2.2.7) must be constrained such that

rPb(X, th) = rPa(X, ta)' Using this fact and letting tf = tb - ta allows one to rewrite

Eq. (2.2.7) as
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( where 4>a(O) = <Pa(X, 0) and <Pa(tf) = 4>a(X, tf). One can now substitute Eq. (2.2.8)

into Eq. (2.2.6) to obtain a path integral expression for the partition function Z.

To make this substitution, one can switch to imaginary timet and let the time

integration range from 0 to -i{3. After making a change of variable it = T, the

following equation is obtained:

where N(1f', </J) is the classical conserved charge density. The term "periodic" means

that the field integration is constrained sucb that ep(X, 0) = 4>(x, (3). This "periodic"

boundary condition applies only to Bosons. It cao be shown22 that Fermions must

obey "anti-periodic" boundary conditions where 1/I(x,0) = -1/J(x, f3). This differ­

ence is due to the fact that Bosons and Fermions obey different statistics. It should

be noted that the conjugate momentum integration is unconstrained.

If one considers the case of a neutral-scalar field then the charge-density term in

Eq. (2.2.9) will vanish. If il(7r, 4» is a quadratic function of the conjugate momen­

tum 1r, then the momentum integration cao he evaluated explicilty as a Gaussian

integral. After performing the momentum integration, one ohtains the simple ex­

pression

(2.2.10)

where L( ep, 84» is the classical Lagrangjan density of the system under consideration

and N is a normalization coefficient. The argument of the exponential in Eq. (2.2.10)

is the classical action of the system and it may he represented by S. Thus the

partition function cao be written in the very compact fonn:

Z = N J V</J exp (5) .
periodic

(2.2.11)

(
t This convention of switching to imaginary time is known as the Imaginary-Time Fonnalism

and was deve10ped by Matsubara29
• One can also choose to evaluate the partition function in real

time, however, for our purposes it is convenient to use the Imaginary-Time Formalism. For more
information on the Real·Time Formalisffi the reader is encouraged to read the excellent review paper
by Landsman and van Weert30 •
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(2.2.12)

(

(

H one adds a source term to the action in Eq. (2.2.11), then one regains the gen­

erating functional given by Eq. (2.1.2). This is a particularly interesting fact for it

allows one to interpret the generating functional and the partition function as being

essentially the same object. Finite-temperature Green's functions can he calculated

using an approach similar to that used for zero-temperature Green's functions. The

Feynman rules for the finite-temperature Green's functions are discussed in the next

subsection.

2.2.2. The Finite-Temperature Feynman Rules

The Feynman rules for calculating graphs in finite-temperature field theories are

identical to the rules given for zero-temperature theories in all but one respect. As

already explained, at finite-temperature, the fields are constrained such that Bosomc

fields are periodic in imaginary-time and the Fermionic fields are anti-periodic in

imaginary-time. Given these facts implies that the Fourier transform of the Bosonic

field <p( x, T) can he expressed as

(V) 1/2 oc Jd3

t/> (x, T) = {3 L (2~ ei(pox+Wor)t/> (wn , p)
n=-oo

where W n = 21rnT where n is an integer and V is the volume. Notice that this

ensures that <p(x,O) = </J(x, (3) for all x. In the case of Fermions, the discrete

energies are constrained such that W n = (2n + l)1rT with n an integer. This ensures

that the Fermionic fields satisfy the boundary condition that 1/J(x,O) = -1/J(x, (3)

for ail x.

To account for these different boundary conditions, the factor of

Jd4kj

(21r)4

that is included for each independent momenta kj is replaced with the factor

Jd3k·T" __J_

~ {21r)3'

The loop integrations associated with zero-temperature field theory are replaced

with what are known as Matsubara surns. The Matsuhara sum includes a SUIn

over the discrete energies and an integration over the three-momenta. Methods for

evaluating such surns can he found in the literature31 .



(

Review of Quantum Field Theory

2.2.3. The Helmholtz Free Energy

18

One notices in Eq. (2.2.2) through Eq. (2.2.5) that the logarithm of the partition

function plays an essential roIe, thus we shall turn our attention to this quantity.

The grand partition function is related to the Helmholtz free energy A through the

relation

logZ = -{3A, (2.2.13)

where the Helmholtz free energy or "grand potential" is proportional to the volume

of the system. Thus A is an extensive quantity from which intensive quantities sucb

as the pressure P may be determined;

(2.2.14)

Before taking the logarithm of the partition function, it is useful to expand it in the

following way.

The action S cao he expressed as the SUffi of two contributions

s =So +S[. (2.2.15)

The first tenu, 80, is the contribution to the total action from the free part of the

Lagrangian. The second term, 81, represents the contributions from the interaction

part of the Lagrangian. If one assumes that that 8 0 »SI then Eq. (2.2.11) can be

expanded in powers of SI as follows;

(

Z = N J V4J eSD~ ~SiL.J i! 1
periodic i=O

where we have have used the fact that
00 .

x'
x_~

e -LJ""1'
. l .
•=0

Taking the logaritlun of Eq. (2.2.16) one obtains

( J ) ( "'C:X> 1 JV4> Si eSo )
log Z = log N V</J eSo + log 1 + L..=lIv</J eS. 1

or

log Z ::=: log Zo + log Z 1

(2.2.16)

(2.2.17)

(2.2.18)

(2.2.19)
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( which explicitly separates the contributions to log Z into two distinct pieces. The

first term represents the "noninteracting" or "ideal-gas" contribution, whereas the

second tenn represents the interaction contribution. The ideal-gas contribution is

easily evaluated27 and found to be

log Zo = =FV J d
3

p3 log (1 =F e-13w )
(21r)

(2.2.20)

where w = Jp2 + m 2• The upper sign is for a noninteracting gas of Bosons and the

lower sign is for a noninteracting gas of Fermions.

The quantities that require more effort to compute appear in log Z 1 and are of

the fonn

(2.2.21)

where the field integration is constrained by the appropriate boundary conditions.

The terms in Eq. (2.2.21) can he represented by Feynman diagrams and evaluated

using the finite-temperature Feynman rules. As an example, the two and three loop

contributions to the free energy of a scalar theory with a quartic interaction are

displayed in Fig. 2.2.1. ûnly the connected graphs contribute to the free energy of

the system. This is not a surprising fact given that the generating functional for

the connected graphs W is given by the logarithm of the generating functional Z.

A short proof that log Z 1 consists of a sum of connected diagrams is as follows.

logZ[ = 00 + cx:J:) +~ + ...

Figure 2.2.1: Diagrams contrihuting to the free energy.

From Eq. (2.2.16) it follows that Zl cao he written in the folowing way

(
(2.2.22)
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( In general (S}) can be written as a sum of terms each of which is a product of

connected diagrams.

(S}) =
00

L (2.2.23)

The combinatoric factors account for the indistinguishability of diagrams and the

Kronecker delta function picks out contributions of a similar order. By substituting

Eq. (2.2.23) into Eq. (2.2.22) the delta function is elillÙnated by the SUIn over i and

one is left with the expression

(2.2.24)

which is equivaIent ta

(2.2.25)

(

From Eq. (2.2.25) it follows that log Z/ is given by the swn over connected diagrams.

The partition function has been evaluated to high orders in both QED and QCD and

the results can be found in the papers by Baluni32 and Freedman and McLerran33 .

2.2.4. High-Temperature Symmetry Restoration and the Effective

Potential

It has already been established in section (2.1.4), that the ground state of a system

can be detennined by studying the effective potential ~ff(v). It is natura! to ask

whether symmetries that are broken at zero temperature can he restored by heating

the system to sufliciently high ternperatures. If we consider the effective potential

to be a function of both the expectation value of 4J(x), which is given by v, and

the temperature T, then this question can he answered by finding the minima of

Veff(v, T). At temperatures T < Tc, where Tc is the critical temperature, the

effective potential has a minimum at sorne finite value of v i= O. At temperatures

T > Tc the minimum occurs at v =0 which signaIs the restoration of the symmetry.

If there exists only one minimum at T = Tc, then the phase transition is second

arder. Systems which exhibit degenerate minima at T = Tc are said to undergo

first-order phase transitions.
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(

1

To give an example, consider a hot scalar theory with spontaneous symmetry

breaking due to a negative mass-squared term. The reason why the symmetry is

restored is that the tree-Ievel mass squared term receives a positive correction pro­

portionaI to g2T2 at one-Ioop order. At low temperatures, T < Tc, the effective mass

squared is dominated by the tree-Ievel contribution and therefore remains negative

signaling the broken-symmetry phase. At very high temperatures, T > Tc, the

loop correction dominates and the effective mass squared is positive. The positive

mass-squared term signaIs the restoration of the symmetry. A useful method for caI­

culating the effective potential within perturbation theory is an effective-Lagrangian

approach.

The problem with the standard perturbative expansion is that the wrong effec­

tive degrees of freedom are being used34 • At energies of the order of the criticaI

temperature, the temperature-dependent loop corrections to the mass of the scalar

partic1es are of the same order as the tree-level mass. This is due to the fact

that the one-Ioop mass correction receives considerable contributions over the com­

plete range of integration. This implies that the high-energy degrees of freedom

are as important as the low-energy degrees of freedom. By using the approach of

Wilson35- 3ï, one can rearrange the Lagrangian such that the effective degrees of

freedom implied by the tree-Ievel terms are, in fact, the relevant degrees of freedom.

Thus, if one computes the one-Ioop mass correction with the effective theory, one

finds that the corrections are suppressed by powers of the coupling constant and

that the integration receives contributions only over the relevant energy range, the

one at which we are probing the physics.

It must be emphasized that we are not solving the famous problem of critical

behaviour in three dimensions using perturbation theory. The problem in studying

critical behaviour in three dimensions is that the vanishing renormalized mass in­

validates the use of perturbation theory. In our problem the tree-Ievel bare mass

of the theory is zero and the renormalized mass is finite. The effective field theory

approach allows one ta take the theory with zero bare mass and derive a physically

equivalent theory with a finite bare mass. It is the introduction of the finite bare
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(

(

mass which restores perturbation theory. This effective-Lagrangian approach will

be reviewed in the next chapter.



( Chapter 3.
The Effective Lagrangian and the Renormalization
Group

In this chapter, a scalar field theory with a momentum cutoff is reviewed. This

model is used to introduce the essential concepts conceming effective Lagrangians

and the renormalization group. The ideas presented will he used in subsequent

chapters.

3.1. Scalar Field Theory with a Momentum Cutoff

In order to evaluate quantum corrections in perturbation theory, a regularization

scheme is needed to deal with the ultraviolet divergences encountered in explicit

calculations. For this study, a momentum-space cutoff is used to regularize the

theory. The scale of the cutoff is chosen to be much greater than the scale of the

physics which we are interested in prohing. Physical quantities cannot depend on

the value of the momentum cutoff hecause the cutoff is simply the mathematical

device chosen to regularize the theory. One can choose a different regularization

scheme, such as dimensional regularization38 , however, the physical predictions of

the theory will he identical using either scheme.

To compensate for the cutoff dependence generated by the momentum cutoff,

cutoff-dependent counterterms are added to the original Lagrangian. The countert­

erms ensure that all physical quantities calculated to a particular order in pertur­

bation theory will remain independent of the cutoff. H the theory is renonnalizable,

it cau be shown that only a finite number of counterterms are needed39- 40• Since

the physical predictions of the theory will he independent of the cutoff scale, one

cao assume that the cutoff scale is taken to infinity. The Lagrangian that is used

for computing physical quantities, the bare Lagrangian, is given by

( where

L = Lo + Lint

- 23-

(3.1.1)

(3.1.2)
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(3.1.3)

Lint = Jrtlx ( -~A81'4> (x) 8"4> (x) - ~t5m24>2 (x) - :/ (1 + E) 4>4 (X)) .

(3.1.4)

The free Lagrangian Lü is written in mornentum space to emphasize the fact that

the propagator of the theory includes a cutoff function K (p2 / A2 ). The functional

form of the cutoff function is Dot important41 ; all that is required is that it have the

value 1 for p2 < A2 and vanish rapidly for values of p2 > A2. The cutoff-dependent

parameter A is related to the wavefunction renormalization factor Z(j) through the

equation

Zfb = 1 + A. (3.1.5 )

(3.1.6)

The parameter 6m2 represents the mass counterterm which is also cutoff dependent.

Finally, B is the coupling-constant counterterm which also has A dependence. The

generating functional for the n-point Green's functions is given by

Z (J) =J1J4> exp {Lo +JrtlpJ (p) 4> (-p) + Lind

where J(p) = 0 for p2 > A2 . This last constraint ensures that one cannot probe the

physîcs above the cutoff scale.

3.2. Integrating Over The High-Frequency Modes

To remove the high-frequency components of the field 1>, all that is required is that

the cutoff scale A he lowered. By lowering the cutoff scale to sorne finite value

A, one has integrated out all modes from A to infinity. Since the cutoff scale is

arbitrary, a change in the value of A should not change the physical predictions

of the theory. Therefore, as one removes modes, new effective interactions are

generated to compensate for the contributions of modes that have been integrated

out. To illustrate this point, consider the generating functional for the scalar field:
(

Z (J) =J1J4>exp {Lo (4). A) +JrtlpJ (p) 4> (-p) + Lind4>, Al} (3.2.1 )
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Z (J) = JVt/>exp (8 (t/>)) .

25

(3.2.2)

(

The A dependence of Lü is due to the cutoff function K and the cutoff dependence

of Lint resides in the counterterms. Taking the derivative of Eq. (3.2.1) with respect

to A yields

In order for the n-point vertex functions to remain unchanged as the cutoff is low­

ered, the derivative of Z with respect to A must he equal ta zero. Therefore, the

question that needs to be addressed is how must~ be chosen ta compensate for

the removal of modes.

As A is lowered, the propagation of modes with momentum p2 > A2 is damped

by the eutoff function. Therefore, if one calculates the mass correction to sorne arder

in the loop expansion, there will he fewer momentum modes propagating through

the internaI lines in the theory with the lower cutoff . To compensate for this, the

mass counterterm, found in Lint, should include the contribution of the modes that

have heen integrated out42 . A similar argument can he used ta account for the

changes to the parameters A and B found in Lint. Along with the changes already

descrihed, new effective interactions of a different form are alsa needed. To see the

need for these new interactions consider the seattering process represented by the

Feynman diagrarn in Fig. 3.2.1.

Figure 3.2.1: Scattering diagram in 4>4 theory.
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( As the cutoff Ais reduced, fewer high-frequency modes can propagate along the

internalline shown in boldo Thus the amplitude for this scattering process will differ

from that eomputed in the theory with the higher cutoff. To make the amplitudes

equal at O(g4), an effective six-point interaction is needed in the theory with the

lower cutoff. As one computes processes to higher orders in the coupling constant,

a greater number of new effective interactions will he needed to compensate for the

removal of the high-frequency modes. It can he shown43 that as the cutoff A is

reduced, the Lagrangian should he changed according to the following equation:

BLint J.4 ( 1 ( 2 2)-1 BK)-- = a-p --4J(p)4J(-p) p +m -
BA 2 BA

(
8Lint 8Lint 82Lint )

X 84J (-p) 64J (P) + 8e/> (-p) 84J (p)

(3.2.4)

(

in order for the generating functional Z to remain unchanged. To see that this is

in fact the case, simply substitute Eq. (3.2.4) into Eq. (3.2.3). It is easy to verify,

after sorne mathematical manipulation, that one ohtains

dZ Jat BKJ 6 (( -1 1 ( 2 2) -1 6) )dA = P BA De/> 64> (P) 4> (p) K + 2" p + m 84J (_p) exp (S)
(3.2.5 )

from which it follows that
dZ
dA = 0 . (3.2.6)

Eq. (3.2.5) is equal to zero because 9If: vanishes for ail mornenta with p2 < A2.

Recall that the source J also vanishes for all momenta with p2 > A2 . Thus Z(J)

and its funetional derivatives, the n-point Green's functions, remain unehanged if

the cutoir A is lowered and the Lagrangian is changed according to Eq. (3.2.4).

An interesting feature of Eq. (3.2.4) is that it has a simple graphical interpre­

tation. As already stated, when the eutoir is lowered compensating tenns must he

added to the Lagrangian. The first term in Eq. (3.2.4) represents graphs where

the differentiated propagator connects two vertices, whereas the second term is de­

serihed by graphs in which the propagator connects to a single vertex. Examples of

these graphs are shown in Fig. 3.2.2.

Figure (a) represents the effective six-point interaction created by connecting

two four-point vertices with the differentiated propagator. This contribution arises
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(

(a)

(b)

(c)

(

Figure 3.2.2: Graphical Interpretation of the Effective Interac­
tions.

at 0(g4). Figure (b) represents the correction to the two-point function created by

connecting the difi"erentiated propagator to the four-point vertex. This correction

is of 0(g2). Finally, in figure (c), the differentiated propagator is connected to the

effective six-point interaction, which in turn creates a correction to the four-point

vertex at 0(g4). In this manner, an infinite number of effective interactions are

created in a self-consistent fashion ta ensure that the effective Lagrangian with the

lower cutoff scale describes the same physics as the original Lagrangian.

3.3. The Renormalization-Group Equation

The bare Lagrangian is the Lagrangian that yields finite physical quantities ta any

desired order. One cao rewrite the bare Lagrangian given by Eq. (3.1.1) as

_ 1 Il 1 2 2 1 2 4
L - -281ltPB8 4>B - "2mB(m,g,A)tPB - 4~gB(g,m,A)4>B (3.3.1)

where it is understood that all propagators are cutoff at the scale A. The quantities

tPs, mB(m,g,A) and g~(g,m,A) are known as the bare field, the bare mass, and the bare
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(3.3.2)

( coupling constant respectively. These quantities are related to the renormalized field

~, the renormalized mass m, and renormalized coupling constant fT through the

following equations:

~B = ..;Z</J(m,g,A)~

m 2 + 6m2
m~(m,g,A) = -Z---­

4>(m,g,A)

2 g2 (1 + B)
gB(g,m,A) = Z2

</J(m,g,A)

Z4>{m,g,A) = 1 + A .

These bare parameters can be calculated perturbatively and expressed as functions

of the finite physical qu::wtities m and g. The functions Z4>{m,g,A), m1J(m,g,A) and

g~(g,m,A) diverge in the limit as A tends to infinity, however, aIl the n-point func­

tions computed to a given order in g, using the bare Lagrangjan, are finite and

independent of A.

The fact that all renonnalized quantities are independent of A cao be summa­

rlzed in the fol1owing differential equation:

(3.3.3)

In Eq. (3.3.3), rËl(m, g,Pi) represents a general renormalized n-point vertex function

which is a function of the renormalized mass m, the renormalized coupling constant

g2, and extemal momenta Pi. The renorrnalized vertex functions can he expressed

in terms of the bare vertex functions as

from which it follows that

A:A (Z;/2(m,g,A)r1l(mB,g~,A,Pi)) = o.

(3.3.4)

(3.3.5)

(

By taking the derivative in Eq. (3.3.5) with m and 9 held fixed, one obtains the

following partial-differential equation:

(3.3.6)



The Effective Lagrangian and the Renormalization Group 29

(
which is the renormalization-group equation for the bare theory with the functions

'Yt/H {3, and "lm defined by

= A (810g ZtI»
1fi> BA

{3 = A ( a::.) (3.3.7)

mB'Ym =A(8;;:) .
The importance of Eq. (3.3.6) is that it describes how the bare n-point vertex func­

tions, the bare mass, the bare coupling constant, and the bare field normalization

must vary with a change in the cutoff A in order to preserve the renormalization

conditions. The renonnalization conditions may be summarized as follows:

rh(m,g,O) = _m2

a
8k2rh(m,g,k) =-1

rh (m, g,O) = _g2 .

(3.3.8)

(

In this chapter we have reviewed the construction of the bare Lagrangian and

the regularization of the theory by use of a momentum cutoff. The renormalization­

group equation that is satisfied by both the bare and renormalized vertex functions

is also given. We have also described how an effective Lagrangian may be created

by lowering the momentum-cutoff scale and that new effective interactions are gen­

erated as the cutoff scale is changed. As already discussed, an infinite number of

effective interactions are generated as the cutoff scale is lowered. In order to have

a consistent perturbative expansion in the effective theory, one must be able to

estimate the relative sizes of the effective interactions 50 that the effective theory

can be truncated to any given order in the coupling-constant expansion. A method

by which the strengths of these new interactions can be estimated is presented in

the next chapter.



(

(

Chapter 4.
Estimating the Strengths of Effective Interactions

A method for estimating the strengths of the effective-interactions is reviewed in

this chapter. Simple power-counting arguments are used to determine the order at

which contact and derivative interactions contrihute.

4.1. Contact Interactions

The first type of interaction that will he studied is the contact or nonderivative

interaction. These interactions have a very simple general form. They cao he

represented by a number, the strength of the coupling, multiplied hy powers of

the field 4J. For example, consider the massive scalar-field theory with a quartic

coupling presented in the previons chapter. If one decides to lower the cutoff A to

sorne finite value, which is equivalent to integrating over all modes with momenta

greater than the cutoff, then one will obtain an infinite number of effective contact

interactions of the form

Cn (m, g, A, T) ~n (x)

where n is an even numher. The coefficient function is considered to he a function of

the renormalized rnass, the renorrnalized coupling, the cutoff, and the temperature

of the system since we are interested in the case of a scalar field at finite ternperature.

The coefficient functions play the same role as the bare parameters of the theory.

What is required is a general method for estimating the size of Cn(m, g, A, T) so

that the effective Lagrangian may be truncated at a particular order in the coupling

constant.

The behaviour of the coefficient functions may he determined hy considering

an L-loop calculation of a vertex function with n externallines. Since the original

theory involved ooly a quartic interaction, we need only consider graphs constructed

from four-point vertices. The generic hehaviour of a graph constructed from V

vertices at L-Ioop arder is given hy

Cn (m,g, A, T) ~ lV (T i d3kr(k2 ~ m 2 ) p . (4.1.1)

- 30-
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( There is a factor of fi' for every vertex and a factor of (k2 + m 2 ) -1 for every

propagator. For every loop there is a thermal sum to be performed, however,

sinee we are interested in ealeulating the most infrared-singular contributions of the

coefficient functions, only the infrared behaviour needs to he studied. To achieve

this, the eutoff will be chosen such that A < T. This choice of eutoff implies that

only the n = 0 term in the Matsubara sum needs to he considered. The lower

limit of the three-momentum integration is also cutoff at A to ensure only momenta

above the cutoff are integrated over. H the cutoff is ehosen such that A > m, then

the mass can be neglected and the leading infrared behaviour will be given by the

eutoff A.

The next step is to rewrite the right-hand side of Eq. (4.1.1) in terms of the

number of external lines n and the number of loops L. Using the "conservation of

ends" one can make the substitution

n
P = 2V - -.

2
(4.1.2)

One can also use the fact that the number of internai lines minus the number of

momentum constraints gives the number of independent momenta or loops:

P-(V-l)=L. (4.1.3)

(

Ineorporating the above relationslùps and estimating the integral on dimensional

grounds yields

en (g, A,T) ';::; gn-2A4- n(g7) L • (4.1.4)

Thus the generic behaviour of an L-loop vertex with n external legs is given by

Eq. (4.1.4). Notice that the coefficient goes like a power of 1/A, and that this

power becomes more severe at higher orders in the loop expansion. Clearly, if

A I"V 0 (g2T) then higher terms in the loop expansion are not suppressed by the

small coupling g. It should be stressed that this estimate applies to the infrared

hehaviour that arises when all L of the loop momenta approach A together.

Even more dangerous possibilities arise from "ring" graphs, such as the one

shown in Fig. 4.1.1, which involve many self-energy insertions along a single, n =

o Matsubara frequeney, line. In graphs like this, each propagator introduces an
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2 n-1

Figure 4.1.1: L-Ioop ring diagram with n extemallines.

additional factor of 1/k 2 , while there is only a single factor of d3k for the entire

line. As a result these graphs can diverge more severely, with successive loops

diverging with an additional factor of TIA in addition to those of Eq. (4.1.4). It is

easy to show that the infrared behaviour of these "ring" graphs is describecl by

(4.1.5)

(

where L > 2. The loop expansion therefore breaks clown for infrared cutoffs with

A"J O(gT). To maintain perturbative ca1culability, the cutoff must be chosen such

that A » O(gT). If A l'V O(gT) then the series in gis not the loop expansion unlike

the zero-temperature case.

Eq. (4.1.5) can be used to estimate the strengths of the effective contact interac­

tions. For example, to determine which interactions have coefficients of 0(g2), then

from Eq. (4.1.5) with A » O(gT), it is easy to see that there are only two possibil­

ities. There is the one-Ioop correction to the two-point function (n = 2, L = 1) and

there is the tree-Ievel contribution to the four-point function (n = 4, L = 0). There­

fore, if one needs to obtain the effective Lagrangian to 0(g2), all that is needed

is that the high-frequency modes be integrated over at one-Ioop arder in the two­

point function. This analysis can be extended to O(g4) without much difficulty.

From Eq. (4.1.5) one finels that there now exist three new possibilities. There are

two-loop corrections to the two-point function (n = 2, L = 2), there is a one-loop
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( correction to the four-point function (n = 4, L = 1), and finaIly there is a new

effective six-point contact interaction (n = 6, L = 0). Thus, to obtain the effective

Lagrangian to V (g4), one must make the following changes: Integrate over the high­

energy modes in the two-point function at both one and two-Ioop order. Integrate

out high-frequency modes in the four-point function at one-Ioop order. Add a six­

point contact interaction42 with a coefficient of 0(g4) chosen such that the original

theory and effective theory agree on aIl estimates of physical processes at 0 (g4).

Continuing in this manner, one can include ail the non-derivative interactions to

any order in the coupling g.

4.2. Derivative Interactions

It is essential, if we wish to have a consistent perturbative expansion, to estimate

the strengths of the derivative interactions that appear in the effective Lagrangian.

This can he achieved by considering the solution to the classical equation of motion

of the field <p. The reason why solutions to the lowest-order equations of motion

can he used to simplify higher-order terms in the effective-Lagrangian is that this

is equivalent to performing a field redefinition44 • The effective theory is simplified

at V(gn) and the effect of the field redifinition appears at V(gn+2) and greater.

The physics of the theory is not altered by the field redefintion. Any derivative

interaction that cannot be reexpressed as higher-order interactions must be kept

within the effective theory.

The classical equation of motion of the field is given by the Euler-Lagrange

equation which is

o 4J + p' (<p) = 0 . (4.2.1)

For a Cree scalar field this is simply the Klein-Gordon equation. The function P(<p)

represents the potential of the effective theory, and to lowest order in 9 is given by

(4.2.2)

( where m~(m,g,A) is the square of the effective mass. To simplify matters, we will

assume that the original Lagrangian was that of a massless scalar field so that



Estimating the Strengths of Effective Interactions 34

( m = O. It will be shown in the next chapter that to lowest order m~(g.A) "J 0(g2T2 ).

Therefore, the behaviour of the lowest-order solution is

(4.2.3)

(

One can now use Eq. (4.2.3) to determine the strengths of the derivative interactions.

AlI terms in the effective theory must have an even dimension. This is due to the

fact that each term consists of a product of an even number of fields <p, and that the

derivative operators must act in pairs. Thus one can classify the derivative inter­

actions by their dimensions. For example, a dimension-four derivative interaction

must consist of two powers of the field cP and two derivative operators. These terms

represent momentum-dependent corrections ta the two-point function and first ap­

pear at V(g4). The two possihilities are 8Jl 4>8Jl cP and cP 0 cP. Since terms which are

total derivatives do not contribute to the action of the theory, then it follows that

8Jl<P8Jl4> term cau always be written as a 4> 0 4> terme By using the lowest-order so­

lution to the equation of motion this cao be replaced by contact interactions whose

coupling is of 0(g2) higher. Therefore, these corrections contrihute to 0(g6) and

may he neglected.

As a second example, consider dimension-six terms in the effective theory. There

exist two possibilities. There are terms that have four powers of the field cP and two

derivatives and there are tenns with two powers of the field and four derivatives.

First consider the terms with two derivatives such as cP3 0 cP and <jJ28p l/J 8Jl l/J. These

terms represent momentum-dependent corrections to the four-point function and

first appear at one-loop and contribute to 0(g4). The Feynman graphs for these

corrections are given in Fig. 4.2.1. Once again, using the fact that terms that are

total derivatives do not contribute to the action, we obtain

o=Jrrx 0 (g4) âp (t/hP4» =Jrrx 0 (g4) [3t/lâp4>éJI'4> + 4>3 0 4>1 (4.2.4)

which indicates that the dimension-six interactions with two derivatives can be

represented by the l/J3 0 <jJ terme By substituting the lowest-order solution to the

classical equation of motion into 4>3 0 l/J, one finds that the derivative-interaction

term may he replaced hy non-derivative interactions that are of higher-order in the
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(

(a)

(c)

Figure 4.2.1: l-loop corrections to the four-point function.

coupling constant:

(4.2.5 )

(

Using a similar analysis, it is easy to show that the terms with four derivatives and

two powers of the field contribute to 0(g8).

As a third example, consider dimension-eight terms. There now exist three

possibilities. There are terms with six derivatives and two powers of the field, terms

with four derivatives and four powers of the field, and terms with two derivatives

and six powers of the field. The derivative interactions with two powers of the field

and six powers of the field contribute at a higher order in the coupling whereas the

interaction with four powers of the field contributes at 0(94 ). It can be shown that

the only independent derivative interaction with four derivatives and four powers

of the field that contributes at 0(94 ) is given by (8</»4.

The only other possible terms that cao contribute ta 0 (94 ) are interactions

constructed from four powers of the field with six or more derivatives and terms

with six powers of the field and four or more derivatives. Terms with more than six

powers of the field contribute to 0 (96) and higher and need not be considered.
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(

(

Using the above illustrated techniques, one can proceed in a systematic fashion

to determine the orders at which the various effective derivative interactions con­

tribute. Therefore the effective Lagrangian, including both derivative and contact

terms, can in principle, he calculated in a consistent fashion ta any order in the

coupling constant.
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The Induced Thermal Mass at One-Loop Order

In this chapter, the induced thermal mass of a scalar field theory with a quartic

coupling is computed to O(g3). To illustrate the utility of the techinques developed

in the previous chapters, the calculation is performed in the standard fashion and

using the effective-Lagrangian approach. By doing so a comparison between the

two methods can be made.

5.1. The Standard Method

The system that is studied in this chapter is described by the following Lagrangian

density:

(5.1.1)

The Lagrangian density given by Eq. (5.1.1) describes a massless scalar field with

a quartic interaction. To compute the quantum and thermal corrections to the

tree-Ievel mass, one can employ the loop expansion. The one-loop correction to the

mass is il1ustrated below in Fig. 5.1.1.

Figure 5.1.1: One-loop mass correction.

Using the finite-temperature Feynman nUes, one finds that the correction to the

two-point vertex function evaluated at zero four-momentum is given by:

r 2 (0) =

- 37-

(5.1.2)
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( where k2 = kfi + k2 with ka = 21rnT. After performing the sum over n and the

angular integral one obtains

2 ~ ( )2 9 2 1 1
r (0) = - 411"2 f k dlkl 21k l + Ikl (e1kl/T - 1) .

a

(5.1.3)

The first term in Eq. (5.1.3) is a quadratically divergent quantity. Sïnce this tenn

does not depend on the temperature of the system, we can interpret it as the

vacuum contribution ta the mass of the scalar field. One can always choose the

mass counterterm ta precisely cancel this infinite quantity thus this term can he

ignored. The second term is finite and is found to be

00 2 2
r2(o) = _ g2 f Ikldlkl = _9 T .

41r2 (e1kl /T - 1) 24
a

(5.1.4)

From Eq. (5.1.4) it follows that the scalar field develops a temperature-dependent

mass, which to 0(g2) is gjven by

(5.1.5)

If one now attempts to calculate the temperature-dependent mass correction

to two-loop order or greater including loop momenta clown to A $ O(gT), severe

infrared divergences will invalidate the loop expansion. For example, consider the

following graphs which contribute to the two-point function at 0(g4).

-e-
(a) (b)

(

Figure 5.1.2: Two-Ioop mass corrections.

Graph (b) belongs ta the set of "ring" graphs, and using the analysis from the

previous chapter it is easy ta verify that its contribution diverges as T / A, where
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( A is an infrared eutoff. It will he shown in the next chapter that the contribution

from graph (a) diverges as log(T/ A). Continuing in this manner one finds graphs

which diverge as (T/A)3 at three-Ioop order and (T/A)5 at four-Ioop order. Thus

at each order in the loop expansion there exist graphs that cannot be integrated

over al1 momenta due to their infrared divergent behaviour. It turns out that aU of

the most divergent graphs belong to the set of ~g" graphs and it is possible to

sum the entire series of ring graphs and to obtain a finite result21 .

•

Figure 5.1.3: Ring-graph contribution to the twO-point vertex.

A simple combinatorie analysis of Fig. 5.1.3, yields that the contribution of an

L-Ioop ring graph is

(5.1.6)

where II is defined as

(5.1.7)

Notice that each term with L > 2 is infrared divergent. Each contribution starting

from L = 1 is a term in a geometric series, therefore the entire series cao be summed

to give the infrared-finite result

(
(5.1.8)
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(5.1.9)

( with m~(g,T) defined in Eq. (5.1.5). The energy sum in Eq. (5.1.8) can he perfonned

exactly, however, the momentum integration cannot be expressed in a simple closed­

forme To simply examine its features a high-temperature expansion is employed45 .

One can expand Eq. (5.1.8) in powers of mo(g, T)/T as

r2. (0) = _ g2T2 (1 _3mo (g, T) +0 (m~ (g, T)))
ring 24 1rT T2

to find that the induced thermal mass to 0(g3) is given by

(5.1.10)

(

which agrees with the result obtained by Dolan and Jackiw46 •

It is an interesting fact that the next-tO-leading order correction is of 0(g3) and

not of 0(g4). The expectation of a series in g2 is incorrect. The infinite SUffi of

infrared divergent graphs has yielded an answer that is nonanalytic in the coupling

g2 . An interesting question that needs to he addressed is: Can a reorganization

of the perturbative expansion eliminate the need for summing an infinite number

of diagrams? In other words, if we were all "combinatoric cripples,,47 could we

compute the 0(g3) correction? This is an important question because in order

to SUffi an infinite number of graphs one must also argue that there are no other

graphs as important as those being summed. The answer to this question is yeso

The renonnalization group CaTI perform the needed summation.

In the next section, we will illustrate how the application of the renormalization­

group equation will sum the infinite set of '~ring" diagrams. To achieve this, one

must first derive the effective Lagrangian to O(!f) by "integrating out" the modes

with p2 ~ A2 where T > A » O(gT) is the infrared cutoff for the original theory de­

scribed by Eq. (5.1.1). The next-tO-Ieading order correction to the induced thermal

mass is obtained by computing the one-Ioop correction using the effective theory.

The forro of the result can be obtained, up to integration constants, by applying

the renormalization-group equation. If the calculation is carried out explicitly, then

the result given by Eq. (5.1.10) is obtained.
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5.2. The Effective-Lagrangian Approach

41

(5.2.1)

The first step in deriving the effective-Lagrangian for the theory described by

Eq. (5.1.1) is to decide to which order the effective theory must be valid. We

chaose the cutoff such that gT « A < T. This ensures that one maintains per­

turbative calculability in the high-energy theory. As a first approximation, we will

derive the effective theory to 0(g2). The next order of approximation is O(g4)

because one does have a series in g2 in the high-energy theory. This accuracy is not

needed to obtain the next-to-Ieading order correction to the induced thermal mass.

As explained in chapter four, ta obtain the effective Lagrangian to 0(g2), only the

one-Ioop correction to the two-point function and the tree-level contribution ta the

four-point function are required.

At this point, we wouId like to integrate over aIl modes with Euclidean-signature

four-momentum p satisfying p2 > A2 in the one-Ioop two-paint vertex. To do this,

we must SUffi over all n ::fi 0 in the energy SUffi and only integrate over p2 > A2 in

the n = 0 mode. Recall that A < T, therefore all modes with n ::j:. 0 satisfy p2 > A2

whereas only the modes with p2 > A2 satisfy p2 > A2 in the n = 0 contribution.

Since the complete SUffi and momentum integration has been perfonned in deriving

Eq. (5.1.4), aIl that is required is that we subtract the contribution from modes

with p2 < A2 from the result. Therefore the tree-Ievel contrbution to the two-point

vertex in the effective theory is given by

2 2 2 A
r2 (O)=_gT +9TJd1k

l
.

A 24 4~2
o

The effective mass to O(g2) is simply

g2T2 g2TA
mx = 24" - 4~2 .

We can now express the effective-Lagrangian density accurate to 0(g2) as

(5.2.2)

(

(5.2.3)

At this point, we choose to keep the cutoff-dependent mass term found in

Eq. (5.2.2) in the unperturbed sector of the theory and treat all other terms as
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( perturbations. The reason for keeping the mass term in the unperturbed sector is

ta prevent the occurence of the infrared divergences which min perturbation the­

ory. It should be stressed that Eq. (5.1.1) and Eq. (5.2.3) describe exactly the same

physics. The reorganization of the perturbation theory has now been achieved since

the effective degrees of freedom of the new equivalent theory are very different from

the original massless theory. The Feynman rules of the effective theory differ frOID

the original Mes in the following ways. The propagator of the effective theory is

that of a massive scalar field unlike that of the original Lagrangian density. Instead

of having only a four point interaction, we now have an infinite numher of interac­

tions with cutoff-dependent and temperature-dependent coupling constants whose

strengths can he detennined in a consistent fashion. Since we are only working

to 0(g2), these other effective interactions are Dot needed in what follows. In the

effective theory, to calculate a particular Green's function to any given order in

the coupling constant, only a finite number of interactions need to he considered.

Since the effective theory is the low-energy theory, the propagator can only carry

four-momentum p such that p2 < A2 •

To calculate the next-to-Ieading order correction to the effective mass using the

effective theory one can employ the loop expansion. The loop expansion in the

high-energy theory has the property that one gains an extra factor of 92 for each

extra loop in a diagram. This is not the case with the low-energy effective theory.

In the effective theory, one only gains an extra factor of 9 for every extra loop. To

see that this is in fact the case, consider the expression for the L-Ioop ring graph

contribution to the two-point vertex in the low-energy theory. These graphs are

sufficient to make our point since, as already shown, they are the most infrared

divergent. Using Eq. (5.1.6) as a guide, we obtain

(

r2,L (0 A T) _ (_92
) L TJA d

3
k 1 ( rrA ) L-l

ring " - 2 0 (27r)3 (k2 + mx) (k2 + mx)

where rrA is defined as

(5.2.4)

(5.2.5)
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At this point it is useful to introduce the following dimensionless variables:

43

A
À= ­

T
À

z=-.
Ji.

(5.2.6)

(5.2.7)

The only constraint on A is that it be chosen to satisfy T > A » gT where the

coupling constant 9 is a very small numher. From this it follows that 1/J.L > z » 1.

Actually, one can always choose À such that 1/I-l > zn » 1 for any value of n. This

is achieved by choosing À sucb that J.L ";;1 > À » Ji.. From this fact it follows that

one can always express the contributions of the low-energy theory as a power of the

coupling 9 multiplied by a polynomial function in z and loge z).

Substituting the variables given by Eq. (5.2.6) in Eq. (5.2.4), one finds that

r~~g (0, A, T) 2 (g2) L
Tl ~ J.L p: S(z)

where S(z) is a function of z that has the following schematic form

;: 2

S (z) ~ zL-l J X dx .
(x2 + l)L

a

(5.2.8)

(

It is easy to see that the function S(z) can always be expressed as a polynomial in z

and logez). Using the fact that Ji. ~ g, it is easy to see that Eq. (5.2.7) gains a factor

of 9 for every extra loop. When L = 0 the contribution is of 0(g2), as expected.

For L = 1, one finds that the correction is of 0(g3), which is the correction we

want to compute. Continuing in this manner, one can compute quantities to any

order in 9 by considering only a finite number of diagrams. Therefore one does

have a weIl defined perturbation theory in the low-energy regime if one considers

the contributions to he given by powers of 9 multiplied by a function of z.

One can also use Eq. (5.2.8) to obtain the leading large z behaviour for the

function S(z). For example, for L = 1 Eq. (5.2.8) implies that the leading behaviour

is linear in z. For L = 2 the leading behaviour is also linear in z. At L = 3 the

dominant behaviour is quadratic in z and one gains an extra power of z for every

extra loop after L = 3.



We are now in a position to compute the correction to the two-point vertex using

the effective theory. The two-point vertex cao be written in the fol1owing manner;

r 2 (0)
Tl = _p.2 + J.Lg2St (z) + 0 (94

, z) (5.2.9)

where St{z) is a function of z that will be determined by the application of the

renormalization-group equation. The first term in Eq. (5.2.9) represents the tree­

level contribution to the two-point vertex in the effective theory. The second term

represents the one-loop correction to the two-point vertex computed within the

effective theory and the third term represents corrections from diagrams with two

or more loops. We also know that the two-Ioop correction is at most linear in z. The

sum of the first two tenus gives the two-point vertex accurate to 0(93), which must

be independent of A. The structure of the one-Ioop correction is easily understood.

There is a factor of 92 because the one-loop correction involves on1y one vertex.

The factor of J.L is due to the fact that the loop integral is three dimensional and

there is only one propagator. After one factors out the effective mass from the loop

integral and divides by T 2 , a factor of J.L will remain multiplied by a dimensionless

integral whose upper limit of integration is z = AIp..

By applying Eq. (3.3.3), the renormalization-group equation, to Eq. (5.2.9), one

cao obtain the large-z fonn of the function Sl(Z) without the explicit evaluation

of Feynman graphs. Applying the renonnalization-group equation to Eq. (5.2.9)

yields

92 94 d g4 z d

4
2 - -82 SI (z) + g2_

d
SI (z) + -82 -dSI (z) + 0 (g3) = 0 . (5.2.10)

1r 1r P. z 1r /-L z

In obtaining Eq. (5.2.10), we have used the following relationships:

dJ.L - 9
2

(3 2) dz 1 ( 9
2
z (2))

dÀ = 81r2p. +0 9 lÀ dÀ = ~ 1+ 81r2 J.1. +0 9 lÀ (5.2.11)

where the derivatives are taken with 9 fixed. The correction of 0(93 ) appearing in

Eq. (5.2.10) is due to the derivative of the two-loop correction taken with respect

to À. The solution of Eq. (5.2.10) for St(z) is easily obtained by inspection, and

found to be

(

(
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5.2.1. Using the Renormalization-Group Equation

Z
SI (z) = - 47["2 +C + 0 (IIz)

44

(5.2.12)
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( for large z.

As expected from our general arguments, the leading hehaviour of SI (z) is linear

in z. The integration constant C can be determined in at least two ways. One can

evaluate the one-loop graph explicitly, as will he done in the next subsection, or

using knowledge of the two-Ioop correction. If one had the leading behaviour for

the two-Ioop correction, one would find that the constant C must have a value such

that the O(g3) correction in Eq. (5.2.10) vanishes. When we extend our analysis to

two-Ioop order, we will find that this is true. We will DOW determine the function

SI(Z) by evaluating the one-Ioop Feynman graph.

5.2.2. The Explicit Calculation

Using the Feynman rules of the effective theory, one finds that the one-Ioop correc­

tion to the tree-Ievel two-point function is

A
2 _g2T J d3k 1r (0, A, T) = 2 --3 (k2 2) .

(27r) + mA
o

Using the variables defined by Eq. (5.2.6), one can rewrite Eq. (5.2.13) as

r 2 (0, z) _ _ g2J.L J" x 2dx
Tl - 47l"2 (x2 + 1) •

a

The integral cao he performed easily to yield

r 2 (0, z) _g2p.
Tl = 47r2 (z - arctan(z» .

(5.2.13)

(5.2.14)

(5.2.15)

(5.2.16)

By comparing to Eq. (5.2.9), we find that the exact solution for SI(Z) is given by

z 1
SI (z) = - 47r2 + 411'2 arctan (z)

which can he expanded for large z as

z 1 1 1
SI (z) = - 47l"2 + 811' - 41r2z + 127r2Z 3 + .... (5.2.17)

(
Thus our expression for SI(Z) obtained by using the renormalization group agrees

with the explicit one-Ioop result. The value of the integration constant C is found

to he C = 1/87l". The induced thermal mass calculated to one-Ioop order in the
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( effective theory cao be obtained by substituting Eq. (5.2.17) into Eq. (5.2.9) which

results in

(5.2.18)

The expression for p.2 is obtained by dividing Eq. (5.2.2) by T2 and the result can

he substituted in Eq. (5.2.18) to give

(5.2.19)

By using the fact that z = ..\/J1. we find that the explicit À dependence cancels at

O(g2) and that the two..point vertex at one-loop order is

One can also make use of the fact that p. can be expanded as

9
P. = InA (1 + 0 (g» .

v24

(5.2.20)

(5.2.21)

Substituting Eq. (5.2.21) into Eq. (5.2.20) and neglecting tenns of 0(g4), the in­

duced thennal mass at one-loop order is found to he

(5.2.22)

where m~ is defined by Eq. (5.1.5). The result obtained using the effective theory

is identical to that given by Eq. (5.1.10).

Recall that an infinite number of infrared-divergent graphs needed to be summed

in order to obtain the mass at () (g3) using the original theory. Within the effective

theory, only one infrared-finite graph needs to be evaluated. Thus an infinite number

of graphs have been resummed in the effective theory. The fact that an infinite

number of graphs have been resummed within the effective theory can be seen by

studying Eq. (5.2.15). By expanding the arctangent function for large z, it is easy

to show that

(
(5.2.23)
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(5.2.24)

( If one then considers Eq. (5.1.6) which is the expression for the L-Ioop ring graph

contributions from the high-energy theory, one can show that infrared divergent

tenns are given by the equation

2,n _ _ g2 (_y2)n (T2
TA)n ( T)/00 dlklr HE (0, A) - -2- -2- 12 - 27T2 27T2 k2n

A

where n = L - 1. Using the definition of mx and perfonning the integration gives

r2
H,nE (0, A) = y2TmA ( )2n-l ( 1)n ( 1 )

41r2 mA - (2n _ 1) A2n-l .

The SUffi of all the infrared-divergent ring graphs is

(5.2.25)

(5.2.26)

where the change of variable z = A/mA has been made. To show that the infrared­

divergent terms from the high-energy theory are cancelled by tenns in the low­

energy theory, divide Eq. (5.2.26) by T2 to obtain

fkE (0, z) = _ g2J.L~ (_1)n
T2 471"2 ~ (2n - 1) z2n-l

n=l

(5.2.27)

(

which precisely cancels the terms in Eq. (5.2.23). Thus all the contributions of the

infrared-divergent ring graphs are included in the one-Ioop correction of the effec­

tive theory. The perturbation theory has been reorganized by integrating out the

high-frequency modes and keeping the effective mass in the unperturbed sector of

the Lagrangian. This reorganization allows one to compute the mass corrections

perturbatively, in powers of g, without considering an infinite number of graphs.

This is an important point because this gives one much better control over which

Feynman graphs have been neglected. The dominant behaviour of the low-energy

contributions can be obtained by using simple power-counting arguments and em­

ploying the renonnalization-group equation. We will now extend our analysis by

evaluating the induced thermal mass at two-Ioop order in the effective theory.



(

Chapter 6.
The Induced Thermal Mass at Two-Loop Order

In this chapter, the () (g4) contributions to the induced thermal mass that have

a singular dependence on 9 are determined by using a renormalization-group ap­

proach. This technique is employed because it al10ws one to determine the dominant

contributions with reasonable ease. Although the integration constants cannot be

detennined without an explicit calculation, the dominant logarithmic term can be

isolated without much effort.

6.1. Deriving The Effective Theory

As in chapter five, the system that is studied is described by the following La­

grangian density:
1 1

~ = -2a~l/J (x) 8P l/J (x) - 4!g2l/J4 (x) . (6.1.1)

The goal is to compute the induced thermal mass to ()(g4). Since Eq. (6.1.1)

describes a theory of massless interacting particles, we know that terms within the

standard perturbative expansion are infrared divergent. Thus to reorganize the

theory, we will derive an effective Lagrangian density. The Lagrangian density that

is needed must be consistent to ()(g4) because that is the order to which the mass

must be evaluated.

Using the arguments presented in chapter four, we know that to obtain the

effective theary accurate to 0(g4) that the fol1owing changes must be made. One

must integrate aver all high-frequency modes in the two-point function at bath

one and two-Ioop order. The high-energy modes must be integrated out at one­

loop arder in the four-point function. We must also include derivative interactions

constructed from four powers of the field cP and four or more derivatives. Finally,

a new effective six-point contact interaction is needed in the effective theory along

with six-point derivative interactions with four or more derivatives. We will now

present each of the above mentioned changes and discuss their contributions to the

terms with singular 9 dependence.

- 48-
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6.1.1. Corrections to the Two-Point Function

The high-frequency modes need to be integrated out in the following diagrams:

49

o
(a)

-e--
(b) (c)

Figure 6.1.1: Corrections to the two-point function.

If we choose to integrate out the modes with p2 > A2 with gT « A < T then

the result for diagram (a) is given by Eq. (5.2.1). When one integrates over the

high-energy modes in diagram (h) and removes the UV-divergent contributions

with the mass and wave-function renormalization counterterms, one finds that the

contribution can he written as

(6.1.2)

(

In the above equation FI is a constant, F2(T, A) is a function that vanishes in the

limit A -t 0 and contains only positive powers of A, and the function F3(T, A)

diverges in the limit A -t 0 and contains only negative powers of A and any non­

analytic A dependence. The reason for expressing the two-point function in this

manner is as follows. Since the cutoff A is chosen to be less than the tempera­

ture T of the system, aIl contributions in the energy surns with n # 0 have no A

dependence due to they way the cutoff has been defined. These contributions are

therefore constants. Only the n = 0 contributions with p2 > A2 are sensitive to the

infrared cutoff A. Thus these contributions can include constants, terms which are

finite as A -+ 0 and terms which diverge as A -t o. The value of the constant FI

and the functional forms of F2(T, A) and F3(T, A) are Dot needed, the important

point is to have separated the three contributions by their behaviour as A -t O.

There are also momentum-dependent terms from diagram (b), however, these can

be interpreted as derivative interactions and do not contribute to 0(g4).
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Similarly, the contribution froID diagram (c) may also be written as

r~2c (0) = g4T2Gl + 94T2G2 (T, A) + g4T2G3 (T, A)

50

(6.1.3)

where Gl, G2, and G3 have been defined in a manner sunilar to FI, F2(T, A), and

F3(T, A). Summing the contributions from the three diagrams and multiplying by

-1 yields an effective mass accurate to 0(g4) of

mx = g2T
2

_ 92
T

2
A + g4T2Hl + g4T2H2 (T, A) + g4T2H3 (T, A) (6.1.4)

24 41r

where, as before, HI, H2(T, A), and H3(T, A) are defined in a manner sunilar to

Gl, G2, and G3. Since we are interested in calculating the terms with singular 9

dependence, we cao ignore the terms proportional to Hl and H2(T, A).

6.1.2. Corrections to the Four-Point Function

We must now integrate over the high-energy modes in the following one-Ioop dia-

grams.

(a)

(

(c)

Figure 6.1.2: 1-1oop corrections to the four-point function.

Using the same reasoning as with the corrections to the two-point function, we cao

express the O(g4) correction to the coupling constant as

(6.1.5)
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( where, as before, Il, 12(T, A), and /3 (T, A} are defined by their behaviour similar

to GI, G2, and G3. It should be stressed that the UV-divergent contributions to

the four-point function are removed by the coupling-constant countertenn. The

four-point coupling constant in the effective theory, accurate to 0(g4), is given hy

(6.1.6)

(

with JI, J2(T, A), J3(T, A) exhibiting the same behaviour as Il, /2 (T, A) and 13(T, A)

respectively.

There are also derivative interactions involving four powers of the field and

four or more derivatives. These interactions contribute to the induced thermal

mass through a one-loop mass correction. The derivative interactions will appear

as momentum-dependent vertices, therefore, the one-Ioop mass correction will he

proportional to some power of the external momentum. To determine the induced

thermal mass, we can take the extemal momentum to he zero, and therefore, the

contributions to the mass will vanish. For this reason, all derivative interactions

involving four powers of the field and four or more derivatives can be ignored.

6.1.3. The Effective Six-Point Interaction

The final contributions to the effective theory are effective six-point interactions.

As already explained, these interactions is needed to compensate for the removal of

high-frequency modes in scattering processes such as the one depicted below.

Figure 6.1.3: Six-particle scattering in 4J4 theory.
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( To show that the effective six-point contact interaction is needed, we will compute

the six-particle scattering amplitude given by Fig. 6.1.3 in both the high-energy

and low-energy theories. We will find that the amplitudes differ at high-momentum

transfer thus indicating the need for the effective six-point interaction. The ampli­

tude for this process computed in the original massless theory goes like

g4
AHE (p2) 'V p2 (6.1.7)

where the four-momentum p is the exchange momentum carried by the internal

line. In the original theory, the exchange momentum p can take any value. In the

effective theory, however, the exchange momentum is cut off at a scale A by the

cutoff function K(p2 / A2). Thus the contribution from Fig. 6.1.3 in the low-energy

effective theory is

(6.1.9)

(6.1.8)

(6.1.10)

4

ALE (p2) 'V 2 9 2 K (p2 / A2
) .

p +mA

When the exchange momentum p is sncb that A2 > p2 > mx then Eq. (6.1.7)

and Eq. (6.1.8) agree at O(g4) with an error of O(g4mX/p2). When the exbange

momentum p is such that p2 > A2 then the two amplitudes will differ at 0(g4).

This difference occurs because the high-frequency modes do not propagate along

the internai line in the effective theory. Although each of the external momenta

are less than the cutoff, their sum cao be greater than the cutoff. To compensate

for this difference, one must add an effective six-point interaction to the low-energy

theory. The contribution to six-particle scattering in the effective theory is now

given by
4

ALE (p2) '" 2 9 2 K (p2 / A2) + C6 (g, A,p)
p +mA

where C6(9, A,p) is the coefficient of the cjJ6(x) term in the effective theory. If the

coefficient function C6 (g, A, p) is chosen correctly, then the amplitudes given by

Eq. (6.1.7) and Eq. (6.1.9) will agree at O(g4). One can solve for the coefficient

function by choosing a specifie form for the cutoff function K (p2 / A2 ), equating

Eq. (6.1.7) and Eq. (6.1.9) and then solving for C6(g,A,p). Solving for C6(g,A,p)

yields(
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(

(

The terms with momentum dependence in Eq. (6.1.10) can be interpreted as deriva­

tive interactions and they will be considered next. Therefore, to leading order, an

effective six-point interaction given by

where c is a constant, must be inc1uded in the effective theory.

We must now consider the importance of derivative interactions constructed

from six powers of the field and four or more derivatives. These interactions can

contribute to the induced thermal mass through two-Ioop diagrams. The derivative

interaction with four derivatives can, at most, contribute a constant at 0(g4). Sînce

this is nonsingular in the coupling g, it can be ignored. The two-Ioop diagrams

constructed from vertices with six or more derivatives will be proportional to the

external momentum. As before, we can take the external momentum to be zero

and therefore also ignore these contributions.

Combining all of the above mentioned changes, one finds that the Lagrangian

density for the low-energy effective theory is given by

1 1 2 2 1 2 4 g4 ( C) 6 ( 6).c CA, T) = --âJJ 4> (x) âll 4> (x) - -mA</> (x) - ,gA<P (x) - -r A2 4> (x) + 0 9
2 2 4. 6.

(6.1.11)

with mx and gx defined by Eq. (6.1.4) and Eq. (6.1.6) respectively. It must be

stressed that this is not the complete Lagrangian density at 0(g4) since we have

neglected to include the derivative interactions. This Lagrangian is complete for

the purposes of computing the 0(g4) terms in the induced thermal mass that have

a singular dependence on the coupling g.

6.2. Calculating The Induced Thermal Mass

To compute the induced thermal mass with the effective theory, one can use the loop

expansion. The contributions to the two-point function, evaluated at zero external

momentum, are given by

(6.2.1)
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where the variables JL, .À and z are defined by

54

mA
JL=-

T
.À = A

T
.À

z= -.
JL

(6.2.2)

The first term in Eq. (6.2.1) is due to the tree-Ievel mass in the effective theory. The

second term is the one-Ioop correction constructed from the four-point interaction.

The third term represents two-Ioop corrections constructed from two four-point

vertices. There is also a two-Ioop diagram constructed from one six-point vertex,

however, this contributes a constant at 0 (94 ) and cao he ignored. These corrections

are represented by the Feynman graphs presented below. The final terrn represents

the dominant corrections from diagrams with three or more loops. These errors are

of O(g5) because J.L '"'J O(g).

o
(a)

(c)

-e-
(b)

(d)

(

Figure 6.2.1: One-loop and two-loop corrections to the two-point
function in the effective theory.

Our aim is to solve for S2(Z) without evaluating the Feynman diagrams explicitly.

To achieve this, we cao apply the renormalization-group equation to Eq. (6.2.1) and

solve for S2(z). Before taking the derivative with respect to .À one must substitute

the expressions for JL2, 9X and SI(Z) ioto Eq. (6.2.1). It is important ta expand SI(Z)

to at least O(l/z) to he consistent at 0(g4). After making the above mentioned
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substitutions, one obtains
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(6.2.5)

r 2 (0) __ fil rfÀ 4G
Tl - 24 + 47T2 + 9 3

+ p.g2 (1 + g2 (JI + h + hl) ( - 4:2 + 8~ - 411"~Z + 0 (I/Z3)) (6.2.3)

+ g4 (1 + g2 (JI + J2 + J3})2 S2 (z) + 0 (g61J.L, z2)

where the functions G3, JI, J2 and J3 are defined in Eq. (6.1.3) and Eq. (6.1.4). If

one discards all terms of 0(g5) and higher, then Eq. (6.2.3) simplifies to

r 2(0) g2 rf À 4 2(z 1 1 (3))
Tl = - 24 + 47T2 + 9 C3 + J.Lg -47r2 + 87r - 47r2z + CJ l/z ( )6.2.4

+ g482 (z) + 0 (g61J.L, z2) .

By using the fact that z = A/J.L, Eq. (6.2.4) can he rewritten as

r2 (0) 92 J.L2g2 J.Lg2
Tl. = - 24 + g4C3 - 47r2 A + 81r + 9482 (z) + 0 (g6 / J.L, z2)

where tenns that have been discarded are 0 (g6) and greater. Further progress can

be made by substituting the lowest order expression for J.L2 into Eq. (6.2.5) to obtain

r 2 (0) _ g2 4 g4 g4 p.g2 4 6 2
--p - - 24 + 9 G3 - 961r2 ). + 161r4 + 8'7r + 9 S2 (z) + () (g / J.l, z ) . (6.2.6)

The renormalization-group equation, given by Eq. (3.3.3), can now he applied

to Eq. (6.2.6), which demands the r 2(O) he independent of A. Taking a derivative

with respect to À, we obtain

where we have used the fact that dz1dA r-.J 119 in the estimate of the error. One

can now substitute the expressions for dJ.L/dÀ and dzldA given by Eq. (5.2.11) into

Eq. (6.2.7) to yield

4 d ( 1) g4 g4 d g6 À d 4
9 dA C3 (À) - 96'7r2 À - 64'7r3 J.L + li dz S2 (z) + 81r2J.L3 dz 82 (z) + 0 (g , z) = 0 .

(6.2.8)

(
It is easy to verify that the solution for S2(Z), for large z, is given by

z
82 (z) = 647T3 + Cl log (z) + C2 + 0 (1/z) (6.2.9)



where

The Induced Thermal Mass at Two-Loop Orner 56

Cl = -Àd~ ( G3 (.>.) - 96~2>') (6.2.10)

and C2 is an integration constant. Notice that the constant of O(g3), the second

term in Eq. (6.2.8), is cancelled by the third terme This is the cancellation that could

have been used to determine the integration constant in the one-Ioop calculation if

one had knowledge of the leading behaviour of the two-loop corrections.

To solve for the induced thermal mass at O(g4), aU that is required is that the

expression for S2(Z) he substituted into Eq. (6.2.1). Before doing so, however, we

would like to solve for the constant Cl which is the coefficient of the logarithmic

term in S2(Z). To determine the constant CI, one can use Eq. (6.2.10) which requires

the explicit fonn of the function G3 (À). Recall that the function G3 (,\) represents

the 0(g4) terms that diverge in the limit ,\ --+ 0 in the two-point function. The

function G3 (,\) is determined in the next subsection.

6.2.1. Extracting The Coefficient of The Logarithmic Term

To determine the function G3('\), one must integrate over the high-frequency modes

in diagrams (b) and (c) of Fig. 6.1.1. Using the Feynman rules previously presented,

the contribution of diagram (c) is

(6.2.11)

Since we are interested in the infrared-wvergent part of Eq. (6.2.11), one need only

consider the n = 0 term in the first sumo Performing the SUIn over m and the

momentum integrals, one obtains

g4 ( T ) (T2 TA)r 2
,c (0) ="4 27r2A 12 - 27r2 . (6.2.12)

(

The infrared-divergent contribution in r 2,C(O) is given by

g4T3

967r2A

from which it follows that the contribution to G3(À) from diagram (c) is

G3 (>.) = 96~2>' . (6.2.13)
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The contribution of diagram (b) in Fig. 6.1.1 may be written as
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(6.2.14)

(

where it is understood that the propagators must be cut off in the infrared at A in

order to integrate over the high-frequency modes. In this case, one cannot cut off

the momentum integrals at A because each propagator must be cut off individually.

To achieve this, one can choose a particular function to damp the contribution of

modes satisfying cl < A2 where q is the four-momentum flow along a particular

line. A simple choice for the damping function is

q2

(q2 + A2)

which approaches 0 for cr < A2 and approaches 1 for q2 > A2 . The fact that the

cutoff function used in this diagram differs frOID the step-function cutoff used in the

other diagrams needs to be addressed. In principle, all propagators must be eut off

using the same function K (q2 / A2 ), however, in this case we can make an exception.

Since we are interested in obtaining the infrared-divergent behaviour of a graph,

the behaviour in the far infrared will not be sensitive to the exact fonn of the eutoff

function. If one is interested in computing the suhleading terms of a graph, such as

constants, then one must be consistent and use the same cutoff function. As a check,

the following calculation was also performed using the step-function cutoff. In this

case, a simple analytic expression for the coefficient Cl could not he obtained. The

coefficient is expressed as an integral, which when evaluated numerically does give

an &lswer consistent with Eq. (6.2.27).

After suhstituting the damping function into Eq. (6.2.14) we obtain

(

00 00 3 00 3 )
r 2,b 0) - 9

4
T 2 L J d k J d p 1

( - 6 n,m~-oo 0 (2'lll (k2+ A2) 0 (2'lll (r + A2) (p + k)2 + A2 .

(6.2.15)

To study the infrared-divergent behaviour of Eq. (6.2.15), one need only consider

the case when both m = 0 and n = 0 in the sumo To perform the integrals, it

is convenient to express the propagators using the Schwinger parameterization25
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(6.2.16)

00

1 J _a(q2+A2)
q2 + A2 = do: e .

o
We can also choose to introduce an ultraviolet cutoff at the scale of the temperature

T and this will not affect the infrared-divergent behaviour as A ~ O. Incorporating

the above changes, the infrared-divergent contribution from diagram (b) becomes

(6.2.17)

Performing the Gaussian momentum integrals and making the change of variables

Xi = A20: i yields

(6.2.18)

where ,\ = AIT. If we define the function

(6.2.19)

we cao determine the small ).. behaviour but studying a~~~2}.

Taking the derivative with respect to ,\2 and making the change of variables

Yi = xiI)..2, we find that

(

which in the limit )..2 -+- 0 is equal to

00

8A (,\2) 3 J 1 2
8>..2 = - À2 dYldY2 3/2 (1 + 0 (>.. ))

1 (YIY2 + YI + Y2)

The integrals in Eq. (6.2.21) can be evaluated exactly to yield

(6.2.20)

(6.2.21)

(6.2.22)
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which implies that the small À behaviour of A{À2) is given by

59

(6.2.23)

By substituting Eq. (6.2.23) into Eq. (6.2.18), one finds that the small À diver­

gent behaviaur of r 2,b(0) is

g4T2

r 2
,b (O) = - 967r2 log (À) .

This implies that the contribution to G3(À) from diagram (b) is

b 1
G3 (À) = - 967r2 log (À) .

(6.2.24)

(6.2.25)

Summing Eq. (6.2.13) and Eq. (6.2.25) gives the function G3(...\), which is found to

be
1 1

G3 (...\) = - 967T2 log (À) + 967T2 ...\ . (6.2.26)

The coefficient Cl may now he determined by using Eq. (6.2.26) and Eq. (6.2.10)

to yield
1

Cl = 967r2 .

6.2.2. The Final Result

The expression for 82 (z) is given by

z 1
82 (z) = 647r3 + 967T2 log (z) + C2 + <9 (1/z) .

(6.2.27)

(6.2.28)

To ohtain the two-point function at zero momentum ta 0(g4), simply substitute

Eq. (6.2.28) into Eq. (6.2.6) and drop ail terms of 0(g5) and higher. The result for

the two-point function is

f 2(0) _ g2 J.Lg2 g4 z g4 4( 1 ) 5 2
T2 - - 24 + 81r + 641r3 - 961r2 log (J.L)+g 161r4 + C2 +0 (g ,z ) . (6.2.29)

Using the fact that z = À/ J.L and that J.L can be expanded as

(

9 (39Z 2)J.L = v'24 1 - v'247T2+ 0 (g ,z) , (6.2.30)

(6.2.31)
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where D is a constant. Therefore, the induced thermal mass at 0(g4) is
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(

where mo is defined by Eq. (5.1.5) and E is a constant. The fonn of the result

given in Eq. (6.2.32) agrees with that found by parwani18 who computed the mass

to 0(g4) by explicit eva1uation of the Feynman graphs. The value obtained for the

constant E is given by
a

E = 3841r2

where the constant a = 8.8865... was determined using nurnerical methods. Al­

though the renormalization-group approach does not yield the value of the integra­

tion constant, the nonanalytic contribution to the mass at 0(g4) is obtained. This

is useful because in the small-coupling limit the logarithmic term will dominate the

g4T2E tenn.

The effective-Lagrangian approach allowed us to determine the thennal mass

to CJ (g4) in a clean and simple fashion. At aIl points in the calculation, one has

control over the relative sizes of terms being included and neglected. This method

can he of use to check the validity of long calculations and to help settle disputes

over a particu1ar reswt14. To further illustrate the utility of these techniques, the

temperature-dependent effective potential of a scalar field with spontaneous sym­

metry breaking will be considered in the next chapter.



( Chapter 7.
The Finite-Temperature Effective Potential

In this chapter, we consider a scalar theory in which the symmetry 4> ~ -4> is

spontaneously broken by a negative mass squared term in the Lagrangian. The

Lagrangian is symmetric under the transformation described, however, the vacuum

or ground state is not. Our goal is to compute the effective potential of the system

to 0(1/g) in a clear and systematic fashion by using the power-counting procedures

developed in the previous chapters. We will then compare our result with the

literature and then study the behaviour of the effective potential as a function of

the temperature.

7.1. Scalar Theory with a Spontaneously-Broken Symmetry

The system that is considered in this chapter is described by the following La­

grangian density:
1

r, = --81J 4>81J 4> - V (41)
2

where the classical potential V (41) is given by

(7.1.1)

(7.1.2)

(

Notice that the Lagrangian density given by Eq. (7.1.1) is invariant under the

transformation 4> -+ -41· If m6 > a then the minimum of V (4>) (which is the

ground state or vacuum of the system) lies at 41 = 0 which is also invariant under

the transformation 4> -+ -4>. On the other hand, if m5 = -c2 where c is a positive

quantity, then the potential V (41) has two minima each of which can serve as the

vacuum of the theory. The symmetry 4> -+ -4> of the original theory is said to

be broken since the ground state of the theory is no longer invariant under that

transformation.

In order to compute the effective potential using perturbation theory, we will

use the method described in section 2.1.5. The first step is to perform a shift in the

field 4> where 4> -+ v + 4> with v a position independent quantity. One must then

- 61-
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( subtract the 4>-indepedent terms to keep the vacuum energy at zero. Finally, al.l

terms Iinear in t/J are eliminated to remove the tadpole contributions. The shifted

Lagrangian density of the theory as defined by Eq. (2.1.37) is given by

(7.1.3)

with

(7.1.4)

This is the shifted Lagrangian density from which the effective potential will he

computed.

At the classical minimum of the potential, given by Eq. (7.1.2), the expectation

value of the field is v = ±c'f thus the masses of the scalar particles are m 2 ( v) = 2c2

in the shifted theory. It is important to note that the theory described by Eq. (7.1.3)

is not invariant under the transfonnation t/J --+ -c/J. We would now like to compute

the effective potential of the original theory by using the shifted Lagrangian density.

The tree-level contribution to the effective potential is simply

V o ( ) c? 2 g2 4
e!! v = --2v + -,v .4.

(7.1.5)

The corrections to the tree-Ievel terms are described in section 2.1.5. These correc­

tions can be evaluated by using the loop expansion with the Feynman rules derived

from the shifted Lagrangian density Eq. (7.1.3).

The vacuum expectation value of c/J is of 0(11g). Thus v may be written as

c ...
v =-v

9
(7.1.6)

(

where il is a dimensionless parameter of 0(1). By substituting Eq. (7.1.6) into

Eq. (7.1.5) it is easy to see that the tree-Ievel potential is of 0(1192 ). To evaluate

the effective potential to ()(IIg) systematically, it is necessary to estimate the sizes

of the contributions from the various diagrams. This can be achieved very efficiently

by using an effective-Lagrangian approach. As before, one can first "integrate out"

the high-frequency modes in the theory described by Eq. (7.1.3) and then use the

low-energy effective theory to compute the quantity of interest, which in this case
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(a)

x-.-..-)----
(c)

(e)

(b)

xx
(d)

(f)

Figure 1.2.1: One-Ioop corrections to the tree-Ievel vertices.

is the effective potential. Therefore, the first step in this investigation is to derive

an effective-Lagrangian for the system described by Eq. (7.1.3).

7.2. Deriving The Effective Theory

The Lagrangian density for the system we are interested in is given by

(7.2.1)

Once again, we choose to integrate over all modes with p2 > A2 with the cutoff A

chosen to satisfy gT « A < T. To derive the effective theory accurate to 0(g2),

all that is required is that the high-energy modes he integrated over in diagram (a)

displayed in Fig. 7.2.1. AlI other one-loop corrections displayed in Fig. 7.2.1 are of

0(g4) and higher.
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(
The tree-level contribution to the two-point function in the effective theory is given

by
2 00 00 3

r 2
A (0) = _m2 (v) - 9 T " J d ka 2 1 2 ( ) (7.2.2)

2 n~oo A (21r) k + m v

where the lower limit of integration represents the fact that only high-energy modes

are integrated over. If we assume that A » m(v) then Eq. (7.2.2) can he expanded

as

r~ (0) = _m2 (v) - g2
2
T

2 + r/-T
2
A + 0 (g2m 2 (v)) .

4 47r

Thus the effective mass in the low-energy theory is

(7.2.3)

(7.2.4)

(7.2.5)

(7.2.6)

This above calculation is also valid when m2 (v) < O. This is because we are integrat­

ing over modes with energies much greater than Im(v)l. This is an important point

since we will study the effective potential for values of v where m 2 (v) < o. Since

we are interested in studying the effective potential near the critical temperature,

we can assume that the temperature is very high and rewrite it as

T = =-i
9

where i is a dimensionless parameter of 0 (1). Using the fact that m 2 (v) = g2 v2 /2 ­

c2 and that v = 'Île/9 we find that

m
2

(v) = c
2 (~ -1)

which shows that m 2 (v) can also be represented by c2 mu1tiplied by a dimensionless

parameter of 0(1). In order to maintain perturhative calculability in the high-

energy theory, we must also choose that the eutoff A be given by

(7.2.7)

(
where .x is a dimensionless parameter. The cutoff must he chosen in this fashion

to prevent the hreakdown of the perturbative expansion due to the severe infrared

divergences found in the ring graphs, as described in chapter four. As in the previous
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(

(

chapters, we choose the cntoff snch that A » gT. Finally, one can define the

dimensionless parameter z in a manner similar to that nsed in chapters five and six

as
A

Z=. (7.2.8)
m(v,T,A)

By substituting Eq. (7.2.5) and Eq. (7.2.8) into Eq. (7.2.4) it is easy to verify that

the leading corrections to the two-point function are of the same order as m 2 (v) and

therefore cannot be neglected when the temperature T is near Tc. The corrections

of 0 (srm2 (v)) are suppressed by powers of the conpling and may he neglected. At

this point, one can also verify that diagram (b) in Fig. 7.2.1 does not contribnte to

this order when bath v and T are of () (1/9 ).

Therefore the Lagrangian density for the low-energy effective theory is given by

The effective potential can be calculated using the theory described by Eq. (7.2.9).

In the next section we estimate the sizes of the contributions to the effective poten­

tial from varions graphs. This will be done for both the high-energy and low-energy

theories so that the potential can be evaluated in a consistent fashion.

7.3. Next-To-Leading Order Contributions to the Effective Potential

In this section, the Feynman diagrams needed ta calculate the next-to-Ieading arder

contributions to the effective potential are determinecl. First the diagrams that neecl

to be considered in the high-energy theory are presented. The graphs that need ta

be evaluated in the effective theory are presented last.

1.3.1. The High-Frequency Contribution

The tree-Ievel effective potential for the high-energy theory is given hy Eq. (7.1.5).

The high-frequency contributions are calculated by integrating over the high-energy

modes in the Feynman diagrams which contribute to the effective potential. One can

treat the interaction terms in Eq. (7.2.1) as being four-point interactions involving

the field 4J and a new field v. The effective potential is given by the sum of all

diagrams with the field v on an external leg and with the field <P integrated over.
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(

+ +
(a) (b)

+(c) (d)

Figure 7.3.1: Interaction vertices in the shifted theory. The thin
lines represent the field q; and the heavy lines represent the field v.

These interactions are displayed in Fig. 7.3.1. Diagram (a) represents the four-point

interaction for the field </J. Diagram (b) is the vertex for the interaction of three 4>'s

and one v. Similarly, diagram (c) is the vertex for the interaction of two </J's and

two v's. Finally, diagram (d) is the two-point vertex for the </J field. There is no

kinetic term for 'U and therefore no corresponding two-point vertex.

A diagram which contributes to the effective potential has the following general

forro:

(7.3.1)

where V2 represents the number of vertiees with two </J's, V3 is the number of vertices

with three 4>'s, and V4 is the number of vertiees with four </J's. The number of loops

in the diagram is given by L and the number of propagators is given by P. Only

the n = 0 term in the Matsubara sum is eonsidered and the integration is eut off in

the infrared at A to ensure that only the high-frequeney modes are integrated over.

Eq. (7.3.1) ean be simplified by using the foct that

(7.3.2)

and that

(7.3.3)
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Incorporating the above relationships, we find that
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(7.3.4)

(7.3.5 )

( 1 )L ( l ) ;'+2L-2
VHE ~ VR gR+2L-2 T d3k

A k 2 + m 2 (v)

where n is the number of explicit v's and must be even. Using dimensional analysis,

we can estimate Eq. (7.3.4) as one integral to obtain:

1 ( l )~+2L-2
VHE ~ vngR+2L-2 TL k 3L- 1dk .

A k2 + m 2 (v)

Sïnce we are interested in obtaining an estimate of the most infrared-divergent

contribution from a particular graph, one can neglect the factor of m 2 (v) in the

propagator since A > m(v). One can also cutoff the integral in the ultraviolet at

the scale T. Using these facts and performing the integral yields

(7.3.6)

We may now substitute Eq. (7.2.5), Eq. (7.1.5) and Eq. (7.2.7) into Eq. (7.3.6) to

find

V 4~nt"'L \4-n-L n+2L-6HE ~ C v Ag. (7.3.7)

(

As already mentioned, the tree-Ievel contribution to the effective potential is

of ()(1/g2). One can now use Eq. (7.3.7) to determine what other diagrams may

contribute to this order and to 0(1/g). For n = 0 there is the possibilitity of a

V(1jg2) contribution when L = 2. When n = 2 there is also the possibility of a

V(ljg2) contribution when L = 1. AlI other contributions are of O(gO) or higher.

These are the only diagrams that need to be evaluated in the high-energy theory,

however, since we do have an explicit expression for summing all one-loop diagrams,

we will perform the complete SUIn and then neglect the contributions of a higher

order. This also aids in streamlining the calculation since the complete one-Ioop

SUIn must be performed in the low-energy effective theory. The diagrams that will

he evaluated in the high-energy theory are il1ustrated in Fig. 7.3.2.

The first diagram in Fig. 7.3.2 represents the L = 2 contribution with no external

field v. The second diagram is the L = 1 contribution with two external fields v. It

is important to note that this analysis is also valid for values of v where m 2 (v) < o.
This is the case since one can always choose the cutoff to satisfy A > Im(v) 1.
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+

Figure 7.3.2: Contributions to the effective potential from the
high-energy theory. The externallines are v's.

7.3.2. The Low-Frequency Contribution

To estimate the largest possible contributions to the effective potential from di­

agrams evaluated in the low-energy theory one can simply change the limits of

integration in Eq. (7.3.5). Therefore the generic behaviour of diagrams in the low­

energy effective theory is given by

A n+2L 2
V ""J vngn+2L-2 TL Jk3L-1dk ( 1 ) ~ -

LE""J k 2 +m2 (v,A,T)'
o

(7.3.8)

In this case, one cannot neglect the effective mass m(v, A, T) because one is inte­

grating over the low-energy modes. As was done in chapters five and six, we can

scale out the effective mass m(v, A, T) from the integral and obtain

(7.3.9)

After rewriting the dimensionless integral as S(z) and making the substitutions for

v and T in terms of the dimensionless parameters ÎJ and i, Eq. (7.3.9) becomes

n An ( A T)4-n ( A ) L
V

__ c V m V, , dg S ( )
LE -- 2 ( A T) z.9 m v, ,

(7.3.10)

c

From Eq. (7.3.10) it is easy to see that in order for higher-Ioop diagrams to be

suppressed by factors of g, the effective mass m(v, A, T) must satisfy Im{v, A, T) 1>
O(gc). Recall that to leading order m2(v, A, T) = c2(il2/2-1 +f2 /24-iÀ/4tr2 ), thus

the possibility exists that the effective mass could be of 0 (gc) for specifie values

of il and i. Therefore our expression for the effective potential is not reliable for
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(
values of v and i which satisfy lil2/2 - 1 + f2 /24 - i)../41r21< 0(g2). This is similar

to the problem of critical behaviour in three dimensions where the renormalized or

physical mass vanishes at the critical temperature. In our case, it is the vanishing

of the effective mass that invalidates the perturbative expansion in a region of the

parameter space. Therefore the perturbative expansion is not valid for aIl values of

t and il given a value of Â.

It is now a trivial task to determine which diagrams need to be computed in the

effective theory. Using Eq. (7.3.10), it is easy to see that all one-Ioop diagrams in

the low-energy theory can in principle contribute to 0(1/g). Thus we need to sum

aIl one-Ioop contribtions with n-external Unes in the effective theory. As already

stated, this SUffi can be performed exactly and is presented in chapter two. One

can now proceed to evaluate the effective potential to CJ(l/g).

7.4. Calculation of the Effective Potentiai

The tree-Ievel contribution to the effective potential is

T .r0 () c2 2 g2 4
Ytree v = --2v + -,v .4.

(7.4.1)

(7.4.2)

(

To this we must add the contribution from the high-energy modes as discussed in

the previous section. The contribution from the infinite SUffi of one-Ioop diagrams

is given by
00

T 00 J d3k
Vh

1
e (v) ="2 L --3 log (k2 + m 2 (v»)

n=-oo A (21r)

where the lower limit of integration ensures that one integrates over the high­

frequency modes. After performing the sum and making a high-temperature ex­

pansion in m(v)/T, one obtains

(7.4.3)

AIl the terms that have been neglected are of 0 (go) and higher. These terms include

bath temperature-dependent and vacuum contributions to the effective potential.
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(
Interested readers may find the explicit expression for the vacuum contribution in

the paper by Carrington48 • The contribution from the two-loop graph is given by

(7.4.4)

which can be expanded as

(7.4.5)

One cao neglect the r term because it is independent of v and therefore does not

contribute ta the effective potential. One can also neglect the v-independent terms

that are function of A, however, we will keep these terms to show that the cutoff

dependence does in fact cancel. Adding the above expressions for Vle(v) and V~e(v )

yields

(7.4.6)

The contribution to the effective potential from the low-energy theory is also

given by the sum of all one-Ioop graphs. Thus one can write

The complete expression for the effective potential accurate to 0(1/g) is obtained

by adding Eq. (7.4.1), Eq. (7.4.6) and Eq. (7.4.8). After adding the three equations,

c

A 3
1 Tf dk ( 2 2 )Vie (v) = - --3 log k + m (v, A, T) .

2 (21r)
o

After the integral is evaluated, one obtains

V;1 ( ) _ TA3 1 (A2 2( AT)) _ TA3 m
2

(v, A, T) TA
le V -127r2 og + m v" 187r2 + 67r2

m 3 (v, A, T) T (A)
- 61r2 arctan m (v, A, T) .

(7.4.7)

(7.4.8)
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(7.4.12)

(7.4.10)

(

Eq. (7.4.9) can be greatly simplified by expanding the logarithm and arctangent

functions and dropping all terms of O(go) and higher. The first term on the second

line of Eq. (7.4.9) may be expanded as

m
3

(v)T (~)_m3(V)T ""(0)
61r2 arctan m (v) - 127(" + V' 9 .

The second term on the second line of Eq. (7.4.9) may be written as

TA3 (A2 +m2 (v,A,T)) TA3 (g2T2 g2TA) (1) 0
12'1T210g A2 + m 2 (v) = 12'1T2 -U- - 47("2 A2 + 0 (g) (7.4.11)

where we have used Eq. (7.2.4) for m2(v, A, T). Finally, the first term on line three

of Eq. (7.4.9) may be written as

m 2 (v,A,T)TA m 2 (v)TA g2T3A g2T2A2 0

61r2 = 61r2 + 14411"2 - 24-n4 + 0 (g ) .

Substituting the above expressions into Eq. (7.4.9) we find that all polynomîals that

are linear in A cancel. The terms that have quadratic A dependence do not cancel,

however, these terms can be rewritten using the definition of z as terms of O(gO, z2)

which can be neglected. The effective potential can now he written as

Cl 2 y2 4 m 2 (v)T2 m 3 (v,A,T)T (0 2)
V (v) = -"2v + 4! v + 24 - 611"2 arctan (z) +0 9 ,Z (7.4.13)

where it is understood that we are interested in the large z limit. One further

simplification can be made by expanding m3(v, A, T) in the following manner:

m3(v, A, T) = (m2(v) + ~~2) ~ (1 + 0 (g, z)) . (7.4.14)

Thus our final expression for the effective potential, accurate 0(1/g), is given

by

V (v) =- ~ v2 +~ v4 + m
2

~~ T2 _ m
3
~~:) T (1 + 0 (l/z)) + 0 (gO) (7.4.15)
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(
where m 2(v,T) = m 2(v) + !fT2/24 and we have expanded about large z. This

expression agrees with the results found in the literature48,49-51 in the limit z -+ 00.

An important point is that our derivation makes it clear when our expression

is vaIid, with the variables T, A, and m(v, A, T) subject to certain constraints. The

constraints that must be satisfied are T > A » Im(v, A, T)I > O(gc) with the

coupling constant 9 « 1. These conditions are not made explicit in the papers by

Carrington48 and Takahashi5o • This lack of contraints on the validity of the pertur­

bative expansion leads to incorrect conclusions concerning the nature of the phase

transition. The paper by Espinosa49 does have constraints, however, it involves

the introduction of the three new expansion parameters. The effective-Lagrangian

approach simplifies the task of estimating the sizes of contributions since the expan­

sion parameter is always the coupling constant. We will now study the behaviour

of Eq. (7.4.15) as a function of v and T keeping in mind that the above-mentioned

constraints must be satisfied.

7.5. The Effective Potential as a Function of Temperature

It is useful to rewrite Eq. (7.4.15) as a dimensionless function before studying the

behaviour of the result. Using Eq. (7.1.5), Eq. (7.2.5), Eq. (7.2.6), Eq. (7.2.7) and

Eq. (7.2.8) we find that

(7.5.1)

(

where terms of 0 (1/z) and higher have been dropped. It is easy to see that the

possibility exists that Eq. (7.5.1) cao develop an imaginary part for sorne values of

ÎJ and t. At this point, we will simply study the real part of the effective potential

and justify tlùs procedure in the next section.

There are some general observations that one can make concerning Eq. (7.5.1)

that can help one understand its behaviour. The right-hand side is composed of

three terms. There are terms that are explicit1y quadratic and quartic in ÎJ and

a term that cao he thought of as heing cubic in ÎJ. If the temperature satisfies

t < y'ï4, then the coefficient function of the fJ2 is negative. Thus the potential
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has a negative slope near the origine For large values of fi, the quartic dominates

and the potential has a positive slope. Thus the potential has one minimum at a

positive value of v for temperatures. i < '-"'24.
If the temperature is raised so that the coefficient function of the quadratic

term has a small but positive value then the slope of the potential near the origin is

positive. As one then probes larger values of ÎI, the slope of the potential may in foct

become negative since the coefficient of the "cubic" term is explicitly negative. This

happens on1y if the temperature is not too high. If the temperature is too high then

the quadratic and quartic tenns always dominate and the potential always has a

positive slope. This is the case where there is one mjnimum at the origine Assuming

that the "cubic" term does dominate for a given range of fi then we have the case

of two local minima. There is a minimum at the origin and another minimum at a

finite value of v. If one has two degenerate minima at some temperature i then the

phase transition is said to he of first order. If this does not occur, then we have a

second-order phase transition.

To make a more quantitative analysis, one should study the derivative of the

potential. By taking a derivative with respect to ÎJ, one cao determine the number

and positions of the local maxima and minima. To begin, it is convenient to rewrite

Eq. (7.5.1) as
3 (A [\ i A4V (fi) = A (i) ÎJ2 _ gm v , ~ J +~
121r 24

where A(i) = f2 /48 - 1/2. Taking a derivative with respect to 'Û yields

dV (11) _ A ( (~_ gm (v, i) i 'Û
2

)
dfJ - v 2A tJ 81r + 6

(7.5.2)

(7.5.3)

(7.5.4)

(

where ~ = v/2m is used. It follows that the maxima and minima lie at points

where

(
3gm (v f\ i )v fJ2 - 41r' 'J + 12A (i) = 0 .

Eq. (7.5.4) shows that there is always a local extremum at v= o.
One can now study Eq. (7.5.4) to determine the conditions required for two,

real, unequal roots other than ÎJ = o. We know that the temperature wotùd be

v'24 if the "cubic" term were zero. For m f= 0, we explore the vicinity of this
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temperature by taking f2 = 24 + 5t2 where 5t2 is a very small positive quantity. If

one substitutes this expression for the square of the temperature into Eq. (7.5.4)

and makes the change of variable m2 = 'Û2 /2 + 5t2/24, one ohtains the following

equation for the mass:
.. 2

2 _ 3gmt 5t _ 0
m 81r + 12 - . (7.5.5)

If one makes an expansion in powers of 5t2 and neglects terms of order g5t2 then

the following quadratie equation is obtained:

m2 _ 3gv'24m + 5t
2 = 0 .

87r 12
(7.5.6)

In order for there to be two, distinct, real roots the discriminant of Eq. (7.5.6) must

he greater than zero. This must he the case sinee m2 is striet1y positive at this

temperature. This implies that

y

2 81g2

5t < 81r2 .

y

(7.5.7)

(a)

0.04 o.os

(b)

0.02

'"V

By solving the quadratic equation, it is easy to see that the roots are given hy

'Û l"oJ 0 (g). One ean graph the funetionc

Figure 7.5.1: Graphs of Eq. (7.5.8) for two values of 9 and t.
Graph (a) is for the values g = 0.2 and i = 4.8994. Graph (h) is for
the values 9 = 0.1 and t = 4.899076.

3gm (v, i) i
y (v) = 'Û

2
- + 12A (i)

471"
(7.5.8)
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for various values of 9 and i to verify that it passes through zero at values of ÎJ =1= o.
One should also expect Iyl to be at most of O(!f) in the region of the roots.

In Fig. 7.5.1 we have graphed Eq. (7.5.8) for sorne specific values of 9 and i to

show that it does in fact pass though zero. It is easy to verify that these values of 9

and i do in fact satisfy Eq. (7.5.7). Note that the positions of the roots are at values

of v < O(g). We can also plot the effective potential for varions temperatures to

see the fust-order phase transition.

"-

V

0.00004

0.00002

-0.00002

-0.00004

v

(

Figure 7.5.2: Graph of the effective potential given by Eq. (7.5.2).
The value of the coupling constant is set at 9 = 1 and the value
of the potential at the origin is set to zero. The three curves show
the behaviour of the potential for various temperatures. The lower
curve is for i = 5.003, the middle curve is for i = 5.005, and the
upper curve is for i = 5.006.

Evidence of a fust-order phase transition in this scalar model has also been

observed by Espinosa49 et al. and by Takahashi50 . Now that the possibility of a

fust-order phase transition has been established, we must determine the domain of

validity of this result. The mathematicailimitations of the perturbatively calculated

effective potential are presented in the next section.

7.6. Mathematical Limitations of the Result

Before one cao conclude whether or not a fust-order phase transition exists in this

model, there are sorne points that need to he addressed. The first point concerns the

fact that m2 (v, À, i) < 0 for sorne values of v and i. If the mass squared is negative,
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this implies that the effective potential will be eomplex. At first, one may think that

tlùs poses a problem sinee it can he shown52- 53 that the effective potential should

be real for all values of Îl. The resolution54 to this problem lies in the fact that the

perturbatively-calculated effective potential ean still he interpreted as a physieaIly

meaningful quantity even in situations where it becomes complex. This quantity

can descrihe an unstahle, spatially homogeneous quantum state. The imaginary

part of the potential is related to the decay rate per unit volume of the system, and

the real part corresponds to the internal energy density of the system. Thus for our

study, we will focus on the real part of perturbatively-calculated effective potential.

The second point concerns the validity of the perturbative expansion in the

low-energy effective theory. As aIready discussed in section 7.3, in arder for the

perturbative expansion to be reliable in the low-energy theory, one must demand

that Im2(v,A,T)/ > O(g2t?). We know that m 2(v,A,T) may be expressed as

m
2(v,A,T) = (m2(v) + ~~2) (1- (flTA

) + (') (g2)) (7.6.1)
47r2 m 2 (v) + 9~f

which can be rewritten as

m 2 (v, A, T) = (m2(v) + g2
2
T
4
2) (1 _ g2Tm (v, A, T~ z + 0 (g2)) (7.6.2)

47r2 (m2 (v) + 9 2f)
by using the definition of z. After switching to the dimensionless variables, we

obtain

(7.6.3)

Therefore, in arder for the perturbative expansion in the low-energy theory ta be

valid, one must demand that

(7.6.4)

(
Expanding f2 = 24 + 8t2 near the phase transition, we find that

(7.6.5)
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From Eq. (7.5.7), we know that the condition to see the phase transition is

8t2 < O(g2). Substituting this constraint into Eq. (7.6.5), we obtain

Ivl > 0 (g) . (7.6.6)

(

This is the condition required to maintain perturbative calculability. The expression

for the effective potential, given by Eq. (7.5.1), is only valid in regjons where fi >

O(g) near the critcal temperature. As one can see in Fig. 7.5.2, the evidence for a

fust-order phase transition occurs for values of v < O(g) sinee 9 = 1. Deereasing

the value of 9 does not help one probe this region. Computing the effeetive-potential

to a higher-order is aIso not helpful in studying this region. Perturbation theory is

simply not rich enough to allow one to probe the nature of the phase transition. This

agrees with the result that one cannot eonclude purely within perturbation theory

whether the phase transition is second order or weakly first order55- 56• It has been

argued that our model is in the same universality class as the three-dimensional

Ising model which is known to exhibit a second order phase transition57 .

We have shown that by using an effective-Lagrangian approach one is able to

reorganize the perturbative expansion in a manner that allows one to count the pow­

ers of the coupling constant in a systematic fashion. We are aIso able to determine

the constraints that maintain perturbative caleulability. With these tools, we ealcu­

lated the effective potential in a sealar mode! with spontaneous symmetry breaking

to 0(1/g). As a consequence of employing an effective-Lagrangian approach, the

fact that the order of the phase transition cannot he determined perturhatively is

obtained in a natura! way. Perturbation theory in the low-energy theory is not valid

in the eritieal region. Not surprisingly, it is the vanishing of the effective mass in

the low-energy theory that inva1idates the perturbative expansion. The vanislùng

of the mass occurs in the critical region.
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Chapter 8.
Conclusion

There are severa! aspects of this thesis that should be emphasized. First, we

have shown how the reorganization of perturbation theory which is required for

a hot massless scalar theory can he efficiently derived by employing an effective­

Lagrangian approach. By choosing a cutoff scale A and integrating over ail modes

in the massless theory with four-momenta greater than the cutoff, one can derive

an effective-Lagrangian which describes exactly the same physics. The difference

between the original theory and the effective theory lies only in the description of

the physics. For example, if the original theory is that of a massless scalar field

with a quartic interaction then the effective theory is that of a massive scalar field

with an infinite number of interactions which depend on the cutoff scale A. The

appearance of the mass term restores perturbative calculability since it eliminates

the severe infrared divergences such as those found in the original massless theory.

The low-energy effective theory can be used to compute quantities to any desired

arder in the coupling constant by using the loop expansion. Ta illustrate these

points, the induced thermal mass was computed to both one and two-Ioop arder in

chapters five and six. In chapter five, the next-to-Ieading arder correction to the

induced mass was computed using both the original theory and the effective theory.

The calculation involved the summation of an infinite number of infrared-divergent

graphs in the original theory whereas oruy one graph was computed in the effective

theory.

The second point is that the effective-Lagrangian formulation permits the singu­

lar dependence on coupling constants in physical quantities ta be determined with­

out explicitly evaluating any Feynman graphs. This approach is used in chapter

six to compute the induced thermal mass to 0 (g4). Although nonsingular depen­

dence on 9 cannat he obtained in this manner, the dominant logarithmic term is

easily found. The fonn of the result agrees with the more complete calculations of

Parwani18. Thus the renormalizaton-group approach cao be used as a method for

verifying more involved calculations.

-78 -
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A third important point is that the effective-Lagrangian formulation permits

an efficient determination of the conditions when power counting is valid. To illus­

trate this, the finite-temperature effective potential was calculated to order 0(1/g)

in a scalar theory with spontaneous symmetry breaking. Although the expression

ohtained agrees with the literature, it cannot he concluded that the model exhibits

a fust-order phase transition purely within perturbation theory. The region where

one observes the evidence of a fust-order phase transition lies outside of the region

where perturbation theory is valid. Non-perturbative methods57,58 are required to

conclude whether the phase transition is of the first Of second order. This result

may have sorne interesting consequences conceming models of electroweak baryoge­

nesis 59-71. It is generally accepted that a strongly fust-order transition is needed

to maintain the baryon asymmetry generated during the phase transition. If the

transition is too weak then any asymmetry created will be washed out. It would be

interesting to apply these power-counting methods and determine whether or not

the evidence of a fust-order phase transition persists.

Finally, the effective-Lagrangian approach promises to provide a conceptual

framework for understanding other thermal Quantum Field Theories. The re­

summed propagators and vertices found in Braaten and Pisarski 's13 resummed hot

QCD are analogous to the effective propagators and vertices that we obtained by

integrating out the high-frequency modes in the scalar field theory. An interesting

project would he to attempt to derive the effective action which generates the "Hard

Thermal Loop" corrections17 for hot QCD by employing the effective-Lagrangain

approach.

The effective-Lagrangian approach applied to hot QCD has already proven ta

be a useful tool in studying the damping of energetic Quarks and Gluonsl4. It is

hoped that the development of these methods will help in carrying out calculations

involving low-energy or "soft" particles to higher orders. This can in turn aid in

understanding the behaviour of the Quark-Gluon plasma where the emission of low­

energy dileptons could signal plasma formation in relativistic heavy-ion collisions.

These techniques will also be useful in determining the transport coefficients of the
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plasma. Thus a greater understanding of the behaviour of matter at high temper­

atures can he gained by employing an. effective-Lagrangian approach in studying

thermal Quantum Field Theories.

And there you go.
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