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Abstract

This thesis presents a novel method for active sampling in aquatic environments, aimed at

e�ciently reconstructing water quality maps with a limited number of samples. Our approach

leverages Deep Q-Networks (DQN) for intelligent path planning, combined with Gaussian

processes (GPs) for posterior map reconstruction. This framework allows the autonomous

system to navigate unknown regions, intelligently decide where to take samples, and generate

accurate environmental models with fewer samples compared to traditional methods. We

evaluated our method using both a freely available sea surface temperature dataset from the

National Oceanic and Atmospheric Administration (NOAA) and real-world data collected

at Lac Hertel using our autonomous surface vehicle (ASV), BlueBoat platform, equipped

with a temperature sensor. Our method learns adaptive paths that enable an accurate map

reconstruction with fewer samples than all baselines, boustrophedon, highest-uncertainty,

and model predictive control (MPC). The results indicate that our approach not only reduces

the time and energy required for mapping but also maintains high accuracy in predicting

unsampled areas. Our method represents a promising step toward more e�cient and accurate

environmental monitoring in aquatic ecosystems, contributing to both scienti�c research and

environmental conservation e�orts.
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Abrégé

Cette thèse présente une nouvelle méthode d'échantillonnage actif dans les environnements

aquatiques, visant à reconstruire e�cacement les cartes de qualité de l'eau avec un nombre

limité d'échantillons. Notre approche s'appuie sur des �Deep Q-Networks (DQN)�pour une

plani�cation intelligente des trajectoires, combinées à des processus gaussiens (GP) pour

la reconstruction de cartes a posteriori. Ce cadre permet au système autonome de nav-

iguer dans des régions inconnues, de décider intelligemment où prendre des échantillons et

de générer des modèles environnementaux précis avec moins d'échantillons que les méth-

odes traditionnelles. Nous avons évalué notre méthode en utilisant à la fois un ensemble

de données de température de surface de la mer disponible de la �National Oceanic and

Atmospheric Administration (NOAA)�et des données réelles collectées au lac Hertel à l'aide

de notre véhicule de surface autonome (ASV), la plateforme BlueBoat, équipée d'un cap-

teur de température. Notre méthode apprend des chemins adaptatifs qui permettent une

reconstruction cartographique précise avec moins d'échantillons que toutes les méthodes pré-

existantes, le boustrophédon, l'incertitude la plus élevée et la commande prédictive (MPC).

Les résultats indiquent que notre approche permet non seulement de réduire le temps et

l'énergie nécessaires à la cartographie, mais aussi de conserver une grande précision dans

la prédiction des zones non échantillonnées. Notre méthode représente une étape promet-

teuse vers une surveillance environnementale plus e�cace et plus précise des écosystèmes

aquatiques, contribuant à la fois à la recherche scienti�que et aux e�orts de conservation de

l'environnement.

ii



Acknowledgements

I would like to express my deepest gratitude to my supervisor, Prof. David Meger, for

his guidance, support, and encouragement throughout the course of my research. Your

insightful feedback, expertise, and patience have been invaluable to me. I am especially

thankful for the opportunity to be part of the Mobile Robotics Lab (MRL), for helping me

choose a meaningful research project, and for your kindness and mentorship in seeing my

thesis through to completion.

I would also like to thank my friend and colleague, Jean-François Tremblay for his helpful

advice, invaluable discussions, and patience. I am grateful for his willingness to always answer

my (many) questions and for his continuous support. I would like to express my appreciation

to my friend and colleague, Harley Wiltzer, for his advice and assistance throughout my

research. I am truly grateful for his contributions.

I am very grateful for all my friends at MRL, Jean-François, Charlotte, Hanna, Wei-Di,

Harley, Lucas, Scott, Ellen, Amin, Stanley, Louis, Farnoosh, and Khalil. Thank you for

being great friends. I will miss our discussions (the normal and crazy ones) over lunch.

Last but certainly not least, I owe a profound debt of gratitude to my family. To my

parents and sister, your unconditional love and support have been my foundation and I am

incredibly thankful for your understanding and encouragement. Thank you for always being

there for me.

This thesis would not have been possible without the contributions and support of each

and every one of you. Thank you from the bottom of my heart.

iii



Contents

1 Introduction 1

2 Related Work 6

3 Background 11

3.1 Gaussian Processes (GPs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.1 Main De�nition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.2 Kernels (Covariance Functions) . . . . . . . . . . . . . . . . . . . . . 13

3.2 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.1 Formulation and Main De�nitions . . . . . . . . . . . . . . . . . . . . 16

3.2.2 Partially Observable Markov Decision Process . . . . . . . . . . . . . 21

3.2.3 Q-Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.4 Deep Q-Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Problem Formulation and Solution Outline 27

4.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 The Planning Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.3 Posterior Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.4 The Reinforcement Learning Solution . . . . . . . . . . . . . . . . . . . . . . 32

4.5 Domain Randomization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.6 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5 Experimental Setup 38

5.1 Training Simulator and Datasets . . . . . . . . . . . . . . . . . . . . . . . . . 38

5.1.1 Procedurally-Generated Maps . . . . . . . . . . . . . . . . . . . . . . 39

5.1.2 NOAA Surface Temperature Maps . . . . . . . . . . . . . . . . . . . 39

5.2 Training and Evaluation Procedure . . . . . . . . . . . . . . . . . . . . . . . 40

5.2.1 Policy training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

iv



5.2.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3 Baselines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3.1 Boustrophedon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3.2 Highest-Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.3.3 Model Predictive Control . . . . . . . . . . . . . . . . . . . . . . . . . 43

6 Results 45

6.1 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6.2 Field Test Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.3 Trends Across Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

7 Discussion, Conclusion, and Future Work 56

Bibliography 59

v



List of Figures

2.1 A diagram of the multi-resolution feature aggregation technique where (Ö)

marks the current position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1 A 1-D example of prior and posterior sampling using two di�erent kernels;

squared exponential (SE) (left column) and Matérn (right columns) kernels. 15

3.2 An example of an Markov decision process (MDP) and its components for the

game of �Tic-Tac-Toe�. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3 An illustration of a partially observable Markov decision process (POMDP)

example. A robot navigating a foggy room to �nd a charging station in area D. 22

4.1 Depiction of our active sampling method. By incorporating posterior uncer-

tainty (depicted by translucency) over the map, the agent can achieve accurate

reconstruction without exhaustively covering its domain. . . . . . . . . . . . 28

4.2 An example of using posterior inference to infer the posterior mean and the

diagonal of the posterior covariance from the samples collected at time t = 7

with a 6× 6 map discretization. . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.3 Multi-resolution feature aggregation parameterization of the state. . . . . . . 36

5.1 An example of a 30x30 map from the procedurally-generated dataset used for

training in simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.2 An example of the sea surface temperature (SST) map of the Caribbean area

from the NOAA dataset used in simulation experiments. . . . . . . . . . . . 40

5.3 A picture of our robotic setup which includes the BlueBoat and the sensor unit. 42

5.4 An example of a boustrophedon path and an active sampling path. . . . . . 43

5.5 An example of a highest-uncertainty path. . . . . . . . . . . . . . . . . . . . 43

6.1 Reconstruction error per step for our method (solid lines) and baselines (dashed

line) evaluated on the NOAA dataset using a model that was trained in sim-

ulation on the NOAA dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . 47

vi



6.2 Reconstruction error per step for our method (solid lines) and baselines (dashed

line) evaluated on the NOAA dataset for a model trained in simulation on

procedurally-generated data. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6.3 Evaluation trajectories on sea surface temperature maps. In each of the sub-

�gures, the upper row is the ground truth of the sea surface temperature

maps. The trajectory of the DQN agent is shown on the ground truth maps.

The lower row is the DQN agent's �nal estimate of the maps. . . . . . . . . . 49

6.4 Reconstruction error per step for our method (solid lines) and baselines (dashed

line) evaluated on Lac Hertel data. . . . . . . . . . . . . . . . . . . . . . . . 51

6.5 Evaluation trajectories of the baslines on the temperature map at Lac Hertel.

In each of the sub�gures, the upper plot is the ground truth of the sea surface

temperature maps. The trajectory of the agent is shown on the ground truth

maps. The lower plot is the agent's �nal map estimate. . . . . . . . . . . . . 53

6.6 Evaluation trajectories of our method on the temperature map at Lac Hertel.

In each of the sub�gures, the upper plot is the ground truth of the sea surface

temperature maps. The trajectory of the agent is shown on the ground truth

maps. The lower plot is the agent's �nal map estimate. . . . . . . . . . . . . 54

vii



List of Algorithms

1 Q-Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 DQN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

viii



List of Acronyms

ASV: Autonomous Surface Vehicle

AUV: Autonomous Underwater Vehicle

CNN: Convolutional Neural Networks

DQN: Deep Q-Networks

DRL: Deep Reinforcement Learning

GP: Gaussian Process

MARLAS: Multi-Agent Reinforcement Learning for Adaptive Sampling

MASP: Multi-robot Adaptive Sampling Problem

MDP: Markov Decision Process

ML: Machine Learning

MLP: Multi-Layer Perceptron

MPC: Model Predictive Control

NOAA: National Oceanic and Atmospheric Administration

POMDP: Partially Observable Markov Decision Process

RBF: Radial Basis Function

RL: Reinforcement Learning

RMSE: Root Mean Squared Error

SE: Squared Exponential

UAV: Unmanned Aerial Vehicle

ix



1

Introduction

In recent years, advancements in robotics and machine learning (ML) have opened up new

possibilities for large-scale environmental monitoring. Autonomous robots are capable of

gathering vast amounts of environmental data over extensive areas with signi�cantly less

manual e�ort compared to traditional methods. This development is particularly important

in the context of ecological preservation, where real-time and high-resolution data is cru-

cial for understanding and managing ecosystems. Robotics-based environmental monitoring

o�ers a more e�cient, scalable, and adaptable solution to challenges that would otherwise

require intensive human intervention and resources.

A key application of robotics-based environmental monitoring is in aquatic environments,

where understanding the spatial and temporal dynamics of water quality is essential for

ecosystem management. Conventional data collection methods, such as manual sampling

or deploying stationary sensors, are often limited by high costs, slow sampling rates, and

incomplete coverage. For instance, measuring water temperature or pollutant levels in a lake

typically requires sending �eld personnel to physically sample the water at various locations, a

process that is both time-consuming and labor-intensive. Moreover, these methods often fail

to capture the dynamic nature of water systems, which can experience changes in conditions

due to weather or human impact. Autonomous robots, equipped with advanced sensors and
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intelligent path planning algorithms, provide a transformative approach to this challenge by

enabling continuous and adaptive environmental monitoring.

One of the most exciting aspects of autonomous environmental monitoring is the ability

to perform adaptive sampling, where a robot not only collects data but also optimizes its

sampling strategy in real-time. This involves the robot deciding where and when to sample

based on the current knowledge of the environment and its own operational constraints. By

doing so, the robot can prioritize regions of high interest (such as areas with rapid changes

in temperature or pollution) and reduce the number of redundant samples taken from areas

where conditions are relatively stable. This leads to more e�cient use of the robot's resources

(e.g., battery power, memory) while maximizing how informative the collected data is.

However, developing an e�cient adaptive sampling strategy is a non-trivial task. The

problem is inherently complex because the robot operates in an unknown environment, where

both the state of the environment and the robot's observations evolve between deployments.

As a result, traditional static sampling strategies, which prede�ne a set of sampling locations

based on prior knowledge, are not e�ective. Instead, a more adaptive and intelligent approach

is required, one that allows the robot to learn and adapt its sampling strategy based on live

sensor measurements.

One promising solution to this problem comes from the �eld of reinforcement learning

(RL). RL is a machine learning paradigm that focuses on how agents can learn to make

decisions by interacting with an environment. The agent learns by receiving feedback from

the environment in the form of rewards, which guide it toward optimal behaviors over time.

In the context of adaptive sampling, the robot acts as an RL agent, where its goal is to

maximize how informative the data it collects is while minimizing the number of samples

required. This balance between exploration (sampling areas to gather new information) and

exploitation (focusing on areas that are known to be important) is a fundamental challenge

in RL and is critical for e�ective environmental monitoring.

In this work, we focus on the problem of e�cient adaptive sampling of unknown aquatic

environments using autonomous robots. The primary objective is to develop an exploration

policy that enables a robot to intelligently navigate and map water qualities in unknown

environements while minimizing the number of samples required. Speci�cally, we aim to

optimize the robot's path planning and sampling strategy to collect data that is most infor-

mative for creating a spatial map of water quality, such as temperature or pollutant levels,

over a given area. At each step, the information collected by the robot is used for posterior
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inference, enabling the estimation of a complete map of the water quality along with its

uncertainty. Multiple factors, including the estimated map and its uncertainty, are then

considered to determine the next sampling location.

A concrete example of this problem arises in mapping water surface temperature in lakes.

Water temperature is a key indicator of ecosystem health and can have signi�cant e�ects on

nutrient cycling, water quality, and aquatic species distribution [35]. Despite its importance,

high-resolution temperature data in many lakes is often sparse [16] due to the limitations of

manual sampling methods. This is especially problematic in regions where water temperature

can �uctuate rapidly in response to external factors such as weather patterns. By deploying

an autonomous robot equipped with temperature sensors and an RL-based path planner and

sampling strategy, it becomes possible to monitor and map temperature distributions over

time, providing valuable insights into the dynamics of the aquatic ecosystem.

This problem is further complicated by the fact that water temperature distributions

can exhibit signi�cant spatial heterogeneity. For example, areas near river in�ows may be

signi�cantly cooler than open water areas, while regions exposed to sunlight may experience

higher temperatures. To e�ciently map such complex spatial patterns, the robot must

carefully balance the need to explore unknown areas with the need to focus on areas where

rapid temperature changes are likely to occur.

In traditional RL, an agent interacts with an environment de�ned by a state space, a

set of actions, and a reward function. At each timestep, the agent observes the current

state of the environment, selects an action, and receives a reward based on the outcome of

that action. Over time, the agent learns a policy that maximizes the cumulative reward

it can obtain. In the case of adaptive sampling, the environment is the unknown aquatic

region being monitored, the states are the robot's current position and any other relevant

environmental variables, and the actions correspond to the robot's movement and sampling

decisions.

One of the key advantages of using RL for this task is that the robot can learn from expe-

rience. As the robot explores its environment and collects samples, it builds an approximate

map of the water quality distribution, which it can use to make more informed decisions

about where to sample next. This allows the robot to adapt its sampling strategy based on

live sensor measurements, taking into account both the data it has already collected, the

estimated map, and the uncertainty about unobserved areas. The RL framework also allows

for long-term planning, enabling the robot to take actions that may not provide immediate
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rewards but are expected to lead to better outcomes in the future. For example, the robot

might choose to sample in a relatively uninformative region if doing so will allow it to reach a

more informative region more e�ciently later on. It is important to note that while previous

work has focused on using RL for sampling and path planning�for instance, Manjanna et al.

[23] employed RL to plan e�cient paths to sample regions of interest based on an existing

environmental map�to the best of our knowledge, our method is the �rst to use RL for

adaptive sampling and path planning in an unknown environment, relying solely on sensor

data collected during the current mission.

One of the key challenges in adaptive sampling is modeling the uncertainty of the en-

vironment, as the robot must decide where to sample based not only on the data it has

already collected but also on the uncertainty associated with the unobserved regions. To

address this, we employ Gaussian processes (GPs), a powerful non-parametric model that

can provide a full probabilistic description of the environment. Previous work in mapping

and exploration has utilized GPs to aid in navigation and localization, enabling robots to

e�ciently map and explore unknown environments [11, 1, 40]. They allow the robot to esti-

mate not only the expected value of the water quality at unobserved locations but also the

uncertainty associated with those estimates. This is crucial for guiding the robot's sampling

strategy, as it can prioritize areas with high uncertainty where new data is likely to be most

informative.

GPs provide a Bayesian framework for function estimation, meaning that they can in-

corporate prior knowledge about the function and update this knowledge as new data is

observed. The result is a posterior distribution that provides both a point estimate of the

function and a measure of uncertainty. The GP's ability to capture correlations between

di�erent points in the input space allows the robot to infer the value of the environmental

variable at unobserved locations based on the samples it has already collected. This property

makes GPs particularly useful for adaptive sampling tasks, as the robot can focus on areas

where the uncertainty is highest, thereby improving the e�ciency of the sampling process.

In this thesis, we present two contributions to the �eld of autonomous environmental

monitoring using RL and GPs. First, we develop the �rst method to e�ciently and adaptively

sample unknown aquatic environments, leveraging RL and GPs to optimize the robot's

sampling strategy based on live sensor readings. Our method is designed to minimize the

number of samples required while maximizing the informativeness of the collected data,

providing a high-resolution map of water quality over a given area. Second, we evaluate

our method in both simulated and real-world settings, demonstrating its e�ectiveness in
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navigating and mapping dynamic aquatic environments.

This method is not limited to mapping surface temperature; it readily supports the

integration of various sensor types, making it highly versatile for monitoring di�erent water

quality indicators. For instance, di�erent sensors could be used to monitor parameters such as

dissolved oxygen, salinity, and pH, in addition to surface temperature. This �exibility means

that, once equipped with the appropriate sensors, the ASV can provide critical information

on a wide range of environmental conditions, o�ering a powerful tool for comprehensive

aquatic environmental monitoring.

Moreover, the potential impact of this work extends beyond environmental monitoring.

The methods and techniques developed here could be applied to a wide range of domains,

from precision agriculture to disaster response, where autonomous robots are required to ef-

�ciently gather data in large, dynamic environments. By combining RL, adaptive sampling,

and probabilistic modeling, we aim to provide a robust and scalable solution for real-time

environmental monitoring that can adapt to the ever-changing conditions of natural ecosys-

tems.

In the following chapters, we �rst review the related work, positioning our research within

the broader �eld of using robotics and RL for environmental monitoring. Then, we introduce

the essential theoretical concepts, including GPs and key RL foundations in chapter 3. In

chapter 4, we clearly de�ne the problem, describe the planning challenge, and detail our

solution using RL for path planning and posterior inference for modeling the environment.

Chapter 5 outlines the simulation environment and datasets�both procedurally generated

and real-world data�used to train and evaluate our models. This chapter also introduces

the baselines, such as Boustrophedon, Highest Uncertainty, and MPC, against which our

models are compared. In chapter 6, we present �ndings from our experiments, highlighting

the performance of our proposed method. The thesis concludes with chapter 7, re�ecting on

the contributions, limitations, and potential directions for further research.
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2

Related Work

The use of robotics in environmental sensing has seen substantial exploration and develop-

ment in recent years, with signi�cant advancements made in a range of domains. In their

comprehensive review, Dunbabin and Marques [4] and others [39, 3] discuss the progress

made in environmental robotics, with a particular emphasis on marine applications where

ASVs and autonomous underwater vehicles (AUVs) have been widely utilized. These systems

have been employed for tasks such as habitat mapping, detecting and localizing underwater

pollution sources, and monitoring environmental changes. Despite being the most advanced

in terms of vehicle design and scienti�c application, marine based sytems face several critical

challenges, such as ensuring reliability and safety and improving mission and task planning.

Addressing these challenges signi�cantly enhance scienti�c data collection and deepen our

understanding of environmental processes.

Shkurti et al. [32] discuss the deployment of multi-robot systems in environmental moni-

toring which o�ers numerous advantages, particularly in enhancing coverage and accelerating

data collection. These systems are highly bene�cial in large and rapidly changing environ-

ments, where conditions can shift signi�cantly over short periods. By employing multiple

robots, researchers can optimize sampling paths and reduce prediction errors, thus improv-

ing the overall e�ciency of data collection. In the paper, the authors use a multi-robot

6



team comprised three vehicles, an unmanned aerial vehicle (UAV), an ASV, and an AUV,

allowing for e�cient multi-scale imaging of selected sites. The UAV was responsible for pro-

viding up-to-date broad-scale aerial imagery, to help identifying potential sites of interest,

the ASV is used for caching the waypoints it receives from the UAV and sending them to the

resurfaced AUV, while the AUV performed close-up inspections of these sites, focusing on

areas suspected to have high biodiversity. This robotic team is designed to assist scientists

in conducting consistent and repeatable environmental monitoring experiments. Speci�cally,

the authors tested this multi-robot team to automate the process of coral reef inspection,

enabling scientists to shift from the time-consuming task of manual data collection to the

high-level identi�cation of sites that require inspection.

Hansen et al. [9] present an approach to overcome marine surveying problem over large

areas. They used an ASV and a set of drifters which are inexpensive �oating sensors that do

not use actuators to move but instead are propelled by the ambiant �ow �eld. These sensors

are deployed to drift with ocean currents, collecting data as they move. The heterogeneous

sensing system, comprised the ASV and drifters, is used to sample and estimate the �ow

�eld of an area. It is an iterative process of collecting all the �ow �eld samples from the

drifters that are deployed, pick new possible deploying locations for drifters, predict the

trajecotries of the drifters when deployed at these locations based on the current estimate

of the �ow �eld, decide how useful each trajectory is in terms of its expected reward, �nd

the best possible paths needed to reach the deployment locations, then navigate towards the

deployment location that is picked based on the expected reward and the best corresponding

path, and deploy the drifter.

While passive systems o�er a degree of autonomy, active robotic systems like ASVs

and AUVs are capable of more directed and targeted data collection, making them more

suitable for tasks that require precise control over sampling locations. For instance, Binney

et al. [2] explore o�ine path planning strategies for AUVs called gliders, which are low

power AUVs that control their depth by changing their ballast and can move forward using

small wings on both sides. The paper introduces a path planning strategy for underwater

gliders that aimed at reducing the overall uncertainty of scalar �elds that the robots are

tasked with mapping using an enhanced recursive-greedy algorithm. The method generates

near-optimal paths while avoiding high-tra�c areas. While more e�cient than exhaustive

search, the algorithm struggles with large datasets and scaling, but using rough waypoint

discretization helps manage areas up to a few square kilometers. To improve path accuracy,

they use the Regional Ocean Modeling System (ROMS) to model ocean currents since travel

time between waypoints depends not only on distance but also on ocean currents.
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Adaptive sampling techniques, which allow robots to focus their data collection e�orts

on areas of interest where the sensed spatial �eld shows certain critical behaviour, have

been developed to further improve the e�ciency of robotic exploration. Hitz et al. [10] have

demonstrated the e�ectiveness of adaptive sampling in large environments, where robots can

dynamically adjust their sampling paths based on the data they collect in real-time. This

approach minimizes both the number of samples needed and the overall prediction error,

making it ideal for environments where conditions change frequently. They focus on using

autonomous adaptive sampling to detect critical behaviour seen in the sensed spatial �eld

such as exceeding a given threshold value. They achieve this by introducing a receding hori-

zon path planner, LSE-DP algorithm, which plans e�cient sampling paths non-myopically

with the goal of reducing the uncertainty everywhere and more speci�cally around the crit-

ical behaviour. They use an ASV to apply this algorithm to monitor a toxic cyanobacteria

in a lake which allowed biologists to focus on the part of the lake that exhibits the critical

behaviour only.

Low et al. [20] focus on mapping environmental phenomena using multi-robot adaptive

sampling to achieve wide-area coverage and hotspot sampling. The concept of hotspot sam-

pling, where robots focus on regions with high environmental variability or relevance, is es-

pecially important in large environments and terrains containting a few small hotposts where

traditional exhaustive coverage approaches become impractical. The authors introduce the

Multi-robot Adaptive Sampling Problem (MASP) as a dynamic programming problem and

present an adaptive multi-robot exploration strategy. They also provide theoretical analy-

sis of MASP with varying adaptivity which shows that we can reduce the spatial mapping

uncertainty when using a more adaptive strategy.

Manjanna and Dudek [22] address monitoring environmental phenomena by focusing on

hotspot sampling without prior knowledge. They present an anytime planning algorithm

that e�ciently gathers data using non-uniform, data-driven point sampling. The objective

of the paper is to balance accurate environmental �eld mapping with constraints like energy

consumption, time, and travel distance. Instead of exhaustive coverage, their method uses

a sparse sampling strategy paired with an interpolation technique to approximate the scalar

�eld map. Their adaptive sampling algorithm follows a multi-scale path producing a map of

the spatial �eld with variable resolution. Their method e�ectively captures the most valuable

samples while minimizing travel and energy use, and outperforms traditional exhaustive

approaches in both simulations and real-world tests using an ASV.

In some cases, a multi-scale approach is used, where robots �rst perform a broad survey
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before honing in on speci�c areas of interest for more detailed sampling. Singh et al. [33]

explore data-adaptive path planning strategies for mobile sensor networks, with a focus

mapping environmental hotspots. The paper highlights the advantages of active learning for

mobile sensor path planning, showing that it outperforms traditional sampling methods in

terms of accuracy, path e�ciency, and speed. They propose a multi-scale approach where

an initial uniform sweep is performed to obtain a low resolutions map of the environmental

phenomena followed by detailed sampling of the speci�c areas of interest.

In terms of exploration and mapping, RL has become an increasingly popular tool for

optimizing robotic sampling strategies. Research in this area [15, 36, 14, 6] highlights the

integration of RL with robotics for developing e�cient exploration strategies. For example,

Pan et al. [28] demonstrate the use of RL for e�cient online adaptive sampling in multi-robot

systems, which involves planning e�cient sampling trajectories for a team of robots within a

�xed endurance budget. The proposed approach, called Multi-Agent Reinforcement Learning

for Adaptive Sampling (MARLAS), focuses on quasi-static environmental processes and

aims to maximize sampling in high-utility regions. MARLAS learns decentralized policies,

enabling robots to coordinate while avoiding overlapping trajectories.

Jamieson et al. [12] extend this work by incorporating more sophisticated exploration

policies, allowing robots to balance exploration and exploitation and ensuring that robots

can discover new areas of interest while e�ciently covering known hotspots. In a similar

vein, Nam et al. [26] employ RL to optimize exploration strategies in unknown environments,

focusing on minimizing travel distance and improving overall coverage.

RL has been increasingly applied to adaptive sampling, particularly in guiding robots

toward regions of higher environmental signi�cance based on a heat map of relevance scores.

In the work by Manjanna et al. [23], the authors introduce a novel approach that extends

the standard RL framework by addressing the challenges posed by the complexity of state

spaces in active sampling tasks. They propose several di�erent feature aggregation methods

and they show that the agent that uses the multi-resolution feature aggregation method

Figure 2.1 achieves the highest rewards compared to other feature aggregation methods.

The multi-resolution feature aggregation method is designed to simplify the policy search

process by breaking down the environment's state space into varying levels of granularity.

The core idea behind this approach is to aggregate environmental features at multiple scales.

This hierarchical aggregation reduces the dimensionality of the state space, which would

otherwise be too vast and complex for e�cient learning. By organizing the environment into

a multi-resolution hierarchy, the model can retain detailed information about the most critical

9
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Figure 2.1: A diagram of the multi-resolution feature aggregation technique where (Ö) marks
the current position.

areas while maintaining a broader understanding of the overall environment. This way, it

intelligently balances between computational e�ciency and the level of detail required for the

task. For example, in their method, coarse-grained features are located far from the position

of the ASV provide a general overview of the environment, helping the agent understand

the larger context. Simultaneously, �ne-grained features located nearby the agent's position

are used to focus on the best possible immediate actions. This multi-resolution feature

aggregation greatly enhances the e�ciency of the policy search, making it possible to perform

adaptive sampling in complex environments. The ability to switch between di�erent levels of

detail ensures that the sampling strategy is both e�ective in capturing critical environmental

data and e�cient in terms of computational resources and time. Consequently, this method

is particularly well-suited for tasks such as monitoring environmental phenomena, where

both accuracy and adaptability are paramount.

10



3

Background

In our approach, we use GPs to infer the map and RL to plan sampling locations. Both

GPs and RL have proven to be invaluable tools in robotics, environmental monitoring, and

autonomous systems, o�ering solutions for e�cient modeling, decision-making, and path

planning. In this chapter, we explore GPs and RL in more detail.

3.1 Gaussian Processes (GPs)

GPs are powerful non-parametric models that are widely used for regression and probabilistic

modeling of complex functions [31]. A GP provides a distribution over functions and is

fully de�ned by a mean function and a covariance (kernel) function. GPs are Bayesian in

nature, o�ering a principled approach to uncertainty quanti�cation by producing not only

predictions (mean values) but also uncertainties associated with those predictions. In this

section, we introduce the key concepts and equations of GPs, covering the prior and posterior

distributions, and the role of kernel functions such as the SE and Matérn 5/2 kernels.

3.1.1 Main De�nition

A GP is a collection of random variables, any �nite number of which have a joint Gaussian

distribution. It can be viewed as a generalization of the Gaussian distribution to in�nite
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dimensions. Formally, a GP is de�ned as:

f(x) ∼ GP (m(x), κ(x,x′)) (3.1)

where m(x) is the mean function, representing the expected value of the function at x,

κ(x,x′) is the kernel (covariance) function, describing the covariance between function values

at inputs x and x′.

The mean function is often assumed to be zero (i.e., m(x) = 0) unless prior knowledge

suggests otherwise.

A key concept in GPs is the notion of prior and posterior distributions. Before observing

any data, the GP de�nes a prior distribution over possible functions. Once we observe data,

we compute the posterior distribution over functions, which updates the prior based on the

observed data.

Given a set of training points D = {(xi, yi)}ni=1, where xi ∈ Rd are input locations and

yi ∈ R are noisy observations modeled as:

yi = f(xi) + ϵ, ϵ ∼ N (0, σ2
n)

where σ2
n is the noise variance. The joint prior distribution over the training outputs y and

test outputs µ∗ at test locations X∗ can be written as:[
y

µ∗

]
∼ N

(
0,

[
κ(X,X) + σ2

nI κ(X,X∗)

κ(X∗,X) κ(X∗,X∗)

])

where κ(X,X) is the covariance matrix between the training inputs, κ(X,X∗) is the covari-

ance matrix between the training and test inputs.

The posterior distribution over test function values µ∗ is obtained by conditioning the

joint Gaussian prior on the observed data:

µ∗ ∼ N (µ∗,Σ∗)

with mean and covariance given by:

µ∗ = κ(X∗,X)[κ(X,X) + σ2
nI]

−1y
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Σ∗ = κ(X∗,X∗)− κ(X∗,X)[κ(X,X) + σ2
nI]

−1κ(X,X∗)

GPs o�er a Bayesian framework for function estimation, allowing the incorporation of

prior knowledge and updating it in a principled manner as new data is observed. Through

GP inference, the posterior provides not only a pointwise mean and uncertainty but also a full

description of the posterior distribution over the function and they provide information about

the correlation of uncertainty across the domain. If the GP is uncertain about a particular

region, it may extend this uncertainty to nearby regions, depending on the structure of the

kernel.

One of the main advantages of GPs is that they provide a tractable posterior distribution

over functions. Given a prior distribution and observed data, the posterior can be computed

analytically, thanks to the properties of Gaussian distributions. This makes GPs computa-

tionally attractive for a wide range of problems, as exact inference can be performed without

resorting to approximate methods.

Moreover, the ability to compute both the mean and uncertainty of predictions makes GPs

ideal for tasks where uncertainty matters, such as active learning, and adaptive sampling [17].

By selecting points with high predictive uncertainty, GPs can e�ciently guide exploration

in unknown environments, ensuring that new data points are collected where they are most

informative.

3.1.2 Kernels (Covariance Functions)

The kernel function k(x,x′) plays a central role in de�ning the shape and smoothness of

the functions that a GP can model. It encodes assumptions about the function's properties,

such as smoothness, periodicity, or stationarity.

Squared Exponential Kernel

The radial basis function (RBF) kernel describes a class of kernels of the form κ(x, y) =

f(d(x, y)) for some decreasing function f : R→ R, where d is a metric. The SE (also known

as Gaussian) kernel is an RBF kernel and is one of the most widely used kernels. It is de�ned

as:

kSE(x, y) = exp

(
−∥x− y∥2

2ℓ2

)
(3.2)

where ∥x − y∥ is the Euclidean distance between points x and y, and ℓ is the length scale,

controlling the smoothness of the function.

The SE kernel assumes that function values at inputs that are close to each other are

13



highly correlated, resulting in smooth and continuous functions. This kernel produces very

smooth functions, often too smooth for data where discontinuities or non-smooth behavior

may occur.

Matérn 5/2 Kernel

The Matérn kernel is a more �exible alternative to the SE kernel. allowing for less smooth

functions. The Matérn 5/2 kernel is commonly used for geospatial modeling [24], where the

data may exhibit some degree of smoothness but also contain small variations that need to

be captured. It is de�ned as:

κ(x, y) = (1 +

√
5∥x− y∥

ℓ
+

5∥x− y∥2

3ℓ2
) exp(−

√
5
∥x− y∥

ℓ
) (3.3)

This kernel produces functions that are twice di�erentiable, which means that they are

smoother than those generated by other Matérn kernels, such as Matérn 3/2, but less smooth

than those modeled by the SE kernel [34]. The Matérn kernel can model functions with

small-scale variability and is often better suited for capturing local �uctuations in data.

An Example of Prior and Posterior Sampling

To better understand the e�ect of di�erent kernel choices on GP predictions, consider a

simple 1D example where we model an unknown function using di�erent kernels. Prior to

observing any data, samples drawn from the GP re�ect the assumptions encoded in the

kernel. For instance, an SE kernel will produce smooth, continuous functions Figure 3.1a,

while a Matérn 5/2 kernel will generate functions with more variation and less smoothness

Figure 3.1b. Once we observe some data, the posterior GP will adjust its predictions,

providing a mean function that �ts the data and the remaining uncertainty Figures 3.1c

and 3.1d. These predictions are shaped heavily by the choice of kernel, demonstrating how

kernels control the GP's ability to model di�erent types of functions.

3.2 Reinforcement Learning

In this section, we provide a foundational overview of RL, focusing on key components

and methods used to develop agents capable of making sequential decisions in uncertain

environments. We begin with the formalization of the RL problem through MDPs, which

model environments where the outcomes depend on both the current state and the agent's

actions. We also discuss extensions to partially observable environments, known as POMDPs,

which introduce additional uncertainty.
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Figure 3.1: A 1-D example of prior and posterior sampling using two di�erent kernels; SE
(left column) and Matérn (right columns) kernels.

15



Additionally, we cover value functions and action-value functions, which quantify the

expected cumulative rewards an agent can achieve. These functions are essential for evaluat-

ing and improving the agent's policy, guiding it towards maximizing long-term rewards. We

delve into Q-learning, a widely-used model-free algorithm that learns an optimal action-value

function for decision-making without requiring a model of the environment, as well as its

deep learning extension, DQN, which apply neural networks to approximate the Q-function

in complex, high-dimensional state spaces. Through these topics, we establish the theoretical

and practical basis for RL methods used in adaptive decision-making tasks.

3.2.1 Formulation and Main De�nitions

In RL, an agent learns to make decisions through interactions with an environment. Unlike

supervised learning, where the model is trained on pre-labeled data, RL involves the agent

observing the current state of the environment, deciding what action to take based on the

observed state, taking said action and observing the resulting state and reward it recieves.

The agent repeats that process with the goal of maximizing the cumulative reward it receives

by learning an optimal policy that dictates which actions to take in given states to achieve

long-term success. This setting can be described by a Markov decision process (MDP) [30]

which is de�ned by a 5-tuple (S,A, r, P, γ) where

� S is the set of possible states called the state space

� A is the set of possible actions called the action space

� r : S → R is the reward function

� P is the transition probability where P (s′ | s, a) is the probability of observaing state

s′ after observing state s and taking action a

� γ ∈ [0, 1] is the discount factor used to discount the value of future rewards.

Here we present a simple example of an MDP. The following components describe and

MDP for the game of �Tic-Tac-Toe� (see Section 3.2.1).

� The state space S is the set of all possible tuples (3 × 3 matrices, player turn) where

the 3× 3 matrices represent possible 3× 3 grid con�gurations and the player turn can

be an X, an O, or nothing if the state is terminal.

� The action space A is the set of all possible moves, meaning placing an X or an

O(depending on the player turn) in any of the empty grid cells.

16



X
O

O
O
X

X

O

 grid[2,0] = -1  

 action   action  

 grid[1,2] = 1  ...
X
O

O
O
X

X

OX

X
O

O
O
X

X

OX
O

s7 =

−1 1 −1
1 1 0
0 −1 1

 ,−1


r(s7) = 0

s8 =

−1 1 −1
1 1 0
−1 −1 1

 , 1


r(s8) = 0

s9 =

−1 1 −1
1 1 1
−1 −1 1

 , 0


r(s9) = 1

Figure 3.2: An example of an MDP and its components for the game of �Tic-Tac-Toe�.

� The reward here is sparse and only recieved at the end of the game. The game is �nite

and ends after ≤ 9 moves.

r =


1 If agent wins

0 In case of a draw

−1 If agent loses

� The transition function is deterministic. The action taken modi�es the state by adding

an X or an O to the 3 × 3 grid in the cell the player chose and switching the player

turn.

� The discount factor γ = 1 since the game has a �nite horizon of 9 moves and the agent

only gets a reward at the end of the game.

For more complex problems, the problem can have an in�nite horizon or the reward might

not be sprase. Therefore, we need a general object that encompasses the reward at each step.

Let G denotes the discounted cummulative reward de�ned as

G :=
∑
i

γiri = r(s0) + γr(s1) + γ2r(s2) + . . . 1, (3.4)

where r(si) is the reward the agent receives at step i. The goal of the RL agent is to learn

1If γ = 1, then G turns into the cumulative reward
∑

i r(si).
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a policy π : S → P(A) that maximizes the expected return E[G]. Now, we can de�ne the

value function V π for a policy π, which represents how desirable a state is, by

V π(s) = Eπ[G | s0 = s] (3.5)

. We can see that V π(s) satisi�es the Bellman equation

V π(s) = Eπ

[∑
i

γir(si) | s0 = s

]
= Eπ

[
r(s) + γ

∑
i>0

γi−1ri | s0 = s

]
= r(s) + γ

∑
a

π(a | s)
∑
s′

P (s′ | s, a)Eπ

[∑
i

γir(si) | s0 = s′
]

= r(s) + γ
∑
a

π(a | s)
∑
s′

P (s′ | s, a)V π(s′).

Similarily, we can de�ne the action-value function, also known as the Q-function, Qπ for a

policy π by

Qπ(s, a) = Eπ[G | s0 = s, a0 = a]. (3.6)

We can also see that the Q-function also satis�es the Bellman equation since

Qπ(s, a) = Eπ

[∑
i

γir(si) | s0 = s, a0 = a

]
= Eπ

[
r(s) + γ

∑
i>0

γi−1ri | s0 = s, a0 = a

]
= r(s) + γ

∑
s′

P (s′ | s, a)
∑
a′

π(a′, s′)Eπ

[∑
i

γir(si) | s0 = s′, a0 = a′
]

= r(s) + γ
∑
s′

P (s′ | s, a)
∑
a′

π(a′ | s′)Qπ(s′, a′).

The Bellman Optimality Equation applies both to the value function V π(s) and the Q-

function Qπ(s, a). Each serves a di�erent purpose in RL, but both express the recursive

nature of optimal decision-making over time. Here is how the Bellman Optimality Equation

is used for both:

1. Bellman Optimality Equation for the Value Function V ∗(s)

The optimal value function V ∗(s) represents the expected future cumulative reward
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when starting from state s and following the optimal policy. It describes how desriable

it is to be in a state, assuming the agent behaves optimally thereafter.

The Bellman Optimality Equation for the value function is given by:

V ∗(s) = r(s) + γmax
a

[∑
s′

P (s′ | s, a)V ∗(s′)

]
(3.7)

where

� V ∗(s) is the optimal value of state s, which maximizes the long-term reward.

� V ∗(s′) is the optimal value of the next state s′, assuming optimal action choices

going forward.

This equation expresses that the value of state s is the reward received at this state,

and then choosing the best possible action which leads to a future state s′, plus the

discounted value of being in that state.

2. Bellman Optimality Equation for the Q-Function Q∗(s, a)

The optimal Q-function Q∗(s, a) extends the concept of V ∗(s) to also consider actions.

While V ∗(s) gives the optimal value of a state, the optimal Q-function Q∗(s, a) gives

the optimal value of taking action a in state s and then following the optimal policy. It

is crucial in many RL algorithms (like Q-learning �3.2.3) that learn state-action values

directly.

The Bellman Optimality Equation for the Q-function is:

Q∗(s, a) = r(s) + γ
∑
s′

P (s′ | s, a)max
a′

Q∗(s′, a′)

where

� Q∗(s, a) is the optimal value of taking action a in state s.

� maxa′ Q
∗(s′, a′) represents the maximum value obtainable from the next state s′

by choosing the optimal action a′.
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This version of the Bellman equation emphasizes that the value of a state-action pair

depends on the future rewards obtained by transitioning to the next state s′ and

choosing the best possible action a′ from that state.

RL is fundamentally concerned with how agents take actions in an environment to maxi-

mize cumulative rewards over time. Within this framework, on-policy and o�-policy methods

describe di�erent approaches to learning from the agent's experiences. On-policy RL refers

to algorithms where the policy being evaluated and improved is the same as the policy being

followed to generate behavior. This means that the agent learns from actions it takes while

exploring the environment based on its current policy. On-policy methods can be advanta-

geous because they allow for stable learning, as the agent directly optimizes the policy it

uses for decision-making.

In contrast, o�-policy RL involves learning about one policy (the target policy) while

following another policy (the behavior policy). This �exibility allows agents to learn from

experiences generated by di�erent policies, which can be particularly useful for exploration.

A classic example of o�-policy learning is Q-learning �3.2.3, where the agent learns the

optimal action-value function irrespective of the policy it uses to explore. It updates its

estimates based on the maximum action value for the next state, allowing it to converge

towards the optimal policy even if the behavior policy is exploratory (such as ϵ-greedy).

O�-policy methods can be more versatile, enabling the agent to improve its learning from

past experiences, including those generated by other agents or even historical data.

Another critical distinction is between model-free and model-based RL. Model-free RL

does not rely on a model of the environment; instead, it learns optimal policies directly from

interactions with the environment. The advantage of model-free approaches is their simplicity

and ease of implementation, particularly in environments where constructing a model is

impractical due to complexity. However, they often require more samples to converge to

optimal policies, as they learn purely from trial and error.

In contrast, model-based RL utilizes a model of the environment to predict transitions

and rewards, enabling the agent to plan ahead. By simulating di�erent action sequences

using the model, the agent can evaluate potential future states and optimize its behavior

accordingly. This approach can be signi�cantly more sample-e�cient since it allows for plan-

ning and learning from imagined experiences rather than relying solely on actual interactions.

However, the e�ectiveness of model-based methods depends heavily on the accuracy of the

learned model. If the model is �awed, the agent's planning can lead to suboptimal actions.
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3.2.2 Partially Observable Markov Decision Process

In many real-world applications, the agent does not have access to the full state of the

environment but instead must make decisions based on incomplete or noisy observations.

The framwork of an MDP under imperfect information was introduced by Åström [42].

Such problems are typically described using partially observable Markov decision processes

(POMDPs) [13] which is characterized by a tuple ⟨S,A,Ω, P,O, r, γ⟩, where

� (S2,A, r, P, γ) describes an MDP.

� Ω is a �nite set of observations that the agent can receive after taking an action.

Each observation provides some information about the underlying state but does not

guarantee complete knowledge of it.

� O : S × A × Ω → [0, 1] is the observation function that de�nes the probability of

receiving an observation given the current state and the action taken. Formally, O(o |
s, a) is the probability of observing o ∈ Ω after taking action a and being in state s.

In a POMDP, the agent receives observations ot that provide partial information about

the true state st and must learn a policy that maximizes expected cumulative rewards based

on these incomplete observations [13].

POMDPs introduce a new layer of complexity to RL since they are known to be PSPACE-

complete [29] indicating that if POMDPs could be solved in polynomial time, it would imply

that NP-complete problems could also be solved in polynomial time. POMDPs' inherent

complexity arises from several key factors. First, POMDPs involve uncertainty in both

state and observation, requiring agents to make decisions based on incomplete information.

This uncertainty is represented by a belief state, which is a probability distribution over all

possible states, making it necessary for the agent to update this belief as it interacts with

the environment. Consequently, the belief space can grow exponentially with the number of

states and observations, leading to an enormous number of potential belief states that must

be considered at each decision-making step. Furthermore, computing the optimal policy in a

POMDP is computationally challenging, as it requires evaluating strategies over potentially

in�nite time horizons while accounting for all possible sequences of observations and state

transitions. This complexity is compounded by the need to consider mixed strategies, which

may involve randomizing actions, further complicating the analysis of expected outcomes.

2The states may not be fully observable due to the partial observability of the environment.
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The following is an example of a simple POMDP illustrated in Figure 3.3. Imagine

a robot navigating a foggy room to �nd a charging station. The room has four possible

locations for the robot: {A,B,C,D}, and the robot can move left or right. The charging

station is in location D. However, because the room is foggy, the robot cannot see exactly

which location it is in. Instead, it receives a partial, noisy observation about whether it is

near a wall or in the middle of the room, and this observation may not always be accurate.

It receives a correct observation with probablity = 0.9

A         B         C         D

a=Righta=Left

Charging station

Figure 3.3: An illustration of a POMDP example. A robot navigating a foggy room to �nd
a charging station in area D.

We de�ne the POMDP in this example and list its components.

� S = {A,B,C,D}.

� A = {Left, Right}.

� Ω = {0, 1}; 1 for �near wall� and 0 for �not near wall�.

� r(s) =

1 if s = D

0 otherwise

� P (s′ | s, a) Moving left or right transitions the robot to a neighboring state.

� P (s′ = A | s = B, a = Left) = 1

� P (s′ = B | s = A, a = Right) = 1

� P (s′ = B | s = C, a = Left) = 1

� P (s′ = C | s = B, a = Right) = 1
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� P (s′ = C | s = D, a = Left) = 1 � P (s′ = D | s = C, a = Right) = 1

� O(o | s) is the probability of receiving an observation o given the actual state s.

� O(0 | s ∈ {B,C}) = 0.9

� O(1 | s ∈ {B,C}) = 0.1

� O(0 | s ∈ {A,D}) = 0.1

� O(1 | s ∈ {A,D}) = 0.9

� r(s) =

1 if s = D

0 otherwise

Since the robot does not know exactly which state it is in because of the fog, it needs to

maintain a belief state b(s), which represents the probability of being in each state. After

the robot takes an action and receives an observation, it updates its belief based on the

observation and the action taken. This update is done using Bayes' Rule

b(s′) =
O(o | s′)

∑
s P (s′ | s, a)b(s)∑

s′ O(o | s′)
∑

s P (s′ | s, a)b(s)
, (3.8)

which adjusts the belief based on the likelihood of the observed information given the

action. The robot selects actions based on its belief. It chooses actions that maximize the

expected reward based on its current belief state. Since the robot does not know exactly

where it is, it will choose actions that gradually reduce uncertainty and move it toward the

charging station.

In this example, suppose the robot starts with an intial belief that it is equally likely to

be in any of the four states b(s0 = A) = b(s0 = B) = b(s0 = C) = b(s0 = D) = 0.25. After

moving right a = Right, the robot observes �not near wall� O(o | s1) = 0. Based on this

observation, the robot updates its belief according to Equation (3.8). Now, its belief is that

b(s1 = A) = 0, b(s1 = B) = b(s1 = C) = 0.45, and b(s1 = D) = 0.05. The process repeats,

and the robot gradually re�nes its belief and takes actions that help it �nd the charging

station.

3.2.3 Q-Learning

One of the primary goals in RL is to learn the optimal value function and Q-function.

A key method for learning the Q-function is Q-Learning, Algorithm 1, a model-free o�-

policy algorithm designed to learn the value of actions in a given state without requiring a

23



model of the environment. In Q-learning, the agent learns an action-value function Q(s, a),

which estimates the expected future cummulative rewards of taking action a in state s and

then following the optimal policy thereafter. The Q-learning update rule incorporates the

maximum estimated value of the next state-action pair, enabling the agent to improve its

policy based on the best possible future rewards. Mathematically, the update rule for the

Q-function Q(s, a) is given by

Q(s, a)← Q(s, a) + α(r + γmax
a′

Q(s′, a′)−Q(s, a)),

where α is the learning rate. The Q-learning algorithm iteratively updates the Q-values

based on the agent's experiences, allowing it to learn an optimal policy over time. This

method is particularly e�ective in environments with a discrete set of states and actions,

making it widely applicable in various domains, including robotics and game playing.

Algorithm 1 Q-Learning

Pick learning rate α ∈ (0, 1]
Initialize Q(s, a), ∀(s, a) ∈ (S,A)
Initialize Q(terminal, ·) = 0
for each episode do

Initialize state s ∈ S from environment
for each step in episode until s is terminal do

Pick action a ∈ A using a policy derived from Q(s, ·)
s′, r ∼ P (·, · | s, a) ▷ Sample next state from the environment
Q(s, a)← Q(s, a) + α(r + γmaxa′ Q(s′, a′)−Q(s, a))
s← s′

end for
end for

Q-Learning has proven to be a versatile algorithm, with applications ranging from simple

grid-world environments to more complex domains. However, it faces signi�cant scalability

issues, particularly as the complexity of the state and action spaces increases. One key

limitation is that the algorithm learns the value of all state-action pairs, rather than just

�nding the optimal policy, which leads to an increased demand for storage and computational

resources. As the number of states and actions in an environment increases, the size of the

Q-table, which stores the Q-values for each state-action pair, grows exponentially. This

phenomenon is often referred to as the curse of dimensionality. For example, in a grid-

world scenario, even a small increase in the dimensions (number of states) can lead to an

enormous Q-table. If an environment has 10 states and 10 actions, the Q-table would contain

10 × 10 = 100 entries. However, if the state space increases to 100 states and 10 actions,
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the Q-table would grow to 100 × 10 = 1000 entries. This exponential growth makes it

impractical to store and update Q-values for larger environments, especially when dealing

with high-dimensional spaces such as images or continuous states.

Building on the scalability issues of Q-learning in discrete state and action spaces, the

challenges become even more pronounced when applied to environments with continuous

state and action spaces. As the number of state and action variables grows, the size of the

Q-table expands exponentially, making it di�cult to scale e�ciently. For example, when

state and action variables are discretized, the required table size can become impractically

large. In the case of eight state variables and two action variables, discretized into seven

bins, the Q-table would need to store nearly 300 million Q-values. This makes it infeasible to

gather the enormous amount of training data required to �ll such a large table, and without

generalization, the algorithm cannot e�ciently transfer learning between similar states or

actions, severely limiting its applicability in large-scale problems [7]. Additionally, using

coarser discretization can lead to aliasing, where functionally di�erent states are mapped to

the same representation, causing inaccuracies in learning.

These limitations make Q-learning impractical for real-world applications with high-

dimensional data, such as robotic control or video game environments. To address scalability

issues, researchers often turn to function approximation methods, such as neural networks,

to represent the Q-values instead of maintaining a large Q-table. However, using function

approximation introduces new challenges, including stability and convergence issues, as neu-

ral networks can be sensitive to hyperparameters and require careful tuning. Moreover,

the quality of the approximation can signi�cantly a�ect the agent's learning performance,

making it crucial to select appropriate architectures and training strategies.

3.2.4 Deep Q-Networks

Deep Q-Networks (DQN) were introduced by Mnih et al. [25], combining Q-learning with

deep learning. Instead of using a Q-table to store action values, DQN uses a deep neural

network to approximate the Q-function, allowing the agent to generalize across large, con-

tinuous state-action spaces. This innovation enabled RL to scale to complex environments

where tabular methods would be infeasible.

In DQN, the neural network takes a state as input and outputs the Q-values for all

possible actions in that state. The DQN algorithm (Algorithm 2) introduced several key

innovations to stabilize training:

1. Experience Replay: Instead of learning from consecutive transitions, DQN stores
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transitions (s, a, r, s′) in a replay bu�er. Mini-batches are sampled randomly from

this bu�er during training, breaking the correlation between sequential updates and

improving data e�ciency.

2. Target Networks: In traditional Q-learning, the target Q-value is computed using

the same Q-function that is being updated, which can lead to instability. DQN miti-

gates this by using a target network, a separate neural network whose parameters are

periodically copied from the main Q-network, to compute the target values.

Algorithm 2 DQN

Pick learning rate α ∈ (0, 1]
Pick ϵ > 0 such that ϵ << 1
Pick target update frequency C
Initialize a replay bu�er B with capacity N
Initialize a neural network Qθ with weights θ
Initialize a target neural network Qϕ with weights ϕ← θ
for each episode do

Initialize state s ∈ S from environment
for each step in episode until s is terminal do

Pick action a ∈ A using an ϵ-greedy policy based on Qθ(s, ·)
s′, r ∼ P (·, · | s, a) ▷ Sample next state from the environment
Add (s, a, r, s′) to B
θ ← θ − α∇θ(r + γ argmaxa∈AQϕ(s

′, a)−Qθ(s, a))
2

if step is divisible by C then
ϕ← θ

end if
s← s′

end for
end for

However, DQN can su�er from an issue known as overestimation bias due to the nature

of the max operator in the Q-learning target update. Speci�cally, in DQN, the algorithm

estimates the maximum future reward for the next state by selecting and evaluating the

same Q-values. This leads to an over-optimistic estimate because any errors or noise in the

Q-value estimates can cause the algorithm to overestimate the true value of the optimal

action.
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4

Problem Formulation and Solution

Outline

In this chapter, we formally de�ne the adaptive sampling and mapping problem of aquatic

environments and present a structured approach to solving it using RL to address the path

planning problem and posterior inference to reconstruct the map. Then, we discuss using

domain randomization during training to achieve a robust exploration policy. The prob-

lem involves e�ciently exploring, sampling, and modeling an unknown aquatic environment

while minimizing the distance travelled and the number of samples collected. By formalizing

the problem as a decision-making process under uncertainty, we outline the necessary math-

ematical models, state representations, and optimization objectives. Through this approach,

we aim to provide a robust and scalable solution to the problem of adaptive environmental

monitoring.
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Figure 4.1: Depiction of our active sampling method. By incorporating posterior uncertainty
(depicted by translucency) over the map, the agent can achieve accurate reconstruction
without exhaustively covering its domain.

4.1 Problem Formulation

We consider an ASV navigating in an open body of water W ⊂ R2. A map over W is an

object M ∈ RW , prescribing a scalar property (e.g., temperature, depth) to every location

in the water. Our boat is assumed to be equipped with a sensor that measures M(x) at

positions x. In practice, however, sensors are subject to noise and cannot capture the precise

value of M(x). For instance, our temperature sensor has a measurement uncertainty of

±0.1◦C. In this thesis, we simplify the problem by assuming that the sensor noise is minimal

and negligible, allowing us to treat the sensor readings as accurate.

The overarching goal of this work is to e�ciently reconstruct the environmental map M

while minimizing the number of required sensor queries. To make this problem computation-

ally tractable, we discretize the continuous water domain W into a �nite set of N discrete
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cells, which may be structured, for example, as a uniform grid. Thus, W = {xi}Ni=1 ⊂ R2,

and the map M can be represented as a �nite-dimensional vector in RN .

To evaluate the accuracy of our reconstructed map M̂ , we use the root mean squared

error (RMSE) metric, which is a standard measure of reconstruction quality. The RMSE is

computed as follows:

cRMSE(M̂) =

√√√√ 1

N

N∑
i=1

(M̂(xi)−M(xi))2. (4.1)

This error metric quanti�es the di�erence between the true map M and the estimated

map M̂ , averaged across all discretized locations. An accurate reconstruction corresponds to

a low RMSE, indicating that our approach e�ectively captures the underlying environmental

�eld using a limited number of sensor measurements.

In the remainder of this chapter, we describe our approach (illustrated in Figure 4.1) to

approximating M with few samples by leveraging posterior inference of the map to e�ciently

decide which regions to sample next in response to the agent's uncertainty of the map.

4.2 The Planning Problem

Our objective is to synthesize a decision-making policy that directs the boat's movements in

response to its current position in the water, as well as its degree of uncertainty about the

map M . This setup is formalized as a planning problem aimed at maximizing map accuracy

while minimizing the trvel time and the number of sensor measurements.

Since the agent (the boat) lacks precise information about the full extent of the underly-

ing map M , the decision-making problem becomes one of choosing an optimal sequence of

sample collection points to e�ectively reconstruct the map with minimal e�ort. Formally,

this type of decision problem, balancing exploration with uncertainty and gathering sequen-

tial information to achieve a mapping goal, falls under a POMDP framework. POMDPs have

been successfully applied to robotic exploration tasks in uncertain environments [18, 8, 27].

Planning in a POMDP refers to �nding an optimal sequence of actions for an agent to

maximize its expected rewards over time, despite having incomplete knowledge about the

environment. Unlike in a fully observable environment, where the agent knows the exact

current state, a POMDP setting means the agent only has partial observations that provide

indirect information about the state. To make this problem computationally tractable, we
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simplify it with a key approximation: we assume that sensor noise is low enough that each

measurement M(x) at a given position x can be treated as an exact reading. This reduction

allows us to reformulate the problem as an MDP, where the agent has full observability of

the environment's current state at each step. This approach of treating sensor measurements

as exact readings to simplify the problem has been employed in previous studies, allowing

researchers to bypass the complexity of partial observability by reformulating the problem as

an MDP. This assumption enables the agent to operate with full state observability, which

signi�cantly reduces computational demands and has proven e�ective in similar robotic ex-

ploration tasks [37].

Under this MDP formulation, we can employ RL methods to solve the planning problem

e�ciently. By treating each sensor reading as accurate, the agent can accumulate data to

iteratively re�ne its understanding of M and guide subsequent decisions based on the state

of knowledge at each step. We will demonstrate in this section and �4.4 how this formulation

simpli�es the planning task, enabling a structured solution through RL techniques that take

advantage of both state observability and goal-oriented exploration.

For navigation, we assume the boat is equipped with a robust low-level controller that

manages its path from one point to another within the local vicinity. At any given location

x ∈ W , the boat has a set of neighboring cells, denoted by N(x), representing the possible

next steps. Therefore, N(x) comprises all feasible actions from position x. This navigational

setup enables the agent to systematically explore the environment in a controlled manner,

assessing potential sample points along the way.

The agent's state at any time t includes both its physical location, xt ∈ W , and an

updated representation of its knowledge about M , which we denote as a su�cient statistic

Ut ∈ (R∪{unk})W for its posterior belief over the map based on samples collected so far. This

su�cient statistic Ut holds crucial information about which parts of the map are known or

unknown. Speci�cally, Ut(x) stores the valueM(x) if the agent has previously sampled at po-

sition x; otherwise, it records unk, indicating that no data has yet been gathered for location

x. This not only guides the agent's exploration strategy but also informs its decision-making

process as it balances the bene�ts of exploring new regions versus re-sampling previously

visited locations.

Given an initial prior distribution p ∈ P(RW) that represents our preliminary beliefs

about M , the planning problem is de�ned by the objective of minimizing a cumulative cost

function Equation (4.2). By e�ectively navigating the trade-o� between exploration and
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exploitation, the agent aims to construct a comprehensive and accurate map with minimal

resource use, ultimately supporting e�cient environmental mapping.

c(xt, Ut) = cRMSE

(
EM̂∼ρt

{M̂}
)

where ρt = p

· ∣∣∣∣ ⋃
x:Ut(x)̸=unk

(x, Ut(x))

 .
(4.2)

4.3 Posterior Inference

The cost function de�ned in (4.2) depends critically on the posterior distribution ρt over

the environmental map M given the measurements collected by the ASV up to time t. To

e�ectively model the spatial �eld of interest, we assume a prior distribution p for M in the

form of a Gaussian Process. This GP framework provides a �exible, probabilistic approach

to modeling spatially correlated data, as it allows for continuous spatial predictions and

uncertainty quanti�cation in areas without direct measurements.

We refer to the GP as N (0, K) where each entry of the covariance matrix K represents

the similarity or correlation between two points xi and xj in W , speci�ed by the kernel

function

Ki,j = κ(xi, xj) over all xi, xj ∈ W

. The Matérn-5/2 kernel is used here as κ, which is a popular choice for modeling smooth

spatial �elds with moderate di�erentiability. The kernel's bandwidth parameter, ℓ > 0,

determines the spatial scale over which points are correlated; larger values of ℓ imply that

the measurements at two points in�uence each other over a greater spatial range.

After gathering observations from previously visited locations

X̃ = {x ∈ W : Ut(x) ̸= unk},

we update the prior p to obtain the posterior ρt, which incorporates the observed data. The

posterior mean µt at each unobserved location serves as an estimate for M(x), while the

posterior covariance Σt quanti�es the uncertainty associated with these estimates. The GP

posterior has a closed-form solution, computed by �rst identifying known locations, the set

X̃ includes all points where measurements have been collected, allowing us to condition on

these data points. Then, calculating the posterior mean µt which incorporates the data by

adjusting each cell's mean prediction based on observed values and the spatial correlation
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de�ned by K. The posterior covariance Σt is updated to capture the uncertainty in unsam-

pled regions, shrinking in areas where observations are densely sampled and increasing in

regions far from sampled locations.

This Gaussian posterior model, ρt = N (µt,Σt) where

µt = AB−1u⃗t Σt = K − AB−1A⊤

Ai,j = κ(xi, X̃j) Bi,j = κ(X̃i, X̃j).
(4.3)

enables adaptive path planning by allowing the ASV to prioritize areas with high uncertainty,

thereby maximizing information gain in unobserved regions. The posterior update process,

informed by the Matérn kernel, allows the planning algorithm to adaptively re�ne the spatial

map M with each new measurement.

4.4 The Reinforcement Learning Solution

To address the problem of minimizing cumulative sampling cost e�ciently, we employ RL

to train a path planning and autonomous sampling policy. The primary goal is to develop

a strategy that guides the agent to select paths in a way that optimizes sample collection

while reducing travel and redundant measurements. Given the Markovian nature of the cost

function c within the state space W × (R ∪ {unk})W and the assumption that the sensor

measurements are accurate, the problem �ts naturally into an MDP framework. Here, state

transitions occur according to a Markovian kernel, and both position updates and data

collection depend solely on the agent's current state, action, and the posterior distribution.

The transition mechanism works as follows: from any location xt ∈ W , the agent moves

to a new position xt+1 ∈ N(xt), which is directly determined by its chosen action. The

value of Ut+1 depends on both the agent's visitation history {xi}ti=0. Speci�cally, for any

location x ∈ W , the map entry Ut+1(x) will remain unchanged if at ∈ A if x has already

been sampled, meaning

Ut(x) ̸= unk.

If the agent reaches a new, unvisited cell x at time t+1, the distribution Ut+1 is determined

by the posterior ρt for which Ut is a su�cient statistic.

This Markovian structure enables the application of RL techniques for planning, specif-

ically DQN, to train the agent e�ciently. DQN is particularly suited to this setup, as they

use experience replay and a target network to stabilize training in high-dimensional envi-

ronments. In our model, both the reward and transition functions depend on Ut exclusively
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through the posterior distribution ρt. We augment the state representation with a visitation

map Vt ∈ {0, 1}W to indicate locations already sampled. Formally, the visitation map at

each timestep t is de�ned as:

Vt(x) = 1[Ut(x) ̸= unk],

where 1 is an indicator function that returns 1 if Ut(x) has been sampled, and 0 otherwise.

The training process focuses on learning an action-value function Qθ, parameterized by

θ, to approximate the Bellman optimality equation. At each timestep, the observed state

ot = (xt, µt,Σt, Vt) is used as input for the action-value function, de�ned by:

Qθ(ot, at) =

c(µt) + γE
{
min
a′

Qθ(Ot+1, a
′)
}

a ∈ N(xt)

∞ otherwise,

In this equation, γ is the discount factor which controls how much future rewards in�uence

current decisions and the expectation is taken over Ot+1 := (xt+1, µt+1,Σt+1, Vt+1) which

is a Markovian transition model as discussed above. θ denotes a delayed set of (target)

parameters, as is common in DQN for ameliorating training stability.

Finally, the trained policy πθ is derived by selecting actions that minimize the action-value

function for each state:

πθ(xt, µt,Σt, Vt) = argmin
a∈N(xt)

Qθ(ot, a).

When the argmin is not unique, we pick the �rst action under some ordering; e.g. that

with the lowest index in a list. This RL-based policy provides an e�cient sampling strategy,

balancing the trade-o� between exploring new areas and revisiting uncertain locations.

4.5 Domain Randomization

To enable the autonomous agent to generalize its sampling strategy across diverse aquatic

environments, we use domain randomization to synthesize a robust exploration policy. In

robotics, our goal is to develop robust agents capable of adapting to diverse environments

across di�erent locations. Speci�cally, in aquatic environmental monitoring, we aim for
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an agent that can autonomously sample and reconstruct a map of a water quality metric

in any aquatic environment from any starting point, even in previously unseen settings,

while minimizing travel distance. For instance, if tasked with mapping surface temperature

in a lake, we should be able to deploy an ASV equipped with a sensor unit, initiate the

mission, and expect it to e�ciently navigate the environment, sampling strategically to

produce an accurate surface temperature map with the shortest possible path. Training

with domain randomization ensures that the agent learns to adapt its path dynamically for

each new environment, making it resilient and capable of e�ective sampling across diverse

and unknown aquatic environments.

Domain randomization works by presenting the agent with a large set of simulated maps

during training. Each map represents a di�erent instantiation of the underlying �eld M ,

e�ectively allowing the agent to learn patterns and strategies that are not restricted to any

single map structure or set of conditions. The randomization process includes procedural

generation of maps, which vary in spatial features and environmental factors, as well as

integration of real-world sea surface temperature data to add realistic variability.

In procedural generation, we simulate a wide range of hypothetical surface temoerature

maps to create varied scenarios that the agent could encounter in a real-world setting. For

instance, we introduce changes in temperature distribution thereby encouraging the agent

to adapt its sampling policy to a wide variety of layouts and data features. By simulating

numerous variations, the agent develops a generalized approach that remains e�ective even

when confronted with previously unseen maps.

We supplement this synthetic map generation with maps from a real world, speci�cally

using historical sea surface temperature measurements. This data provides a realistic basis

for training, bridging the gap between simulated and actual aquatic conditions.

In addition to increasing generalization, domain randomization also contributes to ro-

bustness in policy performance. By training over this varied map distribution, the agent

becomes adept at adapting its strategy dynamically in response to environmental changes.

Thus, the policy learns not only to locate high-interest sampling areas e�ciently but also to

respond �exibly to di�erent maps.

Our experiments, discussed in �5.1, verify this approach. The agent trained through do-

main randomization demonstrates an e�ective sampling strategy on maps outside its training

set, including a real-world test on a freshwater lake in Québec, Canada, as presented in �6.

The results con�rm that domain randomization enables the agent to produce consistent and
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Figure 4.2: An example of using posterior inference to infer the posterior mean and the
diagonal of the posterior covariance from the samples collected at time t = 7 with a 6 × 6
map discretization.

e�cient sampling patterns even in complex, previously unseen environments.

4.6 Implementation details

We describe important implementation considerations for our method. Notably, using our

GP posterior parameterization, the inputs of the policy and Q-function described in �4.4

(namely, xt, µt,Σt, Vt) can each easily be expressed as tensors. This makes them amenable

to parameterization of the Q-function with a deep neural network for DQN training. To

reduce memory footprint and simplify the structure of the agent state, we substitute the

full covariance Σt of the map posterior with its diagonal, so that the input to the policy

and Q-function is an element of R4×N×N for N ×N map discretizations, where the position

xt is expressed via one-hot encoding. The action space is encoded as {1, . . . , 8}, describing
the neighboring cells. Figure 4.2 is an illustration of using posterior inference to infer the

posterior mean µt and the diagonal of the posterior covariance Σt from the samples col-

lected. We experiment with both multi-layer perceptron (MLP) and convolutional neural

networks (CNN) architectures for modeling the Q-function. To reduce the dimensionality of

the state space, we also experimented with a multi-resolution feature aggregation technique

of Manjanna and Dudek [22] for encoding the posterior, where we average posterior means

and variances across larger collections of cells further away from the agents current position.

A diagram of this technique is shown in Figure 4.3. The multi-resolution feature aggregation

method streamlines policy search by structuring the environment's state space into multiple

levels of detail. This approach reduces the state spaces dimensionality, enabling e�cient

learning by retaining critical details in close areas to the boat while maintaining a broader

overview of further locations. This multi-level organization balances computational e�ciency

with necessary detail, making it ideal for adaptive sampling tasks in dynamic environments,
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Figure 4.3: Multi-resolution feature aggregation parameterization of the state.

where both accuracy and adaptability are essential for capturing critical environmental data.

Under this parameterization of the agent's state, the state is no longer a rectangular

tensor, see that in Figure 4.3 (a). The multi-resolution feature aggregation outputs a 1D

array so we use an MLP on �attened observations to model the Q-function. The value of

each element in the 1D array is the average of all the cells that are covered by that element.

For example, consider the the boat is at the cell m,n, the element representing the 12th

feature in Figure 4.3 (a) is calculated as:

feature12 =
1

9

i=m−1∑
i=m−4

j=n+4∑
j=n+1

M(xi,j).

Some features might be assigned a zero if the area they cover is empty which can happend

when the boat is close to the boundary of the map. We apply multi-resolution feature

aggregation to each component of the observed state ot = (xt, µt,Σt, Vt), transforming each

tensor into a 1D array. These arrays are then concatenated to form a single input vector for

the MLP network.

In contrast, the CNN takes the full observed state tensor as input without �attening. For

the MLP, each component of the observed state is �rst �attened, and then these �attened

arrays are concatenated to serve as the input to the network.
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Experimenting with MLP, CNN, and multi-resolution feature aggregation MLP allows

us to explore di�erent methods for balancing computational e�ciency with e�ective envi-

ronmental representation. The MLP serves as a straightforward approach, treating each

feature independently to gauge if a simple model can e�ectively guide decision-making with-

out spatial context. In contrast, the CNN captures spatial dependencies, making it ideal

for scenarios where relationships between locations in the map are crucial, potentially en-

hancing sampling decisions through structured spatial learning. Finally, the multi-resolution

feature aggregation MLP combines both local and broader environmental details by pro-

cessing features at varying scales, enabling the model to focus on immediate details while

maintaining an overview of the environment which is key for e�cient adaptive sampling in

complex settings.
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5

Experimental Setup

In this chapter, we outline the setup for simulating, training, and evaluating our approach.

First, we introduce the simulator environment, which emulates realistic sampling and nav-

igation tasks. By replicating essential conditions of the target environment, the simulator

provides a controlled setting to test various strategies. We then detail the datasets utilized,

including both procedurally generated and real-world sources, and describe their relevance

in training the agent for adaptive sampling tasks.

Our training procedure leverages these datasets to ensure the agent learns e�ective poli-

cies. We also discuss the evaluation methodologies and baselines applied to assess the agent's

performance on both procedurally generated and real-world environments. This comprehen-

sive approach, covering simulation, dataset design, and rigorous evaluation, establishes a

reliable framework for testing and validating the e�ectiveness of our approach.

5.1 Training Simulator and Datasets

For the purpose of training an active sampling policy, we constructed a simulator adhering

to the Gymnasium [38] interface to comply with RL libraries. Our simulator is initialized

with a random map M of a property of interest in a rectangular body of water, that is

discretized uniformly into a grid. As discussed in �4.2, the available actions at position x
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Figure 5.1: An example of a 30x30 map from the procedurally-generated dataset used for
training in simulation.

are the neighboring cells N(x), and the cost function is given by (4.2). At every step, the

agent selects an action, and observes the incurred cost, as well as the next position x and

the value of M(x), which the agent uses to update its partial map U and its posterior over

maps.

At the beginning of each episode, the underlying map M of the property is randomly

sampled for the purpose of domain randomization, as discussed in �4.5. In our simulation

experiments, we use both procedurally-generated maps and real surface temperature maps

from the Atlantic Ocean, e�ectively promoting generalization to a broad class of potential

maps that can be seen at deployment.

5.1.1 Procedurally-Generated Maps

We randomly sample maps from a GP prior (cf. �4.3). Notably, in order to robustify

our agent to misspeci�cation of its prior over maps, we do not use the same kernel κ for

generating the maps; rather, we use an RBF kernel Equation (3.2) for bandwidth parameter

ℓ > 0. Figure 5.1 depicts an example of a procedurally-generated map.

5.1.2 NOAA Surface Temperature Maps

We use the National Oceanic and Atmospheric Administration (NOAA) Daily Global 5km

Satellite Sea Surface Temperature dataset [19], which provides daily sea surface temperature

maps of the Atlantic Ocean bordering North and Central America as well as the Caribbean.

During training, we independently sample a day and further subsample a random crop of

unobstructed sea from the map on that day to instantiate our simulation. We normalize the
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Figure 5.2: An example of the sea surface temperature (SST) map of the Caribbean area
from the NOAA dataset used in simulation experiments.

temperatures to the range [−1, 1]. Figure 5.2 depicts a sample of a daily surface temperature

map from the NOAA dataset, as well as a randomly subsampled and normalized crop. We

should note that in our experiments with the NOAA dataset, we reserve a set of maps

speci�cally for evaluation to ensure that no test maps are observed during training. Policies

are trained on maps from 2000 to 2015, and evaluation is conducted on maps from 2016 to

2023. This division allows us to assess the generalization of the trained policies to unseen

data.

5.2 Training and Evaluation Procedure

Our experiment is comprised of two main phases: a domain-randomized policy training

phase, and an evaluation of the resulting policy on unseen maps.

5.2.1 Policy training

We train a posterior-map-conditioned policy as described in �4.4 using DQN, using the

domain randomization strategy outlined in �4.5 with random maps sampled according to

�5.1. The maps are discretized to 30× 30 grids. Training occurs entirely in simulation.
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5.2.2 Evaluation

After extracting a policy from the training phase �5.2.1, we deploy the policy on an un-

seen map and evaluate the progression of its map reconstruction RMSE as a function of

environment steps taken.

We perform the evaluation both on held-out maps from the NOAA dataset (cf. 5.1.2) and

on a region of Lac Hertel at the Gault Nature Reserve (a lake in Québec, Canada). For the

evaluation on Lac Hertel, we deployed an autonomous BlueBoat from Blue Robotics, shown

in Figure 5.3. that consists of the ASV, BlueBoat equipped with a tether and connected to a

sensor unit. The sensor unit contains a Raspberry Pi for communication and rosbag recording

purposes, depth and temperature sensors for collecting samples. The evaluation ground truth

map was generated by gathering temperature data along a comprehensive boustrophedon

path, covering a 90m by 20m area. Ultimately, we show in �6 that our synthesized policy

accurately reconstructs the map with far fewer samples than the exhaustive boustrophedon.

We report the variance of the resulting reconstruction error across both random evaluation

maps (in the case of the NOAA evaluations) and across random seeds used for synthesizing

the policies.

5.3 Baselines

In this section, we describe the baseline methods that we evaluate our approach against.

Since our method is the �rst learning-based method to our knowledge that works on unknown

maps, the baseline methods do not involve any training phase.

5.3.1 Boustrophedon

This method [21] navigates the map exhaustively in a �lawmnmower� pattern (see Figure 5.4).

It is a widely used baseline for coverage path planning in robotic systems. The boustrophedon

pattern is especially useful in environements where obstacles are minimal as it involves

moving in a systematic back-and-forth motion, covering an area by traveling in straight lines

and making sharp turns at the boundaries to ensure complete coverage. This method o�ers a

simple, yet e�ective, approach for ensuring comprehensive exploration of large areas in open

waters. For example, in tasks like monitoring water quality in reservoirs, lakes, or oceans,

boustrophedon motion ensures that the entire area is scanned with minimal overlap, making

it e�cient and easy to implement.

As a baseline method, boustrophedon also serves as a useful tool for evaluating the

e�ciency and completeness of more advanced techniques, helping to establish a standard of
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Figure 5.3: A picture of our robotic setup which includes the BlueBoat and the sensor unit.

comparison for real-world aquatic exploration tasks [5].

5.3.2 Highest-Uncertainty

This method proceeds by determining a waypoint which is the cell in the map with the great-

est posterior uncertainty. It then follows the shortest path to that cell using a combination

of diagonal, and straight paths. When a waypoint is reached, it selects a a new waypoint

and so on. Figure 5.5 is an example of a highest-uncertainty path.
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Boustrophedon Active Sampling

Figure 5.4: An example of a boustrophedon path and an active sampling path.

Highest Uncertainty

Figure 5.5: An example of a highest-uncertainty path.

The highest-uncertainty baseline aims to reduce the highest uncertainty in the map at

the time of action selection. A key drawback of this method is its narrow focus on selecting

only the waypoints with maximum uncertainty, without leveraging the information gathered

en route to those waypoints. Moreover, by ignoring cells that have high uncertainty but not

the maximum uncertainty, the method potentially misses opportunities to gather useful data

while reducing travel distance.

5.3.3 Model Predictive Control

We employ model predictive control (MPC) as a basline for planning, leveraging its capa-

bility to optimize sequences of actions over a de�ned horizon. At each timestep t, MPC

formulates an optimization problem that seeks to maximize the accumulated reward over a
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�nite sequence of actions of length N = 30. This optimization occurs from the current state

s, taking into account the potential N future locations that could be reached through the

selected actions. The reward function used in this context is de�ned as r(s) = Σx,x, where

Σ represents the posterior covariance matrix of the system state, speci�cally focusing on the

variance at the predicted position x of the agent at state s. This formulation directly links

the control policy to the uncertainty in state estimation, emphasizing that the objective is

to minimize uncertainty as we make progress toward the target.

In quantitative terms, the optimization can be expressed as:

max
at,at+1,...,at+N−1

N−1∑
k=0

r(st+k)

where ak represents the actions taken at each timestep.

It is crucial to note that MPC is unable to account for the reduction in the uncertainty

over the map over the course of the action sequence. This limitation contrasts with our

proposed approach, which dynamically incorporates the evolving posterior distribution to

enhance decision-making across multiple timesteps.
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6

Results

In this chapter, we present detailed experimental results to evaluate the e�ectiveness of

our approach for adaptive map reconstruction. In this chapter, we provide comprehensive

experimental results to assess the performance of our three models � MLP, CNN, and

multi-resolution feature aggregation MLP � in adaptive map reconstruction. We begin by

presenting the simulation results �6.1, including the reconstruction error per step for each

of our models and the baseline methods, using evaluations on the NOAA dataset. This

includes models trained on both the procedurally generated dataset and NOAA dataset,

as shown in Figures 6.1 and 6.2. Additionally, we provide trajectory examples for each

dataset to illustrate the adaptability of our models to di�erent environments. In �6.2, we

present evaluation results from �eld data collected over a 90m by 20m area of Lac Hertel,

where we again compare reconstruction error per step across our models and baselines.

Sample trajectories from each method and baseline are included to o�er insight into their

respective adaptive sampling behaviors. Finally, in �6.3, we discuss the the evaluation results'

similarities and di�erences between datasets. We also highlight the trends across all datasets,

procedurally generated, NOAA, and Lac Hertel datasets.

The results in this chapter con�rm our hypothesis that the outlined methods in �4 and

�5 enable accurate and data-e�cient map reconstruction in aquatic environments. Speci�-
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cally, �6.1 showcases our model's performance across a diverse set of procedurally-generated

maps and maps from the NOAA dataset. �6.1 demonstrates both the accuracy of the re-

constructed maps and the e�ciency of the sampling strategy, illustrating the progressive

reduction of reconstruction error over time. Additionally, in �6.2, the results from �eld ex-

periments conducted in Lac Hertel provide further validation of our approach in real-world

settings. We analyze the sampling paths and examine how well the models balance explo-

ration with targeted sampling to minimize the reconstruction error. Both �6.1 and �6.2

include visualizations of the sampling paths generated by our models, o�ering qualitative

insights into their decision-making and adaptive behavior. All reported reconstruction errors

represent the mean and standard deviation over �ve random seeds, with variations arising

from policy training in DQN and action sequence generation in the MPC-based approach,

enabling a robust analysis of our models' consistency and reliability.

6.1 Simulation Results

In this section, we analyze the simulation results to evaluate the performance of our three

adaptive map reconstruction models � MLP, CNN, and multi-resolution feature aggregation

MLP � compared to several baseline methods � boustrophedon, highest uncertainty, and

MPC. Our simulations are based on two distinct datasets: the NOAA surface temperature

dataset and a procedurally generated dataset designed to diversify training environments.

Through these simulations, we assess each model's reconstruction accuracy and sampling

e�ciency by tracking reconstruction error over time. We also include sample trajectory

visualizations to provide insight into each model's approach to adaptive sampling across

di�erent environmental conditions.

In Figure 6.1, we compare the reconstruction error per step for our three adaptive sam-

pling models against baseline approaches on the NOAA dataset. The error metric used

here is the RMSE, which quanti�es the di�erence between the reconstructed and actual

environmental �eld values at each step of the 200 steps per episode. Lower RMSE values in-

dicate better map reconstruction accuracy. The baseline methods shown are boustrophedon

(dashed blue line), highest uncertainty (dashed orange line), and MPC (dashed green line).

Each of these baselines follows di�erent sampling strategies. The boustrophedon baseline

performs exhaustive coverage by systematically scanning the environment, which initially

results in high reconstruction error due to ine�cient sampling but gradually improves as it

completes coverage. The highest uncertainty baseline actively selects sampling points with

high uncertainty, aiming to reduce error in unknown regions, which results in slightly faster

initial error reduction compared to boustrophedon but its path to the regions with the high-
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Figure 6.1: Reconstruction error per step for our method (solid lines) and baselines (dashed
line) evaluated on the NOAA dataset using a model that was trained in simulation on the
NOAA dataset.

est uncertainty is not optimized. This can be observed in the �gure, where the step pattern

illustrates that the recontruction error is lowered when a high uncertainty region is reached

but the reconstruction error is moslty stable during the steps when the agent is trying to

reach the target region. The MPC baseline takes a predictive approach but does not adapt

as e�ectively in this dataset, leading to slower convergence of error compared to our models.

Among our models, the feature aggregation MLP (solid brown line) and CNN (solid

purple line) demonstrate lower reconstruction error than both the baselines and the MLP

model (solid red line). This improvement suggests that the feature aggregation MLP and

CNNmodels are more e�ective in adaptive sampling by focusing on relevant areas with higher

environmental variability. The CNN model, in particular, achieves the fastest convergence

to a low RMSE, showing it can e�ciently reduce error over time.

Overall, our adaptive models outperform traditional baselines, with the feature aggrega-

tion MLP and CNN demonstrating superior e�ciency in reconstruction. This indicates that

these models' ability to generalize spatial patterns is bene�cial for environmental monitoring

applications where adaptive and e�cient data collection is critical.

In Figure 6.2, we observe the reconstruction error per step during the evaluations of the
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Figure 6.2: Reconstruction error per step for our method (solid lines) and baselines (dashed
line) evaluated on the NOAA dataset for a model trained in simulation on procedurally-
generated data.

NOAA dataset for models trained on procedurally generated data. This �gure illustrates

the performance of our three models compared to baseline methods using dashed lines for

the baselines and solid lines for our models.

Overall, our models demonstrate a faster gradual reduction in reconstruction error over

time, converging toward low error values by step 150 out of the 200 evaluation steps per

episode. Notably, the CNN and feature aggregation MLP models exhibit consistent im-

provement, reaching lower error levels than the baselines. The discussion regarding the

baselines results above applies here which emphasizes the advantage of using learned mod-

els which can adaptively adjust their sampling patterns to more accurately reconstruct the

environment.

Adding to this analysis, visualizations of the sampling trajectories in Figures 6.3a and 6.3b

further highlight the strategic adaptation achieved by the DQN-based models. Unlike the

rigid, predetermined sampling patterns of baseline methods, our models dynamically adjust

their paths in response to the information gathered from each sample. This adaptive behavior

allows them to e�ectively balance coverage between unexplored regions and areas with high

uncertainty, enabling more e�cient data collection.
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(a) Evaluation trajectories on 3 di�erent sea surface temperature maps from the NOAA dataset.
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(b) Evaluation trajectories on 3 di�erent sea surface temperature maps from the procedurally

generated dataset.

Figure 6.3: Evaluation trajectories on sea surface temperature maps. In each of the sub�g-
ures, the upper row is the ground truth of the sea surface temperature maps. The trajectory
of the DQN agent is shown on the ground truth maps. The lower row is the DQN agent's
�nal estimate of the maps.
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In the �nal map estimates, displayed in the lower row of each sub�gure, we see close

alignment with the actual sea surface temperature maps (shown in the upper rows), even

in regions that were not directly sampled. This level of alignment suggests that the DQN

agents successfully generalize achieving accurate reconstructions with relatively few samples.

Across all trajectory examples, we observe a common initial sampling pattern where the

models begin with a diagonal path, covering roughly a quarter to half of the full diagonal.

This early strategy provides broad initial coverage, after which the DQN agents diverge

into more adaptive loops that target speci�c areas based on the posterior mean estimates.

This shared diagonal starting approach suggests an e�cient, systematic initiation across

models. However, as sampling progresses, only the DQN agents trained with adaptive policies

continue to strike an e�ective balance between exploration and data e�ciency. In contrast,

The baseline methods � boustrophedon and highest uncertainty � follow a rigid path

regargless of the environment while the MPC baseline follows paths that di�er from one

environment to the other due to the randomness when selecting action sequences. This

shows that the baseline methods tend to follow less �exible paths, re�ecting their limited

adaptability in this context.

6.2 Field Test Results

For our �eld tests, we deployed an ASV to gather surface temperature data from Lac Her-

tel, located within the Gault Nature Reserve. This survey leveraged the ASV's precise

waypoint-following controller to cover the area e�ectively, resulting in comprehensive sur-

face temperature maps, as shown in Figures 6.5 and 6.6.
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Figure 6.4: Reconstruction error per step for our method (solid lines) and baselines (dashed
line) evaluated on Lac Hertel data.

In these tests, we evaluated our DQN-based agents, which were trained on historical

NOAA dataset maps, alongside various baseline methods on the Lac Hertel temperature

map. Figure 6.4 shows the reconstruction error per step for various models and baseline

methods. Similar to the previous �gures, it provides insights into the performance of our

models (solid lines) compared to the baselines (dashed lines) over the course of the sampling

episode.

Initially, the reconstruction errors for all methods start relatively high, re�ecting the

limited information available at the beginning of sampling. As the sampling progresses, we

observe a consistent decrease in error across all methods, with notable di�erences in the

rate and extent of error reduction. The baselines, such as the boustrophedon and highest

uncertainty approaches, show a more variable decline, with a pattern of repeatedly decreasing

reconstruction error for a few episodes then the reconstruction error plateaus for a few

episodes and so one. This pattern can be explained by their rigid path, which only provides

informative samples that signi�cantly lower the reconstruction error, after every row in

boustrophedon or after reaching intermediate high-uncertainty target locations in the highest

uncertainty method. This pattern shows that these methods lack a consistent adaptive

approach to minimizing error e�ciently, as they do not account for evolving environmental
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information as e�ectively as the learned models.

Among our models, the feature aggregation MLP consistently achieves lower reconstruc-

tion error compared to the MLP and CNNmodels, demonstrating the advantage of leveraging

multi-resolution feature aggregation in this task, especially that the models were not trained

on data similar to the temperature map from Lac Hertel. By contrast, the CNN model,

while initially performing similarly to the feature aggregation MLP, eventually stabilizes at

a slightly higher error level. This suggests that the CNN model may be less e�cient in gener-

alizing to the structure of the Lac Hertel temperature map compared to the multi-resolution

feature aggregation model.

This �gure highlights the e�ectiveness of our adaptive sampling models in reducing re-

construction error at a fast rate, with the feature aggregation MLP exhibiting the best

performance. This result highlights the power of multi-resolution feature aggregation for

training models that generalize to previously unseen maps while still maintaining a small

network architecture. Overall, this outcome underscores the importance of incorporating

adaptive learning and feature aggregation techniques to improve map reconstruction accu-

racy, especially in environments with complex or variable characteristics like Lac Hertel.

In the Lac Hertel setting, we show a visualization of sampling trajectories of the baselines

in Figure 6.5 and our models in Figure 6.6 to further highlight the adaptive sampling strat-

egy employed by the DQN-based agents. Unlike the baselines, the DQN agents exhibit a

balanced approach by prioritizing key regions without becoming overly focused on any single

area. This adaptive selection process allows the DQN agents to achieve accurate map recon-

structions without requiring exhaustive coverage, thereby enhancing both sampling e�ciency

and reconstruction �delity.

The trajectories of the DQN agents re�ect this e�cient approach by showing targeted

exploration that e�ectively balances exploration and exploitation, optimizing both spatial

coverage and data collection. For comparison, in Figure 6.5, we observe the rigid paths

followed by the boustrophedon and highest-uncertainty methods, which lack adaptive ad-

justments and remain consistent across di�erent maps. Although the MPC agent introduces

some variability in its paths due to randomized action sequence selection, it still does not

achieve the level of strategic adaptation demonstrated by the DQN agents. This visualiza-

tion emphasizes the superiority of the DQN-based methods in creating accurate and e�cient

map reconstructions in complex environments like Lac Hertel.

52



1.0

0.5

0.0

−0.5

−1.0

1.0

0.5

0.0

−0.5

−1.0

(a) Boustrophedon

1.0

0.5

0.0

−0.5

−1.0

1.0

0.5

0.0

−0.5

−1.0

(b) Highest-Uncertainty

1.0

0.5

0.0

−0.5

−1.0

1.0

0.5

0.0

−0.5

−1.0

(c) MPC

Figure 6.5: Evaluation trajectories of the baslines on the temperature map at Lac Hertel.
In each of the sub�gures, the upper plot is the ground truth of the sea surface temperature
maps. The trajectory of the agent is shown on the ground truth maps. The lower plot is the
agent's �nal map estimate.

6.3 Trends Across Datasets

The reconstruction error trends across the procedurally generated, NOAA, and Lac Hertel

datasets provide several important insights into the relative performance of each sampling

method. Across all reconstruction error plots (Figures 6.1, 6.2 and 6.4), we observe that the

boustrophedon approach, which follows a �xed lawn-mower pattern, consistently shows the

slowest reduction in error. This systematic method does not account for the information

value of each sampled point, as it relies on a prede�ned path rather than prioritizing high-

information areas. Consequently, boustrophedon's lack of adaptive sampling results in a

slower convergence rate.

In contrast, the MPC and highest uncertainty baselines achieve faster error reduction by

incorporating adaptive sampling strategies that focus on high-uncertainty areas. By dynam-

ically prioritizing these regions, they improve reconstruction accuracy more quickly than the

non-adaptive boustrophedon method. However, while both of these baselines incorporate an

element of adaptive behavior, they do not match the level of e�ciency demonstrated by the

DQN-based agents.
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Figure 6.6: Evaluation trajectories of our method on the temperature map at Lac Hertel.
In each of the sub�gures, the upper plot is the ground truth of the sea surface temperature
maps. The trajectory of the agent is shown on the ground truth maps. The lower plot is the
agent's �nal map estimate.

The DQN agents signi�cantly outperform these baselines, particularly in the early sam-

pling stages. They achieve lower reconstruction errors within the �rst 100�150 steps, show-

casing the e�ectiveness of our models in obtaining accurate reconstructions with limited data.

This adaptive behavior is a key strength of our approach, as it enables the DQN agents to

dynamically identify and prioritize high-utility sampling locations, rather than relying on

preset trajectories.

Among the DQN models, the MLP-based agent consistently exhibits faster error reduc-

tion with limited samples compared to the baselines, demonstrating e�ciency across both

synthetic and real-world datasets. However, distinct performance di�erences emerge between

the CNN and multi-resolution feature aggregation MLP models depending on the dataset.

On the NOAA dataset, the CNN model performs better, likely due to its capacity to cap-

ture spatial dependencies e�ectively in structured, real-world environments. Conversely,

on procedurally generated data, all three models achieve comparable results, re�ecting the

generalized adaptability of our approach across di�erent environments.

On the Lac Hertel dataset, the multi-resolution feature aggregation MLP outperforms
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the CNN-based agent, suggesting an advantage in adapting to complex, heterogeneous en-

vironments. This model's ability to aggregate features across multiple spatial scales allows

it to capture intricate, multi-scale environmental patterns that are prevalent in previously

unseen real-world conditions. By leveraging this feature aggregation, the feature aggregation

MLP-based model dynamically adjusts its sampling strategy in response to the environmen-

tal heterogeneity, thereby enhancing map reconstruction accuracy relative to the CNN-based

approach.

In summary, these results demonstrate that our adaptive sampling approach e�ectively

reduces reconstruction error with limited data. This adaptive strategy allows our agents to

outperform traditional baselines by focusing sampling e�orts on high-utility regions, lead-

ing to e�cient and accurate environmental reconstructions with a much smaller number of

samples across a range of datasets.
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7

Discussion, Conclusion, and Future

Work

In this work, we introduced a novel method for active sampling in aquatic environments

that integrates DQN for path planning and GPs for reconstructing maps of a water quality.

By leveraging the power of RL, our method dynamically adjusts the sampling strategy

based on the current state of knowledge, thereby enabling more e�cient data collection.

We demonstrated the e�ectiveness of this approach by applying it to a real-world dataset,

the NOAA sea surface temperature dataset, and validating it with data collected from Lac

Hertel, Quebec. We showed that our method can e�ciently reconstruct environmental maps,

outperforming several traditional techniques.

One of the key strengths of our method is its ability to balance exploration and ex-

ploitation e�ectively. This is a hallmark of RL algorithms, and in the context of adaptive

sampling, it means the agent is able to explore areas where data is sparse while also focusing

on regions that are likely to yield the most valuable information. The integration of the

GP model into the sampling process ensures that uncertainty in the unobserved areas is

systematically reduced.
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The results from our simulations and real-world validations support the e�ectiveness of

this approach. In particular, the comparison with traditional sampling methods such as

boustrophedon, MPC, and highest-uncertainty revealed signi�cant e�ciency improvements.

In our experiments, our method achieved the same reconstruction accuracy at step 50 that

the boustrophedon method required 150 steps to reach.

These results highlight the ability of our method to signi�cantly reduce the time and

resources required for high-resolution environmental monitoring, which is particularly im-

portant in applications where resources such as battery life and operational time are limited.

The strengths of our method are evident in its ability to e�ciently reconstruct spatial

maps of environmental variables while maintaining high accuracy with fewer samples. The

combination of RL for path planning and GPs for map reconstruction and uncertainty quan-

ti�cation o�ers a robust framework for adaptive sampling.

One of the limitations of our method lies in the generalization of our method to di�erent

environmental variables. While we demonstrated the e�ectiveness of the approach for map-

ping sea surface temperature, other environmental variables, such as dissolved oxygen levels

or pollutant concentrations, may exhibit di�erent spatial dynamics and require adjustments

to the model. In particular, some variables may be more a�ected by external factors such

as wind, tides, or human activity, which would need to be incorporated into the agent's

decision-making process.

Looking ahead, there are several promising avenues for extending this work. One exciting

direction is to apply the method to 3D mapping of environmental variables, such as dissolved

oxygen levels, which play a crucial role in determining the health of aquatic ecosystems

[41]. Mapping dissolved oxygen levels in three dimensions is more challenging than mapping

surface temperature, as it requires the robot to navigate and sample at di�erent depths. This

would involve modifying the RL agent to operate in a 3D environment, as well as extending

the GP model to account for the vertical structure of the water column.

In conclusion, our work has demonstrated the potential of reinforcement learning and

Gaussian Processes for improving the e�ciency and accuracy of environmental monitoring.

By combining intelligent path planning with uncertainty quanti�cation, our method o�ers a

powerful tool for reconstructing spatial maps of environmental variables, with applications

ranging from water quality monitoring to ecosystem management. The results presented

here lay the groundwork for future advancements in adaptive sampling, opening the door to

new possibilities for understanding and preserving our natural ecosystems.
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