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Abstract

Computerization has had a large impact on hospital intensive care units, allowing
continuous monitoring and display of physiological patient data. Treatment of the
critically ill patient, however, now requires assimilating large amounts of patient
data.

Computers can help by processing the data and displaying the information in
easy to understand formats. Also, knowledge-based systems can provide advice in
diagnosis and treatment of patients. If these systems are to be effective, they must
be integrated into the total hospital information system and the separate computer
data must be jointly integrated into a new database which will become the primary

medical record.

This thesis presents the design and implementation of a computerized database
for an intensive care unit patient data management system being developed for
the Montreal Children’s Hospital. The database integrates data from the various
PDMS components into one logical information store. The patient data currently
managed includes physiological parameter data, patient administrative data and
fluid balance data.

A simulator design is also described, which allows for thorough validation and
verification of the Patient Data Management System. This simulator can easily be
extended for use as a teaching and training tool for PDMS users.

The database and simulator were developed in C and implemented under the
OS/2 operating system environment. The database is based on the OS/2 Extended
Edition relational Database Manager.



Sommaire

L'informatisation des unités de soins intensifs a permis une surveillance médicale
constante et l'affichage graphique des données physiologiques des patients. En
contre partie, le traitement des ces patients impose maintenant I'étude d'une vaste

quantité de données.

Une solution pour diminuer ce fardaud serait d’utiliser des logiciels qui accom-
pliraient automatiquement l'acquisition et le traitement des données et offriraient
des comptes rendus imprimés sur papier ou affichés sur écran selon des formals
facilement compréhensibles. Des systémes experls pourraient aussi servir 4 anal-
yser les données et a suggérer un diagnostic ou un traitement. Mais afin que ces
logiciels soient efficaces, il faudra les intégrer au systéme informatique central de
I'hopital et relier les informations diverses dans une base de données qui servira

de dossier médical pour chaque patient.

Cette these présente la conception et la réalisation d’une base de données infor-
matiques, développée pour le systéme de gestion de données médicales (SGDM)
en cours de réalisation a l'unité de soins intensifs de "'Hopital pour Enfants de
Montréal. Lintégration des données des différents modules du SGDM permet-
tra de gérer les données médicales telles que les parametres physiologiques, les
équilibres liquidiens et les données administratives des patients. Ce mémoire
décrit aussi un simulateur qui a pour but d’aider a la mise au point, a la vérification
et a la validation du SGDM. Ce simulateur pourra aussi étre utilisé dans la forma-
tion des futurs usagés du SGDM.

Les logiciels de la base de données et du simulateur ont été développés en C
dans le cadre du systéme d’exploitation multitiche OS/2. La base de données a été
réalisée avec l'aide du gestionnaire de base de données relationnelles (Relational

Database Manager) de OS/2 version“Extended Edition”.
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Chapter1 Introduction

One of the most dramatic examples of medical science at work is the Intensive Care
Unit (ICU) at a modern hospital. Based on the connection of patients to the latest
electronic equipment, including an increasing number of computers, ICUs often

mean the difference between life and death to the critically ill.

Originally developed from the post-operative recovery room, where the patient
was observed during the period immediately following an operation, intensive care
units provide a system whereby the continuous monitoring of acutely ill patients
enables a swift response to any adverse changes in the patient's condition. In an
ICU, every key factor affecting recovery is under constant scrutiny and an overall
watch is kept by a computer; programmed to evaluate and compare every reading
fed into it by the monitoring instruments, the computer system flashes a warning
to medical personnel whenever measurements show undesirable variations. Such
a constant monitoring by a computer system allows any change to be instantly

dealt with.

The advent of computerized, medical equipmentin the ICU, however, hasled to
an increase in the quantity of data requiring analysis by the medical staff. Manually
managing such quantity of data can pose a heavy burden on the medical personnel,
especially in an 1CU, where prompt and appropriate reactions are essential. This
has created the need for a means of properly accumulating, managing and assisting
in the interpretation of this data in a manner which is meaningful to the health care

professionals.

Unless a computerized, automated data management solution is provided, the
benefits of the sophisticated medical equipment will be lost. What is required

is more than just a computerized data logging system. From automated data
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1. Introduction

acquisition, to electronic data archiving, all the while promptly communicating
critical data, the ICU computer system must relieve the complete data management
burden (data collection, data analysis, an<! data storage) from the medical staff, in

order to be beneficial.

The costs of such computerized data management systems may be high, bul
can be recovered. For one, relieving the medical staff of this great flow of informa-
tion allows them to tend to more important matters, improving their effectiveness.
Secondly, the past two decades has witnessed a rapid development in computer
technology, with a remarkable reduction in cost and size of computers and substan-
tial improvements in speed and power, thus making the compuler solution scem
even more attractive. But most importantly, the computerized ICU data manage-
ment system allows a concentration of patients with the most potentially lethal
conditions to receive specific critical care which permits an increased number of

lives to be saved.

The next sections will expand in greater detail the topics presented here. First,
a historical overview of ICUs is presented, focusing on the presence of automation
and technology. Section 1.2 then illustrates some of the needs of the modern ICU
and how a computer-based data management system can be used to satisfy them.
Subsequent sections detail some of the areas where computerization can be effec-
tively applied (e.g. charting, bedside terminals, diagnosis) to provide assistance.
Section 1.3 then presents a summary of other applications of computers in the med-
ical field ranging from imaging to the use of computers in teaching. A snapshot
of other non-medical applications where computerization has provided a solution
to managing the large data flow is also provided. The final section of this chapter
then gives an overview of this thesis, which presents the design of a database for

an ICU patient data management system.



1. Introduction

1.1 Evolution of the Intensive Care Unit

The evolution of specialized units in which expert medical, nursing, and technical
slaffs were provided with equipment for monitoring and for immediate life-saving
interventions paralleled advances in invasive surgical and medical procedures.
As early as the 1860’s, “recesses” or “small rooms” leading from the operating
theater began to appear [Nightingale, 1863]. Here patients would remain until
they had recovered from the immediate effects of an operation. Such recovery
rooms, adjacent to operating rooms and used mainly for postoperative care, have
been described as the direct antecedents of intensive care units [Hilberman, 1975). It
wasn’t until almost 100 years later, however, when a 1947 anesthesia study reported
a highly significant reduction in postoperative morbidity and mortality in patients
who were the beneficiaries of specialized post-anésthetic care, that post-operative

recovery rooms achieved widespread acceptance [Ruth ef al., 1947].

From the post-operative recovery rooms developed at the Johns Hopkins Hos-
pital in the 1920s [Kirschner, 1930), to the first shock unit (developed in Los Angeles
in the late 1950’s and which featured the use of invasive cardiovascular monitor-
ing) [Weil ¢t al., 1976, to the first coronary care unit (established in Kansas City in
1962, and featuring continuous electrocardiographic monitoring) [Day, 1963], spe-
cial care units have continued to evolve, both in number, degree of specialization
and equipment used [Balcerak, 1990]. A study by Pollack [Pollack et al., 1987] has
shown that over the past few decades, development of intensive care units has
followed several paths, according to traditional specialties (such as medicine and
surgery), organ systems (such as cardiac, neurological and respiratory), diagnosis

(such as trauma, burns) and type of patient treated (such as neonatal or pediatric).

Despite the different categories, critical care and the exceptional demands it
places on physicians and nurses remains the same. Extraordinary skill is required
of the medical staff, along with prompt, accurate treatment decisions. The Textbook

of Critical Care [Weil ¢t al., 1989] defines the critically ill patient as requiring a
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complex and time-critical therapy. Physicians and nurses collect a large amount
of data through frequent observations, testing, and data recorded by continuous
monitoring equipment. If this data is not presented in a compact, organized lorm,
physicians can miss important events or trends. Patienls requiring therapeutic
decisions to be made in minules are often the norm, not the exception. In these
circumstances, physicians need quick access to all the relevant data concerning
the patient. Yet, with many of the patients, the medical record is very often not
available, not up to dale, or even non-existant in the case of new patients or

neonates.

With an increased demand for cost-effective care and accountability by patients,
utilization review committees, third party payers, and health care policy makers
[Leyerle et al., 1990], physicians and nurses caring for the critically ill must keep
complete and accurate records [Gardner, 1986b). In face of strong economic pres-
sures, hospitals also have strong incentives to know the cost of procedures and to

control these costs [Lyons and Gumpert, 1990].

A 1986 Statistics Canada reporl shows that ICU costs (currently at $1.03 billion,
or 8 % of all inpatient hospital costs) and their use is growing. The significance of
these numbers is exemplificd by the fact that ICU cost effecliveness has received

scant attention, due mainly to unavailability of data [Elis ¢t al., 1990).

Computerization

Bloom [Bloom, 1986] reports that hospital computerization began reaching signif-
icant levels in the late 1970s. Initial computer interests involved mainframes and
centralized data banks, mostly used by MIS departments. The subsequent malu-
rity of databases led to the Hospital Information System [Scherrer ¢t al., 1990]. This
permitted hospitals to consolidate common administrative data which was shared

by many departments.
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At the same time, innovative developments in medical instrumentation were
taking place [Selby, 1990]. With computerization and electronic technology, new
medical devices provided health care professionals with enormous amounts of
data to process. Much of this data was lost, however, as data logging for charting

and interpretation purposes was performed manually.

As the price of computers decreased, while their computational power and
functionality increased, hospitals began placing computers in many departments
[Abrami and Johnson, 1990]. This new wave of computerization was an effort to
manage the data provided by enhanced medical instrumentation. The introduc-
tion of the microcomputer (PC) in the early 1980’s began placing computers on
desktops throughout the hospital. Scon software specialized for different depart-
ments, such as the laboratory, the radiology department, and pharmacy began
to appear. An Albrecht and Lieske study [Albrecht and Lieske, 1985] claims that
the microcomputer started a decentralization of computer resources. More and
more departments began computerizing without necessarily following any plan of
global sharing of computer resources [Denger et al., 1988]. Sivak [Sivak et al., 1989]
documents that the move (of computer resources) to the desktop, rather than suc-
cessfully solve the data management problem, has introduced a new one — lack of

coordination and cooperation.

With these considerations in mind, one clear area of concern for the ICU is
data management. Whether its use is destined for clinical decision-making, or for
cost-effectiveness decisions, the data management problem is a growing concern
— one that may even be hampering the medical staff from providing efficient and
proper care {Nolan-Avila and Shabot, 1987). With computer-based data manage-
ment systems, the data management burden may be alleviated. The next sections
will examine how a computer system can be introduced into an ICU, and the data

management tasks that it can perform.



7y

¢,

1. Introduction

1.2 ICU Computer Data Management

Over the past fifteen years, a large number of computer-based data management
systems have been developed and installed in hospitals. Many of these installa-
tions have been in the Intensive Care Unit (ICU). Gardner [Gardner ¢! al., 1989b)

identifies four functions of computers in an ICU setting:

¢ Physiologic monitoring

o Computers that facilitate the timely and accurate communication of data

among multiple hospital locations and departments
¢ Management of medical records

» Expert computer systems to aid in patient care decision making.

Andreoli and Musser [Andreoli and Musser, 1985] identify two types of com-
puter applications for patient care: patient monitoring systems, and compuler-
assisted diagnosis systems. Kriewall and Long [Kriewall and Long, 1991] charac-
terize computer-based medical systems as controllers, information managers or
diagnostic tools. All these definitions overlap to comprehensively describe the

realm of computer-based medical systems or PDMSs.

121 Computer Charting

A patient's medical record (also referred to as a chart), has constantly been the main
repository for a patient’s medical data. In its role as the central focus of the care
process, however, the handwritten medical record suffers from certain deficiencies.
As early as 1873, in her book “Notes on a Hospital” [Nightingale, 1863, Florence
Nightingale wrote: “In attempting to arrive at the truth, I have applied everywhere

for information, but in scarcely an instance have I been able to obtain hospital

6
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Special Rounds Weekly Shift
Remole Access Reporis Reporls Summary Report
Clinical Review Legal Record
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\ / Nurse
/ Staffing
Research ICU
Files —=» | Computer Chart Patient
(#6) and < Acuity
Archives
Management
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Communication Patient
{other departments) Billing
(#5) (#4)

Figure 1.1: ICU Chart Complexity

records fit for any purpose of comparison. If they could be obtained, they would
enable us to decide many other questions besides the one alluded to.” Although
much has changed in the hospital from 1873 to now, it is surprising that Florence

Nightingale’s comments are still applicable more than a century later.

The Textbook of Critical Care [Gardner ef al., 1989a] lists the major issues in-
volved in ICU charting as data acquisition, data display and presentation, and data
storage. These are illustrated in Figure 1.1, detailing the complexity involved with
each issue. The patient record (chart) must record all relevant patient data and
document the action taken by the medical staff. This acquired data must then be
properly organized for medical and legal requirements (#1 and #2 in Figure 1.1),

and for use in management (#3, Figure 1.1) and billing (#4, Figure 1.1) purposes.

7
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Communication (#5, Figure 1.1) to other departments within the hospital is manda-
tory. The chart data must then be properly archived to fulfill legal requirements.

The archived data is also of essential use in research (#6, Figure 1.1).

The patient’s medical record is thus the principal instrument for patient care.
A Whiting-O’Keefe [Whiting-O'Keefe ef al., 1985] study, however, shows that the
conventional medical record does not offer adequate support for proper patient
management. Bradshaw [Bradshaw et al., 1984] indicates that this (lack of ade-
quate support) is particularly evident in places such as the ICU, where advanced
techniques of patient monitoring produce large volumes of data for evaluation and
critical decisions have to be made quickly and usually at a time when data are in-
completely understood. Fries [Fries, 1972] has shown that in complicated cases, the
conventional record is less helpful than a structured flow chart. Several attempts
have been made to bring order to the process of record keeping and improve
the paper chart [Fries, 1974] [Whiting-O'Keefe et al., 1980]; the traditional medical
record, however, still suffers from severe limitations. A Stead [Stead ¢! al., 1983]
study shows that now more than ever, because of the voluminous amounts of pa-
tient data being gathered, there is a real need to optimize and facilitate medical

data review and decision making.

Let us detail the limitations of the handwritten paper record, and examine how
functions in each of the three domains (data acquisition, data management, data

storage) can be enhanced via computerization.

Data Acquisition

As a result of their medical problems, patients in ICUs are monitored with complex
bedside monitors, and are often connected to a variety of other electronic instru-
ments. Since the patient data is paper based, the medical staff must periodically
read the data from the on-line instruments, then write this data into the chart, either

plotting it as points or entered as numbers in tables which must be accumulated for
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meaningful interpretation. A Hammond study [Hammond et al., 1991b] suggests
that this procedure is tedious and error prone, because of the stressful nature of the
ICU environment. Furthermore, taking a single or a few readings at a given time

may not reflect accurately the behaviour over the previous time interval.

Dasta [Dasta, 1990] mentions the important role that computerized data ac-
quisition can play in ICU environments. A computer based system can interface
directly with the instruments and the data can be obtained and stored in its native,
electronic form. This eliminates the data transcription errors and burden. Data
accuracy will be improved since the computer system can continuously monitor

and log patient dalta, allowing the capture of data which would otherwise be lost.

Many examples of computer-based acquisition systems can be found in the
literature. The IEEE Engineering in Medicine and Biology Society Annual Confer-
ence [Nagel and Smith, 1991], the IEEE Symposium on Computer-Based Medical
Systems [Bankman and Tsitlik, 1991] and other conferences have tracks dedicated
to data acquisition. Some sample implementations include a system for automat-
ing alarm data acquisition in the post anesthesia care unit developed by Aukburg
[Aukburg et al., 1989]. Alesch {Alesch et al., 1991] describes a system based on a
PC/AT which contains 64 parallel data acquisition channels for acquiring data

from neurosurgical monitors.

User Interfaces for Data Entry

Computer charting in the ICU must support multiple types of data collection
to be effective. Tachakra [Tachakra ef al., 1990] shows that a large portion of the
data needed to make decisions are from manual tasks such as administering a
medication or auscultating breath or heart sounds. Kari [Kari et al.,, 1990] shows
that for computer charting systems to be successful, data acquisition must support

manual data enterad from nurses and physicians at the bedside.
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User acceptance of data entry systems hinge on the effectiveness of the person-
machine interface provided. In the ICU environment where computer data entry
and retrieval must be done as quickly and efficiently as possible, Savona-Ventura
[Savona-Ventura ef al., 1990] suggests that what will inevitably and eventually de-
termine the acceptance of a system by its end users is the quality and effectiveness
of its user interface. A Holtermann study [Holtermann et al., 1990] also reports that
when medical personnel is faced with a system which is harder to use or requires
more work than the current manual methods, the staff will reject the new system.
Furthermore, the computer-based system must not unwittingly force the medical

staff to double chart, as this too is unacceptable [Korpman, 1990].

While remarkable improvements have been achieved in computers and in their
processing speed, only modest improvements have appeared in input and out-
put devices. The most common user interface on computers remains the key-
board [Edmonds, 1990], with pointing device variants also gaining popularity
[Myers, 1991). Murchie and Kenny [Murchie and Kenny, 1988] compare different
input modalities (keyboard, light pen, voice recognition) with respect to speed,
errors, and the number of corrections required to enter patient admission data.
This study finds the keyboard the fastest, most accurate, easiest and most preferred
method of data entry. Nevertheless, many new devices and variants have appeared

on the market, in the attempt to better perform the data entry task.

Soligen and Shabot [Soligen and Shabot, 1988] present a 32 key keyboard con-
sisting of both numeric key entry and multiple function keys which allows single-

key operation of a patient data management system.

King and Smith [King and Smith, 1990] present a touch screen for system op-
eration and entry of information, which has permitted an increase in the ability
of casual users to input data effectively. Others have tried manual variants such
as bar code readers [Hammond and Stead, 1988], pocket computers {Large, 19901,
and even palmtops and hand held keypads [Stoeckler and Ellis, 1989). Each of

10
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these has met with various amounts of success.

A number of new input modalities has brought new interest to the data en-
try problem. The most common in research circles is speech input. Martin
[Martin, 1989] presents the usefulness of speech in user interfaces versus the tradi-
tional keyboard and mouse input modalities. Read et al [Read ef al., 1990] survey
various speech analysis systems comparing capabilities and requirements. Some

successful attempts at integrating speech input with data entry include:

¢ A speech recognition system for the entry of bone scintigram reports. Ike-
hira et al [Ikehira e! al., 1990] found that the voice entered reports were more

concise and clear than the handwritten or typed equivalent.

o Fieldman and Stevens [Fieldman and Stevens, 1990] report on a study on the
application of speech recognition to record dental examination data. They
find that speech recognition entry typically required more time, although no

difference in error rate was found between the two methods.

o Diethrich [Diethrich, 1988] describes a system in a cardiac ICU in which both
speech recognition and speech generation is used to allow the nurse to enter
data using voice. This allows the nurse to attend to the patient and document

the treatment simultaneously.

o Petroni et al [Petroni et al., 1991] describe a speech interface to facilitate the
manual data entry of fluid balance data in an ICU. The speech recognition
system is being investigated as a “hands-free”, “eyes-free” alternative to

keyboard data entry.

Whatever the input modality, each has its distinct advantages. Cohen
[Cohen, 1990] reviews the latest technologies which will enhance the medical
professional’s ability 1o interface with computer systems, including bar-reading,

graphical devices, and expertsystems. The conclusion is that there is no one ‘better’
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Monitor
13%
Other
2%
Observation
21 ¢ Laboratory
3%
Blood Gas
9%
Drugs, IV
22 %

Figure 1.2: ICU Chart Use

input device, but thal the oplimal system will provide different input mechanisms

to accommodate changing user and/or user entry requirements.

Data Presentation

A study conducted by Bradshaw [Bradshaw et al., 1989) showed the importance of
having a unified medical record. The study reported that when making treatment
decisions doctors most frequently used laboratory data (42 %), then drug and fluid
balance data (22 %) and clinical observation (21 %) and finally bedside physiological
monitor readings (13 %) {Figure 1.2). These findings provide evidence that data
from several sources, not just from the traditional physiological bedside monitoring
devices must be commuiivated and integrated into a unified medical record to

permit effective decision-making and treatment in the ICU.

An adva;uage of the handwritten chart is that it provides quick and convenient
data entry, with little or no training. The computerized chart must improve the
current paper charting process all the while retaining its current strong points.
Bishop [Bishop, 1990] documents some of the enhancements a computerized chart
can provide as being:

12
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1. Physical Availability

The medical record is often physically unavailable, since it can only be used

by one person at one location at a time. Continuity of care is also an issue
as patients are gencrally served by a team of physicians, nurses, and ther-
apeutists and their data often requires transferring from one individual to
another. By contrast, a computerized record, stored in electronic form, is
available on demand, and can be assessed and viewed from many locations

within or external to the hospital.

2. Organization

The paper medical record is often poorly organized, available only in the
order it was recorded, and many times illegible. These qualities make
retrieving information from present charts a slow, error prone process
[Gardner, 1986al. In comparison, patient data stored in a computer chart
may be organized o match many needs. Graphical on-screen disf:lays can
better highlight trends in patient data (James et al., 1990]. Printed reports
can provide quick and legible patient summaries [Dasta, 1990]. The elec-
tronic patient data may be searched or queried for specific data content
{Haug et al., 1990]. Hypertext links provide customized browsing features
[Chaney ¢t al., 1989], while multimedia enhancements permit integraﬁon of
data of various nature such as taped voice reports [Goldberg et al., 1989], im-
age data [Brown and Krishnamurthy, 1990, numerical data from monitors,

and molion video of surgical procedures [Chnadrasekhar and Price, 1989].

3. Data Retrieval
Using the paper chart for data retrieval is both cumbersome and time-
consuming, since it must be done manually. This impedes the physician from
finding relevant data quickly, as well as making data collection for research
purposes a lengthy and expensive task. Computerized data management
provides all the benefits of computer database services. Medical staff can

perform complex queries on the patient data {Safran et al., 1990]. Trends and
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anomalies on a cross section of patients can be identified with data analy-
sis tools [Leyerle ef al., 1990}, while networked data resources provide quick

access to varied sources of data [Price and Chandrasekhar, 1989].

4. Communication
Communicating patient data to other departments in the hospital is usually
performed by sending the medical chart. This often results in numerous
delays, in addition to the physical availability problems already mentioned.
Computerized records, however, allow patient data to be communicated and

shared via electronic means.

Local area computer networks allow implementation of distribuled data re-
sources [Price and Chandrasekhar, 1989). Inter-networked departments al-
low access to remotely stored data [Bubolz ¢t al., 1989]. Physicians may re-
motely access clinical and administrative information from their offices or
homes [Jostyn, 1989], while wide area networks spanning countries and con-

tinents bring data and researchers together [Scherrer, 1990).

Dasta [Dasta, 1990] also mentions the important role that computers play in

ICU environments, assimilating, processing, and displaying large amounts of data

in easy-to-understand formats for the users.

The evaluations and comparison of computerized systems versus the man-
ual data management systems is discussed in two articles by Tachakra et al
[Tachakra et al., 1990] and by Kari et al [Kariet al., 1990). In these articles, stud-
ies demonstrated that the computerized method of data acquisition and storage
yielded significant savings in time, staff workload, and in accuracy. Both studies
also showed that patient information was faster to access and to interpret by the

physicians using the computerized systems than by using the manual paper charts.

In studies of computer-based patient monitoring and data management systems
done by Hammond et al [Hammond ef al., 1991b] [Hammond et al., 1991a), results

showed that the use of these systems not only reduced non-nursing related work,
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but also improved the quality, quantity, and recall of the clinical information by the
staff. This leads to a significant improvement in documentation flowsheets both
in terms of quantity and accuracy which can in turn have medicolegal and quality

assurance impacts, as well as enhancing patient care.

Data Storage

Equally important is the proper storage and archiving of patient data. Not all
medical staff can view on-line data as is it is acquired. Often, important trends
are only visible after a sufficient quantity of data has accumulated. An article
by Schwid et al [Schwid ¢! al., 1990] discusses the uses of data acquisition for the

purposes of off-line data analysis and clinical research.

Archiving issues must also be considered, since past patient data must be avail-
able for consultation, whether it be clinical, legal or research issues. Ferguson
[Ferguson et al., 1989] describes a microcomputer which acquires heat and fluid
balance data of severely burned patients via a serial R$-232C interface to a mea-
suring device. The computer does not monitor the patients, but the data acquired
is archived in a data base and used for future predictions of heat and fluid losses,

given burn area and severity.

Gibbs [Gibbs, 1989] comments on the use of computers to acquire and store
anesthesia and ICU information as crucial for legal issues. The failure of meaning-
ful, supportive, or exculpatory documentation raises serious questions about the
quality of the care rendered. For this reason, Gibbs states that the use of computers
for automated data acquisition and record keeping in anesthesias and ICUs is as

crucial as the use of data recorders in aviation.

Savona-Ventura [Savona-Ventura et al., 1990] discusses how the computeriza-
tion of patients’ medical records facilitates storage. The current practice of ware-

housing the paper-based records is impractical in both cost and efficiency. Archiv-
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ing electronic data, however, is much more effortless. Recent slorage develop-
ments, such as optical disks, allow the equivalent of 600 000 pages of printed
information to be stored on one disc. Parkin [Parkin et al,, 1990] presents a descrip-

tion of how electronic storage will ease the warehouse archiving problems.

The use of computers in critical care management seems to offer the most ob-
vious solution to ever increasing availability of data generated by advanced tech-
niques of patient monitoring and a need for their immediate evaluation followed
by critical decisions. In addition the apparent advantages of a computer-based sys-
tem need not be limited to retrieval, presentation and analysis of complex patient
data [McDonald and Tierney, 1988]: the incorporation of computer-based advisors
[Padjen and Salasidis, 1988} could extend the usability of an information system in

a decision making process.

1.2.2 Bedside Terminals

Patient care systems that were introduced into hospitals in the 1970s were struc-
tured around terminals at the nursing station. Most information was entered by
clerks who worked at the nursing station. Other health-care providers accessed
the computer through these same terminals. This arrangement was quite accept-
able for the time since most computer related activities involved accessing patient

administrative information from the Hospital Information System.

Abrami and Johnson [Abrami and Johnson, 1990) suggest that the idea of bed-
side terminals, while having been around for a number of years has only recently,
with advances in nelworking and database technology and cheaper hardware,
become economically feasible. Russler [Russler, 1991] indicates how the bedside
terminal completes the computer-based data management system and acts as a
platform for the integration of the various medical data sources. The bedside

terminal may also actively participate in the distributed data network.
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Halford et al [Halford et al., 1989] identify several advantages which bedside

terminals can provide:

1. Reduced duplication of data

A Hammond et al study [Hammond ef al., 1991al found that with centralized
terminals, 82 percent of nurses first wrote down data, then later entered it
into the computer. Bedside terminals, however, would permit physicians and

nurses to enter or review patient data immediately.

2. Improved completeness and accuracy of data

Being able to record information quickly, without having to leave the bedside

will also simplify the entry of data.

3. Reduced time spent waiting for central terminals

For both data entry and review, bedside terminals allow immediate access to
the patient data. Rathe [Rathe ef al., 1989] states that bedside terminals will

provide “poinl of use” access to patient and clinical data.

4. More sophisticated displays

By exploiting the power of computerization the patient data can be graphed,
plotted, tabled or listed in a variety of ways. The “as is” restriction of paper-

based charts is loosened.

5. Improved retrieval capabilities

The bedside terminal provides access to all the electronic patient data, from
parameter data to lab results. This provides on-site explbration of physiolog-
jcal trends and fluid balance data. The bedside terminal permits both nurses
and physicians to “research” patient problems as they encounter them on
rounds. The physician can quickly find the result or a piece of information

needed to resolve an acute problem.

6. Patient care planning and documentation

Bedside terminals can play an active role in the patient care process, assisting
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nursing staff to ensure that the right activity is performed on the right patient
and is properly documented. Bedside terminals also provide the perfect sct-
ting for computer-based Nursing Care Plan and workload manager systems
[Roger et al., 1991].

There are some concerns though: additional cost, effect on patient (noise and
light may be distracting or annoying), ergonomics of terminals, patient confiden-
tiality and data security, lack of space and infection control all must be taken into
account [Hendrickson et al., 1991].

1.2.3 Computer-Aided Decision Support

Using computers as a decision aid is not new. Since the first detailed suggestions by
Ledley [Ledley and Lusted, 1959] and Lusted [Lusted, 1968) computer-based ap-
plications have appeared which provide diagnostic aid to physicians. These carly
applications also met with certain success. It isn’t until recently, however, with
more powerful technology, new algorithmic approaches, and increased availabil-
ity of computerized ICU patient data that the field of computerized diagnosis and
decision support has expanded. Recent years have seen computerized medical de-
cision making gain wider acceptance, so much so that the discussion of artificial or
machine intelligence is common place in medicine today {Blum and Semmel, 1991]
[Miller and Giuse, 1991].

The main concerns with the physician’s current diagnostic process lie with the
data acquisition and data processing functions. Dombal [de Dombal, 1986] has
shown that some doctors do not elicit information at all effectively from patients,
asking large numbers of quite irrelevant questions, often at the expense of ques-
tions which would be relevant. As for processing, Perry [Perry, 1990] reports that
there are doctors do not assimilate at all well the information they receive from pa-

tients, and ignore obvious clues for diagnosis and management. Due partly to the
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large patient data volume and the inability of the physician to manage it all, Dur-
bridge [Durbridge ¢t al., 1976] indicates how some doctors obtain large quatities of

relatively useless biochemical data of which they utilize less than 5 percent.

The compulerized system can aid in several aspects, ranging from controlled
monitoring to decision-making. The monitoring systems may either screen the
medical staff from the raw, abundant physiological data or may be used in closed-
loop patient control. Collet et al {Collet ¢t al., 1990] describe a system which anal-
yses cardio-vascular data from physiological monitors to generate early warning
alarms, while Albisser [Albisser, 1989] describes attempts to use microprocessors

to manage diabetes mellitus through the use of closed-loop control.

The decision-making systems serve to put the large databases of electronic pa-
tient data to use by analyzing and integrating data to generate a medical diagnosis.

Several methods have been used successfully, including:

¢ Trend detection systems which study trends in stored patient data to report

diagnostic predictions [Duhamel et al., 1989)

¢ Rule-based, artificial intelligence systems, such as that used by Varde

[Varde ¢t al., 1991] for diagnosing thyroid dysfunction

e Neural network models such as that used by Ozdamar [Ozdamar et al., 1989]

for EEG spike detection

For the moment there is yet no clear cut widespread data to suggest which of
the above methods has an advantage since all seem to work reasonably well. The
underlying principle in the above systems is the efficient use of the patient data.
Bradshaw [Bradshaw ¢t al., 1984] poinls out that if current performance levels are
inadequate, with the increasing complexity of modern medicine, the difficulty in
assimilating information (and consequent poor performance} will become more
pronounced. Unless the patient data can be properly put to use, what good is t"ere

in acquiring it!
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There are, nonetheless, still some issues left to be resolved before a full comput-
erized decision system can be implemented on a large scale. There are criticisms
over the algorithms being used [Avent and Charlton, 1990] and the procedures,
if any, being used for verification and validation [O’Neil and Glowinski, 1990]
[Fieschi, 1990]. The main concerns, however, involve ethical and legal issues, and
practical issues. At the heart of the practical issues is the concern over the structure
of the data itself [Lee and Lee, 1991]. There is no agreement about definitions of
symptoms or signs, or what symptoms are to be collected — or even what disease
categories there are and how they are defined [Humphreys and Lindberg, 1989].
Consequently, there is no coordination and sharing of data banks, causing the task

of computer-aided decision support to be magnified several times.

1.3 Computer-Based Data Management Systems

1.3.1 Patient Data Management Systems

Both commercial and in-house hospital-developed PDMSs have been successfully
implemented. Factors influencing choice of commercial versus hospital-developed
include: ability to customize, functionality, cost, user interface and multi-vendor

equipment support [Paganelli, 1989).
The commercial systems include:

o The Hewlett Packard PDMS/CareNet system [Hew, 1988]
o The EMTEK system [EMT, 1988]
o The MedTake system [Pesce, 1988}

¢ The Heaith Care Solution by the LGS Group, based on the TDS 7000 series
software by TDS HealthCare Corporation [Gro, 1991]

¢ The Ulticare Modular information system developed by the Health Data
Sciences (HDS) Corporation [Hea, 1991}
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e The computerized patient chart which uses pen-based notepads being devel-
oped by Purkinje Inc. [Sys, 1991]

o The SIDOCI (Systéme Informatisé de Données Cliniques Intégrées) system
[SID, 19911

The in-house systems are developed primarily in universities, medical schools
and hospitals. Some sample implementations include systems such as the Health
Evaluation through Logical Processing (HELP) computer system at Latter Day
Saints Hospital (Utah) [Bradshaw et al., 1989] or the workstation-based system for

use in critical care environments described by Prakash [Prakash et al., 1991].

An integrated information management system is also being developed a: the
Hopital Notre-Dame in Montreal. This system has modules for integrating patient
admission, radiology reports, diatetic data and pharmacology reports into the com-
puterized patient chart. The chart can also be viewed atany workstation. A module

for outpatient appointment management has also been developed [Hop, 1991.

The Hoétel-Dieu de Quebec Hospital has developed a sophisticated care and
workload planning system. The PSI (Plan de Services Integrés) can also integrate
with other medical information systems to permit integration of reports and data
from other departments. The PSI software is distributed through the Hypocrat
company [Les, 1991].

1.3.2 Other Medical Systems

The computerized approach to data management has been applied to other fields
of the medical profession. Osler et al [Osler et al., 1990] describe a system to man-
age a data bank of injury descriptions. The system integrates both data entry
and database searching for specific injuries, classes of injuries or combinations of
injuries. The injury description system is intended for widespread application

in academic trauma centers where an accurate and accessible trauma database is
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important.

Sinclair and Ross [Sinclair and Ross, 1990] report on a recombinant DNA lab-
oratory manager, based on a PC using DBASE Ili+. The system coordinates such
functions as keeping track of patient samples, blot membranes, polymerase chain
reaction products and test results. A data entry mechanism is also available via
a menu driven interface. The PC-based system saves time and reduces data han-
dling errors compared to the manual method, as well as provide the ability to
rapidly look up data and produce customized worksheets or reports correlating all

available clinical and laboratory information.

Goldberg ct al [Goldbery of al., 1989] describe a computerized workstation and
integrated multimedia communication link between a radiology department and
an emergency departmenl. The system is being implemented at the University
of Ottawa Medical Communications research Center to improve communications
between radiologists and attending physicians. The multimedia system consists of
several workstations linked by the hospitals’ local area network. The work stations
are 80386 based PCs with a 500 Mbyte image disc and a 1000 line monitor. The
multimedia data comprises digitized images (2430x2000x10), voice data (via a PBX

and Meridian Mail digitized voice messaging system) and graphics.

1.4 Overview of Thesis

This thesis presents a database design and implementation for the Patient Data
Management System (PDMS) being developed jointly between McGill University
and the Montreal Children’s Hospital. The PDMS intended use is the pediatric ICU
ward of the Montreal Children’s Hospital. The database design presented here
is an integra! part of the PDMS system, as data storage, archiving, and retrieval
availability issues are key to proper data management. The PDMS database, relying

partly on the OS/2 Extended Edition Relational Database Services, organizes the

22



1. Introduction

patient data in a relational format, and allows full retrieval capability via Structured
Query Language (SQL.).

The next chapter presents an overview of the PDMS system and the hardware
and software environmenl in which this system will function. The various PDMS
modules are presented, along with a discussion of some of the design and im-
plementation issues involved. Emphasis is placed on module functionality and

overall program structure rather than on low-level software details.

Chapter 3 focuses on the database and data storage issues, outlining the design
philosophy and the implementation issues. The functional architecture of the
datal.:se is presented in detail, and a discussion of the interaction between PDMS,
user and database are presented. Topics covered include the data organization,

internal data storage structure, and the overall software architecture.

Chapter 4 discusses the PDMS/CareNet simulator, developed mainly for de-
bugging and test purposes. The focus is on outlining the interactions between the
PDMS and the simulator. The capabilitics of the simulator are discussed as well as
areas of deficiency. A presentation of how simulation capabilities can be added is

also given, since future testing of the PDMS system will be an important concern.

Chapter 5 reproduces some sample sessions with the PDMS. Data storage and
retrieval from the PDMS database is benchmarked, allowing us to evaluate the
performance of the design and suggest improvements. Other extensions are pre-
sented which will enhance the PDMS system. Lastly, the conclusion summarizes

the material presented in this thesis.



Chapter 2 The PDMS System

This chapter formally describes the Patient Data Management System (PDMS)
being developed at McGill University for the Pediatric Intensive Care Unit (PICU)
of the Montreal Children’s Hospital. The PDMS is a computer-based information
management system for handling patient data in the hospital’s pediatric intensive
care unit. The PDMS must accommodate the needs of patients ranging from
newborns to adolescents, handling data measured electronically with physiclogical
monitoring equipment, data measured at the bedside, and data made available
from other departments such as laboratory results. The function of the PDMS is
to monitor and record all patient data, to facilitate the review and interpretation of
the data by presenting CRT displays of trends, plots and charts, and to assist in the
hardcopy documentation requirements by generating useful forms and required
reports.

The PDMS system is an attempt toimprove the efficiency and accuracy of patient
management by addressing both information and knowledge management in the
ICU. Efficiency can be improved by culting time spent in information recording, re-
trieval and evaluation; the thoroughness and accuracy of the data is also improved,
as well as allocation of resources [Halford éf al., 1989]. Computer-based advisors
and expert systems can contribute substantially in the decision making process in
the ICU [Gardner, 1986bl, while scoring systems can help predict the outcome of
a population of patients in the JCU. With a precise prediction of patient outcome,
management of resources can also be improved as this will provide individual

evidence of the benefits/requirements of intensive care [Knaus and et al, 19851

The PDMS system is an ongoing project, with new enhancements and func-

tionality continuously being added. This chapter begins with an overview of the
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PDMS, and its operating environment. The following sections then expand the
hardware and software environment to greater detail. In these sections, the entire
PDMS system is presented, with an aim towards overall functionality, and not

implementation specifics.

2.1 PDMS Overview

The design and development of the PDMS system began almost ten years ago,
when a need for some computerized help in the ICU was realised. The early 1980’s
had seen a dramaticincreasc in the number of medical monitoring devices available
on the market. The increase in the amount of data available to the medical staff
had resulted in an increased amount of time required to document and analyze this
additional information. It was soon realized that in most cases a computer could
do the task of data collection and documentation faster and more accurately than

a human [Carnevale, 1987].

Many commercial systems have been available for a number of years. These off-
the-shelf products offer the advantage of being ready to install in their entirety with
little involvement from the medical staff, which contrasts to the long develop‘ment
cycle of a home-grown system with its many staff consultations and try-outs. There
are, however, drawbacks to these commercial systems. Most commercial systems
available are not customized for a specific installation. Customization may be
difficult and costly. As well, the hospital may be paying for functions they do not

need and will not use. This increases the cost and complicates the user interface.

Most commercial systems used in ICUs have met with very limited success
mainly because of a poor interface design. The principle criticism by nurses
and physicians of these commercial packages is their lack of user friendliness
[Hendrickson et al., 1991]. Also, the lack of involvement of the users in the initial

planning causes serious limitations, as software packages could not be later cor-
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rected or modified. All of these factors contribute to resistance to the technological
innovations available for ICUs, making commercial PDMSs come short of fulfilling

their initial objective of relieving the workload of nurses and doctors.

For a patient data management system to be successful, the system must satisfy
the functional requirements identified at its inception, it must be able to integrate
new functions or interact with external computing facilities, and its user interface
must be perceived as responsive, unobtrusive and intuitive. User attitudes to com-
puterization and to the patient data management system must also be considered.
An examination of a successful data management system, Adamo, in the Nether-
lands [Hasman et al., 1988] attributed the success of the system to the fact that it

contains only those functions that are really necessary.

The commercial systems’ failure to address all the data requirements properly
resulted in the decision to have the PDMS developed in-house.

2.2 The Hardware Environment

The hardware configuration of the PDMS is presented in Figure 2.1. It is based on
the HP CareNet system which provides a local area network for linking multiple
HP 78534A physiological monitor/terminals to a HP 78581A Network Systems

Communication Controller.

To gather the information continuously generated by each bedside monitor, all
bedside monitors are linked together using the CareNet network. The bedside
monitors are connected in a star configuration with the System Configuration
Controller (SCC) at its center, collecting the transmitted information. To access the
SCC, the presence of the CarePort interface unit between the host computer and the
SCC is required. As far as the host computer is concerned, only the CarePort unit
exists; the host computer has no knowledge of the functioning or even existence

of the SCC. The HP 78580A CarePort unit is a programmable interface which
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Figure 2.1: ’'DMS Hardware Configuration

translates the commands of the host computer into the proper format for the SCC
and communicates the results or the selected bedside information back to the host
computer. The CarePort unit and the host computer communicate with each other

via éstandard serial RS-232-C interface.

The PICU setup includes fourteen bedside monitors which have been in op-
eration for over two years. In addition to acquiring physiological patient data,
these monitors also provide stand-alone data management capabilities including

automatic smoothing of measured parameters and real-time display of selected
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data. The patient data acquisition capability can be further enhanced with optional

plug-in measurement modules and a keypad for manual data entry.

The host compuler presently consists of an IBM PS/2 model 50 with an 80286
processor, 5 Mbytes of memory, a 30 Mbyte hard disk, an 8514 colour display,
and running version 1.3 of the IBM OS/2 operating system. To this will soon be
added an IBM PS/2 model 80 computer with an 80386 processor, 8 Mbyles of RAM
memory, a 150 Mbyte hard disk, and an 8514 high resolution colour display. The two
systems will be networked using a Token-Ring network, and the IBM OS/2 LAN
server/requester network software. The model 80 PS/2 will function as the PDMS
server, dedicated to acquiring and storing the patient data. The model 50 system
will be used mostly as a front-end system for the interactive PDMS inlerface such
as the trends module and the expertsystem. The initial fault-tolerance constraint of
the PDMS design (which designated both syslems to be run in parallel) can now be
loosened. With the new database implementation, dalabase recovery is no longer
a problem and as discussed in chapter 3, the fault-tolerance burden can be shared

by the two systems by exploiting the network connection.

2.3 The Software Environment

2,3.1 Operating System Considerations

The early PDMS system was prototyped for use on an IBM Personal Computer (PC),
based on an Intel 80286 microprocessor and operating under contro! of the MS-DOS
operating system. The initial design consisted mainly of a routine which acquired
the physiological patient data and displayed this using a simple character-oriented

display on a monochrome screen.

After the first protoiype, feedback from the hospital staff indicated that the

major drawback was the text-based trend displays, which generated cluttered

28



2, The PDMS System

graphs. A new PDMS design was proposed [Panisset et al., 1989] which revised
the user interface almost entirely. This new design adopted the graphical user
interface, based on the new, emerging Window-Icon-Mouse-Pointer standard. The

new design also made use of the latest enhanced graphic color displays.

While the MS-DOS operating system may have provided sufficient services for
the early PDMS system, it offered no support for graphical interfaces, windowing
systems, modular system design, and extended memory management. The limita-
tions of MS-DOS became a burden, making the software environment too stringent

to support the growing complexity of the PDMS program.

Although more expandable environments were available with other hardware
configurations (e.g. UNIX workstations) it was decided to remain with the PC
mainly because the PC environment was the least expensive in terms of hardware,
yet still allowing easy changes and configuration expansion. The 1988 release
of O5/2 by IBM and Microsoft brought all the benefits of the larger hardware
environments to the PC platform. OS/2 provides programs with benefits such as
large real memory, virtual memory, memory isolation, 1/O protection, resource

management, and multitasking services.

Due to the numerous benefits of a multitasking operating system, it was de-
cided to modify the design of the PDMS to implement it under OS/2. Clearly,
instead of having to design the PDMS as a single program to perform all the
necessary tasks, it is now possible to write separate programs to implement the
required functions such as network data acquisition, graphical trend display, and
fluid intake/output management. Each of these modules runs separately, and the
interfaces among them are defined in terms cf such operating system primitives as
pipes, semaphores, and shared memory segments, thus minimizing the possibility
of harmful interaction among the modules. Furthermore, it then becomes easy to

add more modules as the design progresses.
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2.3.2 User Interface

The overall organization of the various PDMS modules into a coherent system
presenting a consistent user interface was dictated at least partly by the constraints

of OS/2 version 1.0, the version of OS/2 currently available at design time.

0S/2 introduces the concept of a screen group, or session, which is a collection
of processcs that share a single virtual screen, keyboard and mouse. The process
— 05/2’s highest level of multitasking — refers to an instance of the execution of a
program. The screen group is a logical grouping or collection of processes, making
them share the same display, keyboard, and mouse. A screen group can be either in
the foreground (foreground session), or in the background (background session).
When in the foreground, all video output from any of the programs belonging
to this group instantly appears on the screen, and programs within the group
have immediate access to input from the keyboard or mouse. A background screen
group's processes continue to run even though the screen group is not visible. Video
output generated by these background processes is routed to a Logical Video Buffer
(LVB), which is later redrawn on the screen when the screen group is brought to
the foreground. Background processes are thus unaware of whether their output is
currently visible, but rather continue to send video data to a virtual screen (the LVB).
Likewise, background processes use a virtual keyboard and mouse for user input.
Through this method, OS/2 allows groups of concurrently running applications to
share the display without conflicts.

Implementing each module as a separate screen group allows each module to
run independently and concurrently. These modules are then grouped together in
a tree structure under a common “main menu”. This gives the PDMS a hierarchical
menu structure which facilitates its comprehension; users become accustomed to
having to pass through the main menu (the System Manager menu} to access any

module.
The goal of the current design of the user interface is to thus correct previ-
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ous criticisms, by accommodating the personnel needs at the Montreal Children’s
Hospital. It is important that the format of the modules be kept flexible to allow
easy modification to adapt to the future needs of the hospital. The user-interface
must also be friendly and intuitive. The following goals were established for the

user-interface design:

1. Easy modification and extensions. By exploiting the modularity permitted

by OS/2’'s multitasking, modifying various components of the PDMS can be
done quickly and efficiently, without extensive modification of the core PDMS
routines. This is further enhanced by OS/2’s support of shared Dynamic Link
Libraries (DLLs).

2. Friendly and intuitive design. Most of the user input and interaction is done

through the use of menus and windowed prompts. The users are notrequired
to learn any sophisticaled command syntax or mnemonic keys. For advanced

users, who will use the system extensively, shortcut keys are provided.

Where possible, the menus and user prompts were made similar to the paper
based forms already in use. The staff is presented with an interactive screen
they are already familiar with, which allows for less training time, decreased

anxiety, and fewer input errors.

An on-line help facility is also being designed to provide assistance and
training for the users. The HELP command is to be available at any point
in the program and will return the user to the same point in the executing
program when help wasrequested. This “context-sensitive” help is important

in giving users confidence and control over the system.

3. Error Recovery. In a stressful environment such as the ICU, using a program

with “immediate action” keys can lead to command errors which must then
be recovered. Therefore, all command keys must be followed by pressing the

ENTER key for confirmation or ESC to correct it.
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4. Consistent “look and feel”, To make the general “look and feel” of the user
interface consistent across the different modules, a single menuing procedure
was developed, which can run both i.. text modes and graphics modes. This
procedure allows the display of any number of menu items in a column or a
row-column format. The cursor keys are used to navigate a color highlight
which indicates the current selections. The procedure also accepts a list of
“shortcut” keys, which can move the pointer directly to the desired selection

without having to use the arrow keys.

5. Color and Graphics. The use of color and graphics significantly enhance the

display of trends. Color allows overlapping trends to be distinguished more
easily, while a graphical display of patient data helps reduce screen clutter
and enhances interpretability. Tullis [Tullis, 79811 has shown that effective
use of color can convey more information and reduce the monotony of tasks.
Variable color settings also allow users to match the displayed colors to the

workplace environment.

24 PDMS Modules

Figure 2.2 shows a block diagram of the PDMS software. Here, a tree structure is
implemented to give the user access to the various modules of the system via a
main menu. As the PDMS was originally designed for use on one, central worksta-
tion, organizing the various modules around a common main menu facilitates its
comprehension. The arrows in Figure 2.2 indicate communication between mod-
ules. As outlined above, the availability of a multitasking operating system has
allowed the design of the PDMS as a series of interacting modules. The modules

which have been implemented as of now are:

1. The System Manager which starts up the other modules and acts as a main

menu to allow users to go from one module to the next.
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2. The Data Link Controller (DLC) which interfaces to the network of bedside
monitors through the Careport network interface and an R5-232C link. This
module is concerned with the acquisition of the real-time patient data and
alarms from the network, the storage and management of these data in the
PDMS database, and transmitting commands from other modules to the

network (such as when adding a new patient to the network).

3. The Patient Registration Module which takes care of admitting and dis-
charging patients and managing "administrative” patient information such
as name, hospital number, etc. This information is made available to the

other modules of the system.

4. The Trend Display Module which allows the health care professionals to

review the data acquired from the bedside monitors as graphical trends.

5. The Fluid Balance Module which uses a spreadsheet format to interactively
manage the recording of all substances which are taken in (ingesta) and put

out (excreta) by a given patient.

24.1 The System Manager Module

To run the PDMS, the System Manager module is first started, and it takes care
of starting up the other modules as “children” screen gfoups. Since each module
is a separate screen group, only one can be active in the foreground at any one
time. The Manager presents the main menu which allows users to select which -
module is to be used. When a choice is made, the specified module is brought to
the foreground, where the user can interact with it. When the user wants to return
to the main menu, the appropriate command is selected inside that particular
module which then signals the Manager, who in turn will dispatch the module
to the background and bring the main menu back to the foreground. The System

Manager module thus acts as a central command dispatcher, switching between the
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various modules at the user’s request. This mechanism allows the user to preserve
a sense of order and not feel lost in any menu hierarchy. From the Manager main
menu, the user may select either of the Registration, Vital Trends, or Fluid Balance
modules. The main screens of these modules offer further choices, including that

of returning back to the main menu.

2.4.2 The Data Link Controller Module

The Data Link Controller (DLC) module is in charge of interfacing the PDMS with
the CareNet bedside monitor network through the CarePort interface, managing
the gathered information for easy access by other modules, and storing the data in

the PDMS database for future consultation and archive purposes.

One of the principal functions of DLC is to obtain the monitor parameter values
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and to place them into circular queues after some averaging. These values can later
be accessed by the Trends module for graphic trend display. Information about
the network status of each bed must also be shared with the Trends and Fluid
Balance modules. The parameters and other network data are therefore placed in
shared memory (Figure 2.2). Toavoid read-write conflicts, semaphore handshaking
is implemented for parameter queues and network data access. Commands are
passed to DLC through the use of a command buffer (Figure 2.2), also placed in

shared memory. Semaphorcs are again used for access control and event signalling.

Most of the activity of DLC deals with communicating with the Careport in-
terface. This requires the DLC module to perform multiple tasks. It must be able
to receive the automatic data and alarm messages, periodically average and store
the parameter values in raemory or on disk, and at the same time be able to pro-
ceed with command message exchanges, some of which can modify the definition
of logical sources and their data messages. This multi task implementation was
solved by utilizing the pipe and multiple thread features of the OS/2 operating
system. The DLC module is structured around five threads: main, read port, alarm
handler, accum params and save parums, which perform the various operations. The
implementation of these threads is detailed in [Panisset ef al.,, 1989]. This multi-
thread DLC implementation facilitates its programming by decoupling the various
DLC functions.

2.4.3 The Patient Registration Module

This module manages the admission, activation, suspension and discharge of ICU
patients from the PDMS representation of the ICU ward. It is through this module
that the patients’ demographic data and administrative data is entered. This mod-
ule also gives the user control over network activities such as connection, activation

and suspension of a bed from the network.
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When the Patient Registration module is selected from the System Manager
main menu, the user is presented with the main Registration menu shown in
Figure 2.3. The commands selectable from this menu are described below.

Admit Patient

The admission menu, Figure 2.4, is the sole vehicle via which a patient is regis-
tered into the PDMS system. Here, various text-entry fields allow the patient's
administrative data to be entered. This data includes the patient’s name (first and
last), sex, address, telephone number, treating doctor, hospital number, ICU bed
number, and date and time of admission. The ICU bed number is a concept which
allows patients to be tracked on a bed basis rather than patient name or hospital
ID, since in many cases, this information is not known at admission time. The bed
number is also used as an indicator of available beds remaining in the ICU.
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Figure 2.4: Admit Patient Menu

Much of the text-entry fields of the admission menu may be left blank initally,
allowing emergencies to be dealt with immediately. The only requirements are that
the hospital ID must be entered. If the admit date and time are left blank, it will
autofnatically be set lo the current date and time. A blank bed number field will
let the PDMS system assign the patient to the next available free bed, in increasing
numerical order. The other fields can later be completed via the edit menu.

When the field entries are completed, the patient information is saved and the
patient registered to the PDMS by the ‘F2' key. A command to modify the logical
source definition is passed to the DLC module, via the command buffer. DLC will
initiate the required transaction with CarePort and begin acquiring physiological
parameter data. The DLC module will also create a shared memory structure in
which all the patient information is stored and can be referenced by all the PDMS
modules. The same data will also be written to the PDMS database. This is
described in greater detail in chapter 3.
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Edit Patient

This menu allows the patient administrative information (entered via the registra-
tion module’s Admit Patient menu) to be edited. The menu is identical to that for
Admit Patient, with text-entry fields which can be modified. The user can thus edit

erroneously entered information or information which was left blank.

Should the user edit the hospital ID field, the patient data stored to date will be
left intact for legal purposes, and a cross rererence will be made to the new patient
ID. The old data will be marked with a special code to prevent conflicts with old
or new patient data. Other editing constraints, mainly for legal purposes are that
the admittance and discharge dates and times are marked as having been edited,

and the previous values are still stored.

Editing is terminated again with the ‘F2’ key, with the updated information
written to the PDMS database. No network modification is necessary, unless the
ICU bed number was modified. This may oceur ii the patient was moved from one
bed to another. If the ICU bed number is changed, the logical source modification
is again performed through the DLC module, with the same procedure as for

admitting a patient.

View

This allows a quick summary report, listing patients, hospital ID and associated

bed numbers of patients currently registered in the PDMS system.

Retrieve

By specifying only ‘key’ information, such as the hospital ID, the retrieve menu will
query the database and rcturn the matching administrative information if found.

Coupled with an input device such as a bar code reader, this could allow for quick
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and efficient registration of patients.

Suspend/Resume

This specifies to the PDMS system to suspend or resume network data acquisition
for a specific patient. This will be mainly used when the patient is temporarily
transferred to another depariment (e.g. lab tests, XRays). Suspending the network
data acquisition will prevent null data from being stored and varying the patient
trends.

Discharge

This menu selection brings up an entry field where the user specifies the discharge
date and time. lf no date or time is specified the current date and timé is used.
Once discharged, the PDMS ceases acquiring network data for the patient. The
ICU bed number is frecd for use by another patient, and any on-line patient data
is flushed to the database.

2.4.4 The Trend Display Module

The interactive display of praphical trends constitutes one of the most important
aspects of the PDMS. The visual correlation of selected parameter trenus is 2 major
feature and much effort has been invested in the design of the display screen
structure (Figure 2.5). A consistent use of function keys, menu highlighting and
cursor control was selected o make the system easy to learn and use. It was decided
to maintain a basic resemblance to the current manual charts for familiarity and
user acceptance. The displays are available on a “bed basis” just as is the case for

the present patient folders.

Clearly, most of the data needed in the ICU is much more relevant in graphical
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Figure 2.5: Vital Signs Trend Display

than in numerical form. For the case of vital sign data coming in from the network,
the user can interactively select what data sets to display at the same time on the
screen, and thus be able to observe the relations between these. Parameler data can
be displayed in real-time for a remote location, or can be retrieved from storage.
Once displayed in graphics format, it is easy to see whether a trend is developing

or is only temporary.

Since there is only a limited quantity of data which can be represented on
the screen, the screen appears as a sliding window which can be used to view
any part of the trend data. There are three modes of operaticn: in the second
data mode, the screen can display the equivalent of 50 consecutive seconds of
data points, in the minute data mode the screen can display the equivalent of 50
consecutive minutes of data points, whereas in the half-hour data mode it can
display 24 hours of half-hour data points (also 50). By allowing the user to specify
the display range for data, the Trend Display module can display patient data in
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memory, and/or retricve and display patient data stored in the databasc. Each
possible physiological parameter is assigned a distinct color and symbol pattern
combination, which allows the simultaneous display of several trends. Some trends
result from triple-valued parameters (i. ¢. systolic, diastolic and mean values); such
parameters are displayed as three traces using the same coler and symbol, since by

definition the three will almost never cross and will always have the same order.

2.4.5 The Fluid Balance Module

Fluid Balance is defined as the measurement of all substances (usually liquid) going
in (INGESTA), and all substances coming out of the body (EXCRETA), to determine
the overall balance of fluids. This has to be monitored because of the effect the

balance has on blood pressure, dehydration, pooling, drowning or thrombosis.

The Fluid Balance module enables the entry, calculation and correction of the
volumes of all the fluid intake and output of a given patient. The spreadsheet
format of the form, shown in Figure 2.6, emulates as closely as possible the actual

paper forms used in the intensive care unit by the nurses.

Keyboard data entry for the Fluid Balance module data presents a bottleneck,
since there is currently only one PDMS console and fourteen beds. The ideal
solution would be to have infusion pumps linked electronically to the PDMS,
much in the same manner as the bedside monitors are linked through CarePort.
Presently, the ICU has a variety of infusion pumps, each of which provides a

different interface to the pump, making this option unwieldy.

In order to cffectively integrate the manual entry of data into the PDMS and
facilitate human-compuler interaction, a spesch interface is being investigated
[Petroni et al., 1991]. The voice recognition system would allow the medical staff

to enter bedside data using speech.
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As with the Registration Module, if any fields of the Fiuid Balance data sheet are
edited, the previous value is still stored for legal purposes, and the field is marked
with a special code to indicate that it has been edited.
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Chapter 3 The PDMS Database

This chapter details the design and implementation of the PDMS database subsys-
tem. The first section gives an overview of the OS/2 Extended Edition Database
Manager. The data entities and relationships important to the PDMS are then
described. Following this, the database architecture and its implementation are
detailed.

3.1 The OS/2 Database Manager

Operating System/2 (OS/2) is a new operating system developed by IBM and
Microsoft for personal and desktop computers based on the Intel 80286 and 80386
microprocessors. OS/2 uses the protected mode of these microprocessors which
allows a large address space, virtual memory, and multitasking capabilities. In
addition, OS/2 also offers operating system features such as dynamic linking, a
device independent program interface, and a graphics windows-based interface.
As an extension to the basic product, IBM offers the Extended Edition of OS/2,
which includes the Database Manager and Communications Manager packages.
These provide database management services and local area network commurica-

tion services, respectively.

The Database Manager is a relational database management system {DBMS)
which is fully integrated into the O5/2 environment. As a DBMS, the OS/2
Database Manager provides control of stored data, appropriate interfaces to that
data, and the tools necessary for building applications that utilize the data. Unlike
other DBMSs, however, the Database Manager was specifically designed for the

OS/2 environment. This implies that the Database Manager can achieve a high
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level of functionality by using such OS/2 features as multitasking and concurrency.

The Database Manager consists of two parts: Database Servicesand Query Man-
ager. Database Services provides the relational “engine” of the system, handling the
tasks of data definition, storage, manipulation, and control. Database Services also
provides the Application Programming Interface (API) through which programs
can interact with the Database Manager. The Query Manager is a higher-level
interface to the features supported by Database Services. It embodies a graphicai
front-end interface which acts as a buffer between the user and the lower-level
functionality of Database Services. Query Manager also supplies the Customized
Interface — a fourth generation language or applications generator for creating

customized database applications.

The OS/2 Database Manager is a relational DBMS. This implies that the data
is represented using relations. In addition to relations, Database Manager under-
stands other database objects such as views, indexes, queries and forms. (For a

detailed description of the relational database model, refer to Date [Date, 1990)).

Operations on the relations are performed through the Structured Query Lan-
guage (SQL). SQL has been adopted by the ANSI institute as the standard language
for relational database systems. A significant feature of SQL is that the same lan-
guage is available at two different interfaces, namely an interactive interface and
an application programming interface. As an interactive query language, SQL
statements can be executed from the Query Manager’s prompted interface. Asa
database programming language, SQL statements can be embedded in the high-
level language source code of an application. For a complete description of the
Database Manager SQL statements and functions, refer to the Database Manager

programmer’s guide [IBM, 1990).

Operating under the OS/2 environment, the Database Manager supports multi-
task and multi-thread concurrent access to database data and conforms to the

ACID (Atomicity, Consistency, Isolation and Durability) test standards set by the
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Transaction Processing Council. Consistency levels of repeatable read, cursor stability
and uncommitted read are supported through the use of buffers, two-phase commit

and rollback operations, and various locking levels.

The Database Manager ensures integrity and recovery of the data by providing
utilities for making and restoring backups of a database. Additionally, the Database
Manager keeps a log of all database transactions. Should a database become
corrupted, the backup can be restored and the log can be used to bring the data

up-to-date.

Security of database data is enforced in two ways. First, each database can
be password protected. The password must then be supplied by any user or
application program attempting to connect to the database. Second, each user is
assigned an authorization or login 1D. Access priviledges to the database and its

objects can then be controlled for each “user” via GRANT and REVOKE operations.

In association with the Communications Manager, Database Manager provides
the implementation of distributed databases across a local area network. The Com-
munications Manager component, which supports the APPC (Advanced Program-
to-Program Communications) protocol, supplies the underlying communications
software for the remote services feature. With remote data services, applications

can then access databases regardless of where on a network these databases reside.

3.2 PDMS data types

The PDMS is designed to store and retrieve a large amount of varied types of
data. This includes both data from the network of physiological monitors and data
entered manually by medical staff. Currently this latter category only includes
patient administrative data, but extensions to manage other manual data can easily
be added.
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Network Data

Incoming data from the physiological monitor network is of four types:

1. Parameter Data are monitored data elements which can be represented nu-
merically. This is data which originates from the bedside monitors, such
as heart rate, respiration rate, or blood pressure. Parameter data, identified
through a Medical Function Code (MFC), is updated every 1024 ms.

There are two messages related to parameter data: Parameter Value (PV) and
Parameter Support Data (PSD). PV messages contain the binary values for
all the parameters from active selected data sources coming from a bedside
monitor, whereas PSD messages coriain the ASCII text displayed on the
monitor for each active source. Parameter values can come single valued or
triple valued. A triple valued parameter is defined by three numbers rather
than one. Triple valued parameters are associated with MFC’s greater or
equal to 128.

2. Wave Data are digitized, sampled representations of the real-time waveforms
given by the bedside monitors. This data, such as ECG and pressures, are
also identified by an MFC and can be available every multiples of 32 ms.
Wave data is always 125 Hz except for ECG which can also be 500 Hz. As
for parameter data, values and support data are separate. The Wave Values
(WV) messages contain digitized wave data samples as a function of time.
The Wave Support Data (WSD) message contains wave calibration and scale

information, as well as the ASCII wave label.

3. Alert Data are data strings which contain messages describing some alarm
or inoperative state of a monitor. Alert data is identified by the couplet of
MFC and Qualifier Code and is updated every 1024 ms. The Alert Status (AS)
message contains the currentstatus of alerts for a bedside monitor. The Alarm

and Inop text (AT and IT) messages contain the text being displayed on the
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monitor for the current alarm or inop. There may be multiple simultaneous
alarms or inops for a bedside monitor. Because alerts remain in action often
for more than a second, a change count is associated with each alarm. It
indicates by remaining identical or changing its value if the alarm is being

repeated or occurred for the first time.

4. Status Data corresponds to the Instrument Status (IS) message broadcasted on
CareNet by each bedside monitor every 1024 ms. The status data includes the
internal states of the instruments as well as a list of the waves and parameters

which they are currently transmitting onto CareNet.

The parameter and wave data is marked with a validity code. A wave or
para:neter value is valid when the source has detected no problem with the data.

Invalid data possess some detectable problem and is therefore unreliable.

Non-Network data
There is much data which does not come from the physiological monitor network.
This data is available either through other channels, or is entered manually by the

ICU medical staff. This includes:

¢ Demographic Administrative data. This includes data such as a patient's

name, address, hospital ID number, telephone, birth date, social insurance
number, and medical insurance (MEDICARE) number. This is data which
is required for administrative purposes, and for proper identification of ad-
mitted patients. This data can be entered into the PDMS system via the
Registration module Admit menu. For the PDMS, all that is required is the
patients’ hospital ID number. Most of the other data is probably already avail-
able via the main hospital information system (HIS). Although duplication of
this data is wasteful, the communication links between PDMS and HIS have

not been finalized, forcing the PDMS system to store the data.
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o Fluid Balance Data This is data measuring the intake/output of fluids for a
patient. This data is entered through the Fluid Balance module menu. The
data is mostly numeric in nature (fluid measurements), but also contains

text (fluid name or type), and date/time (date and time of measurement or

administration) data.

¢ Medical Diagnostic Codes. To track the diagnosis of patients, various diag-

nostic codes are used by the medical staff. This is mostly textual data entered

manually by the medical staff.

e Patient Observations. This is free text data entered by the medical staff, when
itis desired to record certain patient observations or comments on the patient

condition.

3.3 Database Architecture

The PDMS database will be required to serve most of the needs of the PICU.
It will be accessed by both the PDMS modules and other application programs
(either batch or interactive) used in the ICU. The PDMS database must be able to
meet ever-changing requirements of existing or new applications. It must capture
both the static (i.e. information content) and dynamic (i.e. processing operations)
properties needed to support the required transactions and queries. To fulfill this

role properly the following requirements must be considered during the design

process:

e Availability. Data should be totally free from the constraints of any specific
implementation scheme, while being available on demand to all requests that
need it. Manipulation (queries, updates) of the data must follow standard,

documented procedures, and must be easy to perform.
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» Security. Data should be stored securely, and available only to those people

or programs authorized to use it.

o Archiving. Data storage will follow consistent methods, while leaving the
data in a maintainable form. Long-term archiving must balance storage

efficlency and retrieval accessibility.

o Cost. The proposed implementation must consider the hardware and soft-
ware costs involved. These costs must be kept in line with the intended

environment.

The PDMS data architecture is organized in a multi-level structure, shown
in Figure 3.1. The hierarchy contains a memory resident section (patient table
and circular queues), a relational database manager with associated disk based
database, and a long-term data archive section. This multi-level structure allows
the PDMS data storage structure to accommodate efficient data sharing, the real-
time nature of some of the data, and the voluminous data storage task, all the while

remaining flexible and easy to tailor.

3.3.1 Memory Resident Data Structure

The memory resident part of the PDMS database stores data in RAM only for those
patients currently in the ICU. As network data is acquired for a patient by the DLC
module, the data is first stored in memory resident structures. Later, either on a
periodic basis or when a patient is discharged from the ward, the data is flushed

from memory and stored in the relational database on disk.

The memory resident data structure is created and initialized by the DLC mod-
ule at start-up of the PDMS. All the structures are created in an OS/2 shared
memory segment to allow all PDMS modules access to this data. This is necessary

as various modules of the PDMS need to frequently reference and/or update the
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data fields. Two memory resident data structures exist: the Patient Table, which
includes a data record for each bed, and the Parameter Data Queues, which are
circular queues for holding the patient parameter data acquired from the bedside

monitors.

The Patient Table

The Patient Table (Figure 3.2) is a memory resident array of Bed Status Records
(BSR), indexed by bed number. Each BSR therefore corresponds to a bed in the
ICU. The different fields of the BSR contain information about the patient residing
in the bed. The Bed Status field indicates whether the bed is ‘free’, ‘in-use’, or
‘suspended’ The other data fields indicate patient name, hospital ID, attending

physician and parameter data queue pointers.

The BSR fields are initialized every time a new patient is admitted into the PDMS
through the Patient Registration Module. Upon registration, the patient’s name,
hospital ID, and bed number are entered along with other textual information. The
Registration module then writes this data to the appropriate fields of the bed’s Bed
Status Record. The DLC module then initializes the parameter data queues and
sets the bed-status field of the BSR to in-use. The network connection with the
CarePort interface is then initiated by the DLC module.

Maintaining this patient information in memory allows the PDMS modules fast
access to information used to maintain on-line displays. Furthermore, the Patient
Table coordinates access to the parameter data queues. The parameter data pointer
fields in the RSR are used to access the first and last parameter data points for the
data queues. 1 ais provides the DLC module with a quick, direct access mechanism

for parameter data saving,.

This memory resident data is constructed, maintained, and read by various

modules of the PDMS according to a well defined set of protocols and sequences to
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Patlent Table
BSR 1 |[BSR2 e B8SR 14
Bed Status Record
- ; Parameter Dala
Patient L3 Circular Queue
Name Parameter Data | min — -
First Byte Fome--
Patient ID ' hhr
Attending : sec
Physician | Parameter Data | iy —f——— 4
| V.
Bed Status LastByte 'pp
Indicator

Figure 3.2: Patient Table with Bed Status Record

ensure data integrity. Each module operates on paris of the data which is relevant
to its function. Interprocess communication and synchronization is accomplished

by employing OS/2 services such as semaphores, pipes, shared memory segments

and timers.

Data Queues

As network parameter data is acquired in real-time by the DLC module, it is stored
in memory resident, circular queues. There are three such queues: a second data
queue, a minute data queue and a half-hour data queue. For each active patient,
parameter data is received from CarePort approximately every iwo seconds, stored
in the second data queue, and added to 2-second data accumulators. After sixty
seconds, the accumulated 2-second data points are averaged over the minute and
the averaged value is placed in the minute queue and added to the minute data
accumulators. The accumulated minute data points are then averaged out after

thirty minutes and the value is place into the half-hour queue.
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Figure 3.3: Organization of Parameter Data Queues

Parameter Indicator dalabyte | databyte data byte
{type & langth) 1 byte i 2 8

Figure 3.4: Variable Length Parameter Value Record

The parameter data circular queues are organized as a three dimensional array
of bytes, indexed by bed number, data point number, and data point byte number,
respectively. This organization is shown in Figure 3.3. The ‘secondptr’, ‘min-
uteptr’, and ‘halfhrptr’ pointers reference arrays whose elements are indexed by
bed number. Each of these bed number elements in turn references a circular data
queue, whose individual data points are arrays of bytes. The individual bytes of

the data point array are then accessed on a byte basis.

One queue data point is actually an array of bytes occupying a maximum of 39
bytes. A queue data point refers to an averaged sampling of multiple parameter
values for one bed corresponding to a certain time interval. The first six bytes of a
queue data point constitute a time stamp while the remaining 33 bytes contain the

variable number of variable length parameter value records shown in Figure 3.4.

A one byte indicator at the beginning of each parameter value record indicates
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which parameter is stored in the record and its length. The data bytes follow.
Parameter data are either single valued (2 bytes}, or triple valued (6 bytes). An
example of a triple valued parameter is blood pressure, where there exists values
for systolic, diastolic, and mean. The last parameter value record is followed by a

zero byte indicating end of the queue data point.

The current limit of 39 bytes for a queue data point iraplies that one queue data
point can hold up to eleven single valued parameters, or four triple and one single
valued parameter, or any combination in between. This limit has been arrived by
studying present parameter charting at the ICU, and has been found to be adequate

for present needs.

Storing the network parameter data in memory resident queues ensures that
the DLC module can effectively manage the real-t'ime data acquisition task. Thus,
rather than requiring a disk access approximately every two seconds, the data is
transferred to disk in blocks, at periodic intervals. The archive interval is currently
set at five minutes. Every five minutes, the save params thread of the DLC module
will write the minute and second data points to the database, along with one half-
hour point every sixth five minute interval {i.e. every half-hour). The second data
points are stored in a circular manner, with the new five minute block replacing
the previously archived second points. This temporary storage allows the medical
staff to review a patient’s most recent second data. If the data poinis are deemed

important they can be moved to permanent storage.

Memory Usage

The Patient Table contains 14 Bed Status Records, each of which may require up to

207 bytes of storage. This puts storage requirements for the Patient Table at 2898
bytes (2.83 Kbytes).

Accumulators for the 2-second and minute data are identical and require a total
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of 4,10 Kbytes of memory. For the circular queues, the second and minute queues
hold parameter data for the preceeding two minutes and two hours respectively
(i.e. 120 data points per queue, with 39 bytes per data point), for up to fourteen
patients. Memory required for these buffersis 65520 bytes (63.98 Kbytes) each. The
half-hour queue holds data for the same number of patients, for the preceeding
two days (i.e. 96 half-hour data points per patient). 52416 bytes (51,19 Kbytes) are
needed for this buffer.

The current total RAM storage requirements for the memory data structures
is thus a minimal 186 Kbytes. The memory resident data structures only support
administrative data and vital sign parameter data. This will have to be extended
to include other data from the bedside monitor network. As support or alarms,
INOPS and wave data is added, additional RAM storage may be required. Mal-
owany [Malowany et al., 1989 describes one possible organization for alarm data

handling,

3.3.2 Relational Database Organization

Central to the multi-level storage structure is the physical data storage component,
represented by the relational database in Figure 3.1. This is where all the PDMS
data will be stored, to serve as a central repository for both the memory resident
structures, the PDMS module data requests, and asynchronous user queries for

patient data.

Relational Database Manager

The PDMS database is organized as a relational database, using the IBM 0S/2
Extended Edition Version 1.3 relational database manager services. Previ-
ous implementations of the PDMS database have used a hierarchical structure
[Malowany et al., 1989] and an ISAM file/B+ trees structure. An evaluation of
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these systems determined that a new implementation, based on a relational model
would provide several advantages [Fumai ef al., 1990). Lee [Lee and Lee, 1991] has
also evaluated several different data mnodels for a medical patient data database.
This study has concluded that the relational approach offers a number of advan-
tages:

1. Data Independence.

Operations on the data do not require using a specific, pointer sequencing,
access method, inherently linked to the data file implementation. Changing
the data file implementation does not require recoding of the procedures
which operate on the data. In relational database systems in fact, the low-

level physical implementation is hidden from the user and developer.

2. Data Concurrency.

Relational data systems have matured in a multi-user, multitasking envi-
ronment. Linder OS/2, the relational database manager can make full use
of multitasking offering multiple accesses and shared data facilities. With
many of the other PC-based database implementations there is no support

for concurrent data access.

3. Enhanced Query Capability.

The OS/2 Database Manager supports the ANSI standard Structured Query

Language (SQL). SQL uses english like syntax, enhancing the accessibility to
the stored PDMS data.

4. Network Distributed Access.
By being tightly couz'sd to the OS/2 system and the Communications Man-
ager sub-system, the database will be fully networkable, allowing a dis-
tributed PDMS data structure. And, with relational database systems widely
available on other hardware environments, the PDMS can easily be config-

ured on a heterogeneous, database network.
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Patient Address Admittance Date Parameter Name
Patient Birthdate Admitiance Time Parameter Value
Patlant Hosplital ID Numbar Discharge Date Parametor Timestamp
Patient Name Discharge Time Parameter MFC Coda
Patient Sex Attending Physician's Name

Patient Telophone Number ICU Bad Number

Figure 3.5: Important PDMS Entities

Database Relations

Date [Date, 1990] identifies two important elements of the database design process
as being the conceptual and external schema definitions. The conceptual schema
will describe the data and relationships of importance, while the external schema

will describe how these will be modeled and implemented on any given DBMS.

The important data items for the PDMS database are listed in Figure 3.5. The
relationships between these items is then shown in Figure 3 6 in entity-relationship
(E/R) diagram form. This E/R diagram represents the conceptual schema of the
PDMS database.

Turning to the external schema part of our database design, it is important to
recall at this point that the database will be relational, thus the external represen-
tation will describe relations, attributes of these relations and so on. The relational
database can be implemented by defining several relations which would group
together common data. Figures 3.7 through 3.9 show the relations for the PDMS
database. Here, the primary key attributes are those columns marked as ‘data

required’.

The ADMIN_DATA relation (Figure 3.7) will contain the patient’s administrative
data. Most of this data is textual in nature, and is therefore stored as characters or
character strings. As the hospital ID will be unique for each patient, it is used as
the primary key. The birthdate is stored as a character string for compatibility with
existing PDMS modules.
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The ADMITTANCES relation (Figure 3.8) will contain information about the
different instances the patient was admitted to the ICU. Again the hospital 1D is
used as the primary key together with the admittance date and time. Together,
these three values will represent an instance of a patient being admitted to the
ICU. The admit and discharge date and times are stored as data types of system
date and time, which are comparable to character strings, but allow for storage
advantages. The Registration module will manage the data in the ADMIN_DATA
and ADMITTANCES relations.

For the patient-specific data, several patient-specific relations are created, with
each patient having his or her own set of tables. The relations, TSPARAM.*,
SPARAM_*, MPARAM.* and HPARAM_* will store temporary second data, per-
manent second data, minute data, and half-hour data for a patient wi:h a hospital
ID of *. The definition of all these four tables is identical, with each tuple entry
of these PARAM tables containing the parameter mfc code, associated time stamp
and parameter data value. The mfc code is stored as a small integer (2 bytes),
while the timestamp is a combined system date and time data type. The parameter
value attribute is defined as a non-textual, variable length byte array. The variable
length is’is necessary since the parameter value may be single or triple valued. The
MPARAM.123456789 relation (Figure 3.9) is representative of the PARAM relations.
The TPSPARAM.* relation is somewhat special in that it is a circular table, where

new second data points override previously stored points in a circular manner.

Figures 3.10 through 3.12 show some sample data which will be stored in the
refations. Note thatonly one of the parameter data relations is shown. In Figure 3.12
the parameter values do not appear, since they are non-alphanumeric in nature.
The actual Database Manager SQL definitions for the PDMS database are described
in chapter 5. |

With this database implementation, the different PDMS modules ¢an now in-
teract with the Database Manager in order to update and retrieve patient data. As
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o Quary Managor lor PDMS 1990 v a
Acllons Constraints Exit [ H1elp
Table ADMIN_DATA
Selact Actlons above to add additional celumns at the end of this table
definition.
Column Name Type Length  Attributes
D Chharacter (Fixed) 9 Data required. Text
FNAME Character (Varlable) oo Texd
MNAME Character {Varlable) 0o Text
LHAME Character {Variable) uo Tex
SEX Character {Fixed) 1 Texd
BIRTHDATE Character (Fixed) 10 Ted
ADDRESS Character (Variable) a0 Texd
cry Character (Variable) 8o Text
PROVINCE Character (Variahie) 80 Text
POSTAL_CODE Character (Varlable) no Text
TELEPHONE Character (Fixed) 13 Texd
Figure 3.7: ADMIN._DATA Database Relation
== Quary Manager lor POMS1990 v A
Actions Constraints Exit | Help
Table ADMITTANCES :
Select Actions thove to add additlonal columns at the end of Lhis table
detinilion.
Column Name Type Length Aftributes
D Characler (Fixed) 9 Data required, Text
DATE_IN Date Dala required
TIME_IN Time Dala required
DATE_OUT Date
TIME_OUT Time
DOCTOR Characler (Variable) B0 Text
BED_NUMBER Small integer
Figure 3.8: ADMITTANCES Database Relation
— Query Manager fu: PDMS!490 [wia
Actions Constraints Exit | Hetp

Table MPARAM_123456789
Select Actions above to add additional columns at the end ol this table

deflnition.
Column Name Type Length Attributes
MFC Small Integer Data required
TIME_STAMP System Date and Time Data required
VALUE Character (Variable) (1

Figure 3.9: MPARAM.123456789 Database kelation




3. The PDMS Database

= Query Managoer for PDM51990 v a
Aclions Display Esdl [ Melp
Report

L]
ADHIL_DATA C
POETAL
mn FHANE LUAME 8 BIRTHUDATE CITY CODE TELEPHONE
123456789 Hareo Petronlt M 190G-09-19 Cate 8t. I, H4V 204 S14-481-5325
234567890 Christian Collat M 19(5-01+07 Montresl HM 2E1 S14-¢33-7126
345670901 Yathleen Roger F 1933-07-03 Montreal H3H IC3 514-937-1060
L 3

Figure 3.10: Sample data for ADMIN.DATA relation

== Query Manager for PDMS1990 v a
Actions  Display Exl | Hel
Report
hd
ADHITTAMICES
DATE TINE DATE IME BED
o e in oUT 0T DOCTOR MHUMBER
1235067689 02-03-1990 12100100 OCJ-13-31990 16:41:23 Dr. Thomas ----;
234567090 D2=04=31990 13:00:00 D2-34-19%90 09.47:00 Dr. Ronald F4
sue END sse L
-l - "
Figure 3.11: Sample data for ADMITTANCES relation
— ]
= Query Manager for PDM$1930 v oa
Aclions Display Exit Help
Report
t
MPARAN_122456789 TABLE B
TINE
MFC STAMP VALUE
10 1990-02-03-12,00.01.000000
15 1990-02-03-12.01.00.000000
16 1990-02-03-12.01.00,000000
10 1990-02-03-12.02.00.000000
15 1990-02-03-12.02.00.000000
16 1990-02-03-12.02.00.000000
b
*¢ +!
—_——— e — |

Figure 3.12: Sample data for MPARAM.123456789 relation
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the need arrives for even more patient data to be stored, then the database can be
expanded easily by introducing new relations. Chapter 5 discusses the implemen-

tation of relations for storing wave data, alarm data and diagnostic codes.

Data Retrieval

Data retrieval from the PDMS is greatly simplified. Since the data is now easily
accessible in the PDMS database, the stored PDMS data can be used by both PDMS
modules and external applications. Modules requesting data need simply post the
appropriate SQL query to the Database Manager. Special treatment is necessary
only for the retrieval of parameter data by the Trend Display module. If the
query requests data less than five minutes old, part of the parameter data must be
retrieved from the memory resident queues and part from the relational database.
This is obtained by splitting the data requests into two separate requests: one to
the DLC module, the other to the Database Manager.

Another item which requires special attention is the display of ‘real-time’ pa-
rameter data by the Trend Display module. In this case, the Trend Display will
present ¢ self-updating screen of vital trends. To achieve this, the Trend Dis-
play mudule initiates a Dynamic Data Exchange (DDE) transaction with the DLC
module. Dynamic data exchange is an information transaction based on the client-
server model, which allows two or more applications to share data in an automatic
fashion, according to a well defined protocol [Southerton, 1989]. Rather than hav-
ing to continuously query the server for data, the client (Trend Display module)
can request the server (DLC module) to transmit data automatically as soon as it

becomes available, thus decreasing communication overhead.

With this new database implementation this PDMS data now becomes readily
available and the medical staff may envisage other interactions with the patient
data. This is further assisted by the presence of the Query Manager. Through the

customized interface application-generator 4GL, customized query applications,
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with menus, push butlons, and customized forms, are foreseen. Such modules can
be easily added to the present PDMS system or as separate programs accessing the
database through the local area network. This approach will relieve the medical
staff from having to learn any programming languages, and facilitates access to the
data.

Data Security and Integrity

The new database design based on the O5/2 Database Manager solves many of the
security problems of the previous implementations. For security of the data, the
05/2 Database Manager offers user screening and password protection. The first
level of security is screening of individual users using the PDMS. This is possible
since the Database Manager 13 iniegrated with O5/2’s User Profile Management
Services, requiring each database user to have an authorization ID, with password.
Access priviledges to the database can then be controlled (through SQL ‘GRANT’
and ‘REVOKE' statements) for different users. For medir | staff using the PDMS,
this would require that the nurse or physician log in (via the User Profile Man-
agement) before activating any PDMS module. The PDMS modules would then
operate under the current user’s authorization 1D, and operate only on the data

which is accessible.

The password protection feature involves assigning a password to the database
objects as a whole. This feature is somewhat more restrictive, as it allows or denies

access to the PDMS database as a whole.

The integrity issues have also been simplified with the new database implemen-
tation. While previous PDMS designs required two systems running in parallel to
ensure fault-tolerant operation, this is no longer the case. The two systems, both
connected to the CarePort interface, will be networked via a local area network.
One system can be a dedicated server, with the other system being used for the

PDMS interactive expert system or other external applications. Additionally, the
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two systems verify (via network diagnostic messages) that the other is functional.
Should the server system fail, the second system can take over the task of patient
data acquisition. Thus, although two systems are still required, the ‘second’ sys-
tem is available for other uses while the server is functional. Furthermore, the two

systems need not be located close together.

3.3.3 Data Archiving

To reduce the table number and storage space demand on the primary hard disk,
the entire collection of tables in the PDMS database can be periodically transferred
to mass storage. Traditional archiving devices such as tape will still be required
for long term, off site archive storage. For intermediate mass storage, optical
disks provide a storage medium which allows the data to remain on-line. This
optical disk archive will increase the availability of the PDMS dala. Transferring
the database data to the optical disk can be performed on-line using the Database
Manager BACKUP and EXPORT utilities. Only those tables and data belonging
to discharged patients will be archived, and then deleted from the active PDMS
database on the hard disk. Current ICU patients’ data remains untouched. The
time interval between archives will be determined empirically, taking into account
storage space, data availability and accessibility requirements. For now, using a
630 Mbyte optical disk, a period of one year is envisioned. The archived collections
can then be separate databases, labeled PDMSXXXX, where ‘XXXX’ would be the
year {e.g. PDMS1990).

An appropriate media for this database archive would be the Write Once Read
Many (WORM) optical disk. This would suit the large capacity required and
preserve the legal requirements for the data. The WORM optical disk appears
as an ideal storage device in a medical environment where non-alterable records
have to be kept for legal purposes. This highlights one of the major differences of

the PDMS database as compared to conventional database systems; deletions and
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updates are for the most part prohibited. Data simply accumulates and is stored
for referenice. ‘1111, issues such as the compaction of “holes” in the database are

not relevant.

Storage requirements for the PDMS database will vary depending on what
data is stored. With both minute and half-hour data being siored, in addition
to patient administrative and admittance data, the storage requirements reach
several hundred megabytes per year. If the stored parameter data is limited only
to half-hour data, storage requirements can be reduced by as much as 50%. With
optical disk systems having storage capacities ranging from 300 Mbytes to several
gigabytes, storage space is not an immediate problem. This will change, however,
when other PDMS data (alarm data, fluid balance darta, waves) is stored. Careful
evaluation of storage space will be required, with particular attention being paid
lo parameter data. Storage space requirements may dictate that minute parameter
data not be stored, except for certain specified intervals, as is the case with second

data. These issues are further discussed in chapter 5.

Retrieval of this data from optical disk storage is not a performance bottleneck.
Most optical systems have performance ratings of 80 ms average seek time and 600
Kbytes/sec data transfer rates, making them only somewhat slower than hard disk
storage. Furthermore, these optical disks can then be grouped in juke-box systems,
and the various disks (anywhere from six to thirty) can still remain on-line for
database queries and data retrieval. Parkin [Parkin et al., 1990] has implemented

such an archiving system and found it much more useful than stored paper records.

The optical disc system completes the multi-level storage structure (Figure 3.1),
offering a long-term archiving solution which still allows some of the archived data
to remain on-line. This can greatly facilitate diagnostic expert systems as well as

aid research purposes.
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Chapter 4 The PDMS/CareNet Simulator

This chapter describes the PDMS/CareNet simulator which was developed for
testing of the PDMS software. The PDMS operates on patient data, much of it
acquired electronically from the bedside monitors. At the research lab, away from
the physiological monitor network, this data is not available, resulting in an inade-
quate testing environment. To remedy this, a simulator was developed to generate
the patient data acquired from the network, and to simulate the functionalily of

the CarePorl interface to the bedside monitor network.

Knight [Knight, 1990] stresses the importance of software reliability in medical
systems. In particular, he is concerned with the dependability of system software
for safety-critical systems — systems which have the property that human life could
be endangered should the computer system fail. Three levels of dependability are

examined: reliability, availability and safety.

Lal-Gabe [Lal-Gabe, 1990] reports on the importance of hazards analysis to iden-
tify failures inherent in software systems. Hazard analysis should be performed
at early stages of product development to identify and to prevent any single fault
from causing a dangerous failure in later stages of design. The results of hazard
analysis are shown to be useful in determining the completeness of software testing

and limiting the number and the amount of tests.

Proper testing of the software design requires that the software system be ana-
lyzed in an environment where the various components are all put to use. Schmidt
[Schmidt et al., 1989} suggests simulation as a means of testing and verifying soft-
ware during its development. A simulated environment is more flexible than
its real-world counterpart, and allows for almost any condition to be modeled.

Pollacia [Pollacia, 1989] cites some of the advantages of simulation:
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« Simulation allows experimentation without disturbing the real world system.

e Simulation provides estimations of the performance of a system for new

patameters or operating environments.

e Aliernative proposed designs can be compared and evaluated.

as well as some of its disadvantages:

¢ Simulation models may not be valid representations of the real world envi-

ronment.

¢ Simulation runs may be lengthy and expensive in terms of both human and

compu ter resources,

Studies by O’Neil and Gloroinski [O’Neil and Glowinski, 1990] and Fieschi
[Fieschi, 1990] have shown the importance of proper validation and verification
of medical software syster."s. The PDMS simulator is thus more than a debugging
aid. Its usefulness for proper performance analysis and verification of the PDMS

software will be invaluable.

4.1 The Hardware Environment

The simulator runs on an IBM P5/2 computer running the OS/2 operating system.
The simulator can function on its own computer or it may share the same computer
as the PDMS. Since the simulator and the PDMS communicate over an RS-232 serial
link, both the simulator and the PDMS can run concurrently on the same P5/2.
This is achieved by letting the PDMS use the COMT1 serial port while the simulator
uses the COM2 serial port. The two ports are then linked with an RS-232 cable.
The Presentation Manager environment and the OS/2 screen management allow
switching between the simulator display and the PDMS display. To evaluate the
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real-time performance aspects, enhanced simulator and PDMS versions should
be tested using separate computers. One system will be dedicated exclusively to
running the simulator in order to avoid interference with the PDMS software. This
setup would also be useful when using the simulator as a training or teaching

tool, since it would keep the trainee unaware of the actions being scheduled by the

instructor.

In order to simulate the CareNet environment, the simulator must both generate
the patient data acquired by the physiological bedside monitors and simulate the
functionality of the CarePort interface. For this reason, communication between
the simulator and the PDMS occurs through a serial line as though the PDMS were

connected to the CarePort interface.

4.1.1 The CarePort Interface

The HP 78580A CarePort is a programmable interface between the network con-
troller and the host computer, converting the proprietary format signals of the
network to standard RS-232C messages which can be understood and decoded by
the host. Most of the data acquisition activity of the PDMS deals with commu-
nicating with the CarePort interface. This communication process involves three
different levels of activity: 1) a subset of the ANSI x3.28 - 1976 communication pro-
tocol must be respected for physical message transmission, 2) message information
must be encoded or decoded from the logical message format of CarePort and 3)
logical sources must be defined and manipulated correctly to obtain the desired

network information.

Message Transmission

Communication between the host computer and CarePort involves message trans-

mission across the serial link. An Enquiry-Acknowledge handshaking protocol is
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used to gain control of the serial communications link before message transmission.
There are only two types of messages: requests and responses. A request is always
sent by the host computer to CarePort which always answers back by a response
message. However, this response might not be the next message sent by CarePort

or it might not even be limited to one message.

Valid message requests can be grouped into three categories: unit messages,
data messages and logical source messages. Unit messages deal with opening a
communication link with the CarePort unit, configuring the data link, and resetting
the unit. Data messages are those carrying the data coming from the physiological
bedside monitors. Logical source messages instruct CarePort on what network

data should be transmitted to the host computer.

Logical and Physical Messages

In sending a message to CarePort, two considerations must be kept in mind: what
is the message and how to make sure the message is correctly communicated. The
location and specification of the bits and bytes used in the message determine its
significance. This is the logical message representing the command and its options.
To make sure the communication is successful, additional control characters are
added to the logical message before being transmitted on the physical communi-

cation line. This modified message is the physical message.

Physical messages are constructed according to a subset of the ANSI x3.28 - 1976
protocol. A physical message is made up of a logical message sandwiched between
two series of control characters. An additional byte terminates the physical mes-
sage, the Block Check Character (BCC), used for error detection. A detailed listing
of CarePort messages and their corresponding logical message formats appears in

the CarePort Programmer’s Reference Guide [Hew, 1986].
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Logical Sources

Logical sources are virtual connections between different data sources designed
both to increase the efficiency of the serial communication line and to make the host-
network interface easier to program. For example, a logical source can be specified
for a particular association of beds or for a list of parameters to be recorded, or both.
Up toten different logical sources can exist at any time, identified by a number from
0to 15. The host computer can thus define and manipulate the desired options fora
group of data sources by referring to a single logical source number (LSN); referring
to a logical source by its LSN number also decreases the length of the transmitted
message. Admission, suspension or discharge of patients on the network is done

through the use of logical source definitions.

Logical sources can be in three states: not connected, connected but suspended,
and connected and active. Connecting a logical source is equivalent to defining
it with its options to CarePort. Activation signifies that CarePort will give the
available data corresponding to the logical source definition. Suspension is the
opposite to activation: the logical source remains connected but no data will be

transmitted.

Acquisition Methods

Once alogical source has been defined (connected) and activated, tiiree mechanisms

exist to acquire the data.

1. Polled Mode. In polled mode, CarePort will send the most recent data only
when the corresponding request for data has been issued by the host com-

puter. Polling may not be performed more frequently than every 1024 ms.

2. Scheduled Automatic Mode. In this mode, the host computer specifies how

often (frequency) and for how long (duration) CarePort should automatically
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transmit data.

3. Conlinuous Automatiz Mode. Somewhat similar to scheduled automatic

mode, this mode instructs CarePort to transmit logical source data every
1024 ms for the duration of activation of the logical source. In this mode

CarePort also provides buffering of the data.

4.2 Simulator Modules

The simulator uses O5/2's Presentation Manager window environment for build-
ing its user interface, while the multitasking abilities of O5/2 are used to modularize

the simulator design. The simulator is essentially divided into two modules:

1. The Network Module which emulates the CarePort interface and communi-
cates with the PDMS, This module receives and responds to PDMS requests,

and performs the actual data transmission.

2. The Data Module which is responsible for what patient data is being synthet-

ically generated and how. The type of data and method of data generation is

specified by the user and can be varied for each patient.

The simulator begins by displaying its main window, Figure 4.1, where fourteen
beds are displayed using an icon and accompanying text to label the beds. The
state of the bed icons (highlighted or not} indicates whether or not the simulator is
generating any patient data for that bed. This allows the user to get the state of the

simulator at a glance. The pull-down menu items offer a variety of choices:

e Open the Network Module window.
» Open the Data Module window.
¢ Display queued simulator events.
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Windows Settings

Figure 4.1: Main Simulator Window
» Adjust display settings.

¢ Help on simulator functions.

These menu items can be selected any time from the main window’s menu bar.
The help function is also available on other windows and provides case sensitive
on-line help. The setting item allows users to personalize some of the display
settings such as the color used for windows, menus and text. Screen design is also
an important aspect, and for this the Presentation Marnager environment permits

users to resize, move and overlap windows.

By selecting the appropriate items in the Windows menu, the Network Module
window, the Data Module window, or the Events window can be opened. Figure 4.2
shows the menu tree for the simulator modules, indicating the various operations
available at the different levels. The various simulator displays are accessible at
any time via the Windows menu of the main simulator display, or they may be
displayed simultaneously.



4, The PDMS/CareNet Stmulator

Main Options
—
Wndows Settings | Halp |
Network Data Evanis Color
Module Module Window Setlings
Logical Sources Modily Data View
and Synthesis Evenls

CarePont Status

Figure 4.2: Simulator Menu Tree’

4 '
i [}
¢ L}
Stan 1 ¢ [ Receive POMS Reques: | . | Data Synihesis values |
1
RO B ; : I B
1 [}
i : : : ;
! Create Data ' ' Decode Requesll ' ' Data Generation
' Struciures ' ' ‘ : Request
: ] : ] '
' " : : '
. E : Schedule Dala I . .
) )
' Stan : J ' ' Synthesize Parameter
[} ]
¢ Data Moduke ! ' ! : : Data
¥ ] [}
E " E Create Data , !
' ! ' Packel ' :
! S
E Stan : ; | : Data Module
! [Network Module : ' ] '
' ! '
V. | N : i Transmit CarePon :
Inttiakzaton : Resporse '
)
R R :
Network Module

Figure 4.3: Overall Flow Diagram of the Simulator Prograin



4, The POMS/CareNet Simulator

4.2,1 The Network Module

The Network Module is responsible for simulating the CarcPort interface. This
module must accept commands from the PDMS and respond to them using the
proper communications format. The various messages which must be simulated
and subsequently transmitted to the PDMS include unit messages, data messages
and logical source messages. Handling these message requests and responses is
straight forward, except for the data messages which require data transmission.
This data will be generated by the Data Module and must be transmitled to the
PDMS at periodic intervals.

These features can easily be implemented by exploiting OS$/2's multitasking,
features. The Network Module is implemented using mulliple threads. One
thread remains in a perpetual loop of receiving, decoding and replying to requests
sent out by the PDMS, while the other thread handles the transmission of the data
requested by the PDMS. The specified time interval is respected by employing
0S5/2 system timers.

Figure 4.4 shows the CarePort window of the Network module display. Here
the user may view the state of the logical sources, the current communication
link parameters, and the simulated status of CarePort and the bedside monitors.
Selecting one of the logical sources in the Logical Sources listbox will display in
the Specifications window all the beds currently defined for that logical source.
Selecting one of these beds will then display the currently defined data items for
that bed. Since none of these items is simulator generated or specified, they are not

open to user modification.

CarePort messages about status of CarePort and bedside monitors are generated
by the simulator, and can be varied by the user. To this end, the user may specify
various error conditions such as overrun or unit test errors by selecting the Add
Error push-button. Simulation of these errors is important in verifying proper

PDMS functionality during error conditions.
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Figure 4.4: Network Module Window

4,2.2 The Data Module

The Data module replaces the network of bedside monitors and generates synihetic
patient data for transmission to the PDMS. This requires generating the various
data types available from the bedside monitors: parameter data, wave data, alarm
data, support text and inop text. Of these, only parameter and wave data involve
actual generated data values. Alarm data such as threshold alarms or inop ali:ims
arc dependant on the value of the corresponding parameters, as are support and
inop lext. The present implementation generates only parameter data and corre-

sponding alarms.

The current data synthesis algorithm uses a random distribution centered about
a specified mean value and with a specified variance. The variance value specified
by the user ensures that the data value is kept vaithin specified bounds. The random

distribution results in data values which vary, simulating typica’ patient trends.
Y. g YP P
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Figure 4.5: Data Module Window

A constant value can also be generated by specifying a variance of zero. This
algorithm is somewhat simplistic but nonetheless effective. Future extensions may
incorporate more elaborate algorithms along with the ability to read parameter

data from a file.

New parameter data values are calculated every 1024 ms, to match the data rate
provided by the bedside monitors. The calculation and update is performed by
a dedicated, timer activated thread which accesses the global data structures and
and performs the updates. Although the PDMS may not have requested periodic
second data, geiieration of the synthetic data every second is implemented to
simulate the stand-alone capability of the bedside monilor unit. Additionally,
for those parameters which have threshold limits or disconnect states, the thread
determines if 2ny alarms must be generated. Threshold alarms are generated
when the parameter value exceeds the specified high threshold or falls below the
low threshold. Disconnect alarms are generated when the disconnect flag is set.
The threshold values and disconnect status are alil specified by the user of the

simulator program.
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Figure 4.6; Data Module Window with Add Parameter Dialog Box

The Data module window, Figure 4.5, displays the patient data being génera ted,
if any, and the current generation scheme being used for the selected bed. If the
user wishes to modify the parameter types being generated, the Add Param button
is selected and a dialog box (Figure 4.6) is opened. Through the dialog box,
parameter addition, deletion and modification may be performed. Modification
of a parameter value is performed by modifying the values used in the generation
scheme (Specifications entry boxes, Figure 4.6). After a parameter addition, deletion
or modification has been specified, the user has a choice between letting the action
take effect immediately or scheduling it to occur at a specific time. If scheduled
mode is chosen, the user is prompted for the time at which the event will occur.
The event is then queued in the event queue, until which time it will take effect.
This feature allows several parameter modifications to take effect simultaneously
by scheduling them to occur at the same time. The list of queued events can be
viewed in the Events window (Figure 4.5). The queued events can also be viewed

by selecting the Events item in the main window’s Windows menu.
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Chapter 5 Implementation, Results, and Future Extensions

This chapter describes the implementation issues and status of the database and
simulator. Sample results, showing the operation of the simulator and dalabase
are then presented and reviewed to determine possible shortcomings and improve-
ments. Lastly, future extensions to the database architecture, simulator and to other

PDMS modules are presented.

51 Implementation

Both the database and simulator were implemented in the C programming lan-
guage and built using the Microsoft C compiler version 6.00. All function defini-
tions comply with the ANEI C standard. The database, simulator and other PDMS
modules were successfully ported to OS/2 Extended Edition version 1.3.

5.1.1 Relational Database Implementation

The PDMS database was implemented using the relational database management
services available from the O5/2 Extended Edition Database Manager. Interaction
with the Database Manager was performed via embedded SQL statements, in the
C source code. Embedded SQL serves as a database programming language. It
contains the same functionality as interactive SQL, but with additional statements
whose purpose is to provide the support required by programming languages in

order to interface with the Database Manager.

The embedded SQL statements used to create the various database base tables
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are shown in Figure 5.1, The parameter value tables are specific to each patient.
Uniqueness is ensured by using the patient’s hospital ID as part of the parameter
table’s name. As shown in Figure 5.1, when creating the parameter tables, the

patient’s hospital ID number is retrieved from the id variable.

Note the declaration of the value attribute for the PARAM relations as a VAR-
CHAR FOR BIT DATA data type. This data type allows the storing of data which
may not have a constant length. The FOR BIT DATA data type is treated as a struc-
ture with two fields: a length indicator, and a byte array which holds the values.
This is needed since the parameter data values may be two or six bytes in length,
depending on whether the parameter is single or triple valued. By using a variable
length value attribute, regularity of the PARAM table is maintained. A VARCHAR
for text data type could not have been used in this case since a null value could not

have been stored, dte to its use as a character string terminator.

The ADMIN.DATA and ADMITTANCES tables need only be created once, at
the creation of the PDMS database. The PARAM tables, however, will be created for
each patient admitted to the PDMS. When a new patient is admitted to the PDMS,
the Patient Registration module will update the database with the new admittance
info, and if needed, a new set of PARAM tables will be created.

For the parameter data, embedded SQL statements in the Trend Display module
are responsible for retrieving the requested patient data from thedatabase. TheSQL
statemenis will retrieve the data for the appropriate patient and for the specified
time interval constraints.

The insertion of parameter data into the PARAM tables is performed by the
DLC module. The parameter data is obtained from the circular data queues and
written to the relational database. This is performed at a periodic interval of five
minutes. Flushing the data queues at a periodic interval reduces the disk write

overhead by transferring the data in larger packets.
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ADMIN_DATA TABLE ADMITTANCES TABLE

EXEC SQL EXEC sQL

CREATE TABLE ADMIN_DATA CREATE TABLE ADMITTANCES

(D CHAR(9) NOT NULL TEXT, (ID CHAR(9) NOT NULL TEXT,
FNAME VARCHAR(80) TEXT, DATE_IN DATE NOT NULL,
INITIALS VARCHAR(80) TEXT, TIME_IN TIME NOT NULL,
LNAME VARCHAR(80) TEXT, DATE_OUT  DATE,

SE) CHAR(1) TEXT, TIME_OUT TIME,

BIRTHDATE  CHAR(10) TEXT, DOCTOR VARCHAR({80} TEXT,
ADDRESS VARCHAR(80) TEXT, BED_NUMBER SMALLINT,

cITY VARCHAR(30) TEXT, PRIMARY KEY {ID, DATE_IN, TIME_IN)};

PROVINCE VARCHAR(80) TEXT,
POSTAL_CODE VARCHAR(80) TEXT,
TELEPHONE  CHAR(13) TEXT,
PRIMARY KEY {ID});

MPARAM_* TABLE

strepy(sqgl_stmt,"CREATE TABLE );

streat(sql_stmt,"MPARAM_");

strcat{sqgl_simt,id);

streat(sql_stmt,” (MFC SMALLINT NOT NULL, TIME_STAMP TIMESTAMP NOT NULL,");
streat(sql_stmt,"VALUE VARCHAR(S} FOR BIT DATA, PRIMARY KEY {MFC,TIME_STAMP))");
EXEC SQL

EXECUTE IMMEDIATE :sql_stmt;

Figure 5.1: SQL Statements To Create Database Base Tables
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5,1.2 Simulator Implementation

The simulator is currently implemented as a command line utility with no user in-
terface [Fumai ef al., 1987]. Command line parameters may be specified for certain
options (such as which serial port to use), but once started, the Simulator will run
in the background, with no display and no user interaction. Although lacking user
interaction, the CarePort interface emulation and synthetic parameter generation
functionality is present. The source code for the Simulator is divided into three
program files totaling about 4000 lines of code. The size of the executable file is
approximately 100 Kbytes.

The proposed user interface presented here will be merged with the existing
simulator program, allowing a user to vary parameter values and other settings,
as described. The new user interface will use the Presentation Manager graph-
ical user interface environment of the O5/2 operating system, which adheres to
the Systems Application Architecture (SAA) definition for user interfaces. The
text and graphical drawing operations in the various Simulator windows rely on
the standard Presentation Manager API functions available from the Presentation

Manager libraries.

5.2 Sample Database Results and Evaluation

This section presents some benchmark results obtained while operating the PDMS
in the development lab at McGill. The sample data was generated using the
PDMS/CareNet Simulator. Performance evaluations of the OS/2 Database Man-
ager, using loading, indexing, retrieval and select operations derived from the
AS34P (ANSI SQL Standard Scalable and Portable) benchmark tests for rela-
tional database systems, are readily available in the microcomputer literature
[Venditto, 1991]. The objective, therefore, was not to benchmark the performance
of the OS5/2 Database Manager, but rather to evaluate the specific PDMS database
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Transaction 1 Bed | 7 Beds | 14 Beds
Admit Patient (new 1D) 2000ms | 2010ms | 2010ms
Admit Patient (old ID) 990ms [ 995ms | 996ms
Periodic Data Write (new 1D} 150ms | 500ms | 2200ms
Periodic Data Write (old ID) 155ms | 520ms | 2220ms
Minute Data Retrieval (new ID - single trend) 500ms | 505ms [ 500ms
Minute Data Retrieval (old ID - single trend) 600ms | 600ms | 605ms
Minute Data Retrieval {(new ID - five trends) 2000ms | 2000ms | 2000ms
Minute Data Retrieval (old 1D - five trends) 2200ms | 2105ms | 2205ms
Half-Hour Data Retrieval (new ID - single trend) | 490ms | 500ms [ 490ms
Half-hour Data Retrieval (old ID - single trend) 580ms | 550ms | 590ms
Half-hour Data Retrieval (new ID - five trends) | 2050ms | 2040ms | 2060ms
Half-hour Data Retrieval (old ID - five trends) 2150ms | 2160ms | 2155ms

Table 5.1: Sample Database Transaction Benchmarks

implementation and determine if this new implementation would perform within

acceptable limits.

Table 5.1 shows the response time of various transactions involving the
database. These response times were measured on a PS/2 model 80 computer,
with an 80386 16 MHz microprocessor, 8 MB of RAM memory, 150 MB of hard
disk storage (20 ms access time, 800 KB/sec data transfer rate), running version 1.3
of O5/2. The response times were calculated using OS/2 system timers to record
the transaction duration to the nearest 10th millisecond. For the benchmarking,
0S/2 was configured for protected mode only, with swapping and virtual memory
features fully enabled.

The transaction response times are shown for cases where 1, 7 and 14 beds were
registered with the PDMS. Observing the transaction response time under these
three conditions allows a determination of the load effect on database performance.
As well, all the transactions were performed .or an old and new hospital ID. The
old hospital ID will have previously been registered with the PDMS, and will have
PARAM tables which already contain one week’s worth of parameter data. This is
contrasted with the new hospital ID, whose PARAM tables will be irtially empty,

but will require creation. The various transactions are described below.
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1. Admit Patient

The Admit Patient transaction involves admitting and registering a new pa-
tient to the PDMS, via the Registration module. This will require updating the
ADMIN._DATA and ADMITTANCES tables and the new ID will additionally

require creation of the various PARAM tables.

The response times under the three test conditions show very little differ-
ence. The increase in response time for the 7 and 14 bed cases is most
likely associated with the increased load on the system due to the increased

PDMS/CarePort communication.

The admit patient response times are within acceptable limits. The admit new
ID times are higher than the admit old ID times, as expected. This reflects
the increased activity of creating the PARAM tables. Even with this activity

(performed only once) the response times are acceptable.

. Periodic Data Write

This transaction is performed by the DLC module when it periodically flushes
the values in the circular data queues to the database. This will require insert-
ing data rows in three relations: TSPARAM.*, SPARAM.* and MPARAM .*.
Every sixth five minute interval, a new half-hour data point will be available
and this will then require an update of the HPARAM_* table. To perform
these updates requires the patient hospital ID number. Since this is stored in
the memory resident patient table (Figure 3.2) no database access is required

to retrieve this information.

‘Ther-..ponre times for writing the parameter data values to disk are all within
acceptable limits. The increasu in response times when going from 1 to 7 to
14 beds is expected since more patient data is being written. What remains
to be determined is the exact trade-off point at which writing data in larger
blocks does not provide any additional reduction of disc-write overhead.
Once cletermined, this value will allow proper calibration of the data write

interval, to accommodate both tegrity and efficiency concerns.
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The nearly identical response times for old and new 1 indicate that this has
little effect. This is most likely due to the fact that the periodic data writes
will always append data to the end of the PARAM tables. This behaviour

contrasts with that of the retrieval respuase times.

. Data Retrieval

This transaction is performed by the Trend Display module when a user asks
to review a patient’s parameter data for a specified time interval. This will
require retrieving parameter data values and their corresponding timestamps
from one of the PARAM tables, depending on whether the user asked for
second, minute, or half-hour data. The data retrievals all involved data
requests spanning lwo screenfuls (i. e. 100 data points) although the size of
the specified time interval is not a factor since the Trend Display module
will always clip this data request into une for 50 data points (i.c. exactly one
screenfull). The retrieval requests are further subdivided into requests for 1
and 5 trends. This will allow an analysis of the effect which mulliple trend

requests (the normal scenario) will have.

The response times for all categories may appear somewhat slow, but are
nonetheless acceptable. One noticeable result is that the minute data retrieval
times are nearly identical to the half-hour retrieval times. This was expected
since the only discernible difference between retrieving fifty minute data
points versus retrieving fifty half-hour data points is that the MPARAM table

will contain more data, which accounts for the slight time variations.

Comparing single trend versus multiple trend retrieval, one notices a sizable
increase in the retrieval time. This result was unexpected, at first. Further
examination revealed that the data request function of the Trend Display
module was initiating a separate database request for each different trend.
The complete data retrieval transaction was thus being repeated for every
different trend. This would explain the almost proporticnal increase. The

multiple trend request response time is not, however, exactly five times the
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response time of the single trend request since the Database Manager will
buffer {move into RAM) the table indexes and catalog during a request,

making subsequent immediate requests on the same table execute faster.

Since the normal everyday operation of the PDMS will have multiple param-
eter data trends being displayed, it is important that the response time for a
multiple trend data request be improved. To achieve this requires altering
the data retrieval procedures of the Trend Display module. Currently, one
screenful of data points is obtained by requesting data points for the specified
time interval on a per trend basis. This results in an SQL statement of the

form:

SELECT TIME.STAMP, VALUE FROM MPARAM.1234567¢9
WHERE MFC = ‘trend’ '

AND TIME.STAMP > ‘1990-02-03.12,00’

AND TIME.STAMP < ‘1990-02-03.12.51’

being repeated for each trend. To improve response times, the various trends

can be grouped into one data request, which would take the form of:

SELECT MFC, TIME.STAMP, VALUE FROM MPARAM.123456789
WHERE TIME.STAMP > ‘1990-02-03.12.00'
AND TIME_STAMP < ‘1990-02-03.12.51°

Grouping all the trends for a specific tiine interval into one request will re-
quire a larger buffer for storing the data, but will result in a faster retrieval
time. Once retrieved into a RAM buffer, the data can then be manipulated as
desired.

Comparing the new ID response times versus those for an old ID shows that
the the old ID retrieval times are consistently slower than the new ID times.
These results show that the amount of data in the PARAM tables affects the
retrieval times. The current database design makes use of this result in that
a new set of patient-specific PARAM tables are created for each different
patient admitted to the PDMS. The alternative approach would be to store
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the parameter data in bed-specific tables [Fumai ¢t al., 1991] which would
result in a fewer number of tables being created, but with the drawback that
the tables would grow to a considerable size. The large size would then

adversely affect performance of data retrieval, as indicated by the response

times in table 5.1.

5.3 Future Extensions

5.3.1 Database Extensions
Extended Data Support

The current database implementation only supports a patient’s parameter data and
administrative data. While this may be suitable for test and evaluation purposes,
it is by no means sufficient for any full scale implementation. Consequently, the
database design must be extended to include, at the very least, such data as waves
and alarms from the bedside monitors, fluid balance data, diagnostic codes, and

progress notes or observations.

The alarm and fluid balance data can be easily accommodated in separate tables
using a format similar to the PARAM tables. An alternative approach might be
to include the alarm data which relates to parameter data values, in the PARAM

tables. Other alarm or inop data would then be placed in a separate table.

The diagnostic codes assigned to each patient could be integrated into the
ADMITTANCES table, since there are only one set of codes per patient admittance.
Notes and observations of the medical staff are more difficult to manage under
the relational model, since these are free-text based data types. One possibility
is to include the whole text as a very long VARCHAR data type. The drawback
is that the text could not be searched by the database system but would require
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custom processing programs. An alternative that may prove to be feasible is to
store short, two to three word comments associated with a particular keyword (e. g.
Skin color: rosy, Fingertips: warm and saturated, Forehead: hot). If a standard set
of keywords can be adopted, the text based description could be stored as values
of these keywords. This, however, would require a standardization of the care

process.

Another stumbling block for the relational model is the handling of wave data.
This problem can in fact be extended to include all data of the multimedia type, such
as video images, audio data and free text. The problem stems from the fact that a
wave sample does not easily fit the row-column format of a relational table. This
type of data has the property of requiring large storage space (e. g. storing digitized
samples of CD-DA audio sound requires 10 Mbytes of storage space per minute).
One possibility is that of storing this data as a BLOB (Binary Large Object) in the
relational table [Shetler, 1990). But this results in data which can not participate in

a vontent search.

The most promising solution seems to be the use of an object based data model.
The underlying object oriented database will store these data types as objects, thus
combining the large binary data with procedures for interpreting it. A multimedia
document, stored in such a manner, would allow content searching and retrieving
not only on text, but on audio, video and image data as well [Meghini et al., 1991].
The possibility of integrating an object based database into the PDMS is currently
being investigated [Saab et al., 1992].

Improved Data Management
Since the present PDMS is a prototype system, many areas of PDMS data manage-

ment are still unimplemented. Improvements in these areas will result in a more

complete data management system.
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The PDMS is not linked to the Hospital Information System (HIS). Without a
link to the HIS, the PDMS must store the patient administrative data, resulting in
data duplication. It would be desirable if the PDMS were linked to the HIS, so that
not only could this information be stored in one place only, but other data could
also be obtained from the HIS and serviced for useful interpretation in the context

of the intensive care unit.

Another possible enhancement is the direct interfacing of the infusion pumps,
which have RS-232 ports in many cases. As for the physiological monitor data,
acquiring the infusion pump data would relieve the medical staff from the data
acquisition task while obtaining continuous data rather than single measurements
at long intervals would improve the accuracy of the data. It could even be possible
to implement a feedback loop for close-loop patient control, but this has many
serious overtones, both medical and legal. The fluid flow from the infusion pumps

could be controlled in real-time according to the patient data.

Such a system is currently unfeasible, from an economical viewpoint, because
the ICU is equipped with a number of pumps from different manufacturers which
implement different protocols. The required standardization, however, can be
achieved and extended to other devices through the use of the emerging Medical
Information Bus (MIB) standard [Figler and Stead, 19901.

Networking

Implementing a distributed database allows ease of access (data transparency) to
the PDMS data. Further advantages can also be achieved by a network imple-
mentation .vhich allows users to access the PDMS database from remote locations.
Remote stations then catalog the PDMS database as a remote database, and sub-
sequently access it as if it were a local database. The underlying network com-
munications is handled by the Communication Manager’s Remote Data Services

component.
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Of course in such a network environment, security of the PDMS data can become
a serious concern. Current security control may not be sufficient. Investigation into

more advanced security mechanisms [Jajodia and Sandhu, 1991] may be required.

The current version of Database Manager for OS/2 version 1.3 does not supporl
fragmentation of the database. This implies that all database objects must be stored
in a central location. In a networked environment, however, if the data is stored
at a central location, the load on the central server can become significant as all
bedside and remote terminals request patient data. One solution is to create a
distributed database and make use of table, row and/or column fragmentation.
This would allow various tables to be stored in different locations. Asan example,
all patient parameter data from a specific ICU bed would have its own dedicated
storage server. Such a server would not have to be as performant as the central
server, since it would only process requests for specific patient data. In such a
scenario, perhaps the bed-specific PARAM tables would prove more useful than
their patient-specific counterpart. This must be examined further when a version

of the Database Manager which supports database fragmentation is availakle.

Although the PDMS was originally designed for use on a central station, the
emergence of bedside terminals will require some restructuring of the PDMS de-
sign. A distributed database implementation can be based on a client-server archi-
tecture, with a central DLC module receiving requests from remote bedside units.
Bedside terminals also provide an ideal platform for other productivity software
such as nursing workload managers and patient care plans [Roger et al., 1991]. This
gives rise to a computer system which provides support for collaboration among

various users and tasks.
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5.3.2 Simulator Extensions

In order to follow the evolution of the PDMS software, the simulator will have to
be modified by adding more specialized modules. One important area is improv-
ing parameter generation schemes by adding more elaborate parameter synthesis
algorithms. This would not only provide valuable test data, but it will also assist
in the development of an expert system shell for the PDMS, Also, the full range of
network patient data, including wave data, support text and inop text, should be

made available for synthesis.

As well, a welcomed enhancement would be the ability to read parameter data
froma file. This would allow parameter data captured at the hospital to be used for
tuning the PDMS software. Additionally parameter data from cronic conditions
(heart arrest, Jung.failure) could be stored as separate groups and used for test

cases.

With such extensions, the use of the simulator as a training tool for novice PDMS
users emerges. Generating synthesized patient data would allow the trainees to

learn proper PDMS operation with a variety of patient data.

5.3.3 PDMS Extensions and Research Directions
User Interface

The present PDMS user interface is based largely on a menued user interface.
Shneiderman [Shneiderman, 1987] suggests that a menu based interface can relieve
much of the confusion and learning curve associated with command-line systems.
The menuing system also reduces errors due to incorrect commands, frequently
experienced by casual users. This menu hierarchy implementation is useful for a

central station implementation of the PDMS.
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On the other hand, a more flexible arrangement could prove to be more pro-
ductive by minimizing such “menu navigation”; one way to implement this would
be through the use of a windowing environment, such as the Presentation Man-
ager. Each module could thus reside in its own window, which could be freely
moved around and resized. The System Manager main menu, as well as other
menus could be implemented as pull-down menus from a standard “menu-bar”,
while a drag and drop functionality can be implemented through the use of icons.
Such direct manipulation interfaces, where objects on the screen can be pointed
to and manipulated using a pointing device, relieve the menuing system from its
restrictiveness. Components are presented visually and actions are performed by
pointing, not typing. These visual, direct manipulation systems are now widely

accepted.

Although such a window-icon-mouse paradigm has proven to be useful in
helping new users master complex software systems, it is :1nclear whether it could
really enhance the function of the PDMS. It could safely be assumed that the users
of the PDMS would each receive adequate training, and thus could be taught to
use a more traditional user interface based on function keys and menus effectively.
Too much freedom and flexibility might cause more confusion than necessary.
Furthermore, the large overhead generated by a windowing environment must
be kept in mind, especially since response time is always a critical factor in the

acceptance of any software system by its users.

A new user interface option currently being evaluated is the use of a speech
interface, especially for such bedside tasks as fluid balance data entry. Petroni
[Petroni et al., 1991] describes a speech system which combines both speech recog-
nition for data entry and speech generation for feedback and verification of com-
mands. This interface will provide an “eyes-free” and “hands-free” alternative to

current user interaction techniques.
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Chapter 6 Conclusion

This thesis has presented the development of a database for an intensive care unit
patient data management system. A literature survey of medical systems and
a discussion of the advantages of a computer data management system was first
presented. This was then followed by an overview of the Patient Data Management
System (PDMS) being developed. The database design was then detailed and
its current implementation presented. Sample results are used to indicate the
database’s suitability in the PDMS environment, and improvements to the current

design are suggested.

This manuscript has also discussed the development of a simulator for the
PDMS software. The simulator emulates the CarePort interface and generates syn-
thetic patient data, facilitating PDMS testing. Synthetic patient data generation also
provides the data required for database evaluation. The simulator functionality is

described and the design of an enhanced user interface is presented.
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