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Abstract

This thesis discusses the measurement of the dE / dz resolution of the BaBar

drift chamber. The study wu performed on the data obtained with a small scale

prototype drift chamber (built at LAPP, Annecy, France) during test beam runs

at CERN (PS) and Zurich (PSI). Drift chamber simulations were performed in

order to study the expected performance. Good tracking, necessary in the analysis

of the PS runs but unnecessary in the PSI runs, wu obtained by performing a

X2 rninjrnization of the space residuals, yielding a time to distance function. An

average tracking reso1ution of ~ 350l'm was achieved. The resolution result for

seven energy 10ss samplings per event wu scaled up to 40 samp1es per event which

will be available in the BaBar chamber. The expected dE/dz resolution of the

BaBar chamber, as obtained !rom the PS runs, is: (7.3 ± 0.1 ± 0.5) %. The result

from the PSI runs is: (6.9 ± 0.4 ± 0.5) %.

Résumé

Cette thèse discute les mesures de la résolution en dE / dz de la chambre à

dérive du détecteur BaBar. Cette étude a été effectuée avec les données obtenues

avec un prototype a. petite gamme de la chambre à. dérive (construite à LAPP, à

Annecy en France) dans le faisceau de test au CERN (PS) et a Zurich (PSI). Des

simulations des chambres à dérives on été effectuée pour étudier la performance.

Une bonne reconsturction, nécéssaire pour l'analyse des test PS mais démodée

pour les tests PSI, a été obtenue en faisant une minimsation en X2 des "space

residuala" donnant une fonction qui relit le temps et la distance. Une résolution

de reconstuction de ~ 350pm a été achevée. Le résultat de la résolution pour sept

mesures de l'énergie perdue par événement a été extrapolé jusqu'à 40 mesures (ce

qui ser& disponible dans la chambre à. derive du détecteur BaBar). La résolution

en dE/dz attendue de la chambre BaBar, obtenue des tests PS est: (7.3 ± 0.1 ±

0.5) %. Le résu1t&t des tests PSI est: (6 ..9 ± 0.4 ± 0.5) %.
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Chapter 1

Introduction

The physics of Elementary Particles is a vast and ancient field, with a very ambi­

tioua goal: a fundamental description of the nature of both matter and energy. At

this point, it is a very mature and well developed field, with a body of theory and

a language that constitutes what are probably the most accurate theories DOwn

to modem science. This language is called Quantum Field Theory (QFT) and it

is a (some sceptics would say forced) mixture of severa! theories:

• Quantum Mechanics - the laws that deseribe the processes at atomie distance

scales, where the classicallaws of Newton and his successors break down and

where the traditional notions of reality are challenged.

• Special Relativity - Einstein'. discovery of the relatioBships between space

and time on one hand, and matter and energy on the other.

• Field Theory - originally developed by Faraday and Maxwell to describe elec­

tricity and magnetism and DOW extended to describing strong interactions,

weak interactions and gravitation.

2
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• Symmetry Principles - the application of the mathematica! Theory of Groups

to describe a set of transformations that caon he a.pplied to physical systems

and leave them unchanged are now heing used ta classify and enumerate

those systems.

The importance of CP violation, especia1ly in the early universe formation, can

not be overestimated. H indeed aIl the matter and energy of the UDiverse were

created out of the gravitational potential energy of the Big Bang, the symmetry

with respect to charge conjugation would have ensured that equal amounts of

matter and antimatter were produced. But, this is clearly no longer the case, as

the Universe we observe is constructed aImost entirely of matter with very little

antimatter. Bacle in 1961 Andrei Sakharov established that three requirements

must be met in arder to produce this matter-antimatter asymmetry [Sak67]:

• a stage in the evolution of the Universe which was far from equilibrium ­

this was certainly true in the mst moments of Universe creation when the

expansion wu rapide

• proton decay - modem Grand Unified Theories all predict that protons in­

deed do decay [GG74] (even though proton decay has yet not been observed,

its lifetime is believed to be many orders of magnitude larger than the age

of the Universe [WN96]).

• CP violation· observed in the kaon system in 1964. [CCFT64]

Bearing in mind the fact that CP violation in B mesons is a lot stronger than

in K mesons, one would not he wrong in saying that the comprehensive study of

the OP violation in B decGY', performed at G B factory, is one ol the priorities for

High Energy Physics in the following decade. This study is the primary physics

goal of the BaBar experiment. [00195]
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Chapter 2

Theoretical Background

2.1 The Standard Model

Over the lut few decades a theory has emerged that describes ail of the known

e1ementary partic1e interactions except gravity (and as far as we can tell, gravity

is far too weak to play an important role in elementary partic1e processes). This

theory (or rather a collection of related theories) which, in addition to theories

mentioned in the previous chapter, also incorporates quantum electrodynamics,

the theory of electroweak processes and quantum chromodynamics has become

known as the Standard ModeL Even though no one pretends that the Standard

Model is the definitive description of nature it has an attractive aesthetic feature:

aU of the fundamental interactions are derived from very few general principles.

Thole requirements on any candidate physical theory are the following: unit4rity

• ensures the conservation of probability, microctJwalitll· physical observables

muat be leparately measurable al different positions and equal times, and loca/it,

• the amplitudes for spatia1ly separated physîcal proceases must factorize and he

preserved under time evolution (provided that no signala propagate from one point
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to the other), invariance under Lorentz transformations and translations - by the

Noether's Theoremimplies the existence of the corresponding conserved quantities

(like four-momentum and angular momentum), stability - ensures existence of the

lowest energy state and renom&aliza6ility - the physics at small energy scale is

largely insensitive to the physics at high energy scale (if Q <: Athen contributions

of order Q/ A, where Ais the large seale energy factor and Q measures the small

energy scaIe, can he neglected). [Bur97]

The strong, weak and electromagnetic interactions are understood as arising

due to the exchange of various spin-l bosons amongst spin-l/2 particles that

make up matter. Theil properties can be summarized as being particles that are

associated with the generators of the algebra:

(2.1)

The eight spin-1 particles associated with the factor SUc(3) ('c' is meant to denote

color, which is a quantum number carried by strongly interacting particles) are

called gluons and are thought to he massless. The four spin-l hosons associated

with the factor SUL(2) x Uy(l) ('L' is meant ta indicate that only left-handed

fermions carry this quantum numher, 'Y' distinguishes the group &8sociated with

the weak hypercharge from the Uem(l), the electromagnetic group) are re1ated to

the physical bosons W±, ZO and the photon.

Table 2.1 shows the four fundamental forces governing the interactions between

both matter and energy. Masses of the gauge bosons are from [WN96]. Gravity,

mediated br a hypothetical spin-2 graviton, being difficult to quantize, is exc1uded

from the Standard Model.

Apart ftom spin-l partic1es there are a number of fundamental spin-1/2 parti­

cles, called fermions', and the character of their interactions can be summarized br

giving their transformation properties with respect to the SUc(3) x SUL(2) x Uy(l)
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Force Range Mediator Mus Electric

[ml [MeV/c2] Charge [el

Gra.vity infinite Gra.viton 0 0

Electromagnetism infinite Photon ~ 6 x 10-22 :s 5 x 10-30

w+ 80330 1

Weak ~ 10-18 w- 80330 -1

Zo 91187 0

Strong ~ 10-15 Gluons 0 0

Table 2.1: Four fundamental forces and their mediators.

gauge group. Fermions transiorm in a {airly complicated way as there appear to

be three {amilies of particles, with each family coupling identically to ail gauge

bosons. Leptons are, by definition, those spin-l/2 particles which do not take part

in strong interactions. Six leptons are known up to date. Hadrons, on the other

hand, are defined as pa.rticles which do ta.ke part in strong interactions. The spec­

trum of known hadrons is rich but they can be accounted for as the bound states

of five quarks (u, d, c, s and b). Table 2.2 is a summary of the Standard Madel

particle content. The masses were taken from [WN96]. Both quarks and leptons

are grouped into three families. Corresponding antiparticles are not shown. The

II masses are upper limits with a 90% confidence level. The u, d and .s quark

masses are estimates of 'cnuent-quark masses' in a mus independent subtraction

schem.e, the c and b quark masses are estimated from charmonium, bottomomum,

D and B masses, the t quark mass is from a CDF observation of top candidate

events.

Once the most general renormalizable Lagrangian built out of the fields cor­

responding to the expected particle content is diagonalized, ail the boson and

fermion masses can be read off and are identically zero! The vanishing of the
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Lepton Maas Electric Quark Mass Electric

[MeV] Charge [MeV/c2
] Charge [el

1/. :515 10-8 a u 2-8 2/3

e 0.511 -1 d 5-15 -1/3

II~ :50.17 a c 1000-1600 2/3

p, 105.7 -1 s 100-300 .1/3

Il.,. $24 0 t 180000 2/3

r 1777 -1 b 4100-4500 ·1/3

Table 2.2: Elementary particle content of the Standard Model.

7

~ .

masses is the consequence orthe SUc(3) x SUL(2) x Uy(1) invariance of the theory

and can be avoided only if this symmetry is spontaneously broken by the ground

state. The simplest way to do so is ta add ta the theory a weakly-coupled spin-a

partide with a potential which is mjnimized for a non-zero field. This partide

which is 'artificially' added to the Standard Model is the Biggs boson, which is

yet ta be experimental1y observed, and its foundations are much weaker than the

rest of the theory. In a way, the Higga-doublet parametrizes mast of our ignorance

of the Standard Model. [Bur97]

2.2 Discrete Symmetries

As we have seen, symmetries play a crucial role in the Standard Madel as they

gave us the conserved quantities. Symmetries with the respect to the gauge group

(SUe(3) x SUr,(2) x Uy(l» and to electromagnetism (U...(1» are continuons, they

represent invariance of the physîcal quantities under transformations govemed by

one or more continuons parameters (such as position in space or angular orien-
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tation). There are, in addition, symmetries usociated with discrete parameters

and three of them are particularly useful: parity inversion (P) - the inversion of

the three spatial coordinates through an arbitrary origin converting a left-handed

system into a right-handed, time reversaI (T) - e1fective1y the reversal of the tem­

poral coordinate and charge conjugation (C) - a change in the sign of aU intemaI

degrees of freedom (electric charge, baryon number, lepton number t strangeness,

charm, beauty, truth but not mus, four momentum and spin) of aIl particles in

the system converting particles into antiparticles.

Until 1956 it wu believed that the physicallaws were ambidextrous, inverting

parity on any physical process must result in another possible process. The evi­

dence of parity violation in weak decays (original experiment wu made on C080

beta decay) was fust detected by C. S. Wu et al. who found that most of the elec­

trons were emitted in the direction of the nuclear spin. [W+51} Another evidence

of P violation is the fact that all neutrinos are left-handed and aIl antineutrinos

are right-handed, as meuured in 1r% -+ p,% + lIu(rï~). Charge conjugation is also

not & symmetry of the weak interactions as applying it to a left-handed neutrino

produces & left-handed antineutrino, which doesn't exist ! Time reversai is a lot

harder to test as no particles are eigenstates of T so we can not just look at

whether & given reaction preserves the eigenvalues of the time reversai operator,

or whether the rates of T even and Todd reactions are the same. The most direct

way to test the conservation of T is to measure the rates of a candidate reac­

tion (such as 'II. + p ~ cl + '1) as we run it both ways under the same conditions.

As stated by the 'principle of detailed balance' those rates should be the same.

No evidence of T violation wu found in strong and e1ectromagnetic interactions,

which is hardly surprising considering that both Cand P were violated exc1usively

in wealt decays. Unfortunate1y, inverse-reaction experiments are hard to do in the

weak interactions. Consider a typical weak decay A --+ p+ +11'-. The inverse reac­

tion ia p+ +11'- -+ A (allowed only if the energies of p+ and 11'- are large enough to
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produce A), but we will never see such a reaction hecause a strong interaction of a

proton and a pion will always dominate over the weak one. [Gri87] In practice the

critica1 test of T invariance involves measurements of quantities which should he

exactly equal to zero if T is a perfect symmetry. The hest known experiment to

date is Ramsey's upper 1imit on the e1ectric dipole moment of a neutron. [Ram82]

Nevertheless, there is a compelling answer as ta why time reversaI. cannot be

a perfect symmetry of nature. Based on the most general assumptions - Lorentz

invariance, quantum mechanics and the idea that interactions are carried by fields

- the TOP Theorem states that the comhined operation of time reversal, charge

conjugation and parity inversion, in any order, is an exact symmetry of any in­

teraction. [Lue57] It is not possible to construct a quantum field theory in which

Tep is violated. H, as will he presented soon, CP is violated then there must he

a compensating violation of T.

2.3 CP Violation

Some temporary relief to the 'prohlem' of C and P violation was provided by

the discovery that the Universe is made of only left-handed particles and right­

handed antiparticles. This meus that the combined CP symmetry transforms the

real physical states into each other. With the discovery of the CP violation in the

bon system the sanctity of discrete symmetries wu pushed back again. The most

obvious CP violating scenario is when two CP conjugate processes have difrerent

amplitudes. The general approach ta the explanation of the CP violation, when

OP conjugate amplitudes are the same, is via the interference of two amplitudes

that have a nouero physical phase dürerence in a multiamplitude process. CP

violation can be either: direct - the two amplitudes that interfere with each other

contribute directly to the decay of the B meson (there being contributions from



• 10 CHAPTER 2. THEORETICAL BACKGROUND

both tree and penguin diagrams) and indirect - due to mixing, the interference

between X -+ f and X -+ X -+ f (assumïng that both X and X decay into a OP

eigenstate 1) gives rise to CP violation. Hfor a process we have M = Ml + e~M2

then for a rate and a OP conjugate rate

p =MAr =M1M; + M2M; +M1M;e-itP +M2Miei
t;

Pep =CPMM* = M1M; + M2Mi +M1M;eitP + M2M;e-itP (2.2)

we get P - Pep :F o. The three family Standard Model does provide the necessary

OP violating phase through the cKM matriz.

Evidently, the long lived neutral kaon is not a perfect eigenstate of CP. Vio­

lation in K~ - KZ mixing is described by a single parameter f =2.3 x 10-3 :

IKo >= (1 + f)IKO > -(1 - f)\KO >
L 12(1 + If12)

IKo >= (1 + e)IKO > +(1- e)IKO > (2.3)

s 12(1 + lel2)

OP violation in the semi-leptonic kaon decays has also been observed. It is

parametrized by the following quantity (charge asymmetry in leptonic decays):

5 _ r(KZ -t' 1["-'+1') - r(K! ~ 1f'+I-v) (2.4)
- r(K2 ~ 1r-I+v) +r(K! ~ 1r+l-v)

The experimenta1ly measured value of 5 (averaged from e1ectron and muon chan-

nels) is: 5 = (0.327 ± 0.012)%. (WN96] This asymmetry provides an absolute

distinction between matter and antimatter and an unambiguous, convention free

definition of positive charge as the charge of a lepton preferentially produced in

the decay of a long-Iived neutral kaon.

2.3.1 CP Violation in the Standard Model

The following sections are a SUDlDlary of the severa! published worka on the 8ubject

of CP violation in and beyond the Standard Madel. The full discussion ia givm
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in: [NQ92], [Gr096], [Lon96} and [Kay96] ..

Il

A Lagrangian is CP conserving ü ail the coupling and mass terms can he made

real by an appropriate set of field redefinitions.. In the Standard Model, the most

general theory with only two quark generations and a single Biggs multiplet is of

that type.. However, when & third quark generation is added then the most general

quark mass matrix does allow CP violation. The three generation Standard Model

with a single Bigga multiplet has only a single non-zero phase and it appears in

the matrix which relates weak eigenstates to mass eigenstates. This is common1y

known as the CKM (Cabibbo-Kobayashi-Masawa) matrix, [KM73] which is a

genera1ization of the four quark mixing matrix parametrized by a single (Cabibbo)

angle. [Oab63]

2.3.2 The Cabibbo-Kobayashi-Maskawa Matrix

By convention, the three charge 2/3 quarks (u,e and t) are nnrnjxed, and aIl the

mixing is expressed in terms of a 3 x 3 unitary matrix V operating on the charge

-1/3 quarks (d, .J and b):

d' VucI Vu. V,. d

" - Vc:eI Vc. Ve6 .J

b' Vtcl l'e. Vt6 b

The values of individual matrix e1ements can in principle a1l be determined from

weak decays of relevant quarks or from deep inelastic neutrino scattering. Using

the unitarity constraint and &8sumiDg only three quark generationa, the 90% con­

fidance limita on the magnitudes of the e1ements of the CKMmatrix are: [GKR97]

v=
0.9745 - 0.9760

0.217 - 0..224

0.004 - 0.013

0.217 - 0.224

0.9737 - 0..9753

0.035 - 0.042

0.0018 - 0.0045

0.036 - 0..042

0.9991 - 0.9994
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There are severa! parametrizations of the OKM matrix. One proposed by Chau

and Keung [CK84] (Ci; = cos 8i; and Si; = sin 8ii, with i and j being the generation

labels, and a single phase 0 :5 513 ::; 211"):

V il il= -S12C23 - C128 238 13e lS C12C23 - S128 23S13e u S23C13

~ ~
812823 - C12C23s13e 13 -C128 23 - S12C23S13e 13 C23C13

Another useful parametrization, up to the fourth power of the Cabibbo angle À

(À ~ 0.22, A and .,,2 + p2 are of 0(1)) is due to Wolfenstein: [WoIS3]

v=

The unitarity of the CKM matrix leads to relations such as:

(2.5)

The unitarity triangle is a geometrical representation of this relation in the com-

•vv
cd cb

Figure 2.1: The unitarity triangle.

pla plane: the three compla quantities, Vt6V~, Vc6V;' and VubV':' should form

a triangle, as shown in Fig. 2.1. The UJÙtarity triangle gives a relationahip he­

tween the two malt poorly determined entries of the OKM matrix, Vub and V",.
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It is thu8 convenient ta present constraints on the OKM parameters as bounds on

the coordinates of the vertex A of the unitarity triangle, as in Fig. 2.2. [GKR97]

The top quark mass evaluated at the relevant scale for the B3 - B: mixing is

1nt = 166 ±5GeVc-2 • Note a different scale with respect to the unitarity triangle

in Fig. 2.1.

0.005

o'---""'~~~
-0.005 o,.. 0.005

IS12Vcbl---~"~1
0.010

Figure 2.2: Constraints on the position of the vertex, A, of the unitarity triangle

folloWÎng from IVubl, B-mixing and f. A possible unitarity triangle is shown with

A in the preferred region.

The Standard Model predictions for the CP asymmetries in neutral B decays

into certain CP eigenstates are fully determined by the values of the three angles,

a, 13 and '1, of the unitarity triangle.

2.3.3 CP Violation in Neutra! B Decays

When we conaider a neutral meson BO and its antipartic1e BO the two mus eigen­

states are BL and Bg (meaning light and heavy, respectively):
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The eigenvalue equation is:

(2.6)

(2.7)

Hele M (the mass matrix) and r (which describes the exponential decay of the

system) are 2 x 2 Hermitian matrices. The d.i.fference between rH and rL is

produced by channels with branching ration O(10-3 ) which contribute with alter­

nating signs a.nd it is safe to set r =rL = rH. Also, we define M =(ML+Mg)/2

and âM =Mg - ML. As ru -< Mu gives Ip/ql = 1 the proper time evolution

of states which at time t=O were either pure BO or pure ÏJ° is given by:

IBo >= eC-t-iM)tcos !1Mt lBo > +fie(-f-iM)tsin t1Mt'Ëo >
ph". 2 q 2

IBo >= fieC-f-iM)t sin t1Mt IBo> +e(-t-iM)tcos t1Mt IËJ° > . (2.8)
ph1l' q 2 2

Since we are interested in the decay of neutral B mesons into a CP eigenstate,

which we denote by Icp, we define the following amplitudes:

(2.9)

The time-dependent rates for initially pure BQ or [Jo states to decay into CP

eîgenstates are:

o ( -0 ) 1 2 -rt [1 + /"'1
2

1 - 1"'1
2

r(B,h1l' B,,,,,.) -+ lep = AI e 2 ± 2 cos(llMt)

=F1m,,\ sin(âMt)] (2.10)

where

qA
"'=pA'

The time-dependent CP asymmetry, which is defined as:

o ( -0

( )
_ r(Bphll• t) -+ lep) - r(B"".(t) ~ Icp)

(J/cp t = -
r(B:"".(t) -+ Icp) +r(B~JI.(t) ~ Icp)

(2.11)

(2.12)
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is given by:

(
t) _ (1-IÀI2

) cos(âMt) - 2ImÀsin(âMt)
a/cp - 1 + 1~12 •

15

(2.13)

The quantity Inù which can he extracted from a/cp (t) can he directIy related to

the CKM matrix e1ements in the Standard Model. In the general case:

b uet d

Figure 2.3: Feynman diagrams responsible for BO - BO mixing.

A = E ~eil'e~, JI =E ~eilie-i~,
i i

(2.14)

where Aï are real, tPi are OKM phases and 5, are strong phases. fi all amplitudes

that contribute to the direct decay have the same OKM phase, such that AIA =
e-2it/1D and if qlp = e-2it/1l11, where <PM is the CKM phase in the B - lJ mixing

(the relevant Feynman diagrams are shown in Fig. 2.3), then Eq. 2.13 simplifies

considerably:

4fcp(t) = -1mÀsin(âMt)

l = e-2i{.D+.JI> => 1mÀ =- sin 2(tPD + tPJI) (2.15)

•
CP asymmetries in BO -+ fep provide a way ta measure the angles of the unitarity

triangle, which are defined by:

a=arg( ;,:~), p=arg(-~:~), 1=arg( ~:~~). (2.16)
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The aim is to 'overdetermine' the unitarity triangle, to make enough independent

measurements of the sides and the angles and thus check the validity of the Stan­

dard Model. Table 2.3 [NQ92] lists CP asymmetries for various channels in Bd

(left) and B. (right) decays. One possible harlronic final state is listed for each

specific quark decay. Standard Model predictions for the parameter lnL\ (in terms

of the unitarity triangle angles) are given in the lut columns.

Quark process Final state lmÀ Quark process Final state ImÀ

b-. ëci 'l/JKs - sin 2{3 b-. ëci 'l/J4> 0

b..... ëcd D+D- - sin2{3 b -+ ëcd 1/JKs 0

b -+ üud 1['+1['- sin2a li -+ ü'Ud pKs - sin 21

b -+ i8i cf>Ks - sin2{3 b-+ 888 r(,,' 0

b -+ i8d KsKs 0 b-+ 88d <fJKs sin 2,8

b--+ éui, ici nC::pK-o sin 1

Table 2.3: CP asymmetries in Bd and B, decays.

6
b

b ..
d ... d d .. d

Figure 2.4: Feynman diagrams, tree (left) and penguin (right) for the B2 -+ 1r+r­

decay.

It ia important that only one weak amplitude contributes to a decay if one is

to cleanly exiract the CP phases using indirect CP violation. A problem arises
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sinee many B decays have more than one sucb contribution. In addition to tree

diagrams, penguin diagrams are often present. This is the case in the decay

B~ -+ 1r+1r- (both Feynman diagrams for this decayare shown in Fig 2.4), which

is one of the interesting CP eigenstates. Here, the tree diagram has the weak

phase V~Vud, while that of the penguin diagram is l';6\'tei. Therefore, for this

decay, in addition to indirect CP violation, direct CP violation is present due to

the interference between two types of diagrams. This spoils the cleanliness of the

measurement of the CP asymmetries, hence the term 'penguin pollution'. Thus,

the measurement of CP asymmetry in this mode does not give sin 2a, as advertised

before, but sin(2a + 9+_), where 8+_ depends on weak and strong phases of the

tree and penguin diagrams as well as on their relative sizes. 1t should be noted

that this problem does not arise in aIl modes. For example, in Bei -+ 'tK~ both

tree and penguin diagrams have the same weak phases so there is no interference,

and in B. -+ D;K=F there are no penguin contributions.

2.3.4 CP Violation in Charged B Decays

In charged B decays one may look for the CP violating asymmetries of the form:

_ r(B+ -+ 1) - r(B- -+ i)
(/;/ = r(B+ -+ 1) + r(B- -+ Î) (2.17)

where f is any final state and ï is its CP conjugate. Although OPT theorem

requires that the total B+ and B- decay widths are the same, specifie channe1s

or sums over channels ean contribute to the above asymmetry. For this to happen

there must be interference between two separate amplitudes that contribute to

the decay with different weak phases, <Pt :F th, and with different strong phase

shifts, 61 :F 62• In that case:

(2.18)
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It wu recognized [BSS79] that, within the Standard Model, these conditions can

he readily met in three types of B decays: (i) CKM suppressed decays where

tree amplitudes can interfere with penguin type amplitudes, (ii) CKM forbidden

decays, which have no tree contributions but there can be interference of penguin

contributions with different charge 2/3 quarks in the loop, and (iii) Radiative

decays, similar to (ii) but the leading contribution is an electromagnetic penguin

(the gluons are replaced by a single photon line).

2.3.5 Beyond the Standard Model

The above discussion assumes that the only source of CP violation is the phase

of the CKM matrix. Modela heyond the Standard Model involve other phases

and, consequently, the measurements of the CP asymmetries may violate the

constraints of the unita.rity triangle. Even in the absence of new CP violating

phases the sides of the triangle may be a1Fected by new contributions. In certain

modela, such as four-generation mode! and modela involving Z-mediated flavor­

changing neutra! currents, the unitarity triangle turns into a quadrangle.

Through a measurement of the OP asymmetries, the presence of new physîcs

can he detected in severa! ways: (i) the relation a +~ + "Y = 1r is violated, (ii)

even if ct + {3 +..., = 'Ir value for the CP phase can be outside of the Standard

Model predictions, (iii) the CP angles are consistent with the Standard Model

predictions but are inconsistent with the measured sides of the unitarity triangle.

Anyadditional information on the OP violation in and beyond the Standard

Model can be found in a myriad of books and review publications on theoretical

partide physics. The ones used in the preparation of thia introductory œapter

are: [NQ92], [Or096], [Lon96], [Kay96], (WN96) and [Bur97].
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2.4 Specifie Ionization - dE / dx

2.4.1 Theory

19

This section is a summary of the theoreticai description of the particle energy

1088 in matter. It was taken !rom Introduction to E:eperimental Particle Physics,

by R.C.Femow [Fer86}, Particle Detectors, by C.Grupen [Gru96], and Review of

Partiele Physics, pubIished by The American Physical Society [WN96}.

Charged particles passing through matter lose kinetic energy by excitation of

bound e1ectrons and by ionization. The later process is of greater importance

as the atomic e1ectrons are liberated from the atom and can be 8ubsequently

detected.

Given the momentum of the incident particle p = -yma{3c (where -, is the

Lorentz factor, f3c = v and ma is the rest mass of the particle) the maximum

energy that might be transferred to an atomic e1ectron (mass me) in a medium is

given by [Ros52}:

(2.19)

where the kinetic energy Elrin is re1ated to the total according ta Elnn = E - mac2.

H one neglects the quadratic term in Eq. 2.19, which is & good approximation for

ail incident particles other than e1ectrons, it follow8 that:

(2.20)

For re1ativistic particles Elrin ~ E ~ pc and the maximum transierable energy

becomes:

(2.21)
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H the incident particle is an e1ectron, these approximations are no longer valid.

In this case Eq. 2.19 reduces to:

(2.22)

(2.23)

which is expected for a central collision of two classical particles of equal masse

The average energy loss dE per 'length' dz for 'heavy' particles in semi-classieal

approximation is given by Bethe-Bloch formula [Bet30, Bet32, Blo33]:

dE 2 2 2Z 1 [ 2m.t?'l2{32Emul 2 ]
- d~ = 21rNAre m.c z A{j2 ln [2 - 2{3 - 8 ,

where

z .. charge of the incident particle in units of elementary charge

Z, A· atomie number and atomie weight of the absorber

m~ .. e1ectron mass

7'. - classical e1ectron radius (re= 4;q m:CJ )
NA - Avogadro number (6.022 x l023mol-l)

l .. ionization energy of the absorber material which can be approximated by

1= 16Zo.geV for Z > 1

6 .. a parameter which describes how much the extended transverse electric field

of incident relativistic particles is screened by the effective charge density of the

atomic e1ectrons. For energetic particles 6 ~ 2ln'l + C, where , il a material

dependent constant.

The energy lOIS is usually given in unîts of 1~~2. The length unit g cm-2 is

commonly used bec&use the energy 1088 per surface mus density (which is d~ as

defined above) is large1y independent of the properties of the material. Eq. 2.23

il an approximation which is precise to the Ievel of a few percent up to energies

of several hundred GeV, but it cannot be used for slow partides which move with

ve10cities comparable to, or lels than, those of atomic e1ectroDJ.
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Figure 2.5: Energy 10ss rate in copper as a. function of f3'Y of incident pions [WN96].
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Figure 2.6: Energy los8 rate for various materials and severa! particle specïes as a

function of incident particle momentum [WN96].
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Figure 2.5 [WN96) shows the energy 108s rate as calculated for an incident

pion passïng through copper. (Note the diff'erence in energy notation between the

figure and the text: Tnuur = gm4a and Teut == Eeut ). In the low energy domain

the energy loss decreases like {3-'l where q ranges between 2/3 and 3. It reaches

a broad minimum of ionization at f3"Y ~ 3.5. Relativistic particles which have

an energy 108s in this region are called 'minimum-ionizing particles'. The energy

108s increases again because of the logarithmic term in the brackets of Eq. 2.23.

This equation only describes energy losses due to ionization and excitation of the

atomic e1ectroDS in the medium.

Figure 2.6 [WN96] shows the energy loss rate for severa! spicies of incident

particles, as a function of the incident particle momentum, passing through liquid

hydrogen, gaseous helium, carbon, aluminum, tin and lead.

At high energies radiation lasses, which are not included in the Bethe-Bloch

formula, become more and more important, as the rate of energy loss due to

bremsstrahlung [Ros52]:

dE Z2 2 [1 e2
] 2 183-- = 4aNA -z E ---- ln-,

dz A 41rfo m.c2 zt
(2.24)

begins to dominate the total rate of energy 10s8 at very high energies (ELITeV for

particle more massive than the electron).

Equation 2.23 gives only the average energy loss of charged particles. For thin

absorbers, i.e., mainly in gues, strong fluctuations around the average energy

108s existe The energy 108s distribution for thin absorbera is strongly asymmetric

and can be parametrized by a Landau distribution, see Fig. 2.7. A reasonable

approximation of the Landau distribution is given br [B+84]:

(2.25)
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where À is the deviation from the most probable energy loss:

À = ~E -~EW,
e

23

(2.26)

(2.27)2 2 2 Z 1e= 21rNAr e m ec Z Af32 PZ•

D.E - actual energy 1055 in a layer of a given thickness,

~EW - Most probable energy 10s8 in the same layer,

p - density of the traversed material in g cm-3

z - thickness of the material in cm.

r e - the classical e1ectron radius in cm.

The Landau fluctuations of the energy loss are related to a large extent ta very high

energy transfers to atomic e1ectrons, which allow escape and are called 5 or bock­

on e1ectrons. The strong lluctuations of the energy loss are quite frequently not

observed by a detector, as detectors only measure the energy which is deposited

in their sensitive volume, and this energy may not be the same as the energy lost

by the partic1e. Some of the 5 e1ectrons may leave the sensitive volume before

depositing ail of their energy. Therefore, it is quite often of practical interest

to consider only the energy loss with energy transfers E smaller than some cut­

off value EC\Jt. The 'mean' for this truncated energy loss distribution is given

by [WN96]:

dE 2N 2 2 2 Z 1 [1 2m.c2{32,.,2 EC\Jt /.l2 5] (2.28)
- dz = 1r Ar.m.c oZ A {3' n [' - fJ - •

The truncated energy 108s distribution does not show as pronounced Landau tail

&8 distribution of Eq. 2.23. Because of the density e1f'ect, expressed by 6, the mean

energy 10s8 of the truncated distribution approaches a constant at high energies,

which is caIled the Fermi plateau.

So far, only the energy 108s of the 'heavy' particles was disCU88ed. Electrons,

u the incident particles require special treatment as: (i) even at low energies,
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the energy loss is influenced by bremsstrahlung, and (ii) the mass of the incident

particle and the target e1ectron are the same. The equivalent of Eq. 2.23 for elec­

trons, which aIso takes into consideration the kinema.tics of the e1ectron-e1ectron

collisions and the screening effects, is [MRRS88]:

_ dE _ 4 N 2 2 Z~ [ln"'1mec2f3v'i=T
dz - 1r ArIlmec A f32 .J21

!(1 _ t.l)2 _ 2" - Iln2 ..!.. (" - 1) 2] (2.29)+2 fJ 2"'12 + 16 '1 •

The ionization energy 10s8 of a 250MeV electron in a lem gaseous a.rgon la.yer is

shown in Fig. 2.1, where we have used: !1Ew = 2.4keV and e= O.125keV [Gru96].

Landau Distribution0.3r----------------------.

~0.2....
...-4....
.Q
«S
.Q
o
~ 0.1

OL-.----~------~--------'234 5

Enerqy Loss [keV]

Figure 2.7: Landau distribution for the ionization energy 10ss ol 250MeV e1ectrona

in lcm of gaseous argon.

Final1y, the energy 10ss in a compound of various e1ements i is given by:

(2.30)

where fi is the mus fraction of the i ...th e1ement and : li the average energy 1088

rate in that element. Corrections to tbis relation due to the dependence of the
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ionization constant on the molecular structure can be safely neglected, provided

that one does not have f3 $ 10-2 - 10-3 •

2.4.2 Applications of dE/ dx ta Particle Identification in

Drift Chambers

It should be realized that the specifie energy loss rate, Eq. 2.23, depends on the

incident particle's e1ectric charge and velocity, but not on its massa Therefore, if

one is able ta simultaneously measure curvature of the track and the deposited

ionization energy associated with the track, the incident particle can be identmed

in the following way. The curvature of the trac1c, as obtained from the fit of the

drift chamber hits, yields the momentum of the partic1e, as weIl as the sign of its

electric charge. H the path & particle has traversed in the drift chamber is known

(and it is, after the track fit is done) the measurements of the 'total' energy 108s

of the particle give the rate of energy 108S (dE /dz) and, finally, the particle's

ve1ocity. The momentum. and the velocity of a given particle are sufficient to

unambiguously determine its mus, therefore, the incident particle is identified.

Figure 2.8 shows the specifie ionization energy los5 rate for incident kaons and

pions in copper. Note the expanded vertical 5cale compared to Fig. 2.5. The

horizontal axis is the momentum rather than f3"Y factor of Fig. 2.5. The incident

p&rticle momentum ranges between 0 and 3GeVc-1• dEldz wu c:alculated uaing

Eq. 2.23 with the ionization energy of copper lcu = 322eV (WN96]. AU the

'density eft'ects' (the 6 term) were neglected. Note that the two curves cross at

the momentum of ~ O.9GeVc-1 •

A fundamental problem of this procedure arises tiom the fact that, beyond

certain momenta, energy 10s8 rates of di1rerent partide species, pions and kaons for

example (Fig. 2.8), overlap due to instrumantal resolution. Particle identification
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Figure 2.8: Specific ionization of kaons and pions in copper, as a. function of their

momentum.

using the dE/ dz method becomes impossible in that momentum range.
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Chapter 3

BaBar Experiment

This chapter is a brief review of the BaBar Technical Design Report [00195]. Other

references are quoted where necessary.

3.1 Motivation

While it has been understood for several years that the measurement of OP violat­

ing asymmetries in BO decays could lead to important tests oi the OKM matrix,

the experiments seemed beyond reach. The discovery of a surprisingly long b quark

lifetime together with a large BO - BO mixing made it possible to contemplate

such experimenta. It soon became clear that the most straightforward approach

involved experiments at a variety of e+e- machines, either in the T(4S) region

(lO.58GeV), in the PEP/PETRA continuum region, or at the ZO pole (91.19GeV).

The most favorable e+e- experimental situation, which ia the one producing

the smallest statistica1 error with the least integrated luminosiiy, is the asymmetric

storage ring fust proposed by Oddone. [Odd87] This machine would boost the

27
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decaying BO mesons in the laboratory frame, allowing existing vertex measuring

technology to measure the time order of BO - ÏJo decay pairs (remember that in

order to extract the CP violating parameter Iml from the measured asymmetry,

see Eq. 2.15, one needs to know the time t between the two BO decays) even with

the short B Meson flight distance.

PEP-II collider, at Stanford Linear Accelerator Center (StAC), in Stanford,

California, promises to provide the required luminosity, initially 3 x l033cm-2s-1,

ultimately 1034
, with asymmetric T(45) production at a (31 = 0.56) (9GeV elec·

trons on 3.1GeV positrons). The BÏJ production rate will be 3Hz at the initial

luminosity, rising to 10Hz. The experimental challenge is then to provide high

efticiency, high resolution exclusive state reconstruction in a. situation new to the

e+e- coilider world: a center of mass in motion in the laboratory.

The primary goal of the BaBar experiment is the systematic study of OP

violation in neutraI B decays, as discussed in the previous chapter. The secondary

goals are to explore the wide range of other B physics, charm physics, T physics,

two-photon physics and T physics that becomes available with the high luminosity

of PEP·II.

The critical experimental objectives to achieve the required sensitivity for OP

measurements are: [00195]

• To reconstruct the decays of BO mesons into a wide variety of exclusive final

states with high efficiency and low background.

• To tag the llavor of the other B meson in the event with high efficiency and

purity.

• To measure the relative decay time of the two B mesons.
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3.2 The Experimental Setup
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•

Figure 3.1: 3D view of the BaBar detector.

The BaBar experimental design is shown in Fig. 3.1 and & summary of the

individual detector components is given in Table 3.1. It consists of a silicon vertex

detector, a drift chamber, a particle identification system, a CsI electromagnetic

caiorimeter, and a magnet with an ïnstrumented lux return. The superconducting

solenoid is designed fOf a magnetic field of le5T, and the flux return is instrumented

for muon identification and coarse hadron calorimetry. AIl of tho8e detectofs
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PerformanceDimensions

SVT Double-sided 5 Layers (fz = (fZ1/ =
Silicon Strip r =3.2 - 14.4cm =50p,mlPt œ15pm

-0.87 < cos 8 < 0.96 (ftP = (f, = 1.6mx/ Pt.

DC Small cen 40 Layers (f(pt.)lpt =
Drift Chamber r = 22.5 - BO.Ocm = 0.21% + 0.14% x Pt

-lllcm < z < 166cm

PID DmC 1.75 x 3.5cm2 quartz Npe = 20 -50

-0.84 < cos 8 < 0.90 ~ 4<7' KI 'Ir separation

CAL CsI(Ti) 16 - 11.5 Xo (TElE =1%IEt El' 1.2%

,..; 4.8 x 4.8cm crystals (T, = 3mr/JE œ2mr

MAG Superconducting IR = 1.40m B =1.5T

Segmented Iron L = 3.85m

IFR RPC 16-17 Layers e" > 90%

for PI' > O.8GeVc-1

~ Detector 1 Technology

Table 3.1: The BaBar detector - parameter summary.

operate with good performance for laboratory polar angles between 1TJ and 1500 ,

correspondïng to the range -0.95 < cos 9cm < 0.81 (due to the Lorentz boost, the

center of mus frame does not coincide wïth the laboratory frame).

The detector coordinate system is defined with +z in the boost (high energy

beam) direction. The origin is the nominal collision point, which is offset in the

- z direction nom the geometrical center of the detector magnet.

The tracking system in BaBar consista of the vertex detector and a drift cham­

ber. The vertex detector is used to precisely measure bath impact parameters for

charged tracb (z and r - q,). These meuurements are used to determine the



• 3.2. THE EXPERIMENTAL SETUP 31

düFerence in decay times of two BO mesons. Charged particles with transverse

momentum (Pt) between "J 40MeVle and "J 100MeVle are tracked only with the

vertex detector, which must therefore provide good pattern recognition.

The drift chamber (extending from 22.5cm in radius ta SOcm) is used primar­

ily to achieve excellent momentum resolution and pattern recognition for charged

particles with Pt > lOOMeVic. It aIso supplies information for the charged track

trigger and a measurement of dEIdz for particle identification. The optimum

resolution is achieved by having a continuous track:ing volume with a minimum

amount of material to cause multiple scattering. By using helium-based gas mix­

ture with low mass wires and a magnetic field of 1.5T very good momentum

resolution can be obtained. The chamber is designed to minirnize the amount

of material in front of the particle identification and calorimeter systems in the

heavily populated {orward direction. The readout e1ectronics are mounted only

on the backward end of the chamber.

Two primary goals for the particle identification system are to identify bons

for tagging beyond the momentum range in which dEIdz separation works well,

and to identify pions from few body decays such as BO --+ 1r+r- and BO -+ p1r.

A new detector technology is needed to meet these goals and in the barrel region

& DIRe (Detector of Intemally Refiected Cerenkov radiation) is used. ëerenkov

light produced in quartz bars is transferred by total internai refiection to a large

water tank outside of the backward end of the magnet. The üght is observed by an

anay of photomultiplier tubes, where images govemed by the Cerenkov angle are

formed. This arrangement provides at least 4 standard deviation ?r/ K separation

up to aImost the kinematic limit for particles from B decays.

The electromagnetic ca10rimeter must have superb energy resolution down to

very low photon energies. This is provided by & fully projective CsI(Ti) crystal

calorimeter. The barrel calorimeter contains 5880 trapezoidal crystals; the endcap
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ca10rimeter contains 900 crystals. The crystallength varies !rom 17.5Xo (Xo is

the radiation length) in the forward endcap to 16Xo in the backward part of the

barrel. Electronic noise and beam related backgrounds dominate the resolution at

low photon energies, while shower leakage from the rear of the crystals dominates

at higher energies.

To achieve very good momentum resolution at 'high' momenta without in­

creasing the tracking volume, and therefore the caiorimeter cost, it is necessary

to have a field of 1.5T. The magnet is therefore of superconducting design. The

magnet is similar to many operating detector magnets, so the engineering and

fabrication should be straightforward. The segmentation of the non for an Instro­

mented Flux Return (IFR), and the need for the DIRe readout in the backward

region cause some design complications.

The IFR is designed to identify muons with momentum around O.SGev/ c and

to detect neutral hadrons (such as K2s). The Magnet flux return is divided œto

layers between which are gaps with Resistive Plate Chambers (RPC), which serve

as active detectors. The RPCs represent a proven technology which adapts well

to the BaBar geometry.

The high data rate at PEP-II requires a data acquisition system which is more

advanced than those used at present e+e- experiments. The rate ofprocesses to be

recorded at the design luminosity of 3 x 1033cm-2s-1 is about 100Hz (the bunch

crossing period ia 4.2ns), except for Bhabha events which have to be 'scaled'.

Simulations of machine backgrounds show hit raies of about 100kHz per layer in

the inner region of the drift chamber and about 140MHz in the mst silicon layer.

The goal is to operate with negligible dead time even if the backgrounds are 10

times higher than present eatimatea, which might happen early in the life of the

experiment.
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The choiee of gas for the drift chamber is driven primarily by the lleeds to reduee

the total amount of the material, minjmize multiple seattering for low momentum

tracks, and to operate efficiently in a 1.5T magnetie field.

Primary dEfdz

Gas Mixture Xo Ions Vd 8L Resol.

(m) (cm-1) (pm/ns) (deg) (%)

Ar : 002 : 08..(89:10:1) 124 23.6 49 52 7.3

He : DME(70:30) 723 22.4 6 8 6.7

He: C.H1O(80:20) 807 21.2 22 32 6.9

He: a02 : 048 10(83:10:7) 963 13.8 19 26 8.5

Table 3.2: Properties of varions gas mixtures at atmospherie pressure and 20°0.

Gas Mixture p for 3D' (MeVje) # of ~ at 2.6GeVje

Ar : 002 : CH..(89:10:1) 665 2.4

He : DME(70:30) 720 2.1

He: 0.810(80:20) 710 2.1

8 e : a02 : 0.H10(83:10:7) 660 1.7

Table 3.3: K/1r separation for various gas mixtures.

These requirements are well satiafted by mixtures of helium and hydroearbons.

Mixtures with 10-30% of vanoua hydroearbons dord a small Lorentz angle (the

angle between e1ectron drift ve10city and the e1eetric field), good resolution and
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Figure 3.2: Calculated and measured drift velocities as a function of e1ectric field

for a zero magnetic field.

low multiple scattering. Tables 3.2 and 3.3 show the properties of gues which

have been considered for the BaBar drift chamber.

The drift velocities and Lorentz angles are determined with the Boltzmann in­

tegration code [Bia89] and the dE/ dz calcu1ations were performed with a modified

version of a program by Va'vra [VRFC82]. Note that the helium mixtures have a

radiation length more than five times larger than that of Ar : 002 : OH..(89:10:1),

a commonly used argon-based mixture..

Fig. 3.2 shows the calculated drift velocity vs. electric field for four gues in the

table. The resuIts are !rom [PBES92] (He: 0.H1o), [BBB92] (He: 002 : 0 4H10

and Ar : a02 : OH.), [C+91] (He: DME). The heJium based mixtures lead to

better performance thm typica1 argon mixtures since the smaller Lorentz angle

results in a more uniform distance-time relation.

The resuIts lor the spatial resolution are aummarized in Fig. 3.3. Points lep--
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resent the data from prototype chamber while curves are results of other stud­

ies. [PBES92, 0+91, U+93] The He : C4H10(80:20) mixture wu chosen for the

BaBar drift chamber based on the measured spatial resolution and simulated

dE / dz resolution. The aging studies were performed with a small proportional

counter and an Fe55 source, and the isobutane mixture showed negligible aging.

Long term aging studies are under way.

,

OHRS Ar:C02:0I4 [89:10:1] 177S V
6LoZl He:C02:i-<:4HIO [83:10:7] lns v
.L0Z2 He:i..c4HI0 [80:20) 1800 V

- - - Un093 He:C2H6 [50".50) 2300 V
- - P1a92 He:DMB [70:30] 1650 V
--- CIn91 He:DME (70:30]

•o
A
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'\" A A ,,', 6 ,'., ...-..... " ----_..,..II....~-.a._.._.11 __--_-.--" ~.~-~._.~--
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50
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Drift DIstance (mDlimeters)

Figure 3.3: Spa~:sl resolution for varions gasses from the prototype drift chamber

(points) and nom other studies (curves).
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Small Scale Drift Chamber

A small scale drift chamber prototype was built by members of the BaBar group

at Laboratoire d'Annecy-Ie-Vieux de Physique des Particules (LAPP), Annecy-le­

Vieux, France. This chamber wu used for subsequent test-beam experiments at

the Proton Synchrotron (PS), CERN (August 1997) and at PSI, Zurich (October

1997). The goal wu to study the specifie ionization (dE/ dz) of the Helium­

Isobutane gas mixture (80%He 20%0..H10 ) which is to be used in the actua!

BaBar drift chamber.

4.1 Prototype Drift Chamber Description

The prototype drift chamber is a cylinder of radius ~5.5emand of length ~17.5em.

It eonsists of 34 hexagonal cells (each eell is a right hexagonal prism of length

17.5 cm). This geometry closely resembles the mid layers of the BaBar drift

chamber. Sense weI (gold plated tunglten, 20 micron diameter) are eentered at

the middles of each cell and are kept at a potential of positive 1650 Volts. Field

wîrel (berylium, 100 micron diameter) positioneci at the vertices of hexagons are

36
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kept at a constant potential of 0 Volts thus creating &Il e1ectric field attracting the

deposited e1ectric charge toward the sense wes. Fig. 4.1 shows a two dimensional

(z-x plane, with +z being along the incident beam direction, note that this does

not correspond to the BaBar coordinate system) view of the small scale drift

chamber prototype.

Annecy BaBar Test Chamber

Panicle ..
Beam

47.11

15043

12.11

------------------------------------·----1

1 1 1

:.: :
~ 1
17.16 1,..---.

IS.98

19....

%7.83
31.10

39.69
OJS

55.41

Figure 4.1: 2D geometry of the small scale drift chamber prototype.
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For the events passing the common threshold, needed information was obtained

in the following way. The times 80t which the signal arrlved at sense WÎres in cells

1-10 were recorded by TDOSl while the charge collected on each sense wire was

recorded by ADOs.2 Signal duration wu limited to a 2ps gate. In addition, cells

1-7 were also recorded by FADOs.3 Qnly 200 samples were made at the rate of

100Mhz. Other 24 cells were not read. An Fe55 radioactive source is mounted

on the inner wall of the chamber. F eSs transforms via the capture of an e1ectron

!rom one of its atomic orbitaIs: e- +p -+ n + Il. A hole in the atomic shell is

filled by another atoIDÎc e1ectron giving cise to the emission of a characteristic

x-ray (231keV, with a. half-life of 2.73 yeus [WPF88]). Electrons !rom this decay

cause ionization the same wa.y the beam particles do. Every 5 minutes 500 of

these 'source' events are recorded. These were used for calibration purposes. The

lifetime of this iron isotope is large enough so that the probability of one beam

and one source events overlapping is negligible.

Four scintillators4 and two ATCs& were mounted in front of the chamber and

used with beam events. The coïncidence of four scintillators wu used as a trigger.

ATC readouts were used to distinguish whether the ionizing partic1e wu a proton

lTime-to-Digital Convener: TDC gives & tinte interval measurement in digital Corm. Trigger

start. & scaler which counta pulses ûom a constant ûequencr oscillator. At the arrivai oC the

signal thia lCaler is gated off ta yield & number proportional to the time between trigser and the

signal. (Leo87]
~Analog-to--Digital Converter: ADC is a device which converts an analog signal to an equiva-

lent digital form. The signal charges a capacitor which ia then discharged at a constant cunent.

Digitiled signal amplitude ia proporlional to discharge time. [Leo87]
IFwh Analol-t~DigitalConverler: FADC ia an ADC wmch samples the signal ai a fixed

rate thu digiÜling both the shape and the magnitude of the signal. [Le087]

4Scintillator ia a padide detector utiJiJiDg a property of IOme materiala which emit a ftuh

ofJisht when druck br a padide (c:hargecl or neuiral).

1Aerolel Cerenkoy Threahold Counier: ATC produc:ea a lipal when it. medium iatraversed

br • padicle whim emita ëerenkOY radiation. Thil h&ppeu if the the partide moyes tUtu ibn

lisht plOpagatea through the detecior medium (p,••eid. > lift).
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or a pion. Minimum (threshold) momentum at which a given particle will emit

Cerenkov Iight is:

moc
Pth,.e,h.old = Jn 2 - 1' (4.1)

•

where mo is the particle's rest mass and n is the index of refraetion of the ATC

medium. For our two ATCs (n=1.03 and n=1.05) threshold momenta for pions

and protons are: Pth,.(proton,1.03) = 3.8GeVle, Pth,.(proton, 1.05) = 2.9GeVle,
Pth,.(pion, 1.03) = O.57GeVle, Pth,.(pion, 1.05) = O.44GeVle. Therefore, a eombi­

nation of these two ATCs allows us to distinguish pions nom protons up to the

momentum of ~ 3.8GeVIc. Fig. 4.2 shows the schematics of the experimental

1 1

Figure 4.2: Experimental setup in the TIO test area at CERN.

setup used for the beam testing at CERN.

Recording of a beam event starts when a trigger signal is sent to FADC, ADC

and TDC. This happens when scintillators 81-84 are bit, the beam is on and the

computer is ready to take new data. Trigger for the source events is provided

by the drift chamber signal passing a set threshold and a ready signal from the

computer.

The outputs of the chamber (pulses from sense wires) are split, attenuated to

1.5V for the FADC and 400mV for the TDCIADe and time delayed not to precede

the trigger. A Fan oute unit is used to split the signaIs going to TDCs/ADCs.

eFan out: FO ia an acuve deriee whic:h aIlo•• distribution oC one sipal to severa! pan. oC

the 1JItem. by 'dividiDg' the input into leveral idenüeal signais oC the same height and shape•

rt should be diaÜDguished ûom the paaive splitter which divides signal'. amplitude
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Annecy BaBar
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1.5 V

Splitter 1-----........ Attenuator
400mV

rrime Delay Time Delay

FADe FO
; ,\
1

\ I~

Discriminator Discriminator Attenuator
SOmV

AOC
Start

Source ---...
1\

roc1
i
1

1 ~ ; 1 •

: Stnt Stm : St1m:
1 1 1

1 L....... 1
1 \, 1

1 1 / 1
1 r'" 1-, ,----------1 1 ----, ,-------, r---

,., ~ ~ ~ ,., ,-
,--...................-.-..........1.-_-.,

Stop
\

Bearn Computer - Coincidence
Scintillators

•
Figure 4.3: Schematics of the Data Acquisition System•
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DescriptionComponent

1,2 Magnet Bmea18 =1.2T, gap = 22cm

3 Drift Chamber radius = 5.55cm, length = I7.Scm

4,6,7 8cintillators 84,83,82 cross section = 27mmx27mm

5 Aerogel Threshold Counter ATC3 n=l.03, read by a.n ADC

8 Aerogel Threshold Counter ATC5 n=l.05, read by an ADC

9 8cintillator 81 cross section = 100mmx lOOmm,

read by an ADC

10 Beam Pipe 1r±,p± p=lGev/ c -. SGev/ c

~ # 1

Table 4.1: Experimental setup at TlO, summary of the component characteristics.

ADe signal is then attenuated to SOmV, and the signal passing the threshold

stops the TDC. See Fig. 4.3.

4.2 The Truncated Mean Method

The dE/th reso1ution is calculated using a truncation technique. Only a fraction

of the bits (dE / dz measurements !rom each of the cells) are used in the energy

1088 calculation. The bits are ordered according to the pulse heights, from smal1

to large, and a certain percentage of bits are removed from the high end. The

means of the remaining dEIth measurements are histogramed. This technique

should convert a Landau spectrum of dE/dz into a Gaussian-like spectrum of the

truncated means [GDKK96]. The reso1ution is then defined &8 the ratio of the

width of the Gaussian to the pedestal subtracted peak [GDKK96]. Truncation

method yields symmetrical errors on dE/ <Le (this would not be true for errors

derived from the original, asymmetric, Landau distribution) which can then be
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easily propagated.
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It will be shown that this method worka well for low statistics, but {ails for a

large number of events, as the truncated distribution systematical1y düFers from a

Gaussian. This is easily understood Imowing that the relative uncertainty of the

counts in each bin equals: ~ = *. Therefore, a histogram with lower statistics

will give a better fit, even if the fit function does not fully correspond to the fitted

distribution.

Two sets of random numbers (N=42,000 and N=420,000, which are statistics

corresponding to 1000 and 10,000 events with 42 hits per event) were generated

according to the Landau distribution peaking at 100 with the width of 10 (arbi­

trary units). 42 consecutive numbers were linked into an 'event' and truncation

mea.n method wu applied. A number of highest bits were cut from each 'event'

and the truncated distributions are plotted in Figs. 4.4 (1000 'events') and 4.5

(10,000 'events').

Each of the truncated distributions was fitted to a Gaussian and a confidence

level 1 wu caicu1ated for the obtained X2 and a given number of degrees of freedom.

C.L.(X') = /"..00 fez, n)dz (4.2)

When the number of degrees of freedom (n) is large the confidence level is ap­

proximated by [BC84]:

2 1 100 -~C.L.(x. ) ~ rn= e 2 dz,
V 211" JI

where 11 = y'2i'2 - J2n - 1.

(4.3)

The confidence levels of the Gaussian fits to the small Landau 'data' set are

dependent on the number of truncated bits (see Table 4.2). The best nt is obtained

TC.L. ÏI the probability th.t • random repeat of. pvm experiment would lead to • greater

X~, UI1IDÙDI the mode! ÎI correct. It ÎI ued u • meuure of the fit quality.
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Figure 4.4: Landau Distribution and the correspondîng truncated means for 1000

simulated 'events'. The percentage of hits uaed in calculation is indicaied.
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Fraction of the bits used 40% 50% 60% 70% 80%

Confidence level 31.6% 5.45% 0.35% 0.29% 0.03%

45

Table 4.2: Confidence level of the Gaussian fit as a function of the percentage of

hits used.

when only 40% of the sampled hits are averaged. There is a tradeoif of the quality

of the Gaussian fit and the resolution obtained, dependent on the truncation

fraction, that will have to be examined when the data is analyzed. It should

he noted that the mean of the Gaussian corresponds to the peak position of the

underlying Landau distribution. A small shift in the peak is observed and will he

corrected for.

When the same truncation method is applied to the big 'data' set (10,000

'events') distribution that is obtained is no longer a Gaussian. Regardless of the

truncation fraction confidence levels of the Gaussian tits are identically o. Trun­

cated distributions systematically difer nom a Gaussian. A small asymmetry in

the peaks (elongated high end is the consequence of the original Landau distri­

bution) can be neglected and, therefore, we are able to define the resolution of

the ionizatioD energy 1088 as the ratio of the width to the mean of the Gaussian

(truncated) distribution.

4.3 GEANT Detector Description and Simula­

tion Tool

GEANT [Sof94) is a system of detector description and simulation tools which he1p

in design, optimizatioDt deve10pment and testing of reconstruction programs, and
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•

interpretation of experimental data from High Energy Physics experiments.

4.3.1 GEANT Simulation of the Prototype Drift Chamber

GEANT wu used to simulate the drift chamber response and see what dE/dz

resolution is ta be expected. Both the geometry of the chamber and the proper­

ties of the Helium-Isobutane gas 8 were taken into account. GEANT uses Monte

Carlo techniques ta simu1ate passage of particles through different detector com­

ponents taking into consideration properties of the simulated particle (its type

and momentum), traversed materials and any external factors (such as electric

and magnetic fields 9). For each simulated event we know the exact length the

particle traveled in each cell of the drift chamber, as well al the amount of ioniza­

tion energy deposited in each cell. GEANT assumes that the charge collection at

the sense wire is 100% efficient. In simulating ionization energy lOIS GEANT uses

two corrections to Landau mode!. Vavilov [Vav51] theory removes the restriction

that the typical energy lOIS is small compared to the maximum energy loss in a

single collision. If typical energy lasses are comparable to the binding energies, as

is true for gaseous detectors, more sophisticated approach is necessary [Tal19] ta

simulate data distributions.

Therefore, dE/th resolution obtained !rom GEANT does not inc1ude any eJ[­

perimental uncertainties and it is a measure of the intrinsic width of the ionization

distribution.

10,000 pions ('Jr-) and 10,000 protons, at momentum of 3.0GeV, were created

and their behavior in the prototype drift chamber was oblerved. To avoid

'For the drift chamber SU mînure (80%He, 20%0.610) A=5.222g/mol, Z=2.626, p = 8.4 x

lO-·g/eml •

aSome ruu with aB extemal mapetie field present wete taken ai CERN. A dud,. dÎIc1IIIed

iD tbia theail, however, ÎI bued acl1llÏvely OR B = 0 ruDI.
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Figure 4.6: Lengths traversed in each cell (mm). Two possible paths are shown.

Flat distribution verifies that the cell illumination is uniform.

iluctuations in dE/ d3: resulting from a short distance traversed in a given cel!

only the events for which tbis distance lies in a 8mm-15.72mm range 10 were

selected. This cut removed approximately 40% of events, with roughly a hal! of

the remaining events passing through lower 7 cells (marked 1,2,3,4,5,6,7 in Fig. 4.1)

and a hal! passing through upper 7 cel1s (marked 1,8,3,9,5,10,1 in Fig. 4.1) See

Fig. 4.6. These are the only two possible paths because each test-beam particle will

be required ta have at least 1 bits, and only cells 1-10 are read by the e1ectronics.

Figs. 4.8 and 4.9 show simu1ated dE/ dz (ionization energy deposited in each

cell, divided by the length travelsed through that cell) for the drift chamber pro­

totype, along with the corresponding truncated distributions. Incident particles

are pions and protons at 3GeV/ c momentum. Fits to the Landau distribution

(in terms of the UDÎversa1 Landau [KS84) function) are also shown. The fit for

three independent parameters (Pl .. integrat~d area of the distribution, P2 .. the

lODetermiDecl br the chamber leomeky. conapoDdiDl to padic:les which do Dot pua dose

to field and leDJe nes.
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peak of the distribution, and P3 - the width of the distribution) was done using

PAW (Sof95]. The fit function is:

F(X) = Pl x t(.~)

t(À) = L~ </l(À)dÀ

1 f.C+ïOO
4>(..\) =-2. exp(u!nu +Àu)du, c 2: 0

-,r, C-tOO

X-P2
À = P3 ' (4.4)

•

with X being the measured dE/ dz. The peak of the distribution, corresponds

to the average ionization per unit length of pions (protons) in the He-Isobutane

gas (as given by Bethe-Bloch formula, Eq. 2.23), while the width of the dE/dz

distribution is given by: tT =e/z, with ebeing the width of the ionization distri­

bution (dE, not dE/dz), as defined in Eq. 2.27. Using the fundamental constants,

properties of the incident partides (type and momentum) and the parameters (A,

Z and p) of the drift chamber gas we can calculate the theoretical prediction of

the width of the Landau distribution. Results are shown in Table 4.3. Note that

the theoretical positions of the peaks are too high. This is due to the 5 = 0

approximation which overestimates the specific ionization. See Fig. 2.5.

4.3.2 Truncation of the GEANT dE/ dx Distribution

Land(p) 9.72 x 10-2 6.96 X 10-3 49.6

Theo(p) 14.16 x 10-2 1.075 X 10-3

Land(r) 9.88 x 10-2 1.68 X 10-3 2 X 10-21

Theo(r) 12.23 x 10-2 6.413 X 10-3

Table 4.3: Fit parameters and theoretical values for dE/th distributions (Landau).
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dE/dz distributions of both protons and pions were ohtained from GEANT.

We see great agreement hetween theoretical values and the fit parameters in case

of protons. Pion distributions, on the other ha.nd, seem to he too wide, fit values

are an overestimate of the expected ones. More importantly, it can he seen that

the pion distribution is not Landau. This is because another regime defined by the

contribution of the collisions with low energy transfer needs ta be considered when

elI < 50 (this is the limit to Landau theory in GEANT). Be10w this limit, as it is

J 800

800

700

eoo

800

~

MO

aoo

100

0
0 0.01 0.08 0.0'7 O.Da o.. O., ..

dlllclJl (QeV/cmJ .10

Figure 4.7: Energy loss distribution for a 3 GeV e1ectronin Argon as given bystan­

dard GEANT. The width of the layera is given in centimeters. Taken from [Sof94].

true in our case where eprot4lrl =70.73eV, e"wn =64.71eV and 1 = 38.51eV special

models taking inta account the atomic structure of the material are used. The

Urbân Model (Sof94) computes restricted energy losses with 5-ray production and

can be used for thin layers and guses. Approaching the Umit of of the validity of

Landau theory, the energy 10ss predicted by the Urban Madel approaches smoothly
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the Landau distribution, as seen in Fig. 4.7. It is assumed that the atoms have two

energy levels and that particle.atom interaction will be either excitation energy

10ss or an ionization energy loss. As the excitation cross sections depend on the

mass of the incoming particles tbis correction is visible in the pion spectrum but

not in the proton spectrum.

protons

pions

N[%] p,[keVmm-1] o-[keVmm-1] 0'11'[%]

40 9.37 x 10-2 2.01 X 10-3 2.1

50 9.59 x10-2 2.20 x 10-3 2.3

60 9.82 x10-2 2.42 x 10-3 2.5

70 10.1 xl0-2 2.73 x 10-3 2.7

80 10.4 x10-2 3.38 x10-3 3.2

40 9.50 xl0-2 2.74 x10-3 2.9

50 9.75 x 10-2 3.12 X 10-3 3.2

60 10.0 xl0-2 3.39 xl0-3 3.4

70 10.3 xl0-2 3.86 x 10-3 3.7

80 10.1 xl0-2 4.33 x 10-3 4.1

Table 4.4: Fit parameters of the truncated mean distributions for severa! trunca­

tion fractions (percentages of hits used in the calcula.tion of the means).

Truncation method wu applied to dEIdz distributions of both protons and

pions. Fits are shown in Figs. 4.8 and 4.9 and the obtained parameters are sum..

merized in Table 4.4. It wu shown belore that the troncation method does not

yield a true Gaussian for high statistics, 10 high X2s per degree of freedom of

the fits to the truncaied distributions were expected. The widths of these distn..

butions are a measure of the intrinaic width of the original Landau distribution.

The actual dE/th resolution (defined as tr/ l' of the truncated means distribution)

which will be measured nom the data has two contributions: the intrinaic width
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of the dE/ dz distribution and the width due to experimental uncertainties.

4.4 The Track Fit

53

To measure specifie ionization (dE / dz ) in the drift chamber prototype one needs to

mow the amount of ionization energy deposited in each cell, as well as the length

the particle traveled in a given celle To obtain the later, the exact trajectory of the

partide (the track) needs to be reconstructed. The only information available is

the TDC readouts (or the timing as deduced nom the FADCs) which correspond

to the transport time of the ionization e1ectrons !rom the track to the sense wire.

To convert this time information into distance the time-to-distance re1ationship

(TD is generally a function of the distance to the sense wire) needs to be known.

Even the knowledge of the right TD does not uniquely determine the trac1c, as

the direction from which the charge has drifted to the sense wire is unknown.

This leaves us with iL set of circles centered at sense wes with radii representing

Figure 4.10: A single track passing through cells 1-1. Circle. are distances the

ionization e1ectrons trave1ed to the sense wire.

the drift distance in each celle See Fig. 4.10. The track is finaJIy determined by

minimizing the following r fit:

(4.5)
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where XrD - XFIT are the space residuals (difference in the distance from the

sense wire obtained from the TD and the distance of the track). Due to the

experimental error in the drift..time measurement and the uncertainty in the TD

function these residuals will be nonzero. The traà, which is our best estimate

of the actual particle trajectory, is a curve (a helix which in the absence of the

magnetic field fiattens into a Une) passing through points X F1T which minimize

the normaIized SUIn of the squared residuals.

4.4.1 GARFIELD Simulation of the Drift Chamber

GARFIELD [Vee96] is a computer program originally written for the detailed

simulation of two-dimensional drift chambers. The input parameters include the

chamber geometry, voltages on the field wes and the properties of the drift

chamber gas. The two-dimensionaIity is, in our case, not a serious constraint as the

beam partides traverse the drift chamber perpendicular to the wes which allows

us to treat the chamber as a 2D objecte The program can, for instance, calculate

the following: field maps and contour plots, plots of electron and ion drift lines,

x(t) (time-to-distance) relations, drift time tables and arrivai time distributions.

Our main goals were to check the uniformity of the cells by looking at equipotential

contours and the drift lines, and to obtain a fust order TD function. In Fig. 4.11 we

see the layout of the ce1l with the field wires represented by crosses and sense WÎles

by circles. Note the 90° rotation with respect to Figs. 4.1 and 4.10 which makes the

beam direction vertical. Drift line plot (describing the trajectories of the ionization

e1ectroDs drifting toward the sense wes) is shown for the incident particle passing

through cells 1-7. The asymmetry in the drift lines is caused by slightly diHerent

e1ectric potentials in difFerent cel1s. This is understandable bearing in mind that

the potential at each point in the drift chamber is a superposition of potentials

due to each of the sense mes (each sense wire is kept at the constant 1650 Volts).
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Figure 4.11: Chamber layout (left) and e1ectron drift-Unes Cor particle traversing

cells 1-7 (right).

The configuration of suuounding wes changes as we move toward the edges of

the chamber, and so does the e1ectric potential, thus changing the drift pattern.

This does not pose a serious concem to us, as the timing information is obtained

by the fust ionization e1ectrons reaching the sense wire. These drift along the line

of c10sest approach of the track to the sense wire and are, therefore, not affected

by the asymmetries which are limited ta the edges of the cells.

Equipotential contours for the whole chamber, and for cell 4 only, are also

shown. We can see that the cell has a nice circular symmetry close to the sense

wire. This symmetry is broken as we move toward the edges of the hexagonal cella

It will be shawn that the potential configuration close ta the edges of the cells

prevents the ionization eleetrons created in that region from reaehing the sense

WÎre in a reasonable time.

The most important information obtainecl from the Garfield program is the

mst order approximation of the time-to-distance functioD. TD fundion cu, in

principle, be different for düferent drift chamber cella (on1y the cells with reaciouts,
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numbered 1-10 in Fig. 4.1 are relevant). Due to the symmetry of the chamber,

only TD functions for cells 1·4 were examined. Particles moving along the beam

direction (alODg the positive z axis) were created and the arrivai times of the

ionization electrons to the sense wes in all of the hit cells were calculated by

GARFIELD. By varying the distance of dosest approach of the track: to the sense

wes 11 and calculating the arriva! time for each distance a TD function is ob­

tained. Plots of the TD functions for ceUs 1·4 are shown in Fig. 4.13. Dashed

lines represent the estimated uncertainties in the drift times. For the distances

larger than ~ 7.6mm (depending on the cel1) GARFIELD calculation of the TD

function did not converge properly. In these regioDs TD function wu not plotted,

but the values were still calculated and will be uaed later.

11Note that due to the specifie heam direction the distUCei ol dosest .pproach 01 the tract

to leDIe WÎla l, 3, 5 ud 7 Ihoulcl he about the laIIle.. The l&Dle ÎI blle ror the distances ta

wa 2, 4: and 6.
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The time-to-distance iunction was extracted from the data 12 in the following way:

• An analytical function giving a good approximation to the expected TD

function, as calculated by GARFIELD, wu found.

• For each event in a given data set drift distances in every cell were calculated

from drift times using a current estimate of the drift function.

• A linear fit to the points of closest approach to sense wes (assuming that

the mst charge arriving to the wire was propagating perpendicular to the

track) wu ma.de.

• Space residuals, the c:l.ifference between the distance to the wire calculated

from the drift function and the distance of the track to the wire: RES =

XTD - XFIT, were calcu1ated for each cell that was hit.

• A new estimate of the drift function wu obtained by minimizing the sum 13

of the squares of the residuals. This rninimization wu done using MI­

NUIT [Jam94] function minimization and error analysis tool.

• A proper convergence of this procedure gave us the best approximation of

the drift function for our drift chamber.

The choice of the most swtable analytical function to parametrize the time­

to-distance function wu not simple. The BaBar reconstruction software team

12Por each event we recorded the ümiDg inlormatioa Cor eac:h cell (the tîme the signal pro~

..ated to the seille wire) and the charge depoûted in each cell (whim is Dot relevant Cor track

flttiDg).

l'The sum wu peûormecl oyer ail c:ells and ail eveata in the data set.
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suggested the use of a piecewise linear function 14. This did not work too well

due to a fairly large number of parameters (one parameter is needed for each

time hin because, if continuity of the TD function is imposed, the oftSets are not

independent of the slopes). This made MINUIT rninjmization long and somewhat

unreliable because for a large number of parameters (between 1 and 15 time bms

were used) and a very big number of points that were fitted (7 ce1ls in ~ 10,000

events per data set) the rnjnirnization can converge at a local, as opposed ta the

global, minimum. Also, a big dependence of the calculated minimum on the input

parameters was ohserved.

The next logical choice for the parametrization of the drift function wu a

polynomial. To satisfy the basic property of the drift function that zero drift

time corresponds to zero distance, the free parameter of tbis polynomial must

equal zero. Another issue wu the optimum degree of the polynomial. Clearly,

the degree should be as small as possible, resulting in the smallest number of

parameters needed to describe the drift function, which is crucial for a good

MINUIT minimization. Also, as discussed before, the drift functions are not

exactly the same in all of the cells but, as the düferences are rather smalI, one

would stilllike to use a unique drift function. Finally, the choice was the smallest

degree for which the parameters of the drift functions for cells 1-4 agreed ta within

1 standard deviation. This, in a way, justifies the use of a single drift function for

al1 the cella. The degree chosen wu 3, and the parametrization of the time-to­

distance function is:

(4.6)

Fig. 4.14 shows fits to the GARFIELD predictions of TD functions for cells 1-4.

14The time am ÎI divided mto a number of bw. TD func:tioD. in each bia ÎI linear, but

the GOp. and oftieb are cWrerent in dift"erent bw. The coutraint ÎI the coDtinuity OD bÎll

boundaries.
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Points (*) are the drift times calculated for the distances of closest approach of the

track to the sense \vire ranging from Ocm to .92cm, with a step of 0.02cm. Lines

are fits to the polynomial function of Eq. 4.6. Fit parameters (Pl, P2 and P3), as

well as the corresponding X2 are shawn. They are aIso summarized in Table 4.5.

The mean values of the parameters and their uncertainties were calculated as the

weighted a.verage over the cel1s (due to the symmetry, TD function is the same in

cells 1 8& 7, 2 & 6, 3 & 5, with cell 4 being unique):

p = 2PCclll + 2PCel12 +2PCe1l3 + PCell4

7

cr2(P) = 4cr
2
(Pc.lld + ~(PC'112)4; 4.r(PC.113) + cr

2
(PC•1I4 ) (4.7)

It is clear that the proposed parametrization of the drift function satisfies a.1l

1 C.L.% ~P3P2Pl

1 3.837 ± 0.052 -8.244 ± 0.355 9.077 ± 0.565 99.68

2 3.832 ± 0.052 -8.313 ± 0.350 9.151 ± 0.552 99.58

3 3.853 ± 0.053 -8.506 ± 0.361 9.611 ± 0.576 99.50

4 3.838 ± 0.052 -8.325 ± 0.352 9.194 ± 0.558 99.12

Mean 3.840 ± 0.027 -8.349 ± 0.183 9.266 ± 0.290 -

Table 4.5: Summary of the parameters for polynomial fits to TD functions in cells

1-4. Confidence levels are also shown.

the requirements mentioned before. The number of free parameters is small, fits

to the expected time-to-distance functions are good (all the confidence levels are

above 99%, and the parameters for TD functions in düferent cells are within one

standard deviation of each other which allows us to treat the TD function as

independent of the cell number.

The focusing magnets in the TIO test area allowed us to set the signed momen­

tum (the product of the magnitude of the momentum and the e1ectric charge of
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(4.8)

a given particle) of the incoming particles. The test beam. runs that will be stud·

ied are divided into two classes: runs with the particle momentum. of +3GeV/ c

(240,000 events before cuts, incoming particles are positively charged) and runs

with the particle momentum of ·3GeVle (204,880 events before cuts, incoming

particles are negatively charged). The main dift"erence is that for the runs with

& positive signed momentum the beam contains mostly pions, protons and some

kaons, whereas the negative signed momentum heam does not contain antipra.

tons. This difference can be seen by looking at the ATC response 15 for the two

sets of rens. ATC responses are shown in Fig. 4.15. Two different types of

particles triggering 18 the ATC CaB, statistical1y, be distinguished hy the number

of Cerenkov photons produced. The number of photons produced by a particle

with charge ze per unit path length and per unit energy interval of the emitted

photoDs is [WN96]:

tPN az2 a
2

z
2

( 1)
dEtk = lie sin' 8e = r

e
rn

e
c2 1 - (32n2(E) ,

where Be =arccos(1/n{3) ::::; ';2(1 -l/n(3) is the hal! angle of the Cerenkov cone

for a. particle with velocity v = pc. For practical use, Eq. 4.8 must he integrated

over the region for which f3n(E) > 1. From the information in Table 4.6 we see

that bath protons and piODS at 3GeV/ c will produce éerenkov üght in the ATC3,

but only pions will trigger the ATC5. ElectroDs and kaons trigger both ATCs.

AIso, we see that pions traversing the ATC counters will produce more photons

as they yield larger Cerenkov angle. This is true under the asaumption that the

energy ranges over which Eq. 4.8 has to he integrated are similar for bath types

of particles (or if the integration range for pions is luger). Given the actual ps,

the integration range for pions is: n(E) > 1.002, and the integration range for

lIRemember tha~ our setup oCtwo ATC couaters (n=l.OS and n=l.03) alla..! us to dîltiDguish

protons tram piani at 3GeV/e momentum.
lSpusing through the detec:tof with a momentum wger than the thrahold momentum. as

defined br Eq. 4.1.
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Figure 4.15: ATC readouta for the two sets of ruDS. The -3GeVle lUDS (top) show

a 'cleaner' beam partic1e content than the +3GeVle ruDa (bottom). RespoDsea

from both ATCs are shown: n=l.03 (left) and n=I.0S (tiPt).
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Figure 4.16: Two dimensional projection of the éerenkov cone (left). For (3 < lin

there is no constructive interference and éerenkov light is not emmited (right).

protons is: n(E) > 1.048, which verifies the conclusion that pions will produce

more ëerenkov light. Looking at Fig. 4.15(bottom), we see a single peak produced

by pions (as only pions are over the threshold momentum) in ATC3 and two peaks

(lower-protons, higher-pions) in ATC5. The positions of peaks along the x axis

are a relative measure of the number of èerenkov photons produced (usUDlÏng

that the detection probability is the same for the Iight produced by either type

of incoming partides). The relative positions of pion and proton peab in ATCS

show that pions produce approximately 3 times more light than protons. This is

in agreement with Eq.4.8 with a factor of two comming nom the ratio of sin2 Bes

and the rest being due to the larger integration range for pions. The top two

graphs have only a single, pion peak. This is the verification of the fact that the

beam with the negative signed momentum does not contain antiprotons.
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Particle (3 Pth,",1.03(GeV jc) • 28 Pth",l.015(GeVje) • 2 8sm c,1.03 sm c,1.015

pion 0.9978 0.57 0.053 0.44 0.088

proton 0.9544 3.8 - 2.9 0.042

kaon 0.9736 2.00 0.006 1.54 0.043

electron 0.9999 0.0021 0.057 0.0016 0.092

Table 4.6: Threshold momenta and the éerenkovangles for protons and pions in

bath ATCs.

Time Zero (TO)

The raw times measured are not equal to the ionization e1ectron propagation times

(drift time) needed for the track reconstruction. TDC readout corresponds to

the time between the arrivai of the trigger signal which starts the TDC recording

(common start) and the signal pulse from a given wire which stops a specifie

TDC channel. This is <lliferent from the drift time due to the time delay of the

signal pulses (see Fig. 4.3), the propagation times of the signal pulses from the

chamber preamplifier to the discriminator and the various time delays due to the

e1eetronics. For the track fitting purposes it is necessary to determine the time

zero (TO) which is a difFerence between raw times and drift times. Time zeros

ean be different for diHerent channels (conesponding to different sense wes) and

will be determined for each drift chamber cell separate1y. Figure 4.17 shows the

recorded time spectra for the sense wes in cella 1-4. The highly popuIated hin at

~ 1200ns is the TDC overllow, which is recorded when the stop signal does not

arrive within a time gate set for one event. This meus that the ce1l wu not hit in

a given event. The shape of the speetrum depends on the cell illumination and on

the drift function. As the drift velocity is Dot constant over the cen, uniform ceU

illumination does Dot resuIt in a Hat drift-time distribution. Sînce the iomzation
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Figure 4.11: Raw time spectra (TDC readouts) for cells 1-4. Both sets of runs

(-3GeV/c and +3GeV/c) were used.
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e1ectrons drift faster if the ionization occurred close to the sense wire, the drift·

time spectrum will be systematically shifted toward short drift-times, as seen in

the Fig. 4.18. This plot was made by mst numerically inverting the time-to­

distance function into the appropriate dista.nce-to-time function. 100,000 random

numbers, with a fiat distribution, their values lying between 0 and 0.935, were

created thus simulating uniform illumination of a ha1f of a single drift cella These

'distances' were then converted into the corresponding 'drift times' which, when

plotted, represent the expected drift·time distribution. Note that the maximum

drift time is ~ 475ns.

In principle, no signal should arrive before the time TO has passed. This is

not true in a real experiment as a signallarger than the threshold, which will stop

the TDC, can be caused by e1ectronic noise. Note that TDC1 ôverflows less than

TDC3 (due to the chamber design and the alignment with respect to the beam, the

number of hits should be about the same in cella 1 and 3) which is a. consequence of

a higher noise level on TDC3, most likely caused by the preamplifiers. Electronic

noise is aImost exclusively responsible for the drift time mismeasurement which,

along with the nonuniformities in the ionization charge collection efticiency as

a function of drift distance, converts the theoretical time spectrum of Fig. 4.18

in to the measured TDC response of Fig. 4.17. The sharp leading edge of the

distribution becomes a. smooth, exponential-like increase. It is clear that the TO

for a given cell must lie between the lowest measured time and the mst peak (at

about 250ns). The time zero is estimated as the point where the distribution

crosses the hal! maximum mark (in the middle of the peak and baseline values).

Individual TOs are found by fitting the leading edge to the following exponential

function:

F(t) =P4 +Pl x (1- ~ ),
e PS +1

(4.9)

with P2 being the time zero. When t = P2 the above function reaches a height
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exactly between the baseline (P4) and the maximum (Pl), P3 is the width over

which the function mes.. The full data set (both sets of runs) wu used
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Figure 4.19: Exponential fits to 'time zeros' for cells 1 and 2. Both sets of runs

with were used.

TOl T02 T03 T04 TOs TOs TOT TO, TO, TOto

134.8 137.5 125.7 150.6 144.9 125.9 135.1 137.0 128.0 105.8

Table 4.7: Time zeros for alllO ce1ls, &8 obtained nom the exponential fit (bath

sets of runa were used). The correction centering the spatial residuals was also

applied.

in the TO determination. This makes sense considering that time zeros depend

only on the e1ectronics and transmission delays and they are clearly a property

of the experimental setup, independent of the type or the charge of the particle

traversing the chamber. The only correction ta the fitted values wu done in order

to center the spatial residuals in every cell &rOund zero, as will he shown later.

When deterrnining the correction ouly the negative signed momentum runa were

usm as it ia impraciical to try fitting the whole data sei (because of a larger



number of events the rninimization is not as successful) to adjust an the residuals.

The resu1ts are presented in Table 4.7
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4.4.3 Cuts and Event Selection

Before attempting any event reconstruction (track fitting) and further analysis

of the specifie ionization, events satisfying certain criteria need to be seleeted.

This is done in order to reduce the experimental background and thus obtain a

measurement with the lowest possible uncertainty.

The fust requirement imposed on 'good' events is that the appropriate 1 cells

(remember that there are two possible paths a particle can traverse, each passing

through 7 eells) must be hit. A signal must he reeorded in each of the 7 TDCs

during a set interva! (maximum drift time is ~ 416ns, as seen before) starting at

time zero. Additiona! requirement is that none of the remaining 3 cells were bit.

These two cuts eombined remove about 25% of the events.

Sinee the particle type determines the amount of deposited ionization at a fixed

partide momentum, it is crucial to exclude &lI but one particle type, in our case

pions. This is done by cutting on the ATC responses. A reasonable eut removes

protons !rom the data sample. The ATC response of the p=-3GeV/ c runs (see

Fig. 4.15) wu fitted to a Gaussian and the events within l'~t:: are accepted.

The cuts, in terml of arbitrary unïts of Iight yield, are: 453 < AT03 < 1488

and 519 < ATOS < 998. The lower limit is severe in order to cut protons from

the +3GeV/ c runs as well u to ensure that the accepted events have the ATC

signal weil above the pedestal values. The ana1ysis of the pedestal run is given in

Appendix A.

Another requirement is that the ADe content of the 'bit' cella must be larger
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than a calculated threshold value. This eut will discriminate against the events

Di which one or more TDCs were triggered by noise. The mean ADC response

resulting from the e1eetronic noise wu extracted from the pedestal run (Appendix

A). Gaussian fits provide bath the mean and the width of the pedestal ADC

distributions. A 'good' event is required to have all 7 ADC values luger than

JI- + 5.00' of the pedestal value.

Finally, the eut which is essential to good tracking involves times measured

in ail bit cells. From the cell geometry and the known particle direction it is

clear that there should be a strong correlation between times measured in cells

1, 3, 5, 1 and in cells 2, 4, 6, or cells 8, 9, 10, as the track passing along the

beam direction should be approximately equally distant !rom each cell in a given

group. Similarly, there should be a strong anticorre1ation between the times in

different groups of cells (remember that either cells 2, 4, 6 or ce11s 8, 9, 10 are

bit in a given event). Figure 4.20 shows time correlations and anticorrelations

for a single 20,000 event rune Cutting on the time anticorre1ation rather than the

time correlation between düFerent ce1ls was proven to be more efficient. Once a

scatter plot of anticorrelated times was made (as in Fig. 4.20) only events falling

into a region of the plot bounded by two circles (with centers at the 45° line) were

accepted. This eut aIso improves the correlation of the times meaaured in the cells

of the same group. The improvement of the tracking resolution achieved by this

eut is demonstrated in Appendix B.

Table 4.8 shows the efficiencies of the cuts used. In each of the following table

rows (3 Cells Not Bit, ATC eut, ADe Out and TDC Cut) only one eut wu

applied but 1 good bits were always required. The column marked %' gives the

efticiency calcu1ated using the number of events with 7 good bits rather than aIl

of the events recorded. The final efticiency (4.5% for negative sîped momentum

runs and 3.2% (or positive signed momentum runa) is low. This Î8 a consequence
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times in cells 1 and 3 (right) before the time eut (top) and alter the time eut

(bottom).
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Runs p=-3GeV/c p=+3GeV/c

Events N % %' N % %'

Total 204,880 100 - 240,000 100 .

7 Cells Bit 60,557 29.6 100 62,305 26.0 100

3 Cells Not Hit 51,100 24.9 84.4 54,766 22.8 87.9

ATC Cut 46,026 22.5 76.0 38,569 16.1 61.9

ADe Out 48,399 23.6 79.9 46,739 19.5 75.0

TDC Cut 14,792 7.2 24.4 15,646 6.5 25.1

AIl Cuts 9,279 4.5 15.3 7,724 3.2 12.4

Table 4.8: Cuts and their efficiencies for both sets of runs.

of a rather high noise level in aIl the readouts (TDC and ADe) but does not

seriously ümit our study as the amount of data available is very large.

4.4.4 Final Tracking Results

For a detailed discussion of individual track fits to both positive and negative

signed momentum tracks see Appendix B.

It will be shown that the parametrizations of the TD function obtained by

minirn;zing a X2 fit to either sets of runs are consistent with each other and,

moreover, are in good agreement with the GARFIELD predictions. Fig. 4.21

(top) shows that the two fitted TD functions (one obtained from each of the run

sets) are virtually indistinguishable which proves thaï the method of TD function

estimation Î8 valid and that the data is consistent. The cWterence between Garfield

estimate and the fitted TD, Fig. 4.21 (bottom), is never larger than aOl'm which

is considerably smaller than the space residuals and is, therefore, satisfactory.
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Figure 4.21: Three cillferent time-to-distance functions: a GARFIELD prediction

and fits to euh of the run sets (top). A dift'erence between GARFIELD and the

average of the fitted TD functions (bottom).
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A summary of the TD function parameters for three different cases is given in

Table 4.9. Also quoted are the average values (a weighted average, taking into

1 p= -3GeVc-1 1p =+3GeVc-1
1 Average ~ GARFIELD ~

Pl 3.6866 3.6841 3.6854 3.840

P2 -8.4922 -8.4679 -8.480 -8.349

P3 10.386 10.453 10.420 9.266

~......I:_:_:_I(_~m_m_/ .....1 __3_~_O :_:2_--&._3_~1_1 ~
Table 4.9: Time-to-dista.nce function parameters, and parameters of Gaussian fits

to residual distributions.

consideration that cells l, 3, 5, 7 are hit twice as much as the rest, was performed)

of the absolute values of the means of the residual distributions, and the widths

of the residual distributions. It can he concluded that the space residuals are well

centered (as 11"1 <: rr) meaning that the fitted drift funetion is unbiased. Average

width of the space residual distributions is a measure of the tracking resolution

achieved and, in our case, it equals ~ 350l"m.

4.5 dE/ dx Calculation and Results

Once good tracking resolution is achieved extracting the dE / d% information be­

comes simple. The &mount of energy deposited in each cell is proportional to

the charge accumulated in the correapondîng ADe, alter the pedestal wu sub­

tracted. The length a particle tra.velsed in each ce1l is easily caleulated for each

traà. Therefore, dE/ tk is calculated as the ratio of the pedestal subtracted ADe

readout to the cell-crossing length.
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To make the truncation technique possible ail the peaks of the ADe distribu­

tions must coïncide. This adjustment is made by fitting the pedestal subtracted

ACD spectra to Landau distributions and correcting for different peak positions.

Sïnce t.he units of energy depositions measured are arbitrary (no calibration wu

done to relate the ADC readout with the proper energy units) ail the peaks will

be rescaled to 100.

Run# 101 102 119 120 121

Date Aug 22 Aug 22 Aug 23 Aug 23 Aug 23

Time 16:10 16:50 16:00 16:30 17:48

# of Events 20k 40k 20k 60k 60k

p(GeVc-1 ) +3 +3 -3 -3 -3

Run# 122 124 143 144 146

Date Aug 23 Aug 23 Aug 24 Aug24 Aug 24

Time 19:00 20:33 12:20 13:00 14:35

# of Events 44.88k 20k 60k 60k 60k

p(GeVc-1 ) -3 -3 +3 +3 +3

Table 4.10: Different runs used in clE/dz calculation.

Table 4.11 shows the calculated dE1d~ resolution as a function of the per­

centage of hits used in the calculation. Statistical errora on the parameters of the

Gaus8Ïan fits (done by PAW) are propagated to give the error in the measured

resolution. The fits were performed in the mean!::=: region to mjnimize the

e1Fect of the non-Gaus8Îan taU at the high end, u suggested br [GDKK96].

(4.10)

with 1OGcau. and mGcaua. being the width and the mean of the Gaussian fit. The
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Figure 4.22: dE / d:z: resolutions obtained from both negative and positive signed

momentum lUBS. Different fractions (10% to 100%) of bits were used in calcula­

tions•
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~ ffits used 1 meanG..... 1 widthG..... 1 fT (':) [%) ~
10 % 63.63 ± 0.18 8.34 ± 0.14 13.1 ± 0.2

20 % 73.41 ± 0.16 1.46 ± 0.13 10.2 ± 0.2

30 % 81.23 ± 0.15 1.11 ± 0.12 8.1 ± 0.1

40 % 88.17 ± 0.15 1.01 ± 0.11 1.9 ± 0.1

50 % 94.89 ± 0.16 1.30 ± 0.12 1.7 ± 0.1

60 % 101.8 ± 0.2 1.60 ± 0.13 1.5 ± 0.1

70 % 109.3 ± 0.2 8.00 ± 0.13 1.3 ± 0.1

80 % 117.8 ± 0.2 8.75 ± 0.14 7.4 ± 0.1

90 % 128,9 ± 0.2 10.5 ± 0.2 8.2 ± 0.1

100 % 156.5 ± 0.5 17.5 ± 0.3 11.2 ± 0.2

77

Table 4.11: Gaussian fit parameters and the corresponding dE / dz resolutions for

various fractions of hits used. Statistical errors are aIso shown.

resolution of dE / clz measurement varies with the truncation percentage and has

& broad minimum at ~ 70%, confirming a result stated by [GDKK96].

There is a systematic error &8sociated with the truncation procedure, as the

resolution depends on the percentage of hits used to calculate the meus. To esti­

mate this error the sta.ndard deviation of the resolutions (for truncation fractions

of 30% to 90% 11) wu calculated yielding D'1V,tmudie =0.5 %. From ~able 4.11 we

can conclude that the optimum truncation percentage (giving the smallest dE / dz

resolution while still haviDg a symmetrica!, Gaussian-like distribution) is 10%.

The measured resolution ia then:

fT (:) =(7.3 ± 0.1 ± 0.5) % (4.11)

This resuIt is in good agreement with a(llE/a) = (6.8 ± 0.3 ± 0.5)%, given

l"ThiI ranle wu ceatered around 609(" the trunc:ation percentale mast often ueda
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by [Bli97]. Our mean value of the resolution is slightly higher, due to different

operating voltage; our statistical uncertainty is smaller because of the luger num­

ber of events used; the systematie uncertainty estimates are the same. Another

measurement of the specific ionization resolution in the he1ium-isobutane (a dif..

ferent chamber geometry was used) wu presented by [GDKK96]. Their resu1t,

cr(dE/dz) ranging from ~ 6.25% to ~ 7.6%, depending on the operating voltage,

is, again, consistent with our measurement. The resolution comes partIy from the

intrinsic width of the Landau distribution. This contribution for the Truncated

Mean Method with 70% of bits used (incident p&rticles are pions), as estimated

by the GEANT simulation, is 3.7%. The experimental uncertainty contribution

(resulting !rom both tracking and the ionization energy measurement errors) to

the measured resolution is 3.6%.

The same troncation procedure was applied to the data from the test bea.m

run at PSI in Zurich (incident partides are pions with momentum 0.405 GeVle).

The chamber wu rotated by 90° (about the y - azis) with respect to the CERN

setup. Agam, 10 innermost cells are read but only the readout from 4 central cells

was used in calculation (cells numbered 11, 9, 4 and 12 in Fig. 4.1). The advantage

of this chamber positioning is simple. AlI of the pions passing through the central

part of the cells (these are easily se1ected by imposing a cut on the drift time)

traverse equallengths in ail four ce1ls, thu! completely eliminating tracking !rom

the dE/ dz calculation. The resolution expected should be better than previously

quoted (4.11). AIso, we can estimate the 10&s in the resolution cauaed by tracldng

uncertainties.

Gaussian fits to the truncated mean distributions for these runs are shown in

Fig. 4.23 and the parameters, together with the calculated dE/a resolutions, are

listed in Table 4.12. Luger siatiatical errors are a consequence of a cODsiderably

smaller data set used. The optimum truncation percentage is again 70%, and
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Figure 4.23: dE/th resolutions obtained from the PSI runB. Different fractions

(10% ta 100%) of bits were used in calculations.
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10 % 65.40 ± 0.60 8.27 ± 0.58 12.6 ± 0.9

20 % 75.30 ± 0.50 7.31 ± 0.48 9.7 ± 0.6

30 % 82.14 ± 0.44 6.85 ± 0.42 8.3 ± 0.5

40 % 88.51 ± 0.41 6.50 ± 0.39 7.3 ± 0.4

50 % 94.65 ± 0.45 7.22 ± 0.41 7.6 ± 0.4

60 % 101.3 ± 0.4 7.12 ± 0.39 7.0 ± 0.4

70 % 108.2 ± 0.5 7.47 ± 0.47 6.9 ± 0.4

80 % 116.1 ± 0.6 8.94 ± 0.56 7.7 ± 0.5

90 % 126.2 ± 0.6 10.2 ± 0.59 8.1 ± 0.5

100 % 156.3 ± 1.4 21.8 ± 1.4 13.9 ± 0.9

~ mts used 1 meano..... 1 widthe..... [tr (:) [%1 ~

Table 4.12: Gau8sian fit parameters and the corresponding dE / dz resolutions for

various fractions of hits used. Statistical errots are also shown.

the systematic error is estimated as cT'1I.temGtic = 0.5 %. The measured dE/ tk

resolution for the PSI runs is then:

17 (:) = (6.9 ± 0.4 ± 0.5) % (4.12)

which is consistent with the resuIt obtained !rom the CERN data. As tracking

wu not used in this calculation we can estimate the energy mismeuurement

contribution to the resolution ta be 3.2%. The contribution due to tracking is

1.6% (as the two errots, added in quadrature, must give 3.6%).

Bath of the above resuIts can be checked against the approximate formula for

the dE/a tesolution [ACSO]:

17 (~) =2.~581n-o·4l1 (~) -0.32 , (4.13)

with n being the number ofionization measurements (in our case 40), ethe same

as defined in Eq. 2.27 and 1 the ionization potential. The factor of 1/2.35 comes
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from converting FWHM into cr. This empirical formula is weil supported by

experimental data for argon, xenon and propane. It should he good to about

20% in the range 0.5 < ell < 10. Using the relevant quantities calculated before

(1 =38.51 eV andepion =64.71 eV) yie1ds the resolution of: fT (:) =(5.3±1.1)%.

The enor is estimated hased on 20% uncertainty of this empirical formula. This

resuIt is consistent with our measurements of the dE/ dz resolution.
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Chapter 5

Conclusion

Measurements of the dEIdz resolution in the He1ium-Isobutane gas (80%He,

20%C.810 ) which will be used in the BaBar drift chamber were made using a

smaIl scale prototype drift chamber. Test..beam experiments were performed at

CERN (PS, proton and pion beam with a variable momentum of 1 GeV/c to 5

OeVIc) and at Zurich (PSI, pion beam with a 0.405 GeVle momentum).

Testing of the Truncated Mean Method verified that the Landau spectrum of

the specific ionization can be converted œto a. Gaussian-like. The quality of the

Ga.ussian fit, however, depends on the fraction of hits used in the calculation and

on the amount of statiatics used.

A GEANT simulation wu made in order to study the chamber response in

absence of the experimental uneertamties. The dE/en resolution calculated alter

applying the truncation method (70% of bits are used) to the pion specifie ion­

ization speetrum is 3.7% and it is a measure of the intrinsic width of the Landau

distribution.

A GARFIELD simulation of the drift chamber wu done ta obtain the firat
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order time-to-distance function and find its suitable parametrization for the sub­

sequent fitting to the data. (a third order polynomial with a zero constant term

proved to be the best choice).

AlI of the selected events were required to have exactly 7 goad hits with the

arrivai time larger than time zero (time zeros were fitted ta the time spectra in

eam cell and adjusted to center the space residuals). Additional cuts were made on

ADC, TDC and ATC responses to eliminate events consistent with the pedestal.

After the track fit wu performed by a. X2 minirnization the average spatial

resolution, as measured by the weighted averages of the space residuals in aIl

cells, wu calculated ta be:

IPRESI ± (TRES = (19 ± 351)jLm.

Obtained time-to-distance function is in good agreement with the GARFIELD

prediction.

The dE/dz resolution, defined as the ratio of the width of the Gaussian dis­

tribution to the pedestal subtracted mean, wu calculated for both sets of IUnS.

Various fractions of bits used were tested a.nd the optimum wu found ta he 10%.

Systematic uncertainty wu estimated by varying the truncation fraction. The

resuIts are:

(T (:) = (7.3 ± 0.1 ± 0.5) %,

for the PS runs, and:

(T (:) =(6.9 ± 0.4 ± 0.5) %,

for the PSI run&. The increase in the resolution with respect to the GEANT

prediction can he explained in terms of the contribution due ta the errars in

the ionization energy measurement (3.2%) and the contribution due ta imperfect

tracking (1.6%).
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Appendix A

The Pedestal RnD

A pedestal run with 4000 events wu taken in order to study the system depen­

dent backgrounds. The trigger signal wu periodically created and the chamber

readouts were taken while the beam wu tumed off.

1!l.' .•
In.2
4.L2.5

1500 2000
ortlltrary unit.

1000

ATCS

500

!! 450 lo,s !!
c; -000 ~ 600~ a18400 lM.,) u

~Cl2

350 '.57.• SOO

300
400

250

200 .300

150 200
100

50
100

0 0
0 500 1000 1500 2000 a

orbltrory unlts

ATC3

Figure A.l: ATC readouis from boih counters. Gaussian fits to pedestal distri­

bution are also shown.

The readouts from both threshold counters are shown in Fig. A.l. Gaussian

nts to the distributions yie1d the following pedestal values (arbitrary units for the
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ligh yield are used): ATC3 = 43 ± 137 and ATC5 = 177 ± 43.

By looking at the TDC readouts (Fig. A.2) it can be reaIized that the noise

level is reasonably small. The number of ovedlows in each of the TDCs is close to

4000 (which is the total number of events). Qnly cell3 has a considerably higher

noise level. Table A.1llsts the number of events in which a. given TDC channel

did not ovedlow, which is a measure of the noise level.

NEVENTS 35 25 311 26 21 25 25 35 25 26

% 0.88 0.63 7.78 0.65 0.53 0.63 0.63 0.88 0.63 0.65

~ Cell # 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 ~

Table A.l: Noise level in each of the TDC cha.nnels.

The pedestal values of the ADe readouts were obtained by a Gaussian fit.

Even though the measured distributions are not Ga.ussian (as can be seen in

Fig. A.3), these fits give us the information a.bout the peak (corresponding to the

mean of the fitted Gaussian) and the width of the pedestal ADC distributions.

This information is summarized in Table A.2.

5

JI, 88.8 100.9 65.5 213.6 121.5 147.1 82.3 116.4 86.4 230.4

fT 3.4 9.0 6.2 8.9 8.7 16.9 5.4 4.1 7.1 10.2

~CeIl#111 2 1 3 1 4

Table A.2: Means and widths of Gaussian fits to pedestal ADe distributions.

Arbitrary unïts are used.
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Figure A.2: TDC readouts for a1l 10 ceus. The noise level is small as the TDC.

overflow for alm08t ail events.
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Appendix B

Track Fits Using MINUIT

The track fits (with fit parameters being the coefficients of the parametrized time­

to-distance function) were done using MINUIT in data-driven mode [Jam94]. Ini­

tial values of the parameters Pl, P2 and P3 are GARFIELD predictions.

B.l Negative Signed Momentum RnDS

Once the track fit converges (remember that a sum over aIl cells bit in al! events of

the squares of the spatial residuals is being rninimjzed) the optimum parameters

of the time-to-distance function are set. The quality of the fit can be verified

by plotting varions quantities. Fig. B.I shows distances to the wire in celli as

calculated from the drift time (which is the TDC readout after TU subtraction)

using the time-to-distance function (top left, Xl) and the distance of the track

(obtained from the fit) to the wire (top right, XFTl). H the knowledge of the

TD function and the time measurements were perfect the two distances should

be the same. Due ta experimental errars there is a difference between the two

values, called a space residual: Rs = X - X FT. These will be discus8ed in a

88
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moment. A scatter plot of the track distance versus the calculated distance is

aIso shawn (bottom left). We can see that there is a strong correlation between

micro sec
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Figure B.I: Calculated and fitted distances to the wire in celll. Negative signed

momentum ruDS were uaed.

the two for ail but very small and very large distances. This is a consequence of

a sma1l number of events fa1ling in these regions, which compromises the quality

of the fit there. The best fit is obtained around the middle of the cell where

the statistics is the highest. A plot of the track distance VerlUS the drift...time
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(bottom right) closely resembles the TD function, as expected. Low statistic at

very short drift distances prevents us from verifying that fitted distances also

approach zero for very short drift times. Spatial residuals measure the quality

of track reconstruction in a given chamber, as they correspond to the uncertainty

in the particle trajectory. Fig. B.2 shows spatial residuals in aIl 10 cells of our

prototype chamber and Table B.l summa.rizes the parameters of the Gaussian

fits to residual distributions. AIl the residual distributions are centered around

204061718010~
p -11.0 -10.1 6.7 -20.9 -1.0 -29.3 12.8 24.2 4.0 16.6

fT 295 346 336 358 375 316 288 330 357 326

Table B.1: Means and widths of Gaussian fits to space residuals (J'm) , p ­

+3GeVc-1•

zero (to within 30J'm, which is large compared to the widths) which means that

the track fit is not biased toward distances either larger or smaller than those

calculated by the TD function. The centering of the residual distributions wu

done by adjusting the time-zeros, as mentioned before. Finally, the values of the

fit parameters (P1=3.6866, P2=-8.4922, P3=10.386) do not difFer significantly

from the GARFIELD predictions.

To show the efficiency of the drift time cut, as discussed in the Cuts and Event

Selection subsection, the track fitting will he attempted on the data set (negative

siped momentum) without the eut performed. To simu1ate the same amount of

statistics only 10,000 events entered the fit. As shown in Fig. B.3, space residuals

increase drastically is the time eut is not applied. In addition, they are neither

symmetrical nor centered at zero. The asymmetry of the residuals is a consequence

of the mong TD function (Pl=6.2207, P2=-25.137, P3=33.857) resulting &om
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Figure B.2: Spatial residuals in ail cells with a drift-tîme cut appHed. Negative

signed momentum runs were used.
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Figure B.3: Spatial residuals in ail eells without a drift..time eut applied. 10,000

events from negative siped momentum runs were used.
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trying to fit uncut data. Different TD functions are shown in Fig. B.4. The shifts

FIT, without eut

FiT, with eut

GARFIELD

-! 0.9
x
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0.3

0.2

0.1

a
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

T(micro sec)

TD functions

Figure B.4: Time-to-distance functions obtained from tits to dat with and without

the drift time cut, and nom GARFIELD prediction.

in the mean values of the residuals are produced by the overestimate of the TD

function for smaIl times whereas the elongated tails at the opposite ends of the

distributions are caused by the underestimate of the TD function for large times.

Remember that aIl positions (X and XFT) are given with respect to the chamber

z axis (see Fig. 4.1) and are, therefore, positive in cells 8, 9, 10 and negative in

cells 2, 4, 6. An overestimate of the TD function makes IXFTI > IXI in all cells

resulting in negative mean space residuals in cells 8, 9, 10 and in positive mean

space residuals in cells 2, 4, 6. Note that mean space residuals in cells 1, 3, 5, 7

are either positive or negative, reaulting in a double peeks seen in Fig. B.3.



B.2 Positive Signed Momentum Runs• 94 APPENDIX B. TRAOK FITS USING MINUIT

Fig. B.S shows the spaee residuals after the fit to positive signed momentum

tuns, with a drift time eut applied and Table B.2 summarizes the parameters of

the Gaussian fits to residual distributions. We ean see that both the residual

distributions and the parameters of the TD function (Pl=3.6841, P2=-8.4619,

P3=10.453) agree with the values obtained nom the fUst set of rens. The residuals

are not as well eentered &round zero because the correction ta time zeros was done

using only the p = -3GeVc-1 runs, as mentioned before.

2 13 14 0 6 17 0 9 110 ~
p. -29.4 -30.0 14.1 -27.3 -4.1 -50.0 14.5 82 19.3 16.2

tr 325 389 396 398 426 358 324 366 388 361

Table B.2: Means and widths of Gaussian tits to space residuals (pm), p ­

+3GeVc-1•
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