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Abstract

A versatile and efficient computer-aided anaiysis tool, CUREST, has bcen devcloped

for the analysis of supply currents in CMOS digital circuits. It is based on Nabavi­

Lishi's semi-analytical model for computing the CUITent and delay in a CMOS logic

gate which, when compared to HSPICE running the level-3 MOSFET model, is more

than thrce orders of magnitude faster, and accurate to within 10%. CUREST is built

on top of the timing analyser TAMIA and, in particular, uses its circuit parser and its

data structure to store the circuit topology and primary input pattern.

Extensive tests on benchmark circuits containing up to 555 gates, which were anal­

ysed with CUREST using thousands of primary input patterns, demonstrate that

the current analysis time is in the range of 1ms per gate per input pattern, using

a SUN4/490 workstation with 32 Mb of main memory, running the SUN OS 4.103 op­

erating system. The peak value of the total supply current, the current risc-time, and

the time at which the peak occurs are usually computed to within 10% of HSPICE.

However, appreciable errors often occur in the average CUITent. This is because at the

moment we do not have a good model for dcaling with incomplete transitions associated

with glitches in a CMOS gate.
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Résumé

CUREST est un outil versatile et efficace d'analyse assistée par ordinateur qui a ét,;

conçu pour l'analyse des courants d'alimentation dans les circuits digitaux CMOS.

L'outil est basé sur les modèles semi-analytiques de Nabavi-Lishi pour le calcul des

délais et courants des portes logiques CMOS. En comparaison à HSPICE (au :Jiè11lc

niveau de complexité des modèles MOSFET), ces nouveaux modèles permettent des

calculs de l'ordre de milliers de fois plus rapides que I-ISPICE. De plus, les calculs

sont précis à 10% de la valeur exacte. CUREST a été implanté à partir du système

d'analyse temporelle TAMIA. En particulier CUREST se sert du programme d'analyse

lexicographique et des structures de données de TAMIA pour la mise en mémoire des

circuits et de leur topologie ainsi que les signaux d'entrée.

Plusieurs tests, ayant des milliers de signaux d'entrée chacun, ont été effectués sur

des circuits étalons comportant jusqu'à 555 portes logiques. Les résultats indiquent une

performance moyenne d'une milliseconde multiplier par le nombre de portes logiques et

par le nombre de signaux d'entrée. Cette formule s'applique à un système d'exploitation

SUN OS 4.103 en opération sur un SUN4/490 possédant 32 MegaOctets. Les résultats

pour le courant maximal, la durée de transit du courant, et le temps lorsque le courant

atteint son maximum sont tous à l'intérieur de 10% des valeurs obtenues par HSPICE.

Cependant le calcul du courant moyen est souvent inexact. Ceci est dû à une carence

de nos modèles pour l'analyse des transitions incomplètes causées par les soubresauts

des portes logiques CMOS.
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Chapter 1

Introduction

As VLSI circuit densities continue to increase, accurate information on the current

distribution in the chip power and ground buses is needed by the designer. The rea­

sons include the need to minimize the sizes of the power rails without, at the same

time, producing current densities high enough to cause premature failure due to elec­

tromigration, or performance degradation due to excessive voltage drops. The current

information is a1so needed to determine the power requirements of the chip. In this

chapter, a number of existing current and power estimation techniques are reviewed

and, in Section 1.3 our own approach is introduced.

The existing current and power estimation techniques cao be grouped into two ma­

jor categories: pattern-dependent and pattern-independent. The pattern-dependent

method eva!uates the current waveform of a circuit according to one particu1ar pri­

mary input pattern. On the other hand, the pattern-independent approach produces

the average current waveform corresponding to a large number of input patterns. In

order to tackle the e.'Ccessive heat dissipation, e1ectromigration, and excessive voltage

drop problems, it is the true pattern-depender.t CUITent waveforms that are required

to determine the worst case conditions. However, these are impractical for circuits

with more than approximately 20 inputs. Hence, pattern-independent methods, which

1
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are more efficient. are often tlsed. In the following section. t.he pat.t.ern-ind,'p,'nd,'nt.

methods are disctlssed which is followed by t.he pattern-depend"tlt. mcthods. Finall)"

the objective and outline of this dissertation are prcsented.

1.1 Pattern-independent current estimation tech-

•nIques

In general, pattern-independent methods adopt a statistica! approach 1.0 cstimate the

current and power dissipation in a circuit. This method docs not provide the informa­

tion on the instantaneous current waveform associated with a particular input pattern,

but il. is fast in computing the average current and power over a large number of input

test patterns.

Najm et al. computed the expected current waveform of a circuit by carrying out

an event-driven probabiIistic simulation of the circuit [1)[2)[3]. First, they replaced

logic values and transitions of primary inputs of il. circuit by signal probabilities [4]

and transition probabilities respectively. Then, they derivcd the corrcsponding proba­

biIity waveforms al. internai circuit nodes and propagated these waveforms towards the

primary outputs. The expected current pulses of each individual gatcs are summed

1.0 create the expected current waveform of the circuit. In particular, the expected

current waveform al. each subcircuit is approximated hy a right-angled triangular pulse

that starts with a peak of E[i(t)] al. time t and decays linearly 1.0 zero al. time (t +T).

The expected current value E[i(t)] is computed by assuming the transistor behavcs

as a resistor and operates in its saturation region, and T is evaluated as a function of

E[i(t)]. In [5], the authors extended the probabilistic simulation approach 1.0 include

the computation of the variance waveform of the circuit which is usefui in obtaining a

better estimation of the median time-to-failure(MTF) of a circuit.

The current model used in the above approach ignores the short circuit current



and assumes the input transitions are step functions. In addition, the authors in [5]

assume that there is no signa! correlation between interna! circuit nodes which results

in overestimating the total current drawn by the circuit. Although Kriplani et ai. [6J

deve!op an algorithm that resolves the signal correlation problem as mention above,

their approach comp!icates the algorithm and hence, slows down the analysis.

In [7], Kriplani et al proposed a method to predict an upper bound for the current

waveform that a circuit can draw. For each of the excitations, low, high, high->low,

and iow->high, the authors stored a list of intervals during which anode might carry

that excitation. The internal node transition information is derived by merging these

interva1s. It is assumed that there are only two possible CUITent waveforms associated

with every gate; one due to low->high transitions and the other due to high->low tran­

sitions. The maximum of the two CUITent waveforms at every time point is considered

to be the worst case supply CUITent. A right-angled triangular CUITent pulse is used

to approximate the CUITent waveform of a switching gate, where the peak of the cur­

rent is user specified, and the duration is computed by charge conservation. Once all

the gates' currents have been computed, the total current waveform is determined by

adding together the individual gate contributions.

ln this approach, the authors assumed in each combinational block the inputs switch

simultaneously. Moreover, they assumed the delay of each gate is fixed and specified

ahead of time.

•

•
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Burch et ai. [S] proposed to combine the simulation-based approaches with the

probabilistic approaches to estimate the power of a circuit. The basic idea of their

method is to apply randomly generated input vectors to the circuit and monitor, with

a simulator, the resulting power value. Since this approach USes a finite number of

patterns to estimate the average power, which real1y depends on the complete set 0{

possible input patterns, this method belongs to the general class of so-called Monte

Carlo methods. The total power is computed as the sum of the average power dissipated
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at every internai no,l~ in the circuit. The average power dissipatl'd al. node i during

the time interval T is evaluated as:

where ni(T) is the number of transitions at node i and Ci is the total capacit.ance at

i. 1'0 make sure that the measured power is typical, the circuit has to he in its steady

state. This is achieved by simulating the circuit for a period of time, which is called

the setup time, before evaluating the power. A number of randomly generated input

patterns are applied te. the circuit until the power value obtained reaches a desired

accuracy which is specified by the user. The authors are able to achieve excellent

speed performance with this method; however, the computational cost increases as

higher accuracy is desired. There is a specifie problem in handling seqùential circuits,

where it is not clear how to obtain the setup time.

The CAD tool PowerPlay [9] developed by Krodel is designed to compute the in­

stantaneous power waveform of a VLSI circuit design based on standard cells. First,

analog simulation is employed to accurately compute the energy and the power waV';­

form associated with each cell-type by taking into account the input transition and

loading capacitances. Then, the power waveform is derived by approximating the orig­

inal analog power waveform with a rectangle, where the area equals the corresponding

energy and the height meets the peak power value. These power waveforms are stored

in a data-base which is used together with the timing and transition information pro­

vided by a logic simu1ator to obtain the instantaneous power waveform of a circuit.

The speed-up of PowerPlay is more than four orders of magnitude faster than SPICE

and good accuracy is claimed for average power computation.

In [10], Dresig et aI developed a method to compute the average dynamic power

of a CMOS circuit based on the following equation derivecl in [11].
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where Ji is the frequency of signal transitions at the output of gate i, and Ci is its load

capacitancc. It is assumed that the wiring capacitancc is negligible, and hence Ci is the

sum of the output capacitance Co of the driving gate and the input capacitances Cino

of the driven gates. The authors aiso assumed that the average output capacitance

and input capacitancc of ail gates are constants. Therefore,

Ci = Cout + Janouti' Cin

where Janouti is the gate fanout and Cou" Cin are constants determined from technol­

ogy parameters.

To relate Ji and the switching frequency, J, of the circuit, the authors defined ai as

foIlow:
fi

a·--• - 2f

where ai can be interpreted as the mean switching probabiIity at node i during a clock

cycle. As a resuIt, the total power can be expressed as:

PD =VBD . f . Cin~ ai(~: + fanouti)
•

(1.1)

•

The switching activity ai is derived as the total number of switching Ai at node i

divided by the number of cycles n, where Ai and n can be obtained through gate level

simulations. Since the fanout of each internai node is known, the total average power

is readily computed by Equation(1.1). The limitation of this approach is that short

circuit current is not taken into account and heuristic is needed to tackle the signal

correlation problem.

In (12], Vanoostende et al proposed to compute the maximal currents and maximal

current derivatives of CMOS circuits using activity waveforms. The activity waveform

consists of a set of parameter pairs describing the periods of time that anode can

switch. To capture the switching activities associated with a node, the authors assumed

that onIy one input of agate switches at a certain time. Then, the input patterns
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that correspond 1.0 the fastest or slowest switching output is <Ïetermiue<!. lisiu!l: tht'

derived input patterns. the gate is simulated usiug the traditional circuit simulatiou

method. The peak current obscr\'ed during the simulatiou is uSt'd as the ,unplitu<!e

of the ma.,imal current waveform of the gate. :\ trapezoid is used 1.0 approximatt'

the ma.,imal current waveform with a duration dctermined by the output act.ivit.y

intervals which arc also computed from the simulation. The ma.,imal curn'ut derivative

waveform is approximated using a square shape. with a shorter duration than for the

ma.,imal current wavcform. The total current wavcform is obtained by addiug the

contributions of ail logic gates in the circuit.

Landman et al p:oposed a power estimation technique for high levcl system archi­

tectures in [13]. The power consumption is determined by the system input statistics,

where the input signal patterns arc described by using thrce statistical paramders:

mean, variance and correlation coefficient. From the input statistics , the statistics of

its outputs are computed. By propagating statistics in this fashion, the statistical pa­

rameters for each internai bus arc derived. Once the internaI bus statistics arc known,

the bit transition probabilities( i.e. gate input transition probabilities) can be dcrived

based on a stochastic mode! developed by the authors. Finally, the cnergy rcquired

1.0 drive data with the given statistics onto a bus is computed from these bit proba­

bilities. At present, the proposed method is limitcd 1.0 compute power for datapath

components.

1.2 Pattern-dependent current estimation techniques

In general, this approach inv01ves using event driven simulation. The results of the

timing analysis of the circuit are combined with the supply current waveforro of each

CMOS gate 1.0 obtain the total supp1y current. In princip1e, SPICE[14] is the most

accurate approac.\. However, in order 1.0 find the worst case conditions, we have 1.0



•

•

•

examine ail possible combinations of the input signais. This is extremcly expensive

if it takes a considerable amount of CPU time, like SPICE, to compute each current

waveform. Numerous methods have becn devcloped to trade accuracy for specd. These

are summarized in the following paragraphs.

ln [15], the power dissipation of a single logic gate is computed by reducing the

CMOS gate to an inverter circuit containing resistances and capacitances. The non­

switching transistors are replaced with resistors and capacitors whose values are deter­

mined by a set of parameters. These parameters are obtained by circuit simulations or

by direct measurements. For more than one input switching, the switching transistors

arc combined and the equivalent input start time, and transition time, and transistor

size arc computed. The resulting nonlinear equations are solved by a method analogous

to that used in SPICE but optimized for the inverter. The speed of this approach is

claimed to be two orders of magnitude faster than conventional circuit simulators with

an average error of 10% per logic cell.

In [16] and [Ii] methods are developed to find the worst case voltage drop in the

power bus network. The program Hercules designed by Tyagi [16J used a table-look­

up method to estimate the current. The authors used SPICE simulation to find the

current information of alogie gate based on its input transition time, f3 ratio, and its

loading capacitances. These factors are later combined into one variable called rise­

time-ratio which is used to index the look-up tables. To compute the current drawn by

a circuit, the author decomposed it inta stages which consist of a chain of transistors

leading from a strong voltage source to an output node or a gate. The current drawn

from a stage is computed using the tables and the worst case current drawn from a

stage is obtained by assuming all transistors are fully on except the trigger transistor.

In [li], Stark and Horowitz proposed using the simulation tool Ariel to find the

\Vorst case voltage drop and current density in the power bus network of CMOS cir­

cuits. First, a resistor network is e.\,"tracted from the circuit description using a Magic-
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based[li] resistancc extractor. Then. a transistor b'd simulator HSl~l[1 il is USl'd to

generate node transition information. This procedure idcutifil'S t.hl' t.ransistors t.hat.

inject charge to the supply network and computes the injl'ct. currl'nt .\.'

Cland • \'OD
Tin

where Tin is the node transition time and Cland is the total capacit.ance at. t.hat. node.

From the anaiysis'of RSIM, the current distribution of the resistÏ\'c network is obtained.

Finaily a linear-tree-based algorithm is used to solve the brandI currents and uode

voltages in the resistive network. In this approach, the short-circuit current is ignored

which accounts for as high as 20% of the total supply current [18].

Similar to Hercules, SPIDER [19] is a CAO tool used to adjust the line width of

a power bus. The transient current waveform at each identified node in the power

bus is obtained through anaiysis of the individual subcircuits where SPICE is uscd to

determine the subcircuit CUrIent wavefvrms. As a result, this procl.'Ss becomes very

expensive as the number of inputs increase. Besides, it is hard to find the timing to

cascade subcircuit outputs as inputs to its loading subcircuits.

Chowdhury and Barkatullah [20] used Shockley's transistor modcls to estimate the

ma.'Cimum CUITent in CMOS logic circuits. For a general CMOS logic gate, the authors

reduced it to an equivalent inverter depending on the sizes of the transistors in the

pull-up and pull-down transistor sub-groups. Then, the current drawn by the inverter

is obtained by solving the Kirchoff's current equations at the output node u,ing the

Forward-Euler method. The linear portion of the output transition is taken as i1put(S)

to the loading gate(s) and the current associated with the loading gate is obtained

similarlyas the driving gate.

The above approach is implemented in the procedure CEST [20] to compute the

CUITent in a CMOS circuit in response to a particular input pattern. First, the lagic

gates in a given CMOS circuit are divided into stages. Then, stage numbers are assigned

such that no gate in stage i is driven by agate whose stage number is greater than or

"
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equal to i. This ensure that the inputs of a gate arc known as functions of time before

the gate is proccssed. The orde!' of proccssing gates within the same stage does not

matter. Therdore, the current and output voltage of each gate in the CMOS circuit can

be computed in the order of its stage number, starting with the lowest stage number.

The total current drawn from the circuit is obtained by adding the individual current

associated with each gate which are switching.

'1'0 find the input pattern correspondiug to the ma.ximum current drawn in a CMOS

circuit, the authors use a branch-and-bound algorithm. In order to reduce the compu­

tational cost of this algorithm, a heuristic method is developed. However, the solution

obtaincd from the heuristic is only a local optimal. Besides, the above current model

tends to increase delay in series networks and tends to decrease delay in a parallel

networks because the authors assumed that ail inputs of a gate are identical in arrivai

time and rise time. Finally, the computational cost of this method is high, because

numerical integration is used to obtain the ma.ximum current.

In [21], [22], [23], [24] and [25], methods are proposed to compute the current

wavcform of a circuit. In SIMCURRENT [21], a database of analog current waveforms

is used to estimate the final current waveform of a circuit. This database keep records of

both inverting and non-inverting current waveforms of a reference gate. Furthermore,

simulated current waveforms of the reference gate with zero load up to ma.ximum load

is a1so kept in the database. The current waveform of agate is determined from the

database according to the total loading capacitance and the switching capacitance of

the gate, where the switching capacitance C•., of the processed gate is defined as the

mean of the current consumption of the rising and falling edges of the output. The

speed of this method is claimed to be three orders of the magnitude faster than SPICE.

Its database is huge.

CURRANT [22] is a switch-Ievel simulator that can generate CUITent waveforrns for

VLSI circuits. The authors use a simple RC model to compute the peak drain source
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current of a transistor and modc1 the decaying w,w,{orlll as an "l'ponential fnnction.

-,
j = 1,,(l'ï1ë)

where Rand C arc the resistance and capacitance of the transistor and 1" is its sat.n­

ration current. The gate currcnt is accounted for a.s the SUllllllation of the drain SOUlTe

current that f10ws to and from the node t.hat agate is connec\.ed t.o. CllRR:\NT

comprises three major components which work togcther to genel'itte drain sonl'cc cnr­

l'l'nt waveforms for each transistor in a circuit. First., t.he aut.hors us,' RTL[22], a

switch-level simulator, to simulate digital 1'1'105 circuits and ohtain t.he t.iming and

logic information. Then, they use EXTRACT[22], an interface module, t.o int"l'face

the RTL simulator with the waveform generating module GENERATE[22] which pro­

duces the drain source current wavcforms for each transistor in the circuit., ba.sed upon

the information that is extracted from RTL. The accuracy of t.his method is claimed

to be within 10% of SPICE for a single logic gat.e.

Deng et al. [23] used a symmetric triangulaI' current pulse t.o approximatc the

current waveform of a logic gate. This t.riangular pulse is uniqucly specilied hy a

triplet(tp.ok,Ip.ok,~T) where tp.ok is the time that Ip•ok occurs, and ~T is the time

duration of the triangulaI' pulse. ~T is calculated from the precharact.erized switch­

level delay library based on the input rise/fall time and the RC dclay paramcter. l,.."k

is computed as:
. ~T

tp.ok = e./tme + 2

where e.time is the start time of the input transition. The current peak Ip..k is com­

puted as:

1
? charge

peak = - X ~T

where charge is the product of output node voltage swing and load capacitances al.

the output node. When the output load is large, the triangulaI' pulse becomes a.~ym­

metric and better estimation can be achieved by using an asymmetric triangulaI' pulse



characterized by (t,'<ok, Ip.ok, .6.T, , .6.T2 ) where .6.T1 and .6.T2 are respectiveJy the rising

and falling times of the pulse. The specd of this method is c1aimed to be three orders

of magnitude faster than SPICE with 20% accuracy.

•
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Wang et aI. [24] adopted a more complex model to approximate the current wave­

form of a CMOS gate. They divided the gate current waveform into three regions and

the characteristic in each region is approximated by an exponentiaJ function. These

threc exponential fundions are specified by four parameters which are fundions of Joad

capacitances, asped ratios of MOS transistors, and the sJopes of input signals. The

authors storcd these parameters in a database from which the corresponding current

waveform of agate can be constructed. More accurate resuJts are obtained with this

method as compare to [23] at the expense of a more compJex database.

Rouatbi et aI. [25] combined the timing analysis resuJts of a CMOS circuit with the

estimation of supply current waveforms for each Jogic gate to obtain the total supply

current waveform of the circuit. The supply current waveform of agate is found as a

combination of the capacitive and short-circuit current waveforms which are restrided

to certain basic forms. The basic capacitive and short-circuit current waveforms of

a particular CMOS gate are characterized by a set of parameters. To compute these

parameters, the authors collapsed the logic gate, and derived an analytical model from

the collapsed gate. Then, they used a symbolic software package(Maple [26]) to solve

the involved model equation for the waveform parameters.

In this approach, the individual capacitance contribution from the switched nodes

are assumed independent of their position in the topology. The authors claimed that

they have achieved 3-4 orders of magnitude speed-up with respect to SPICE with

ma.ximum 10% deviation in the obtained current waveforms.

In [2i], Benini et aI estimated the power dissipation in CMOS circuit using an ap­

proach derived from the current-limited switch-leveI timing simulation technique pre­

sented in [28]. It is assumed that the current drawn by a CMOS gate can have two



possible values which are controlled by the galL~to-sourn' voltagl'. l'mthermlll"l', the

reactive effects are modcled as capacitors connected bL'twl'l'n circuit nodl's and grolllld.

Because the choice of the model, no integration is nl'l'd"d durillg th" clltuput.at.ioll of

the time domain responses. i\Iodifications have been mad" t.o t.he appmach describ,'d

in [28] in order to allow the simulation of non-fully-complelllent.ary CMOS l"Ïrcuit.s wit.h

increased accuracy and robustness. The event.-driven simulat.or built. by t.he aul.hol·S is

capable of handling different types of CMOS digital circuits inc\uding pass-transistors

and sequentiallogic with positive feedhack loops. The authors c1aillled that the SPl'l'd

of their method is 2 orders of magnitude faster than SPICE with an l'rror !owl'r than

10%.

• CHAPTER 1. INTRODUCTION l:!
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1.3 Motivation and overview of thesis

ln [29], an inverter-base model was presented to compute the ma.ximulll current aud

delay of a CMOS gate without integration. The speed of this Illodcl is thrL'C orders

of magnitude faster than SPICE, and it is more accurate than other modcls that have

been reported. The model takes into account the sizes of the devices, output load,

input transition time, input transition positions, and short-circuit current in computing

the current waveforms. A relatively small database is needed. From the test results

presented in [29], this model has an excellent performance in predicting the maximum

current and its time of occurrence. It is also capable of producing an accurate current

waveform of agate. Therefore, its application to large VLSI circuits is promising.

ln order to test the speed and accuracy of this model on large circuits with a

large number of test vectors, an analysis program was needed. In this thesis, the

approach presented in [29] is implemented in an event-driven simulation program

CUREST which is based on the timing analysis tool TAMIA [31]. The information on

the circuit topology as weil as the input patterns are provided by TAMIA while the
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current waveforms of the circuit. arc computed by CURE5T.

The outline of this thcsis is prcsented as follows. In Chapter 2, the current mode!

proposed in [29] is reviewed, which is followed by the current estimation algorithm in

Chapter 3. The accuracy and speed of CURE5T are analysed in Chapter 4. Finally,

conclusions are made and future work is discussed in Chapter 5.



•

•

•

Chapter 2

Delay and current models

In this chapter, we review the mode!s that were developed by Nabavi-Lishi [29] to

evaluate the supply current and the delay in a CMOS gate, and which wc uscd in the

design of CUREST. It is important to understand how these models work in order to

appreciate how CUREST is constructed.

2.1 Inverter Model

A transistor-Ievel mode! of an inverter is shown in Figure 2.1, where the para­

sitic capacit·~ces are shown explicitly. CGP(CGN) reprcsented the gate-to-source and

the gate-to-bulk capacitances of the pMOS(nMOS) transistor while Cp(CN) repre­

sented the sum of drain-to-bulk capacitance of the pMOS(nMOS) transistor and the

CGP(CGN) ofthe loading pMOS(nMOS) transistors. CM includes the gate-to-drain ca­

pacitances of both the pMOS and the nMOS transistors. These parasitic capacitances

are replaced by equivalent constant values which will be discussed in Section :'?.4.

The supply current ips is computed from the three branch currents iGP, icp and ip.

From HSPICE simulation and experiment, it is observed that there is only one current

14
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Figure 2.1: (a) Transistor-level model of a CMOS inverter. The

effect of the loading gate(s) is included in CN and Cp. (b)

Charging and di~c:harging currents of the inverter shown in (a)

when driven by another inverter. i ps(-), iGP(o), and icp(--)

[29].

peak associated with a charging output node. The current model used to evaluate this

peak is called the CP mode/. In order to compute the charging current of an inverter

accurately, a CWmodel is developed. When the output is discharging, as illustrated in

Figure 2.1(b), the supply current shows both a current maximum, DP, and a current

minimum, DN. The models used to compute these two peaks are called the DP model

and DN model respectively. As will be explained in section 2.5, the DN peak is rarely

computed explicitly and hence, the DN model will not be presented. Ail these models

are based on the assumption of a ramp voltage input.
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• 2.2

\6

Inverter with falling input transition: CP and

CW Models

•

In this section, the models that arc used 1.0 compute the ma:l:imum cnrrent. and dday

of a charging inverter i.e. an inverter with a falling input transition are present.ed. 1'0

compute the charging current either CP or CW modcl can be nsed. The CP modd is

presented first.

2.2.1 CP model

When the input falls from VDD 1.0 VDD - 1v,p 1, where \t;p is the thrcshold voltage of the

pMOS transistor, the pMOS transistor enters the saturation region. At this moment,

the supply current ips is dominated by il' which carrics both the short-circuit and load

currents. ror a charging output, il' is much greater than iN and hence iep tracks il'.

Now il' will reach its maximum before the pMOS transistor enters the triode region,

but not later than when the input transition is complete. For this reason, and also

because iGp becomes zero when the input transition is completed, il. follows that the

maximum in ips must occur al.:

lm =min(t." Ti) (2.1 )

(2.2)

•

where l., is the time when pMOS leaves the saturation region and Ti is the input

transition time. In order 1.0 obtain an explicit expression for t." the ontput voltage

vo(l.t) al. time l.t is required. To find vo(t.,), a simple ramp approximation of the

output voltage is used for which the transition time To is given by:

T. - T.. bVDD(CN+Cp)
0- a •+ Il'

where Il' is the pMOS drain current corresponding 1.0 VSG =VSD = VDD, and a, b are

empirica! parameters obtained by fitting the delay and maximum current of a min­

sized symmetric inverter computed by the CP mode! 1.0 that obtained from HSPICE



simulation. The output voltage can be approximated in any manner of our choice as

long as it produces an accurate value of the output voltage at the time I..t. A ramp is

used because of its simp!icity.
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At time l.t, the source-to-drain voltage of the pMOS transistor is equal to VOS,tTP,

the pMOS transistor's drain saturat.ion voltage. In order to obtain a closed-form so­

lution for the time 1... the long-channel approximation has to be used for ~·OSATP.

This would possibly lead to the resulting HSPICE MOS-3 model overestimating the

drain current. However, it has been shown in [29] that, by setting the static feed­

back parameter ETA to zero, good agreement is obtained with respect to the HSPICE

MOS-3 model for operation near pinch-off. Therefore, by combining Eq.( 2.2) with the

long-channel approximation for VDSATP, t.t is given by:

where FBp is a SPICE technology constant for the pMOS transistor, and v.pO represents

its threshold voltage. Once t.t is known, tm can be easily determined from Eq.( 2.1).•
T..(l + FB +~)t _ 1 P VQP

.t - 1+ L.(1 +F B )To p

(2.3)

(2.4)

•

Hence, vo(tm) and Vin(tm) are obtained from:

This permits the determination of ip(tm ) and iN(tm ). Moreover, the first derivative

of the output voltage at tm, which is a1so taken as the effective slope of the input to

the loading gate, cao be computed from:

=dvo 1 _ ip(tm ) - iN(tm ) - CMYqf
am - dt l=lm - CN + Cp +CM

Now, the ma.~mum supply current ips(tm ) cao be obtained as the SUffi of three

branch currents ip, icp and icp. Cince ip(tm ) is already known, only two branch
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currents have to be computed:

, ( ) ,-, \'OD
lGP lm = "-'GP . T

•

I~

T = t +~ - l'o(l... ) _ Ti
m .)°m _

•

•

To find the delay, which is defined as lhe dirrerence bctwccn the lime whl'n lhl' inpul

and output voltages reach \'oD/2, the fact thal l'o(l ... ) lies wilhin lhe approximal"'y

linear region of the output voltage is utilized. This means lhal a slraighl tine wilh

slope crm can be used to extrapolate from l'o(lm) to l'o = \'oD/2 and lhe dclay l'an be

computed as:

In general, the accuracy of the models presented above depends on bolh lhe range

of Ti and the ,8-ratio in the inverter. For a symrnetric inverter(,8p = ,8.. ), with a = 0.86

and b= 3.18, ips(tm ) is determined with a 10% error for a range of Ti from 1 lo 100ns,

for the 0.8,,1.2 and 3.0 microns technologies. For asymmetric inverters, a look-up

table or empirical equations are used to adjust the coefficients a and b lo mccl lhe

requirements on the range of Ti and the ,8-ratio as illustrated in Table 2.1.

2.2.2 CW model

The CW model can be used to compute the charging current of an inverler. This is

obtained in two steps. First the supply current is computed for the time interval [O,tmJ,

where tm is the time when the supply current is maximum, and lhen the remaining

part of the supply current is evaluated for t > tm'

For t E [0, tm ], the pMOS transistor operates mostly in the saturation region and its

drain saturation current is relatively independent of the output voltage. Thereforc, il'

can be computed without having to estimate accurately the output voltage. It follows
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range of WpjWn a b

12.5-15.5 0.50 ï.OO

9.5-12.5 0.58 4.00

ï.5-9.o5 0.62 4.00

6.o5-ï.o5 0.605 4.00

5.5-6.5 0.6ï 4.00

4.0-05.05 0.ï2 3.80

3.2-4.0 0.ï9 3.20

2.9-3.2 0.81 3.30

2.5-2.9 0.86 3.18

1.3-2.5 0.99 2.90

0.ï-1.3 LlO 3.00

0.3-0.ï 1.30 2.80

Table 2.1: Appropriate values of a and b

obtained for a 1.2 micron technology [29].
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that the supply current ips is obtained by evaluating ip using the preceding method,

and then by adding ip to iGP and icp, obtained as follows:

• r> VDD
~GP = '-'GP X -­

Ti

. C VDD
tep ~ - p x -;;:;-,

~o

where T; is the input transition time and To is defined by Eq.( 2.2).

For t > tm , the supply current is calculated using an integration method because

accurate output voltage is needed to evaluate ip in the triode region. vo(tm ), ip(tm )



and i,v(tm) obtained \Vith the CP model are used a., initial wnditions to compute th..

supply current ips using the first order Euler intcgration mct.hod. The deri\'ati\'e of

the output voltage at each time point is givcn as:
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duo ip(t) - i,v(t) - C\/!f."-
dt = Cv + Cp + C\I .

In order to avoid instability during the integration proCL'SS, it is required that the

fol1owing conditions should be satisfied.

duo> 0
dt - ,

vo(t + cît) ~ vo(t),

The integration stops ",hen Vo reaches VDD • It is shown by experimental rcsu\ts

that accuracy considerations in computing ips always limit the step size to a value

where instability cannot occur. A typical integration time step is found to be:

cît = 0.02 x Ti

2.3 Inverter with rising input: DP model

The supply CUITent associated with a falling output voltage is characterized by a ncg­

ative "peak" fol1owed by a positive one. The OP model is used to compute the latter,

while the ON model is design for the former.

For a discharging inverter, the supply current ips is dominated by the short circuit

current ip, which reaches it maximum at the pinch-off point of the pMOS transistor.

To determine the time tmp at which maximum ip occurs, a similar approach is used

to that for the CP mode\. Thus tmp is computed from Eq.( 2.3) where the coefficients



Il and b, used to determine Ta from Eq.( 2.2), arc replaccd by a different set, c and d,

n.'Spectivcly. The maximum current calculations proceeds "" in the CP mode!.
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Since the output voltage at time lm, has not yet reached the linear region, we cannot

use va(lm,) and lm, to compute the delay. However, at time t.'n when the nMOS leaves

the saturation region, the output voltage can be taken as linear and hence it can be

used to calculate the delay. In this case, another ramp approximation is needed to

predict Vo{!.,n) at l.'n accurately. Thus,

T;(1 + FEn + ~nQ)t - no
.ln- 1 +.L....(l+FB )

Ta> n

where

T. - T.·+fVDD(CN+CP) (')5)
02 - e • IN _.

VinO is the threshold voltage for nMOS transistor corresponding to modified HSPICE

model, F Bn is a HSPICE level-3 technology constant for the nMOS transistor, e and

f are empiricai constants, and IN is the drain current for the nMOS transistor at

VGS=VDS=VDD.

Now, the delay can he computed as:
Vgn _ VOn T;

T = t••n +-&_-=
Q"tn 2

where

V• ( t••n )
VOn = DD 1 - ;:;:;­

~02

and
ip(t....) - iN(t••n) +CM!ff

CN+CP+CM

Since the charging current contributes the major part of the totai supply current,

the accuracy in computing the totai current in a combinationai circuit depends mainly

on accurate caiculation of the charging supply current. Therefore, we do not have to

develop a "DW" mode1 to approximate the discharging current waveform accurately.

The DP model is used in ail discharging cases, and the waveform is approximated by

a triangle(Section 2.5).
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2.4 Computing parasitic capacitances in an inverter

In this section, we review how the parasitic capacitanc,'s associal.<'d wit.h an in\"l'rt."l"

are evaluated and replaced with constant values. :\ pM OS t ransist.or is chos,'n il.' an

example 1.0 demonstrate the evaluation processes which are cqnal\y \'alid for nlVIOS

transistor.

Computing CGP:

The capacitance CGP of a pMOS transistor comprises the effeds of gatL~t.o-bnlk, gat.L~

to-source and gate-over-channe1 capacitances. Since a pMOS transistor \Vith falling

input is in saturation for most of the transition time, CGp is compllted as:

GGP = CF5 . Cap. +CGSOp . IVp +CGBal' . Lp for f IlLlil1yilll'Uts (2.G)

•
By the same token, CGN is given as:

CGN = CF5· Cap" +CGSOn' IV" +CGBOn· L" fOl' rtsmg inputs

where

(2.;)

•

fOX
Cap. = - . IV•. L.,

tox
fOX

Cap" = - . IV" . Ln,
tox

L.(L,,) and W.(W,,) are respective1y, the channel length and device width of the

pMOS(nMOS) transistor, tox is the gate oxide thickness, fOX is the oxide dielec­

tric constant, C F5 is a user-definable constant in HSPICE with a default value of 2/a,
CGSOp(CGSOn) and CGBOp(CGBOn) are the gate-to-source and gate-to-bulk over­

lap capacitances pel' meter of channel width for the p-type(n-type) transistor. When

transistors operate in triode region, CGP and CGN are computed as:

CGP = Cap•. CF5· Kvp +CGDOp· W. +CGBOp· L. for rising inputs

CGN =Cap". CF5· Kvn +CGDOn· W" +CGBOn· L" for falling inputs



wherc 1\,," and 1\".. arc voltage-dependent coefficients used in I-ISPICE capacitance

equations. From HSPICE simuiations, 1\,," equals to 1\'".. which has a average,alue

3/'" provided C F.5 = 2/:3.

•
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Computing Cp:

The equivalent capacitance Cpt CN for nMOS) includes the drain-to-bulk capacitance

CVB and the input capacitances of the loading gate(s). The drain-to-bulk capacitance

of a transistor can be evaluated as follow:

(2.8)

•

•

where Cj, Cj.w, .4.D, PD are HSPICE parameters, and J(e is a constant determined by

using HSPICE simulation. For 1.2 micron technology, J(e = 0.615 for pMOS transistor

and J(e = 0.12i for nMOS transistor. The total input capacitance CIN is equai to:

CIN = CGP + CGN + CM

where CGP, CGN and CM are equivalent capacitances of the loading gates, and CM :::::

1.5 . CM for 1.2 micron technology. '1'0 account for the overiap currents between the

driving and loading gates which wiII be discussed in Section 2.5, the capacitances CGP

and CGN +CM of the loading gate are added, respectively, to Cp and CN of the driving

gate.

Computing CMp:

When a pMOS transistor is in triode region, the gate-to-drain capacitance is given by:

CGVP =Capp ' CF5· Kvp + CGDOp ' Wp

In saturation, the drain side of the channel is pinched off, and hence only the sec­

ond term which corresponds to overlap capacitance contributes. From simulation, the

average value of J(vp and K"" for 1.2 micron technology are respectively,

J(vp =0.43/CF5, and K"" =0 for a rising input
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h""" = OA3/C F5. and h""" = 0 for a falling input..

Therefore.

:.!·I

and

{

0.'13· Cap,> +CGD0l" IF,>

CMP = CGDOp. H'~

{
CGDOn . IV"

CMN=
0.43· Cap" + CGDOn· W"

for a rising input.:

for a falling input..

for a rising input.;

for a falling input..

•

•

2.5 Current calculation in an inverter chain

In an inverter chain, the capacitive current iGP of the loading inverter overlaps \Vith

the supply current of the driving inverter. In order to account for this overlap in

computing the total supply current of a chain, ail the input capacitances CG/' and CGN

of the loading inverter are added, respectively, to Cp and CN of the preccding inverter.

This is especially advantageous, since the negative current peak ON associated \Vith

the discharging inverter is absorbed in the charging current of the prcceding inverter

and hence, it is unnecessary to compute DN explicitly. Now, the discharging current

comprises only one current peak OP which can be approximated by a single t.riangle

as explained below.

Suppose Tj and Lj represent the input transition time and its start timeofthe j -lh

inverter in an inverter chain. Using the CP and OP models, the output transition time

Tj+h the delay Ti> and the supply current maximum lm.rj and its time of occurrence

tmj for the j -th inverter can be computed. Moreover, the time Uj at which the output

ramI' Tj +! settles can be computed as:

Uj = Lj + Tj + 0.5 . (Tj + Tj+l)

Since the supply current of a CMOS inverter only flows during the inverter's input

and output switching time intervals, Lj and Uj can approximate the lower and upper
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hotlnds of the time interval in which the current of the j -lh inverter occurs. Therefore.

the supply CIment of the j - lh inverter can be approximated by a triangle which is

~ero at Li and Uj, and with a peak equals lmari at lmi' The total supply current

waveform of the inverter chain can be obtained by summing up the triangle current of

every inverter in the chain.

2.6 Collapsing of a general CMOS gate into an

inverter

The maximum current and delay evaluation of a general CMOS gate can be achieved

by collapsing it into an equivalent inverter and then applying the CP and OP models.

The collapsing involves finding the equivalent input transition time TIN, the effective

width of scriesfparallel transistors and finally the equivalent parasitic capacitances

of the transistor group. The effective input transition time TIN is determine from

the group that carries both short circuit and dynamic currents, because this group

dominates in determining the maximum current and the delay time. For simplicity,

ail the lengths of the transistors are assumed identical here. There are two sets of

collapsing techniques that are used, respectively, with series-connected transistor group

and parallel-connected group. These two techniques can be used recursively on a

complex transistor group until a single transistor is obtained.

2.1 Collapsing a series-connected group of tran­

sistors

Suppose that the series-connected transistor group that is tuming on comprises n

transistors. Let Tj and tj be, respectively, the input transition time and input start
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Figure 2.2: A general case for the input signais in a series chain when

q = 3. Here i, j, and k E{l, 2, ... , q}. The signal Txi is used :1..' t.he

effective input for the equivalent transistor which replaces the group[:!9].

timeof the j -th transistor. Since the transistors are series-connecled, this group would

not turn on until the latcst input, starting at tL, turns on its associat.· transistor. ln

practice, there may be a number of switching inputs overlapping with II. as illustrates

in Figure 2.2. The earliest start time of thcse overlapping inputs, ta, is chosen as the

equivalent input start time and the equivalent input transition time, TIN, is computed

by using the following heuristic. Suppose there are q - 1 inputs overlapping with tl.,

and let Tri == Tj + tj - ta, then

2.7.1 Width collapsing

•
In genera!, the effective width of the series-connected group depends on the output load,

the sizcs of the transistors, the input transition times, relative delays of the inputs as

well as the positions of the inputs in the series chain. In this section, we use the pMOS

transistor group to illustrate how to find its effective width Wpc. Similar procedures



•

•

CHAPTER 2. DElAY AND CURREST MODEL5

are al'plied to nMOS transistor group.

The dependency of Wp, on the input signais and the sizes of the transistor is ac­

counted for by exprcssing it as a function of Til' and ~j!P1 where

1 1 1 1
W

P1
= \1', + Wz + ... + W

n

For very fast or slow TIN, Wpc does not depend on the output load. Because, for fast

TIN, the output voltage is still negligible at the time when the inputs have completed

switching, and for slow TIN only negligible current f10w through the load: Furthermore,

for fast TIN, IVpc does not depend on input positions, because when TIN completes

switching, the gate voltages of ail transistors become identical. 50, j.V~c for fast and

slow TIN can be expressed by:

where W,c and Wc. are defined as, respectively, the effective width corresponds to fast

and slow TIN, while clc and C.c are constants depending on technology and the number

of transistor in the series chain. In particular, C.c also depends on the input signal

position in the series chain and is determined from a look-up table such as the one in

Table 2.2.

As TIN increases, Wpc remains equal to Htjc until a "break point~ TB is reached.

At this point, the input is so slow that the output voltage change is not negligible

before the input Transition is completed. This input break point TB is a function of

the output capacitance and the transistor sizes. For TIN > TB, Wpc is mode1ed as:

where

Ht~ = Htjc + (Ht~c - W,c) . (1 - exp[-B· (TIN - TB)]) (2.9)

•
TB =cCN +CP

W,c
Both c and B are empirica1 constants and CN and Cp are the equiva1ent capacitances

described in Figure 2.1.
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Active CI$Jl

input(s) # of pMOS transistors # of n~IOS transistûrs

2 3 -1 2 :1 '1

1 1.82 2..58 3.04 l.i8 2.50 :1.06

2 1.20 1.i5 2.26 1.48 2.00 2.50

:3 1 .)- 1 -.) 1.6:3 1.20._1 ./-

4 1.:34 1.60

1 .) 1.02 1.43 1.68 1.05 1.50 1.80, -
1, 2, 3 0.9i 1.24 1.10 1.06

1, 2, 3, 4 1.08 0.88

Table 2.2: Coefficients to obtain Woc from IVpug (Hr",lg) for a 1.2

micron technology. The input node number increases from t.he

one nearest \lDD (GND)[29].

2.7.2 Capacitances collapsing

•

The techniques used to reduce the parasitic capacitances in seriC'>-connected transistors

to those in the inverter model in Figure 2.1 are reviewed in this section. As shown in

Figure 2.3(b), there are two equivalent capacitanccs, name1y CGP and C".1 p, associate

with the input of each transistor in a string of three pl\iOS transistors. In general,

the total capacitive contribution of each transistor in the string consists of the above

mentioned equivalent capacitances as well as its drain-to-bulk and source-to-bulk ca­

pacitances. First of all, the techniques used to compute CGP(CGN ) and CMP(CMP) for

pMOS(nMOS) transistor is presented.

Computing GGP:

The GGP of each transistor inc1udes the eifects of the respective gate-to-bulk, gate-to-
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l

29

(a) (b)

•

•

Figure 2.3: Parasitic capacitances reduction in three series tran­

sistors. (a) Parasitic capacitances in three series pMOS transis­

tors. Drain(source)-to-bulk capacitances are not shown. (b)

Equivalent capacitances after capacitance reduction in (a)[29].

source, and gate-to-drain capacitances of the individual transistors. In particular, the

gate-to-bulk capacitance cao be obtained similarly as that in an inverter. However,

the gate-to-source and gate-to-drain capacitances vary with the number of transistors

connected between VDD and its source. Therefore, simulation is used to find Cbp =
Cas + COD of each transistor in a string. Moreover, a look-up table is constructed to

store Cbp of each transistor for various string lengths. Thus, given a transistor with

arbitrary width Wp, its Cbp cao be obtained by weighting the reference Cbp from the

look-up table with WpjWpo, where Wpo is the reference transistor width.

Computing CMP:

A similar approach is used to compute CMP(CMN) of each transistor in a string. Once

each individual CArP(CMN for nMOS) is computed, the CMP ofthe equivalent transistor
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VDD
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INl ---1 CSB,

pMOS'
C CB1

•

1N3 ---1
OUT

Figure 2.4: Drain and source-to-bulk capacitances in three series pMOS

transistors[29J.

is calculated from:

TIN • .CMp =~ LZCMPj (2.10)
DD j=1

where the set {l, 2, ..., q} (q :5 n) represents the active inputs within the switching time

of TIN, and

{

CM?" X YaA• J T
ZCMPj = ,

0,

when tj < 1 :5 lj +Tj;

otherwise.
(2.11)

•

Computing Cp:

The drain and source-to-bulk capacitances of ail transistors in the series chain have

to be combined to give the capacitance CP(CN for nMOS transistors) in the equivaieot

inverter. Suppose we have a string of three pMOS transistors as illustrates in Figure 2.4

and we define CI =CDBI +C SB2' C2 =CDB2 +C SB3• C3 =CDB3. lt is clcar that the



contribution of Ci of the j - th transistor to the effective combined capacitance CptCN

for nMOS) depends on its relative position in the string. As a result, Cp is computed

as follows:
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(2.12)

where Ki is a constant determined from HSPICE simulation. Since the initial voltages

al the internai nodes for falling inputs is different from that for rising inputs, the

Kjs for falling inputs assume different values from that for rising inputs. Besides, the

switching activities at the input nodes determine which Ci contributes to CP. For

instance, if IN2 switches from low to high but IN3=O, regardless the state of IN1, Cp

is obtained as the sum of C2K2 and C3K3 •

•
2.8 Collapsing a parallel-connected group of tran­

sistors

Suppose we have a group of n transistors in parallel. Let Tj and tj be the input

transition time and start time of the j - th transistor. If this transistor group carries

both dynarnic and short circuit cUITent, then the effective input is determined by this

group. Since the supply CUITent flows as soon as the first input arrives, the effective

start time, ta, is equal to the start time of the earliest input. Due to the fact that all

transistors that are tuming on can charge(discharge for nMOS} its output node, the

effective input transition time TIN is computed as follows:

(2.13)

•
where the subscripts 1,2, ... , q (q ::; n) represent the transistors that are switching on.

Sec Section 2.ï for the definition of Tri.
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Figure 2.5: Effective width for parallel transistors in a 2-input NAND

gate (Wpl = Wp2 = 9.0i'm, Lp = Ln = :3.0i'm). TI = lOll~, HSPICE

(-), and approximation (- - -). Both signais starts at t=O[29J.

2.8.1 Width collapsing

The effective width Wpe/ / of the parallel transistors depends on the sizes of tlw deviccs,

their input transitions and relative delay time>'. This is illustrated in Figure 2.5 which

shows the effect of the relative input transition times in a 2-input NAND gate, on the

effective width of the equivalent pMOS transistor. This was obtained from simulation

by adjusting the inverter size to give approximately the same the current waveform as

in the NAND gate.

Let Wp1 and Wp2 be the widths of the pull-up transistors in the 2-input NAND gate,

and the corresponding input transition time be, respectively, TI and '1'2. As illustratcs

in Figure 2.5, the equivalent width is a nonlinear function of TI and '1'2. However,

this function can be approximated by a triangle with a peak value of Wp1 + Wp2 as

shown with dotted line in Figure 2.5. For a NAND gate with a rising output, the

effective input signais T",j 2: 'l'lN, because 'l'lN is the fastest input. On the other hand,

T",j :5 TlN for a NAND gate with a falling output. Therefore, in each case only one
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Il) b)

•

Figure 2.6: The effective width for the two parallel transistors in a 2­

input NAND gate, versus Trj for: (a) rising output, (b) falling output.

In each case one transistor is driven by TIN, while the other one is driven

by T rj which never crosses into the shaded area. Moreover, W min is the

width of the transistor driven by Tf,V[29].

side of a triangle is needed as illustrate in Figure 2.6. Thus, for a 2-input NAND gate,

the effective width Wpe/l can be formulated as follows:

If TIN = TI and T2 ~ TI :

(i) If T2 ~ Th Wpe/l =Wpl (2.14)

(ii) If TIN :5 T2 < T"

•

If TIN = T2 and T2 ~ TI :

(i) If TI ~ Th, Wpe/l =Wp2 (2.15)

(ii) If Th < TI :5 TIN, Wpe/l = Wp2 + (g~__T;~) Wpl

where Th and Tt are found from experiment with values of TIN/2 and 3·TIN respectively.

By extending the results for 2-input NAND gate to an-input gate, the fol1owing
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heuristic is obtained.

:1·1

(2.1(;)

(2.17)

if (T" < Trj ::; 'l'lN);

if (TIN::; Trj ::; Tt):

otherwise.

where Wi is the width of the transistor corresponding to the j - th input. subscripb

1.2, ... , q represent the input signais that overlap with TIl';. and S; is dct.l'rmint'd ,...,

follows:

2.8.2 Capacitances collapsing

•
In Figure 2.7(a), the parasitic capacitances associated with a parallcl-connected tran­

sistor group are identified. The goal of this section is to show how thcse parasitic

capacitances are reduced to the equivalent capacitances as shown in figure 2.7(b).

Computing CGP:

The capacitance CGP; of each transistor comprises the effects of gate-to-bulk, gate-to­

source and gate-over-channel capacitances. Since the bulk and source of each transistor

in figure 2.7(a) are connected to VDD, CGP; is computed exactly the same as that for

an inverter. Sec Section 2.4 for details.

Computing Cp:

The equivalent capacitance Cp(CN for nMOS) includes the total capacitance betwccn

the output node and VDD(GND). This implies CP(CN) contains the drain-to-bulk ca·

pacitance CDB of every pMOS(nMOS) transistor in the parallel transistor group as

weil as the total input capacitance CIN of the loading gate(s). The drain-to-bulk ca­

pacitance of a transistor is evaluated exactly the same as that for an inverter. Sec

Section 2.4 for the details.

•
Computing CMp:

The gate-to-drain capacitance CGDP; of each transistor in figure 2.7(a) are combined
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(a) (b)

OUT

•

•

Figure 2.i: Parasitic capacitances reduction in two parallel tran­

sistors. (a) Parasitic capacitances in two parallel pMOS transis­

tors. (b)Equivaient capacitances after capacitance reduction in

(a)[29].

to give CMp in figure 2.i(b). CGDPi is computed exactly the same as that for an

inverter and the combined CMP(CMN for nMOS transistors) of every transistor is

round similarly as the series-connected transistor group.
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Chapter 3

CURrent ESTimation Aigorithm:

CUREST

The current estimation algorithm, CUREST, is built to compute the current waverorm

of a circuit automatically, provided the circuit topology and all the primary input tran­

sition information are given l . This information is described in a format similar to thaL

in HSPICE and is parsed by a timing analysis tool called TAMIA. The parsed inror­

mation, which is stored in TAMIA data structures, is extremcly userul ror auLomaLing

the current and delay evaluation. Thus, we build our auLomation Lool wiLhin TAMIA

and utilize the circuit decomposition information generated by TAMIA to carry out

maximumcurrent and delay analysis. In this chapter, a brier review of TAMIA is given,

which is followed by the overview and detail of the architectural reature or CUREST.

IThe input format for CUREST is described in Appendix B

36
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Figure 3.1: The circuit decomposition:(a) a transistor group, (b)

transistor subgroups (c) virtual edges•
(a) (b) (c)

3.1 The timing analyser TAMIA

•

TAMIA is a circuit-level timing analysis tool for the design of VLSI digital MaS

circuits[3l]. In order to increase the efficiency of the timing analysis, the dependencies

among the nodes in the circuit need to be determined, and hence the decomposition

of the circuit into a directed circuit graph is necessary. A circuit graph is composed of

transistor groups which are composed of "pullup", "pulldown" and "pass transistor"

subgroups. The pullup subgroups are between VDD and output node, the pulldown

subgroups are between GND and the output node, and the pass transistor subgroup is

in between the input node and output node as shown in fignre 3.1.
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3.1.1 Circuit Decomposition

A depth-first search is used to carry out the circuit d,'(·ompositiou. Startillg Olt t.h"

primary out!Jùts of the circuit, al! the trausistors couuected t,ogdh<'r through tlll'ir

channels or through interconnection resistors are grouped togdh"r. 01\("(' a gl"OUP is

identified, the search continues from the inputs of this group until primary input.s i,r"

reached.

A transistor group is decomposed by a recursive decomposition algorithm which

splits a transistor group into virt.ual edges. Each virtual edge can be a combination of

series or parallel transistors, or just simply one t.ransistor. If an edge consists of more

than one transistors it is called a comp/ex edge, otherwise it is cal!ed a sinl/J1c dg".

The circuit decomposition continues until all the complex edges have bccn recursivcly

decomposed to simple edges. After the circuit decomposition is donc, ail the transistor

groups are identified and stored in a list called a gl'OlLp-iist. Each entry in the group list

represents a transistor group from which the virtual edges, including both the simple

and complex edges, can be obtained. Once a virtual edge is obtained, the transistor

size and input information associated with its components can be accessed easily by

extraeting the proper information stored in the TAMIA data structures. Other useful

information generated from TAMIA includes the priman) input /ist which contains ail

the primary input node namesfnumbers and their associated input transition informa­

tion. The information as described above is used as input to CUREST.

3.2 The overview of CUREST

The objective of CUREST is 1.0 find the supply current waveform of a circuit based on

its primary input pattern. This is achieved by carrying out the following procedures

sequentiaIly. First, the circuit topology description is parsed by TAMIA2 • Then, the

2The parsing is done by the subroutines called parse.circuit and recursiue-parse-circuit.
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Figure 3.2: The f10w diagram of the current estimation algorithm CUREST.

technology parameters, tables of reference capacitances and the current model param-
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eters arc read and stored. These parameters arc nel'(!<'d later for lh,' complltatioll of

individual gate current waveform. Sincc the transistor grollps in th,' !'I"OIII'-I;.,' is Ilot

in the order of processing, it is neccssary 1,0 r<~order thl' t,ransistor grollps following

the procedures presented in Section3.4. After t.his is done, wc cali ,'xaminl' onl' gatl'

at a time to see if it switches or not. If it does switch, we use the ClllTent Illodels

and collapsing techniques described in Chapter 2 to compute its current waveform.

Otherwise, the next gate is examined. The computed current waveform of l'ach gat,l' is

summed. This process repeats until ail the gates in the circuit arc evalllated.

Once all the gates are analysed, the circuit current waveform is obtainl'd which is

the sum of individual gate current waveform. From the total circuit current waveforlll,

the maximum and average current can be readily determined. ln Figure 3.2, the lIow

of the automation algorithm is presented, which is expanded in the following sections.

At present, CUREST is capable of handling pure combinational circuits based on

NAND/NOR static gates with no feedback.

3.3 Technology dependent parameters for current

and delay estimation

CUREST is built within TAMIA. Therefore, the information gathered by TAMIA's

circuit parser and circuit decomposition procedures can be shared with CUREST. Be­

side the necessary information provided by TAMIA, there are l'lenty of constants and

tables of constants that are critical in carrying out the gate collapsing and current esti­

mation operations. Since Lhese constants are technology dependent, it is more efficient

to store them in files. As a result, the program has the freedom to process circuits

of different technology by just selecting the proper technology files. At present, the

1.2Jlm technology files are implemented and the collapsing parameters are applicable

to gates with up to 4 inputs. These parameters are read and stored in arrays right
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after the circuit dccomposition is donc by TA~IIA.
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3.4 Order of processing of logic gates in the circuit

During the circuit decomposition in TAMIA, a group_list is generated to store ail the

transistor groups in the circuit. The order of these transistor groups in the group list

is determined by the depth-first search in TAMIA. Since the search starts at primary

outputs and ends at primary inputs, it turns out that the loading gates appear before

the driving gates. This is not the order in which the gates should be proceosed, be­

cause we cannot process agate until all its inputs have already becn gener<:.ted by its

driving gates. Thus, we have to rearrange the transistor groups to satisfy the order of

processing. The procedures used to achieve the re-ordering is explained as follows.

In CUREST, we assign a number which is called a leveLvalue to every logic gate

output in the circuit. This number is used ta distinguish the relative position of a

logic gate in the circuit with respect to primary inputs. By default, a logic gate output

initially assumes leveLvalue of 0 which indicates that the inputs of the logic gate have

not been processed yet. First we set the leveLvalue of all primary inputs to 1. Then,

we determine whether a logic gate is ready to be processed or not by examining the

leveLvalues of its inputs. An input is considered ready if its leveLvalue is greater than

O. Therefore, if all the inputs of a logic gate assume leveLvalues greater than 0, then we

cau conclude that the logic gate is ready to be processed. In this case, the leveLvalue

of the logic gate output equals to:

where (il> i2 , ... , in) is the set of input leveLvalues. Once such a logic gate is found, it is

removed from the groupJist and stored in another list called leveLiist. The search con­

tinues until the groupJist is empty. In Figure 3.3, the procedures involved in obtaining

the proper processing order is summarized.



•

•

CH.J.PTER 30 CURIŒNT ESTHlATIQ,\O ALGOIUTIDI: CURES"],

~t. prtmary Input tram the pc1maryJnplrt _,lat

auJgn the output al !he _ with !enl valut! of:

mu (Input 1I'm valun) + 1

'"don the transI:Itor group ln the a.v.UIlt
*nmOvo the tranalstar group trom the group _UIt

NO

• 3.5

Figure 3.3: The re-ordering of the transistor groups in the groupJist.

Random input generation

The inputs to the circuit cao be either specified by the user in the input file or randomly

generated within the program. There is an integer called speciJy_input in the input file



which is uscd to diffcrentiate these two choices. If the user dccides to use the randomly

gcncratcd inputs, hc has to set specify_inpul=O. Otherwise, spcciJy_inpul assumes value

of 1 which implies that primary inputs should be provided by the user.
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If random inputs arc nceded. the user has the frcedom of varying the input start

time, input transition time and input transition types'. The user has to select from

the eight possibl" combinations by assigning a predefined integer to a variable called

random_lypc. The range of this variable varies from 0 to 7 which corresponds to the

eight available combinations. By default, random_type is set to 4 which corresponds

to vary the input transition types randomly, but kceping the input start time and

input transition time unchanged. The user can a1so control the probability of occur­

rence of each transition type by setting the corresponding probability parameters to

desired values". There are four probability parameters, namely pr-rise, pr-fall, pr-Iow

and pr-high which represents respectively, the transition probabilities of rising, falling,

always-low and always-high. Furthermore, the user can control the number of ran­

domly generated input vectors through a variable called random.set. For example,

suppose that ten test patterns are required and we would like to vary the input start

time, input transition time, and the input transition type, the latter being iimited to

either rising or falling. Then, it is necessary to assign the abo"e variables with values:

specify_input=O, random.set=10, random..type=7, pr-rise=0.5, pr-fall=0.5, pr-Iow=O,

pr-high=O.

In particular, if the user decides to fix the input transition time and start time,

and vary only the input transition type, (s)he has the choiee of carrying out exhaustive

analysis on the circuit provided the number of primary inputs is not more than 6. The

user can make this ehoiee by setting the variable exhaustive equals 1 in the input file.

By default, exhaustive equals 0 which de-activates the exhaustive analysis procedure.

3There are four kinds of transition: a1ways-low, a1ways-high, low-to-high and high-to-Iow.

<The sum of these four probabilities must be equal to 1.
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The user can control the range of the start time' and transition t.imc associat..'" with

the randomly generated input vectors. There are two variables. namely Imn.,iliOldilll(·

and starLiime in the input file. that can be used to set the ranges as ment.ioncd

above. For example, if the user sets the transilion-lilllc=5Ils. slarUilllr=::!lls. and

speeify_input=O, then the input vector generated will have input start times varying

between 0 and 2ns, and transition times varying betwccn !:!.t and 5ns. 13y dcfault.

!:!.t = 1ns.

3.6 Output logic evaluation of a CMOS logic gate

The current models are only applied to gates that are active. In CUREST, agate is

considered active if its output logic value, which can either assume value of 1 or 0,

changes from its original value due to its active input(s). For a rising input transi­

tion, the 10gica1 values before and after the transition are respectively, 0 and 1, and

vice-versa for falling inputs. By examining the logical value at the gale of a CMOS

transistor, we cao determine whether this transistor is on or off. The gate output

logic value cao then he determined.È.Y examining the on/off conditions of its compo­

nents. For a series-connected transistor group, it is required that all transistors should

he on in order to make this transistor group conducting. On the other hand, it is

required that all transistors in a parallel-connected transistor group should be off to

make this transistor group off. The algorithm cuaIuate(subgroup) is developed to test

the on/off condition of a transistor suhgroup using the strategy as mentioned above.

Therefore, hy examining the on/off conditions of the pull-up transistor subgroup, the

output logic value of the logic gate is determined. This examinatioll is carried out by

the algorithm Iogic..eua!uation (logie_gate) where the logic..gate is not limited to stan­

dard NAND/NOR logics. It could he a complex gate. The pseudo-code of these two

algorithms are summarized as shown helow.
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(logic_gate has logicvalue of 1);

}
else

return

}
else

return (logic_gate has logicvalue of 0);

}
/*now. for series-connected subgroup all i ts subedges is ON and

for parallel-connected subgroup all its subedge is OFF./
if (subgroup == SERIES)

return (subgroup is ON);
if (subgroup == PARALLEL)

return (subgroup is OFF):

}

}

}
else

{ /*assume there are n subedges in the subgroup*/
for (i=l to n)

{ if «subgroup==SERIES) and (evaluate(subedge_i)==OFF»)
return (subgroup is OFF);

if «subgroup==PARALLEL) and (evaluate(subedge_i)==ON))
return (subgroup is ON);

}
else

{ evaluate (pulldown_subgroup); /*check if pulldown is OFF*/
if (pulldown_subgroup is OFF)

{ report design error;
/*at static condition pull-up and pull-down subgroups of
~omplementary CMOS logics cannot be OFF at the same time*/

eXJ.t;

}

}

evaluate (subgroup)
{ if (subgroup is a simple transistor)

{ if (subgroup is ON)
return (subgroup is ON);

else return (subgroup is OFF);

logic_evaluation (logic_gate)
{ evaluate (pullup_subgroup); /*check if pullup is ON*/

if (pullup_subgroup is ON)
{ evaluate (pulldown_subgroup); /*check if pulldown is ON*/

if (pulldown_subgroup is ON)
{ report design error;

/*at static condition, pull-up and pull-down subgroups of
complementary CMOS logics cannot be ON at the same time*/

exit;

•

•
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Figure 3.4: Logic evaluation of 2-input NAND gate with r<'Spcct to its

inputs. (a) The input and output transition changes. (b) The input

and output logic changes.

The total circuit current waveform evaluation

•

Due to circuit delay, it may happen that a logic gate switches more thau ouce. It is

necessary to know the output transition type as weil as the input(s) that are causing

the switching before a proper current modcl can be seleeted to compute the associated

current waveform. Suppose the input to a logic gate is reprcsented by a pair (li, Ti)

where ti and Ti are, respectively, the input start time and input transition time. ln

CUREST, the correlation of the input and output transition is found by carrying out

the following procedures. First of all, the gate output logic value is determined by

logic..evaluation algorithm before any active input switches. This is donc by assuming

a falling input logic value is 1 and a rising input is 0 before they switch. Then, the

earliest input pair (t., T.) that may cause the output to switch is identified. This is

achieved by arranging the active input pairs in <lscending order of li and the pair (1., T.)

is found as the earliest falling(rising) input that may turn on the pull-up(pull-down)

subgroup if the output logic value was at 0(1). Since all inputs that overlap (t., T.)

may charge or discharge the output node, it is nccessary to collect ail the overlapping
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signaIs and evaluates the output logic value with respect to the o\'er1ap signaIs.

4ï

•

•

For example, in Figure :3.4, there are two over1apping signaIs at the 2-input NANO

gate. In this case, the logic value of the output node is 0 before INI and IN2 switch

and hencc, the earli<.'St input pair is IN!. It is assumed that the new logic value of the

input is equal to its stabilized logic value right at the transition start time. Therefore,

INI assumes logic value of 0 at time II and IN2 assumes logic value of 0 at time 12'

As illustrate in Figure 3.4(b), the output logic value changes are obtained by carrying

out logic..evaluation with respect to the active inputs one at a time starting with the

earliest input pair (th Td. At time th INI switches to low and IN2 is still high, and

hence the output logic value switches to high. The next switching activity occurs at

time 12 where IN2 switches to low. Since both INI and IN2 are low, the o~tput stays

high.

From this analysis, the output transition type can be found and hence, a proper

currcnt model can be selected to compute its current waveform. If a charging output is

detected, the user can either use the CW model or the CP to compute the corresponding

current waveform. CW model is selected if the variable integration in the input file is

assigned to !. Otherwise, CP model is used because by default integration is assigned

to O. For discharging case, OP model is used. If the output switches more than once, we

conclude a glitch occurs. The glitch current calculation will be discussed in Section 3.8.

Since the circuit is purely combinational with no feedback, only a single-pass over

the logics in the circuit is needed to compute the total current waveform. The proce­

dures involved in evaluating the current waveform of a logic gate as weil as the whole

circuit are summarized in Figure 3.5. Given alogie gate, the first thing we should do is

to check if any of its input(s) is switching or not. If there is no switching input, we skip

the gate and go to process the next one from the group_list. If switching inputs exist,

we would arrange these inputs in ascending order respect to their input start time.

Ne.xt, the output logic value of the gate bcfore any of these input switches is deter­

mined. Once this is done, the earliest active input (t., T.) that may induce the output

to switch can be found. We collect all the active inputs that overlaps with (t., T.) and

store them in overlap_list. Then, logic evaluation is carried out with respect to inputs
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Figure 3.5: The 1I0w diagram of circuit wavcform evaIuation.

•
in the overlap_list. If the output does switch, a proper current modeI is seIccted to

compute the corresponding current waveform. The above procedures arc repeated for

the next logic gate until all the gates in the circuit arc processed. The total current

waveform of the circuit is obtained as the sum of all individual gate contributions.
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3.8 Glitch current estimation of alogie gate

49

•

A Jogie gatc with overlapping rising and falling inputs may produec a gliteh at its

output. Wc can detect a gliteh by earrying out Jogic evaluation at a gate and count the

numbcr of transitions induced by the overlapping inputs. If the output switches more

than once duc to only one set of over1appi'lg input signais, we conclude that a glitch

occurs. In CUREST, wc a,:,'Sume that the glitch output does not propagate because in

practice glitches arc quickly filtered out. As shown in Figure 3.6, the logie evaluation

cannot detect glitch condition such as those in case (b) for which, at present, wc do not

have a good model to prcdict the current waveform. From HSPICE simulations shown

in Table 3.1, glitch currents assoeiated with over1apping inputs that cannot be detected

by CUREST are relative' small and hence we ean ignore them without acquiring much

error. For glitehes that can be deteeted, such as those in Figure 3.6(a), we compute

tltcir eurrent waveform by using the CP or CW model which is a fair approximation as

v

--

..,

:" ~ .

co)

...
...

v
,.,

,.....,..._-

. ~ .

- (1))

...

...

•

Figure 3.6: Logie evaluation of 2-input NAND gate with overlapping

inputs. The dotted lines indicate the logie values of the inputs and

outputs. (a) The output switches twiee: high-low-high. (b) The output

does not switch.
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NAND-2 NOH-2

IN 1 lagging lN2 lN2 lagging IN 1 IN 1 !agging lN2 lN2 lagging IN 1

lag lma., lag lma., lag hna., lag lma."

time(ns) (mA) time(ns) (mA) time(ns) (mA) timc(ns) (mA)

4.0 1.44 4.0 0.05 4.0 0.11 ·1.0 1.21

3.0 1.44 3.0 0.05 3.0 0.10 3.0 1.1-1

2.0 1.3i 2.0 0.13 2.0 O.li 2.0 0.92

1.0 0.91 1.0 0.38 1.0 0.28 1.0 0.69

!iD

•

•

Table 3.1: HSPICE:Maximum glitch current drawn by 2-inpllt NAND

and NOR gates. lNI falls with 5ns and lN2 riscs with 5ns.

long as the overlapping signais are not extremely close or far apart. For example, by

using the CP model, the ma.,imum glitch cllrrent drawn of a 2-inpllt NAND and NOR

gates are 1.26 mA and 1.04 mA respectively. Thcse values arc compared to HSPICE

results in Table 3.1.

'1'0 correlate the glitch output and its inputs, the following procednres are nsed.

Suppose ail the overlapping signais are stored in a list called ovcrlup_li...l. First the

output logic value V before any overlap input switches is determined. Then, the

earliest signal Tl that switches the output logic value is located and recorded in a list

called lisLl which records all inputs that arc associated with the first switching act.ivity

of the output node. The inputs that precede Tl are removed from the overlap_lisl. If

the next signal that follows Tl has the same transition type as Th it is recorded in

lisLl as weil, because it also contributes to the first switching of the output node.

Otherwise, logic evaluation is carried out with respect to this particular input. If this

input induces the output to switch, it is recorded in a list called lisL2 which is the

list used to store inputs that are associated with the second switching activity of the

output node. However, if this input does not induce any output change, it is removed
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from the ovcrlap_list. The search goes on until an active input that induces the output

changes for the third time is encountered. Since only CP or CW is used to compute

the output current waveform, we have to select the list with inputs that charge the

output node. The list is selected based on the output logic value Il. For example, if

Il = 0, then lisLI should be selected because it contains inputs that induce the first

switching activity of the output node i.e. from 0 to 1 which is a charging activity. By

the same token, if Il = 1, lisL2 is selected.

Once the charging current waveform is computed, the two lists are c1eared so that

they can be used again for the next two output transitions. Besides, all inputs in

the two lists are removed from the overlap_Iist as they are being stored in lisLl and

lisL2. As the output node has made two complete transitions from its original logic

value Il, it is c1ear that the output logic value is still Il before the next two transitions

occur. Therefore, the inputs that. are causing the next two transitions can be found

by repeating the above procedures. This process continues until the overlap_list is

empty. The f10w diagram for glitch current evaiuation is summarized in Figure 3.7.

This algorithm is capable of handling complex gates.

The f10w of this algorithm is illustrated by an example given as follow. Suppose we

have a 2-input NAND gate with inputs IN! and IN2 as shown in Figure 3.6(a). It is

c1ear that the overlap_list will start with these two inputs and IN! is the first input in

the list. In this case, the output logic vaiue is ! before any of these two inputs switch.

Since the charging has not occurred yet, the charge_flag is still equal to o. Because

IN! is rising, it is stored in IisLl before it is removed from the overlap_list. Now,IN2

becomes the first as weil as the only input left in the overlap_list and output logic

value is still 1. Since IN2 is a falling input, logic evaiuation is applied to the pull-up

transistor subgroup and it tums out charging occurs. Therefore, the charge_flag is set

to ! and IN2 is stored in lisL2 before it is removed from the overlap_list. At this point,

the overlap_list is empty and hence, we can use the input in lisLl together with the

CP model to compute the glitch current waveform.
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Figure 3.7: The f10w diagram of glitch currcnt cvaluation.

The total current waveform is made up of a set of equally space current-time points.

The number of current-time points is cqual to the upper limit of the current wavcform•
3.9 Obtaining the total current waveform
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Figure 3.S: Current triangle obtained from CP or DP mode\.

(a)The four points required to uniquely define a current triangle.

(b) The array indices of the current triangle.

divided by the spacing between the current-time points. The user can change upper

bound of the current waveform by setting the variable stop_time in the input file to a

value to his desire. But, the lower bound of the current waveform is fixed to O. The

spacing between the current-Hme point is controlled by the variable def.step in the

input file. The current-time points are stored in an array where the index of an array

entry represents the number of time points away from the lower bound of the current

waveform.

Suppose we have a current triangle obtained from the CP or DP mode\. This

triangle can be uniquely defined by four points: the start point, finish point, peak

point and the peak value as shown in Figure 3.S(a). To add this triangle to the total

current waveform, first wc have to determ::;e the corresponding array indices of the

start. finish and the peak points. The array indices shown in Figure 3.S(h) are found

by rounding off the quotients of the the start, finish and peak time points with def_step

to their nearest integers. Ne."<t, we add the triangle to the current array as follow:
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l'''''/; 1·,<1 Ill'
ar1"ay[i] = l!rray[i] + . -. . (i - i,,) for i" < i < il

11 - l(]

]l''''/; l'allle
ll1'1'ay[i] = llrray[i] + . -. . (i" - il fO/' i, < i < i"

l~ - /1

where army[i] is the current array.

:ll

For those current waveforms obtained by the CW mode!. if the nllTent. array i",kx

does not match \Vith the integration tillle point of the CW mode!. interpolat.ion is IIsed

to lind the corresponding current values which arc then added to thl' l'lIrrellt. array.

3.10 The output of CUREST

•

•

Once the total current waveform of the circuit is found, the maximulll nlrrellt peak

hfAX and its time of occurrence TM,IX are determined by just locating t.he array dL~

ment with the largest magnitude. Suppose the dimension of the total cllrrent waveforlll

is n. Then,

hf,IX =max(array[O], array[l], ... , lll'my[n]) = lll"'ay[ M]

where array is the current waveform array and M is the army index of the largL'St.

array element.

The average current [AVG can be obtained as a bonus during the searching for t.he

current peak since we can sum up the array values as we scan the array from th"

beginning to the end. [AVG is calculated as follow:

[ Li currenLarray[i] .
AVG = . . tzmc..stcp

stop_ltme

Furthermore, the input test vector pattern as weil a.~ the currcnt triangle associatcd

with each individual logic gate in the circuit are available. At present, CUREST is

designed to report the highest live current peaks in a current waveform, the average



current 1A,'r;, and its input test vector pattern. If random input generator is used,

only the highest 1.'1A.dO] and its four other peaks. the highest average current, and

t.heir a'5ociat.ed input. t.est. vect.ors arc reported. These limit,s can be changed by the

user if ncc(.~sary5.

•

•
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•
'The parameters that are use<! to control these limits are defined in the TAMIA data structure

file.
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Chapter 4

Results

Four test circuits \Vere used to study the spee<l and accuracy of CUREST. Each circuit.

is characterized in the tabie below: The circuit diagrams for the Decodel, 1-bit aclder

Circuit Circuit Total Primary Primary

Name Function Gates Inputs OutP'lts

Decoder decoder 18 6 8

4-bit adder adder 40 9 5

ALU 181 ALU 101 11 1

ISCAS85 c880 ALli & control ,55,5 60 26

Table 4.1: Test circuits :.:~"ù for speed and accuracy analysis of CUREST.

and the ALU 181 are presented in [29]. The ISCAS8,5 c880 Îs describcd in [30]. Ali

the circuits are implemented with NAND, NOR and NOT gates only. In particular,

the XOR gates in ALU 181 were replaced with NAND gd.tes. Since the present mode!

parameters are applicable to 4 inputs or less, ail gates with more than 4 inputs were

reconfigured using combinations of gates with less than or cqual to 4 inpnts. The

size and implementation of eacb cell-typp. that is uscd in the above test circuits are

,56
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4.1 Speed comparisons between CUREST and HSPICE

:\ large number of random test vectors were applied to the above four test circuits and

the ".llalysis time that is devoted to various steps in CUREST is sho\Vn in Table 4.2.

CP and DI' llIodcls \Vere used for approximating, respectivcly, charging and discharging

eurrent waveforms of each logic gate in the test circuit and the time interval between

every current array point is set to 0.05 noS. On average it takcs about 0.5ms to 1.:3ms to

Circuit Number CPU time % of average

Namc of TAMIA CUREST Total Process time switching

trials prc-processing processing time per gate activities

Decoder 1000 2.455 20.825 ')3'r 1 1.29ms 8i.5%_ ..... 15

4000 1.90s i5.45s ii.35s 1.0ims 8i.5%

4-bit adder 1000 1.9is 41.1is 43.14s 1.08ms 84.i%

4000 1.93s 161.25 163.1s 1.02ms 84.i%

ALlI 181 1000 2.44s 83.18s 8':;.62s (J.85ms 65.8%

4000 2.41s 325.0s 32i.5s 0.81ms 65.8%

c8S0 1000 6.50s 30Q.t3s 30i.1s 0.55ms 49.8%

Tahle ·1.2: The amount of CPU time required for CUREST to anaiyse the four test

circuits on SUN4/490 \Vith 32 Mb main memory and running with SUN OS 4.103

operating system.

evaluate a logic gate in CUREST. As thf: number of trials increases, the process time per

gate decreasc:< slightly since the time spent at prc-processing becomes less significant

as compared to the total process time. Moreover, it happens that the process time per

gate is significantly less for large circuits because of relatively less s\Vitching activities.
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Circuit :\ llmher Total PrÙt:l'~:-;

N'aIlle of ('l'li t.in\{'

trial tit1l',' pet" ~at,(·

Decoder Il - -.) ll..1:bI.I_S

'I-bit adder 1 21.Is O.:;:ls

ALU 181 1 7:!As 0.7:ls

c880 1 6:;2.82s I.ISs

Tab!e 4.:3: CPU time required for IISPICE ta simulate

the four test circuits on SUN·j/-190 running \\"ith SUN OS

4.10:3 opcrating system. The ma.ximum integration stl'P

equals ta 0.5ns.

This is probably duc ta our ncglecting sorne types of glitches 'LIId the propagation of

glitches. Tr.c accumulation of these t\\"o cFrecls may lead ta many non-s\\"it.ching gates

especially in large circuits where glitches arc likcly ta occur frequently. The lISPICI';

simulation time required for the the four test circuits is shawn in Table 4.:t It. t.akl·s

about 0.5s ta ls ta process a gate in HSPICE, and hence the spccd-up of CUREST is

about three orders of magnitude faster than HSPICE. In HPSICE, 0.5ns time step W'L'

used in transient analysis ta capture the ma.ximum peak within 10% error. 1

4.2 Accuracy of CUREST with respect to HSPICE

Each of the test circuits was subjected ta 10 randomly generatcd test. vecl.ors, and

the corresponding current waveforms were plottcd with respect ta HSPICE. For each

'The HSPICE time step is determined as follow. Fi:st, a simple logie gate is sirnlll"tl-d with " time

step of O.Olns, and its assoeiated eurrent peak [mil>: is recorded. Then, we gradu"Uy inerease th.,

time step unti! 10% error occurs with respect to [ma>:.
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Figure 4.1: The current waveform of139 Dccoder(dash) with respect to H5PICE(solid).
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Figure 4.2: The current waveform of 4-bit adder(dash) with respect to H5PICE(solid).

(a)Worst case out of 10. (b)Best case out of 10.

•
test circuit, the best and the worst current waveforms as compared with H5PICE are

shown in Figures 4.1 to 4.4. The H5PICE time step was set to O.lns.

From these current waveforms, we note that CURE5T is good at determining the
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Figure 4.3: The current waveform of ALU ISI(dash) with respect to HSPICE(solid).

(a)Worst case out of 10, (b)Best case out of 10.
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Figure 4.4: The current waveform of ISCASS,s benchmark circuit cSSO(dash) with

respect to HSPICE(solid). (a)Worst case out of 10. (b)Best case out of 10.

•
rise time and peak of the current waveform, but underestimates the fall time. After

carrying out a detail analysis of the 4-bit adder, we find that there are two serious

problems associated with glitch negligence. First, we note that sorne glitches do prop-
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tirne (ns)

time(ns)

1

INl 5.6ns,5v

tr8.6ns,Ov

INl

time(ns} 8.6ns,Ov

1N2
8.5ns,3.7v 1N2

17ns,Ov Ov

3.5ns,Ov 16.4ns, 5v
time (ns) 9.8ns,5v

output output

l1.4ns,Ov time (ns) 8.Dns,Ov time(ns}

Figure 4.5: The input and output transitions of an internai 2-input

NOR gate in the 4-bit adder. IN2 is a glitch. (a) The transition infor­

mation associated with the inputs and output computed by HSPICE.

(b) The transition information associated with the inputs and output

computed by CUREST.

•
(a) lb}

•

agate. For instance, if we feed a glitch in the shape of a pulse with a peak value of 4.5v

to an inverter, the output of the inverter will show a full falling transition followed by a

full rising transition. Since we assume glitch does not propagate, the output transition

may be computed incorrectly because we treat a glitch as a stable signal with voltage

either at \ioD or O. Figure 4.5 is used to illastrate the effect of this error, where the

effective input should be the falling edge of the glitch. But, due to our assumption,

INI is taken as the effective input. As a result, the output transition time as weIl as

the output transition start time is \vrong. A similar error would occur in a NAND gate

if INI is rising and IN2 is a dip. The above error will propagate and accumulate as



output node HSPICE ClTHEST

number mA mA

16 O.!ll l.O·l

28 0.5:1 O.:!:l

:31 0.64 0.22

li 0.24 0.26

32 0.51 0.11

39 0.99 l.00

42 0.:3-1 0.00

12 0.:33 0.00

46 1.iO 0.00

50 1.00 0.00

•

•

CHAPTER·1. RESULTS

1 Total: i.19 1__'_2._96....1

l ··)'-

•

Table 4.-1: IndividuaI and total gate r~rrent drawn

at 13ns. Agate is identified by its unique output

node number.

the signal traveIs towards the primary output nodes. As a rcsult, the ovcrall t.mnsient

period is shrunk.

The other serions problem we lloted is that the output transition time predicted

by the current modeIs is always shorter thall the corrcspollding HSPICE value. For

exampIe, in Table 4.-1 the current drawn by illdividual gates at 13ns in Figure 4.2(a)

is compared with HSPICE. In particular, gate 12 in Table 4.4 does not contribute any

current at 13ns because its upper triangular current bound is less than l:lns as show in

Figure 4.6(a). The current waveform of gate 46 in Figure 4.6(b) is shifted towards left

because error occurs during the computation of the effect input transition. This error

is induced by a glitch as we have already explained above. The error in computing
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Figure 4.6: The current waveforms of individual gates in the 4-bit adder. The tri­

anglltar waveform computed by CP or DP model is represented by (- - -) line and

the smooth current waveform obtained From HSPICE is drawn in solid line. (a) The

current waveforms of gate 12. (b) The current waveforms of gate 46.

the current peak is also due to the glitch, because it induces a wrong effective input

transition time. Finally, gate 50 and gate 42 are considered inactive because we ignore

the propagation of glitches.



•

•

•

Chapter 5

Discussion and conclusions

The current and delay estimation techniques presented in [29] have hcen antolllatl'd

by utilizing the circuit information provided by the timing analysis tool 'l'AM lA. A

C program CUREST is incorporated into TAMIA to carry out the current and dday

estimation of every gate in a circuit and obtain the total current waveforlll of t.he circnit

by summing the individual gate current waveforms. The CUREST input file is silllilar

to HSPICE where the circuit topology as weil as ~he primary inpnt pattern heing

applied are spedfied. In CUREST, the user aiso has the option to apply randomly

generated input patterns to a circuit. Furthermore, if primary inputs arc Icss than

or equai to 6, the user can elect to carry out an exhaustive analysis on the circnit

which is almost impossible to do without the package. The user has the acccss to t.he

individual current waveform associated with each logic gate, its input/ontput. transition

information and its delay. As the size of the circuit and the number of test vectors

increase, il. is impossible to record ail the current waveforms associated with ead, test

vector. As a result, only a couple worst case current waveforms and the worst case

average current are saved and output.

To evaluate the speed and accuracy of CUREST, four test. circuits of increasing

size and complexity were used. The speed of CUREST with respect to HSPICE V"d.ries

from two order of magnitudes, for small circuit, to three order of magnitudes, for large
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circuit. The overhead a'Sociated with circuit. preprocessing by TAMIA and CUREST

is higher for large and complex circuit, but as the number of input test vectors that are

applicd to the circuit incrcase, the percentage of total time that is spent as overhead is

diminished. Therefore, CUREST is more efficient in computing the current waveforms

of large VLSI circuits fed with large number of input patterns.

From t.he accuracy analysis, we noted that the current models have an excellent

performance in predicting the delay, current peaks and the time at which these peaks

occur for individual logic gates. But, in sorne cases, there are significant discrepancies

between the total current waveforms obtained from HSPICE and CUREST. The error

is especially serious for large circuits. From our investigation, we discovered that these

errors are due ta inadequate treatment of glitches. This problem is partially solved by

approximating the glitch current drawn using the CP modeI which is acceptable if the

input signais are neither too close nor too far apart. Further improvement in glitching

current calculation can be achieved by introducing threshold in the overlapping signais

and further research is needed to explore the potential of using the existing current

models to compute the glitch current.

In conclusion, the current model in [29] is fast and accurate especially in predicting

th" current peak and its time of occurrence. Its potential application on large VLSI

circuit could be definitely impressive once the glitch problem is solve.
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Appendix A

The cell-types in the test circuits

The device sizes of the ccli-types are selected based on CMC_EDGE CMOS4s standard

cells. Modifications are made such that the ratio Wp/Wn of the equivalent invcrtcr is

within the range that is specified in the Table 2.1. Ali the ccli-types arc implelllellted

based on the NAND, NOR and NOT logics.

******INVERTER****$
.subckt notl in out
mpl out in vdd vdd pmos 1=1.2u w=lO.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mnl out in 0 0 nmos 1=1.2u w=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
.ends ::lotl
.subckt inv in out
mpl out in vdd vdd pmos 1=1.2u w=lO.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mnl out in 0 0 nmos 1=1.2u w=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
.ends inv

*******BUFF1********
.subckt buffl in out
mpl nl in vdd vdd pmos 1=1.2u w=lO.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mnl nl in 0 0 nmos 1=1.2u w=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
mpl out nl vdd vdd pmos 1=1.2u w=lO.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mnl out nl 0 0 nmQS 1=1.2u w=5.36u ad=16.7p aS=19.3p pd=16.9u ps=17.9u
cl nl 0 lpf
.ends buffl

******NOR2**************
.subckt nor2 inO inl out
mpl nl inO vdd vdd pmos 1=1.2u w=60.8u ad=152p aS=152p pd=126.6u ps=126.6u
mp2 out inl nl vdd pmos 1=1.2u w=60.8u ad=152p as=152p pd=126.6u ps=126.6u
mnl out inO 0 0 nmos 1=1.2u w=7.04u ad=14.0p as=2l.9p pd=ll.Ou ps=20.3u
mn2 out inl 0 0 nmos 1=1.2u w=7.04u ad=2l.9p as=14.0p pd=20.3u ps=ll.Ou
.ends nor2

**********NOR3**************
. subckt nor3 inO inl in2 out
mp5 nl inO vdd vdd pmos 1=1.2u w=60.8u ad=152p as=152p pd=126.6u ps=126.6u
mp6 n2 inl nl vdd pmos 1=1.2u w=60.8u ad=152p as=152p pd=126.6u ps=126.6u
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mp7 out in2 n2
mn5 out inO 0
mn6 out in1 0
mn7 out in2 0
.ends nor3

vdd pmos 1=1.2u w=60.Su ad=152p aS=152p pd=126.6u pS=126.6u
o nmos 1=1.2u w=3.04u ad=7.7p as=7.7p pd=11.0Su ps=11.0Su
o nmos 1=1.2u ~=3.04u ad=7.7p as=7.7p pd=11.0Su ps=11.0Su
o nmos 1=1.2u w=3.04u ad=7.7p as=7.7p pd=11.0Su ps=11.0Su

•

•

**************NOR4**************
.subckt nor4 in1 in2 in3 in4 out
mp1 n1 in1 vdd vdd pmos 1=1.2u w=60.8u ad=152p aS=152p pd=126.6u pS=126.6u
mp2 n2 in2 n1 vdd pmos 1=1.2u w=60.Su ad=152p as=152p pd=126.6u pS=126.6u
mp3 n3 in3 n2 vdd pmos 1=1.2u w=60.Su ad=152p as=152p pd=126.6u ps=126.6u
mp4 out in4 n3 vdd pmos 1=1.2u w=60.Su ad=152p as=152p pd=126.6u ps=126.6u
mn1 out in1 0 0 nmos 1=1.2u w=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mn2 out in2 0 0 nmos 1=1.2u w=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mn3 out in3 0 0 nmos 1=1.2u w=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mn4 out in4 0 0 nmos 1=1.2u w=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
.ends nor4

.******••NAND2***********
.subckt nand2 inO in1 out
mp1 out inO vdd vdd pmos 1=1.2u w=10.0u ad=25p as=25p pd=25u ps=25u
mp2 out in1 vdd vdd pmos 1=1.2u w=10.0u ad=25p as=25p pd=25u ps=25u
mn1 out inO n1 0 nmos 1=1.2u w=19.0u ad=15.?,p as=59.4p pd=20.6u ps=44.3u
mn2 n1 in1 0 0 nmos 1=1.2u w=19.4u ad=6S.5p as=15.2p pd=45.2u ps=20.6u
.ends nand2

**********NAND3**************
.subckt nand3 inO in1 in2 out
mp1 out inO vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mp2 out in1 vdd vdd pmos 1=1.2u w=5u ad=12.5p aS=12.5p pd=15u ps=15u
mp3 out in2 vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mn1 out inO n1 0 nmos 1=1.2u w=lS.7u ad=1~.9p as=1~.9p pd=20.3u ps=20.3u
mn2 n1 in1 n2 0 nmos 1=1.2u w=lS.7u ad=14.9p as=5S.4p pd=20.3u ps=43.6u
mn3 n2 in2 0 0 nmos 1=1.2u w=lS.7u ad=67.3p as=14.9p pd=44.6u ps=20.3u
.ends n~nd3

*************NAND4***************
.subckt nand4 in1 in2 in3 in4 out
mp1 out in1 vdd vdd pmos 1=1.2u w--4u ad=10p as=10p pd=13u ps=13u
mp2 out in2 vdd vdd pmos 1=1.2u w=4u ad=10p as=10p pd=13u ps=13u
mp3 out in3 vdd vdd pmos 1=1.2u w=4u ad=10p as=10p pd=13u ps=13u
mp4 out in4 vdd vdd pmos 1=1.2u w=4u ad=10p as=10p pd=13u ps=13u
mn1 out in1 n1 0 nmos 1=1.2u w=21.6u ad=17.2p as=67.3p pd=23.2u ps=49.4u
mn2 n1 in2 n2 0 nmos 1=1.2u w=21.6u ad=17.2p as=17.2p pd=23.2u ps=23.2u
mn3 n2 in3 n3 0 nmos 1=1.2u w=21.6u ad=17.2p as=17.2p pd=23.2u ps=23.2u
mn4 n3 in40 0 nmos 1=1.2u w=21.6u ad=77.7p as=17.2p pd=50.4u ps=23.2u
.ends nand4

*********NAND5: nand3(inO in1 in2)=n4, nand2(in3 in4)=n5
*********nor2(n4.n5)=n6,not(n6)=out**********
.3ubckt nand5 inO in1 in2 in3 in4 out
mp1 n4 inO vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mp2 n4 in1 vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mp3 n4 in2 vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u pS=15u
mn1 n4 inO n1 0 nmos 1=1.2u w=lS.7u ad=1~.9p as=1~.9p pd=20.3u ps=20.3u
mn2 n1 in1 n20 nmos 1=1.2u w=lS.7u ad=14.9p as=5S.4p pd=20.3u ps=43.6u
mn3 n2 in2 0 0 nmos 1=1.2u w=lS.7u ad=67.3p as=14.9p pd=44.6u ps=20.3u
m~ n5 in3 vdd vdd pmos 1=1.2u w=10.0u ad=25p as=:~p pd=25u ps=25u
mp5 n5 in4 vdd vdd pmos 1=1.2u w=10.0u ad=25p as=25p pd=25u ps=25u
mn4 n5 in3 n11 0 nmos 1=1.2u w=19.0u ad=15.2p as=59.4p pd=20.6u ps=44.3u
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mnS nll in4 0 0 nmos
mp6 n12 n4 vdd vdd pmos
mp7 n6 nS n12 vdd pmos
mn6 n6 n4 0 0 nmos
mn7 n6 nS 0 0 nm::>s
mpS out n6 vdd vdd pmos
mnS out n6 0 0 nmos
c4 n40 lpf
cS nS 0 lpf
c6 n6 0 lpf
.ends nand5

1=1.2u w=19.4u ad=6S.Sp as=lS.2p pd=4S.2u ps=20.6u
1=1.2u w=60.Su ad=lS2p as=lS2p pd=126.6u pS=126.6u
1=1.2u w=60.Su ad=lS2p as=lS2p pd=126.6u ps=126.6u
1=1.2u w=7.04u ad=14.0p as=21.9~ pd=11.0u ps=20.3u
1=1.2u w=7.04u ad=21.9p as=14.0p pd=20.3u ps=11.0u
1=1.2u w=10.72u ad=27.~p as=27.~p pd=26.3u ps=26.3u
1=1.2u w=S.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u

•

•

***************AND5*****************
.subckt andS inO inl in2 in3 in4 out
mpl 01 inO vdd vdd pmos 1=1.2u w=Su ad=12.Sp as=12.Sp pd=lSu ps=lSu
mp2 01 inl vdd vdd pmos 1=1.2u w=Su ad=12.Sp as=12.Sp pd=lSu ps=lSu
mp3 01 in2 vdd vdd pmos 1=1.2u w=Su ad=12.Sp as=12.Sp pd=lSu ps=lSu
mnl 01 inO nl 0 nmos 1=1.2u w=lS.7u ad=1~.9p aS=1~.9p pd=20.3u ps=20.3u
mn2 nl inl n20 nmos 1=1.2u w=lS.7u ad=14.9p as=SS.4p pd=20.3u ps=43.6u
mn3 n2 in2 0 0 nmos 1=1.2u w=lS.7u ad=67.3p as=14.9p pd=44.6u ps=20.3u
mp4 02 in3 vdd vdd pmos 1=1.2u w=10.0u ad=2Sp as=2Sp pd=25u ps=2Su
mpS 02 in4 vdd vdd pmos 1=1.2u w=10.0u ad=2Sp as=2Sp pd=2Su ps=2Su
mn4 02 in3 nl 0 nmos 1=1.2u w=19.0u ad=lS.2p as=S9.4p pd=20.6u ps=44.3u
mn5 nl in4 0 0 nmos 1=1.2u w=19.4u ad=6S.5p as=15.2p pd=45.2u ps=20.6u
mp6 nl 01 vdd vdd pmos 1=1.2u w=60.Su ad=152p aS=152p pd=126.6u ps=126.6u
mp7 out 02 nl vdd pmos 1=1.2u w=60.Su ad=152p aS=152p pd=126.6u ps=126.6u
mn6 out 01 0 0 nmos 1=1.2u w=7.04u ad=14.0p as=21.9p pd=11.0u ps=20.3u
mn7 out 02 0 0 nmos 1=1.2u w=7.04u ad=21.9p as=14.0p pd=20.3u ps=11.0u
cl 01 0 lpf
c2 02 0 lpf
.ends and5

************AND4****************
. subckt and4 inl in2 in3 in4 out
mpl n4 inl vdd vdd pmos 1=1.2u w=4u ad=10p as=10p pd=13u ps=13u
mp2 n4 in2 vdd vdd pmos 1=1.2u w--4u ad=10p as=10p pd=13u pS=13u
mp3 n4 in3 vdd vdd pmos 1=1.2u w=4u ad=10p as=10p pd=13u pS=13u
mp4 n4 in4 vdd vdd pmos 1=1.2u w--4u ad=10p as=10p pd=13u pS=13u
mnl n4 inl nl 0 nmos 1=1.2u w=21.6u ad=17.2p as=67.3p pd=23.2u ps=49.4u
mn2 nl in2 n2 0 nmos 1=1.2u w=21.6u ad=17.2p as=17.2p pd=23.2u ps=23.2u
mn3 n2 in3 n3 0 nmos 1=1.2u w=21.6u ad=17.2p as=17.2p pd=23.2u ps=23.2u
mn4 n3 in4 0 0 nmos 1=1.2u w=21.6u ad=77.7p as=17.2p pd=50.4u ps=23.2u
mp5 out n4 vdd vdd pmos 1=1.2u w=10.72u ad=27.~p as=27.~p pd=26.3u ps=26.3u
mn5 out n4 0 0 nmos 1=1.2u w=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
c4 n40 lpf
.ends and4

***********AND3*************
. subckt and3 inO inl in2 out
mpl n3 inO vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mp2 n3 inl vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mp3 n3 in2 vdd vdd pmos 1=1.2u w=5u ad=12.5p as=12.5p pd=15u ps=15u
mnl n3 inO nl 0 nmos 1=1.2u w=lS.7u ad=1~.9p as=1~.9p pd=20.3u ps=20.3u
mn2 nl inl n2 0 nmos 1=1.2u w=lS.7u ad=14.9p as=5S.4p pd=20.3u ps=43.6u
mn3 n2 in2 0 0 nmos 1=1.2u w=lS.7u ad=67.3p as=14.9p pd=44.6u ps=20.3u
mp4 out n3 vdd vdd pmos 1=1.2u w=10.72u ad=27.~p as=27.~p pd=26.3u ps=26.3u
mn4 out n3 0 0 nmos 1=1.2u w=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
c3 n3 0 lpf
.ends and3
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******··AND2·***********
.subckt and2 inl in2 out
mpl n2 inl vdd vdd pmos 1=1.2u y=10.0u ad=25p as=25p pd=25u ps=25u
mp2 n2 in2 vdd vdd pmos 1=1.2u y=10.0u ad=25p as=25p pd=25u ps=25u
mnl n2 inl nl 0 nmos 1=1.2u y=19.0u ad=15.2p as=59.4p pd=20.6u ps=44.3u
mn2 nl in2 0 0 nmos 1=1.2u y=19.4u ad=6S.5p as=15.2p pd=45.2u ps=20.6u
mp3 out n2 vdd vdd pmos 1=1.2u y=10.72u ad=27.4p as=27.4p pd=26.3u·ps=26.3u
mn3 out n2 0 0 nmos 1=1.2u y=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
c2 n2 0 lpf
.ends and2

··***********OR4****······**···
.subckt or4 inl in2 in3 in4 out
mpl nl inl vdd vdd pmos 1=1.2u y=60.Su ad=152p as=152p pd=126.5u pS=126.6u
mp2 n2 in2 nl vdd pmos 1=1.2u y=60.Su ad=152p as=152p pd=126.6u ps=126.6u
mp3 n3 in3 n2 vdd pmos 1=1.2u y=60.Su ad=152p as=152p pd=126.6u pS=126.6u
mp4 n4 in4 n3 vdd pmos 1=1.2u y=60.Su ad=152p as=152p pd=126.6u ps=126.6u
mnl n4 inl 0 0 nmos 1=1.2u v=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mn2 n4 in2 0 0 nmos 1=1.2u v=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mn3 n4 in3 0 0 nmos 1=1.2u y=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mn4 n4 in4 0 0 nmos 1=1.2u y=2.00u ad=5.0p as=5.0p pd=9.0u ps=9.0u
mp5 out n4 vdd vdd pmos 1=1.2u v=10.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mn5 out n4 0 0 nmos 1=1.2u v=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
c4 n4 0 lpf
.ends or4

***********OR3*************
.subckt or3 inO inl in2 out
mp5 nl inO vdd vdd pmos 1=1.2u v=60.Su ad=152p as=152p pd=126.6u pS=126.6u
mp6 n2 inl nl vdd pmos 1=1.2u v=60.Su ad=152p as=152p pd=126.6u pS=126.6u
mp7 n3 in2 n2 vdd pmos 1=1.2u y=60.Su ad=152p as=152p pd=126.6u ps=126.6u
mn5 n3 inO 0 0 nmos 1=1.2u y=3.04u ad=7.7p as=7.7p pd=11.0Su ps=11.0Su
mn6 n3 inl 0 0 nmos 1=1.2u v=3.04u ad=7.7p as=7.7p pd=11.0Su ps=11.0Su
mn7 n3 in2 0 0 nmos 1=1.2u y=3.04u ad=7.7p as=7.7p pd=11.0Su ps=11.0Su
mpS out n3 vdd vdd pmos 1=1.2u v=10.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mnS out n3 0 0 nmos 1=1.2u y=5.36u ad=16.7p aS=19.3p pd=16.9u ps=17.9u
c3 n3 0 lpf
.ends or3

********OR2************
.subckt or2 inO inl out
mpl nl inO vdd vdd pmos 1=1.2u v=60.Su ad=152p aS=15?p pd=126.6u ps=126.6u
mp2 n2 inl nl vdd pmos 1=1.2u v=60.Su ad=152p as=152p pd=126.6~ pS=126.6u
mnl n2 inO 0 0 nmos 1=1.2u v=7.04u ad=14.0p as=21.9p pd=11.0u ps=20.3u
mn2 n2 inl 0 0 nmos 1=1.2u w=7.04u ad=21.9p as=14.0p pd=20.3u ps=11.0u
mpS out n2 vdd vdd pmos 1=1.2u y=10.72u ad=27.4p as=27.4p pd=26.3u ps=26.3u
mnS out n2 0 0 nmos 1=1.2u v=5.36u ad=16.7p as=19.3p pd=16.9u ps=17.9u
c2 n2 0 lpf
.ends or2

********XOR2: nand(nand(-inl.in2). nand(inl.-in2))***********
.subckt XClr inl in2 notl not2 out
****nand(notl.in2)=n3
mp3 n3 notl vdd vdd pmos 1=1.2u v=10.0u ad=25p as=25p pd=25u ps=25u
mp4 n3 in2 vdd vdd pmos 1=1.2u v=10.0u ad=25p as=25p pd=25u ps=25u
mn3 n3 notl n6 0 nmos 1=1.2u v=19.0u ad=15.2p as=59.4p pd=20.6u ps=44.3u
mn4 n6 in2 0 0 nmos 1=1.2u v=19.4u ad=6S.5p as=15.2p pd=45.2u ps=20.6u
****nand(inl.not2)=n4
mp5 n4 inl vdd vdd pmos 1=1.2u v=10.0u ad=25p as=25p pd=25u ps=25u
mp6 n4 not2 vdd vdd pmos 1=1.2u v=10.0u ad=25p as=25p pd=25u ps=25u
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mn5 n4 in1 n7 0 nmos 1=1.2u w=19.0u ad=15.2p as=59.4p pd=20.6u ps=44.3u
mn6 n7 not2 0 0 nmos 1=1.2u w=19.4u ad=68.5p as=15.2p pd=45.2u ps=20.6u
****nand(n3,n4)=out
mpl out n3 vdè vdd pmos 1=1.2u w=lO.Ou ad=25p as=25p pd=25u ps=25u
mp2 out n4 vdd vdd pmos 1=1.2u w=lO.Ou ad=25p as=25p pd=25u ps=25u
mn1 out n3 n8 0 nmos 1=1.2u w=19.0u ad=15.2p as=59.4p pd=20.6u ps=44.3u
mn2 n8 n4 0 0 nmos 1=1.2u w=19.4u ad=68.5p as=15.2p pd=45.2u ps=20.6u
c3 n3 0 lef
c4 n4 0 1pf
.ends xor



nand3
nand3
nand3
nand3
nand3
nand3
nand3
nand3

•

•

•

Appendix B

The input format for CUREST

The input format for CUREST is exactly the same as that for TAMIA except there

is a slight modification to include the primary input patterns. Besides, a few options

that are exclusive to CUREST are added. A decoder circuit is used for illustration.

••••comment line starts with "." ••••
.include celi_mf.spi
. in'terval intl

••••circuit topolgy is described below••••
xl 4 20 inv
x2 3 19 inv
x3 6 18 inv
x4 2 17 inv
x5 1 16 inv
x6 5 15 inv
x7 20 21 inv
x8 19 22 inv
x9 17 23 inv
xl0 16 24 inv
x11 21 22 18 14
x12 21 19 18 13
x13 22 20 18 12
x14 19 20 18 11
x15 23 24 15 10
x16 23 16 15 9
x17 24 17 15 8
x18 16 17 15 7

••••primary inputs used in TAMIA••••
vinl 1 0 symbolic(intl symbolic(fast_high(O 5 4ns 0)
+ slow_high(O 0 0 0) fast_low(O 0 0 0) slow_low(O 0 0 0»)
vin2 2 0 symbolic(intl symbolic(fast_high(O 5 3ns 0)
+ slow_high(O 0 0 0) fast_low(O 0 0 0) slow_low(O 0 0 0»)
vin3 3 0 symbolic(intl symbolic(fast_high(O 0 5ns 5)
+ slow_high(O 0 0 0) fast_low(O 0 0 0) slow_low(O 0 0 0»)
vin4 4 0 symbolic(intl symbolic(fast_high(O 0 7ns 5)

ï5



•

•

APPENDIX B. THE INPUT FORMAT FOR CUREST

+ slow_highCO 0 0 0) fast_lowCO 0 0 0) slow_lowCO 0 0 0)))
vin5 5 0 symbolicCintl symbolicCfast_highC6n 5 8ns 0)
+ slow_highCO 0 0 0) tast_lowCO 0 0 0) slow_lowCO 0 0 0)))
vin6 6 0 symbolicCintl symbolicCtast_highC6n 5 9ns 0)
+ slow_highCO 0 0 0) tast_lowCO 0 0 0) slow_lowCO 0 0 0)))

****external loading capacitances****
c17 7 0 lpf
c18 8 0 lpt
c:!9 9 0 lpt
cll0 10 0 lpt
cl11 11 0 lpt
c112 12 0 lpt
cl13 13 0 lpt
c114 14 0 lpt
c15 15 0 lpt
c16 16 0 lpt
c17 17 0 lpt
c18 18 0 lpt
c19 19 0 lpt
c20 20 0 lpt
c21 21 0 lpt
c22 22 0 lpt
c23 23 0 lpt
c24 24 0 lpt

****primary input patterns used in CUREST:
input_name, input_node_number, start_time, transition_time,
transition_type****

il 1 0.0 5.0e-9 4
i2 2 0.0 5.0e-9 4
i3 3 0.0 5.0e-9 4
i4 ~ 0.0 5.0e-9 4
i5 5 0.0 5.0e-9 4
i6 6 0.0 5.0e-9 4

i6

•

****primary output node numbers****
.output 7 8 9 10 11 12 13 14
.display 7 8 9 10 11 12 13 14

****Options that are applied to CUREST****
*det_step: determine the spacing between current time points
*stop_time: determine the stop time ot the current wavetorm
*hazard: 1 included glitch current
* 0 ignorea glitch current
*integration: 1 C\i moael is selected
* 0 CP model is selected
*specify_input: 0 randomly generated inputs are needed
* 1 inputs are specified by the user
*random_type:
* 0 transJ.ticn start time, transition time and transition type are specified
* 1 randomly generate transition start time
* 2 randomly generate transition time
* 3 randomly generate transition start time and transition time
* 4 randomly generate transition type
* 5 randomly generate transition start time and transition type
* 6 randomly generate transition time and transition type
* 7 randomly generate transition start time, transition time
* and trans:r.tion type
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.random_set: determine the number of randomly generated input vectors

.pr_rise: probabilitv of rising input

.pr_fall: probability of falling input

.pr_high: probability of stable input staying at Vdd

.pr_low: probability of stable input staying at Gnd

.time_tO: start time of primary inputs

.tran_time: transition tlme of primary inputs

.tran_type: transition type of primary inputs

.exhaustlve: 0 exhaustive analysis is selected
• 1 exhaustive analysis is not selected

.options min_step=le-12 max_step=le-S def_step=5e-ll min_dv=0.02
+ max_dv=0.4 ac_error=0.3 max_high=5.0 min_hlgh=4.9
+ max_low=O.l high_treshold=4.0 Iow_treshold=I.O
+ target_error=0.2 ac_iter=50
+ stoE_time=15.0e-9 hazard=l intagration=O specify_input=O
+ ranaom_type=4 random_set=4000 pr_rise=0.5 pr_fall=0.5 pr_high=O.O
+ pr_low=O~O time_tO=0.Oe-9 tran_time=5.0e-9 tran_type=4 exhaustive=O
• Mln_step used to be le-ll* Max step used to be le-S
• Min_dv used to be 0.05* Target_error used to be 0.2
.end




